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Abstract 

Against the background of an increasing demand for safety relevant and robust GNSS positioning, 

this thesis is about analyzing and developing possibilities, to ensure a robust and continuous 

tracking and positioning solution in low and high dynamic scenarios, even in broadband jamming 

environments. 

The tracking filter respectively tracking architecture is one vital component of the GNSS receiver. 

Therefore, in the first section, the goal is to find an optimal tracking architecture, providing robust 

and continuous tracking, even in high dynamic and jammed scenarios. Here for, this thesis clusters 

the possible tracking architectures into categories and compares the best representative of each 

category against all others. The categories are scalar classical fixed gain tracking, scalar optimal filter 

tracking, vector tracking, everything both in total state space and error state space realization, as 

well unaided and aided. Some tracking architectures are being new developed, while for others, the 

appropriate architectures are taken from literature. Especially for aided tracking architectures, 

different new tracking architectures are developed, together with appropriate aiding error models. 

Comparisons are made, which aiding quality is at least necessary to outperform unaided error state 

vector tracking. 

A novel tuning approach will be introduced, being best suited for optimal filter-based tracking 

loops. All mission parameters, like platform dynamic and line of sight dynamic characteristics, 

together with assumed signal to noise and jamming to signal characteristics, being mapped on 

Kalman filter tuning parameters. 

For simulation of all introduced and developed tracking architectures, this thesis develops a high 

dimensional state space representation of the whole tracking loop in equivalent base band. For 

stimulation, line of sight phase dynamics, link budget models and jamming to signal ratio models 

are used. Besides a realistic tracking simulation, including realistic loss of lock prediction, the 

developed simulation approach provides the closed loop tracking bandwidth for each satellite 

channel, even in case of vector tracking. Moreover, an analytical stability verification of the tracking 

loop is possible, by considering the eigenvalues of the respective tracking loop.  

Because high interference respectively jamming poses a severe hazard, if GNSS positioning is used 

in safety critical application, this thesis evaluates the impact of broadband interference signals on 

tracking behavior and stability. For antijam improvement, different counter measures within a GPS 

receiver are analyzed and an optimal set of parameters for maximum antijam will be derived, 

considering the mutual influence of antijam measures within the GPS receiver. Measures for 

radiation pattern control are one of the most effective antijam measures, especially beam forming 

is often referred by literature to be the best method. This thesis determines high performing beam 

forming approaches and evaluates the real antijam improvement, given different array geometries 

and different imperfections. Because beam forming is not possible in standard civil GPS receivers, 

Nulling is evaluated in detail. Different Nulling algorithms are compared and a novel Nulling 

algorithm is developed. The optimal antenna array geometry for different beam forming and 

Nulling algorithms will be identified, together with the analysis of antijam improvement, given 

different imperfections. Finally, there will be an evaluation if Nulling provides a comparable antijam 

improvement as beam forming. 
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Zusammenfassung 

Vor dem Hintergrund einer ständig steigenden Nachfrage nach GPS Positionslösungen in 

sicherheitsgerichteten Anwendungen, befasst sich diese Arbeit mit der Analyse und Entwicklung 

von Möglichkeiten, ein robustes und unterbrechungsfreies Tracking von Satelliten, sowie eine 

robuste Positionslösung, sicherzustellen. Neben Szenarien niedriger Dynamik, werden vor allem 

hochdynamische Plattformtrajektorien betrachtet, bei zusätzlicher Anwesenheit von 

Breitbandstörern.  

Die Trackingarchitektur ist eine der Hauptkomponenten im GNSS Empfänger, welche 

verantwortlich für ein robustes und unterbrechungsfreies Tracking ist. Daher entwickelt diese 

Arbeit im ersten Abschnitt eine Einteilung der möglichen Tracking Architekturen in wenige 

charakteristische Kategorien und vergleicht anschließend den besten Repräsentanten der jeweiligen 

Tracking Architektur mit allen Anderen. Für jede dieser Tracking Architekturen, wozu sowohl 

klassische Tracking Architekturen mit proportionaler und integraler Verstärkung, als auch skalare 

Kalman Filter basierte Architekturen und Kalman Filter basierte Vektor Tracking Architekturen 

gehören, werden “Total State” und “Error State” Realisierungen betrachtet und zusätzlich sowohl 

ungestützte als auch gestützte Varianten. Für einige Kategorien werden eigene, neue Tracking 

Architekturen entwickelt. Für andere Kategorien werden Literaturrecherchen durchgeführt und die 

jeweils vielversprechendsten Tracking Filter verwendet. Für gestützte Trackingarchitekturen 

werden Mindestanforderungen an die Stützinformationen abgeleitet, um äquivalente und sogar 

bessere Ergebnisse zu liefern, als die beste ungestützte Trackingarchitektur. 

Ein neuartiger Tuning-Ansatz wird in dieser Arbeit entwickelt, welcher optimal für Kalman Filter 

basierte Tracking-Architekturen geeignet ist. Alle Missionsparameter, wie Plattformdynamik und 

Sichtliniendynamik, sowie das erwartete Signal- zu Rauschverhältnis und Störer- zu 

Signalverhältnis, können direkt auf Parameter des Kalman Filters abgebildet werden. 

Zur Simulation aller eingeführten und betrachteten Tracking Architekturen, entwickelt diese Arbeit 

eine hochdimensionale, zustandsbasierte Darstellung der gesamten Tracking Architektur. Hierzu 

erfolgt eine Darstellung durch ein gekoppeltes Differentialgleichungssystem erster Ordnung, wobei 

ausschließlich mit der Phasendynamik und Modellen für das Signal- zu Rauschverhältnis und 

Störer- zu Signalverhältnis gearbeitet wird. Zusätzlich zu einer realistischen Simulation des 

Tracking Verhaltens, wozu auch eine realistische Simulation des durch Störer verursachten 

Satellitenverlustes zählt, bietet die entwickelte Darstellung der Trackingloop die Möglichkeit, die 

Trackingbandbreite für jeden Satelliten zu berechnen, sowohl im skalaren als auch im vektoriellen 

Fall. Weiterhin ermöglicht die entwickelte Simulationsarchitektur eine analytische Berechnung der 

Stabilität, durch Berechnung von Eigenwerten entlang einer Trajektorie. 

Da Jammer bzw. Störsignale ein hohes Risiko für GPS Positionierung darstellen, insbesondere bei 

Verwendung für sicherheitskritische Aufgaben, analysiert diese Arbeit den Einfluss verschiedener 

Störertypen auf die Tracking Stabilität und die Tracking Genauigkeit. Für die Verbesserung der 

Störfestigkeit, werden verschiedene Gegenmaßnahmen innerhalb eines GPS Empfängers 

analysiert. Es wird eine optimale Kombination der möglichen Maßnahmen zur 

Störfestigkeitserhöhung hergeleitet, wobei insbesondere die gegenseitige Abhängigkeit dieser 

Maßnahmen berücksichtigt wird. Es werden Methoden zur Optimierung des Antennen 

Empfangsfeldes analysiert, insbesondere “Beam Forming”, welches von der Literatur überwiegend 



 

 
5 

 
  

als eines der besten Verfahren dargestellt wird. Diese Arbeit identifiziert die wirkungsvollsten 

“Beam Forming” Algorithmen und bewertet die reale Störerdämpfung sowie den realen 

Satellitengewinn, abhängig von verschiedenen Antennensegment-Geometrien und möglichen 

Störfaktoren. “Beam Forming” ist nicht in Kombination mit zivilen standard GPS Empfängern 

möglich. Aus diesem Grund wird in dieser Arbeit ein alternativer Ansatz, nämlich Nulling, 

betrachtet. Hierfür werden zunächst für verschiedene Nulling Algorithmen, die Vor- und Nachteile 

erarbeitet, sowie ein neuartiger Nulling Algorithmus entwickelt. Die Störerdämpfung sowie der 

Antennengewinn in Richtung der Satelliten, hängen stark von der jeweiligen Antennensegment-

Geometrie ab. Es wird für verschiedene Nulling Algorithmen die beste Geometrie identifiziert, 

sowie die reale Störerdämpfung in Abhängigkeit verschiedener Fehlerquellen diskutiert. 

Abschließend erfolgt ein Vergleich zwischen “Beam Forming” und Nulling. Ziel ist es zu 

evaluieren, ob unter realen Bedingungen, unter Berücksichtigung nicht perfekter Antennen-

Geometrien und nicht perfekter Störer-Richtungsschätzung, Nulling eine vergleichbare 

Störfestigkeitserhöhung wie “Beam Forming” aufweist. 
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Nomenclature 

IFs  
received satellite signal at IF 
frequency CAchipT   code chip length 

0IFf  L1 base frequency at IF    received code phase progress 

( )ˆ t  pseudorange change estimation ̂NCO
  estimated code phase progress 

ˆ
cf  code doppler frequency 

n

ev  

platform velocity, given in n-
frame coordinates with respect to 
e-frame coordinates 

0CAf  code base frequency    geodetic longitude 

( )CA t   code phase [chips]    geodetic latitude 

c speed of light ( ) R ,en   
transformation matrix from e-
frame into n-frame 

,#LoS Svv   line of sight velocity for satellite Sv x̂e  position in e-frame coordinates 


,clk R   

code phase influence of receiver clock 
error 

( )NR  geodetic ellipsoid normal radius 

corrT   correlation time v ,

e

e aiding   aiding velocity 

   discriminator measurement in [s]  v ,

e

e N   noise-like aiding error 

 ˆ   estimated code phase correction  v ,

e

e R   rate aiding error 

K   Kalman gain matrix v ,

e

e oos   velocity aiding delay error 

−

+
P 1k   

state error covariance matrix before 
update 

v ,

e

e  tilt aiding error 

+

+
P 1k   

state error covariance matrix after 
update 

 OOSt   aiding delay 

R   measurement error covariance matrix ( ) R ˆˆ ,nn
  

transformation from tilted n-
frame into correct n-frame 

H   observation matrix Ωn

en   transport rate 

I  ionosphere error   SV
 received code phase 

T   troposphere error 
SV

  received carrier phase 

   discriminator output in [s]  SV
 received code phase with 

errors 

n   noise discriminator error ( )IFs t  
received satellite signal at IF 
band 

 Svt   satellite clock error I  in-phase signal 

 CLKt   receiver clock error Q  quadrature-phase signal 


 2

,n   error variance discriminator error IFA  signal amplitude at IF band 



 

 
12 

 
  

IF

IF

C

N
  

signal to noise ratio, valid at IF 
interface, after band pass filter D  navigation message 

IFJ  jammer signal at IF band   

IFn  noise at IF band   

,IJ IJ  
jammer spectral power density, in-
phase component 

  

,QJ QJ  
jammer spectral power density, 
quadrature-phase component 

  

2,EI  
in-phase signal path after de-
spreading with early code replication 

  

2,LI  
in-phase signal path after de-
spreading with late code replication 

  

2,EQ  
quadrature-phase signal path after de-
spreading with early code replication 

  

2,LQ  
quadrature-phase signal path after de-
spreading with late code replication 

  

3,EI  
in-phase signal component after 
correlation (early path) 

  

k  Boltzmann constant   

( )0AF T  
Nosie figure, valid for reference 

temperature 0T  
  

( )v kk  array manifold vector   

k   wave number   

( )  , ,B  complex antenna gain   
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I Motivation 

Robust Accuracy and Dynamic Continuity 

Standalone GPS navigation or integrated GPS navigation systems are currently used at an 

increasing number in safety critical applications or at least applications, with safety related 

requirements to GPS navigation. Examples of such applications are auto landing of civil aircrafts, 

UAV missions in inhabited areas or even autonomous driving cars or positioning of high-speed 

trains in the context of safety critical section control. 

Regarding line of sight dynamic between the platform and satellites and regarding high dynamic 

signal to noise ratio variations, the tracking filter itself is the GNSS receiver component, which 

determines mainly the robustness and accuracy of the raw data solution and positioning solution. 

This is valid in unjammed as well in high interference environments. Given jamming, there are vital 

other mitigation measures like CRPA’s, but nevertheless, an appropriate tracking architecture and 

an optimal tuning of the tracking architecture are vital for a robust and accurate solution. 

There are a lot of different tracking architectures possible and many are already published in 

literature. The possible tracking architectures are unaided classical scalar fixed gain architectures, 

unaided scalar optimal filter tracking in total or error state space and unaided optimal vector 

tracking in total or error state space. For aiding, also scalar and vector tracking architectures, in 

total state or error state realization are possible. Designing a GNSS receiver, an important question 

is, which architecture to select, which architecture provides best results in different dynamic and 

interference scenarios and what are the differences, advantages or disadvantages of these 

architectures. 

Starting with the question, if scalar optimal tracking filters provide advantages compared to classical 

scalar fixed gain tracking, a structured comparison of all different realizations of tracking loops is 

necessary. Second, most paper suggest that vector tracking provides higher robustness, given high 

dynamic scenarios or high interference environments. But a remaining question is, what is the 

quantitative advantage, given consistent scenarios regarding dynamic and jamming and given 

comparable tuning settings. In the context of comparing scalar tracking and vector tracking, also 

the topic of distributed filter architectures and a centralized filter architecture must be discussed. 

Centralized or vector tracking filters are more complex. All error components or states must be 

modeled with a high precision in order to prevent the centralized filter from assigning estimates to 

wrong states. In contrast, a distributed approach, to which scalar tracking belongs due to local 

scalar filters for pseudorange tracking and a subsequent filter for calculating the positioning 

solution, suffers the difficulty of colored error components in the pseudorange estimation. The 

pseudorange estimations are measurements in the subsequent positioning filter. The question is, 

how these colored error components can be considered within the positioning filter.  

If there is no aiding, the tracking filter must care about the whole platform and satellite dynamic, 

the clock error dynamic and other low dynamic errors like ionosphere delay. If there is no aiding, 

literature does not provide a comprehensive answer, if an error state approach does provide any 

advantages. In case of aided tracking, the remaining dynamics within the tracking filter are the 

aiding errors, the clock errors and also low dynamic error components. One might expect that in 

this case, an error state approach is the optimal approach. But even here, literature does not provide 

any structured and comprehensive answer. That’s why this thesis provides a deep and detailed 
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analysis of total and error state space approaches, given unaided and aided scenarios.  

Concerning aiding, essential for good results is an understanding of possible aiding errors and their 

appropriate consideration respectively estimation within the aided tracking architecture. For that, 

aiding error models must be developed, fitting the respective architecture. Also, the tracking 

architecture itself must be tailored for an optimal integration of the aiding error models. For aiding, 

a scalar optimal filter approach or a vector tracking approach is possible, both in error or in total 

state space. This thesis develops for all these architectures an aided variant and evaluates at first, if 

all given aiding errors are observable at all and if, which architecture provides the best solution in 

unjammed and jammed scenarios. 

Unaided vector tracking architectures provide already robust tracking results, to a certain extent 

even in jammed environments. Aided tracking architectures show robust tracking results at far 

more higher interference levels, but it is to investigate, if this is valid only for a high aiding rate or 

even for lower aiding rates. The question is, what is the minimum needed aiding rate, given different 

dynamic scenarios, to provide at least equal results as the best unaided tracking architecture. 

A further interesting question regarding aiding is the way, how aiding is applied to the tracking 

architecture. In scalar as well in vector tracking architectures, aiding can be applied as an additional 

measurement or as a kind of “control input”. It is important to evaluate, which option provides 

better results regarding aiding error estimation and overall performance. 

The tuning of tracking loops is a critical task. There are two main tuning requirements being 

contradictory. For optimal trajectory following capability and the associated small dynamic stress, 

a high bandwidth is necessary. For maximum robustness respectively high antijam, a low bandwidth 

is necessary. Therefore, this thesis answers the question, if there is an optimal tuning, at least for 

optimal tracking filters, being able to map assumed or pre known mission dynamic and mission 

interference characteristics, directly on tuning parameters. If this is possible, online measurements 

of actual jamming to signal ratios and short time dynamic predictions, based on flight control 

commands, can directly be used to adapt the tracking loop in an optimal sense. 

 

GPS Modeling and Simulation 

Using GNSS positioning in safety critical applications requires a stability, robustness and accuracy 

analysis, pre mission, before the receiver is used. The platform dynamic and interference dynamic, 

with which the receiver is confronted, varies in a wide range, depending on the particular 

application. Therefore, a powerful GNSS receiver tracking simulation tool is necessary, providing 

tracking results, being equivalent to the one of real receivers. An additional requirement for 

simulation is to provide also a deep analytical insight into the tracking loop, like tracking bandwidth 

calculation and analytical stability verification. The effects of line of sight dynamic as well 

interference and jamming must be emulated within the tracking simulation, in order to get the same 

stochastic significance and loss of lock behavior as on real missions. 
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Optimal tracking filters, as scalar optimal filters, vector tracking filters and aided optimal filters, are 

adaptive, regarding changing line of sight dynamic and varying interference levels. For application 

in safety of life applications, it is absolutely necessary to evaluate pre mission, the boundaries of 

stability, given a defined region of parameter variations. For this, bandwidth variations, eigenvalue 

variations and stability margin variations along assumed missions, given a defined set of parameter 

variations, shall be provided by the simulation approach. 

For receiver and tracking filter developers, also a pre mission simulation is necessary, in order to 

evaluate the tracking robustness and accuracy in different scenarios and to calculate eigenvalues 

and closed loop tracking bandwidths for a defined set of parameter variations.  

Moreover, the simulation concept must be designed in a modular way, that it is easy to exchange 

tracking filters, discriminators and correlators.  

Classical GNSS receivers and software GNSS receivers provide tracking results in real time. For 

pre mission analysis of a wide range of parameters, a simulation being much faster than real time 

must be developed.  

 

Reception Resilience 

For reliable GNSS positioning, even in high interference or jammed environments, dedicated 

antijam methods must be implemented. There is a vast variety of antijam methods, starting with 

the usage of CRPAs, pre-whitening transformations, notch filters, minimum bandwidth IF stage 

filters and optimized minimum bandwidth tracking filters, to mention only the most important 

one. All these methods are not equally suitable for all types of jammers. Moreover, some of these 

methods worsen the correlation gain or show other disadvantages. 

Especially for wide band interference, having the most severe impact on tracking robustness, the 

usage of CRPAs, reducing the IF bandwidth or reducing the overall closed loop tracking 

bandwidth, are the best mitigation strategies.  

With focus on wide band jamming, the detailed impact of characteristic jamming types at different 

stages within a GNSS receiver is of vital interest for an optimal design of the IF bandpass filter and 

the optimal tuning of the tracking filter. 

For tuning the tracking filter, especially Kalman filter-based tracking architectures, the 

discriminator error variance in high interference environments is a direct input to the measurement 

covariance matrices. Therefore, the exact discriminator error variance must be predicted, 

depending on the assumed or measured jamming to signal ratio. Discriminator error variance 

predictions, available in literature, are mainly based on a white noise jammer assumption at IF stage, 

together with the closed loop noise bandwidth of the tracking loop. But even in case of white noise 

jammers, these formulas neglect the effect of spreading and the subsequent correlation. For real 

jammer impact, stability or loss of lock predictions in simulation and for tuning the real receiver, it 

is important to compensate these errors, given by standard formulas.  

Reducing the IF bandwidth reduces also the overall interference power, entering the tracking loop, 

but also lowers the correlation gain and therefore the effective signal to noise ratio. Here, a loss of 

10 dB can already cause loss of lock, which underlines the importance of a coordinate design of 

the IF bandwidth together with the correlation time.  
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Besides white noise jammers, PRN code jammers represent a severe impact on GPS tracking. For 

PRN code jammers, different designs are possible. It is of great importance, to understand the 

different design possibilities and their corresponding impact within the GPS tracking loop in order 

to predict loss of lock, pre mission. 

As already mentioned above, CRPAs are one of the most effective mitigation methods, especially 

for wide band jamming. Basically, two different approaches are used for radiation pattern control. 

On the one hand it is nulling, which does not require special GPS receiver interfaces and can 

therefore be used together with civil GPS receivers. On the other hand, it is beam forming, 

requiring a special receiver interface, which makes it impossible to implement beam forming in off 

the shelf, civil GPS receivers. Due to its applicability of Nulling in civil GPS receivers, it is 

important to figure out the differences of beam forming and nulling and to evaluate all factors and 

design criteria’s, contributing to a maximum antijam.  

Given the growing demand of GPS navigation in civil, safety of life applications, the question 

arises, if nulling can provide similar antijam capabilities as beam forming. 
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II Introduction 

In the first section of this thesis, for each meaningful tracking architecture type, a representative 

tracking loop is introduced and some tracking architectures are being developed. A novel tuning 

approach is developed, being called “scenario matched tuning”. This new tuning method is 

explained in detail for each tracking architecture. At first only unaided tracking architectures will 

be developed. In the second part of this first section, also aided tracking architectures are 

developed. In this context, different aiding errors are analyzed in detail and aiding error models are 

developed, allowing the estimation and compensation of the aiding errors. The aiding error models 

are developed individually for each aided tracking architecture type. Also special tuning challenges, 

regarding tuning the aiding error models, are discussed in detail. 

This first section starts with classical scalar fixed gain tracking architectures, being the standard 

tracking architectures in today’s mass market GNSS receiver. Building on that, a scalar total state 

optimal filter tracking architecture is developed and a scalar error state tracking architecture. The 

next improvement is achieved by total state vector tracking architectures and error state vector 

tracking architectures. Afterwards, for all these tracking architectures, aided versions are developed. 

The order of the different tracking loops is chosen in such a way, promising an increasing better 

tracking performance and robustness. 

The successive architectures are compared to each other, evaluating advantages and disadvantages. 

For comparing tracking performance, robustness and stability, a novel state space equivalent base 

band simulation concept is developed along each tracking architecture. The principles of this 

simulation approach are developed in the second chapter of this thesis. 

The second chapter develops a novel concept for pre mission simulation of GPS tracking. Starting 

from a detailed satellite and jammer link budget model, considering flight dynamic and antenna 

characteristics, up to a detailed simulation of the I/Q generation, correlation and the tracking filter 

itself. The developed concept is set up in a modular way, providing the possibility to exchange the 

tracking filter in order to evaluate different kinds of filters. The simulation concept is based on an 

equivalent base band state space approach, providing the additional possibility to derive eigenvalues 

for each satellite channel – also in case of vector tracking – and to calculate the closed loop tracking 

bandwidth for each satellite channel. 

In this second chapter, the basic principle and concept of this state space equivalent base band 

simulation concept is developed, using the example of a selected tracking architecture. The state 

space simulation equations for all other architectures are developed in chapter one, alongside of 

each tracking architecture. 

The third part is about improving antijam. At first, the impact of different jammer types on all vital 

components within the GPS receiver reception and signal processing chain is analyzed. For vital 

components, different algorithms and modifications to improve antijam, are developed. 

Besides the tracking filter design and tuning for maximum antijam, also antenna radiation pattern 

control is evaluated. Different algorithms for beam steering, beam forming and nulling are 

discussed and some new algorithms are developed. One central topic are the advantages of beam 

forming against nulling.  
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III Robust accuracy and dynamic continuity 

III - 1  Motivation 

The tracking loop itself is denoted as GPS receiver key technology and mainly responsible for 

robust and accurate tracking results. The following figure gives a rough overview of a GPS receiver, 

in order show the location of the tracking loop within the GPS receiver. 

 

III-1 GPS receiver architecture 

Similar representations can be found in [1] or [2].   

The tracking loop consists out of the correlation core and the tracking filter. The following figure 

gives an overview of these two main components of the GNSS receiver. 
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III-2 Basic structure tracking loop 

The correlation core generates the code and carrier replique and measures the phase difference 

between the replicated code, respective carrier signal and the received ones. 

The tracking filter uses the code phase and carrier phase difference as measurements, to adjust the 

replicated code and carrier phase in order to minimize the corresponding phase difference. 

The combination of correlation core and tracking filter represents a control loop.  

The tracking architecture itself has a major influence on tracking robustness and tracking stability 

in different dynamic scenarios and different noise or jamming environments. 

There are many possible tracking architectures. But most possible tracking architectures can be 

subsumed into few categorical types, as given in the following figure. 
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 Scalar Tracking Vector Tracking  

unaided 

classical scalar 1st and 2nd order 
tracking filter 

optimal total state vector tracking 
filter 

total  

state optimal total state scalar 
tracking filter 

optimal error state scalar 
tracking filter 

optimal error state vector tracking 
filter 

error 

state 

aided 

(no useful variant) 
aided optimal total state vector 

tracking filter 

total  

state 

aided optimal error state scalar 
tracking filter 

aided optimal error state vector 
tracking filter 

(aiding as “control input”) error 

state aided optimal error state vector 
tracking filter 

(aiding as “measurement”) 

III-3 Different types of tracking architectures 

There is already literature on all components shown in the table above.  

In literature like [3] or [1], mostly one special tracking filter is developed and analyzed in some 

selected scenario. There is no comprehensive analysis and structured comparison of possible 

architectures.  

Classical scalar tracking loops, without any Kalman filter are given for example in [4], [5], [1], [6], 

[7] and [8]. There, the basic structure for delay locked loops and phase locked loops is introduced. 

Also tuning is discussed, mainly based on phase margin design and settling properties. In [9], an 

in-depth analysis of tracking loop poles is shown for determination of tracking stability margin.  In 

[10], the nonlinear characteristic of the discriminator is considered and the tracking loop is 

formulated as a nonlinear differential equation, where stability is argued by domain of attraction. 

Scalar optimal filter based tracking loops are derived and evaluated in  [11], [1], [12], and [13].  In 

[14], also an optimal scalar tracking loop is introduced. The focus of this paper is to map the settled 

Kalman gains on classical fixed gain tracking filter gains and to show that a settled scalar optimal 

filter, can also be converted into a classical fixed gain tracking loop structure. 

Most introduced scalar optimal tracking loops are given in error state representation and not in 

total state representation. But there is no analysis of the advantages or disadvantages, using error 

state space representation, even without any aiding. This chapter evaluates both implementations 

and compares it afterwards. In literature, there is also no tuning scheme given for the introduced 

tracking loops. In this chapter, a novel scenario-matched tuning approach will be developed, being 

applicable for all tracking architectures. Using this new approach, all architectures can be tuned in 

a similar way, making the architectures more comparable.  
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An interesting scalar optimal filter based tracking architecture is developed in [15], where the focus 

are low signal to noise levels, especially for side lobe usage in space navigation. There, an extended 

scalar Kalman filter is used as tracking filter, whereby the Kalman filter is adapted, using a Bayesian 

filter approach. 

More optimal filter based code tracking loops are given in [16] and [17]. In [18], the equivalence 

between a phase locked loop and a Kalman filter-based loop filter is analyzed. 

Different realizations of vector tracking architectures are given in [1], [19], [20], [19], [21] and [22].  

In all these papers, pseudorange or position state vector tracking realizations are given. Most of the 

stated literature compares the introduced vector tracking architectures against scalar tracking in a 

special scenario. In [23], different forms of vector tracking architectures are given, including a 

comparison against classical scalar tracking and Kalman filter based scalar tracking.  

Scalar aided tracking architectures are given in [24], [25] and [26]. The given tracking architectures 

are mostly classical fixed gain tracking loops, whereby the tuning is realized by bandwidth design 

and pole placement, using Laplace transfer functions. Aiding errors are neither considered nor 

estimated. 

There is almost no literature on aided vector tracking loops. But aided vector tracking architectures 

are given in the context of tightly coupled tracking architectures as in [27] or [28]. 

Based on the given literature, this chapter provides the following additional contributions. 

Contribution 1: Structured development of different types of tracking architectures, as given in the 

table above. The architectures are compared to each other and the advantages and disadvantages 

of the different architectures are evaluated – in unjammed and jammed scenarios, as well as for low 

and high dynamic trajectories. A novel comparing scheme will be introduced, based on the 

correlation between tracking error covariance and tracking error correlation time. 

Contribution 2: Introduction of a novel equivalent based band representation in state space form. 

On the one hand, a coupled “distributed” state space form is developed, enabling a tracking 

simulation in equivalent base band, showing equal results as real tracking.  

Contribution 3: Development of new tracking architectures, especially aided ones. 

Contribution 4: A novel tuning scheme is developed, which will be named “scenario matched 

tuning”. Tuning of a GPS tracking loop is always a compromise between optimal dynamic 

following respectively minimum dynamic stress and minimum pseudorange or positioning error 

variance. Both tuning criteria are being contradictory. The novel scenario matched tuning, being 

developed in this chapter, will give inherently the optimal balance between these two tuning 

requirements. Additionally, for all different developed tracking loops, special tuning hints and 

pitfalls will be discussed in order to optimize tracking behavior. 

Contribution 5: In addition to various unaided tracking architectures, this chapter introduces and 

evaluates also aided tracking architectures in a structured and comparable way. Starting from aided 

scalar tracking, to aided total state vector tracking and aided error state vector tracking.  

Contribution 6: In case of aiding, for good tracking results, it is essential to consider the possible 

aiding errors. A further contribution of this chapter is the introduction and modeling of different 
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aiding errors. For each developed aided tracking architecture, error models will be developed which 

enable the tracking architecture to consider or estimate different kind of aiding errors. 

Contribution 7: There will be an analysis, which aiding quality is necessary to outperform the best 

unaided tracking architectures. 

Contribution 8: Finally, all derived tracking architectures will be compared regarding their antijam 

capability and tracking behavior in jamming scenarios. 

 

III - 2  Classical scalar fixed gain tracking 

III - 2.1   Motivation 

The first architecture being discussed is the classical scalar fixed gain tracking architecture as given 

in [29], based on 1st and 2nd order loop filters. 

Classic scalar fixed gain tracking loops are the most used tracking architectures in today's consumer 

GPS receivers. But especially these tracking architectures suffer a lot of disadvantages which are: 

• There is no definite mapping of mission parameters like platform dynamic, expected signal 

to noise ratios and so on, on tuning figures of the loop filter. Tuning is mostly based on 

tracking bandwidth and settling characteristics. 

• The two main requirements on the tracking loop are minimum tracking bandwidth and 

minimum dynamic stress. These two requirements are contradictory regarding the closed 

loop tracking bandwidth. There is no analytical approach to find the optimal bandwidth 

• Selection of the appropriate filter order is crucial for minimum dynamic stress. In case of 

scalar fixed gain loops, the selection must be done manually. 

• There is no inherent tracking error covariance information available, which is necessary for 

positioning solution or even tightly coupled architectures. 

As it will be shown in the next sections, the tuning of the tracking loop is about finding the optimal 

balance between minimum dynamic stress error and minimum noise like error. For fixed gain 

tracking loops, the closed loop tracking bandwidth is the most important tuning figure. But it is 

difficult to determine the tracking bandwidth in order to get the optimal balance. Off the shelf 

receivers implement a tuning, covering a wide range of dynamic situations, which in turn leads to 

a bad behavior in high noise or even jammed environments.  

Even if the mission characteristics are known, there is no exact mapping of dynamic mission figures 

on the tuning parameters, used in scalar fixed gain tracking loops. 

In addition to the closed loop tracking bandwidth, also the order of the tracking filter plays an 

important role. Depending on the line of sight dynamic respectively the resulting phase dynamic, 

different orders of loop filters are necessary. The check, if the selected loop filter is appropriate for 

the given line of sight dynamic, must be done manually by using for example the final value theorem 

in Laplace space, to verify that there is no remaining control deviation. 
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A further weakness of scalar fixed gain tracking loops is the missing covariance information of the 

tracked pseudoranges and range rates. To get a covariance information for the raw data, one 

possibility is to transform the covariance information of the positioning solution to covariance 

information for pseudoranges by using the line of sight transformation. 

On the one hand, this section discusses elementary topics of classical tracking loops which are 

• Brief introduction to classical scalar fixed gain loop filter structures of 1st and 2nd order 

• Discussion of tuning criteria being important for loop filter design 

• Bandwidth oriented tuning of 1st and 2nd order loop filter, using the available degree of 

freedom for optimal dynamic behavior. 

On the other hand, despite classical scalar fixed gain tracking loops are already well discussed in 

literature, this section provides the following contributions: 

• Laplace representation of 1st and 2nd order tracking loop incorporating also the I/Q 

generation, correlation and discriminator. This Laplace representation, being also an 

equivalent base band model of the tracking loop, is developed as a distributed state space 

form and also as a centralized MIMO state space form, providing many useful analytic 

possibilities. 

• Development of a state space error covariance propagation model for scalar 1st and 2nd 

order tracking loops. The entries of the resulting state error covariance matrix can directly 

be used as measurement error covariance information in Kalman filter-based positioning 

solutions or in tightly coupled filters. 
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III - 2.2   Tracking architecture 

One of the simplest GPS tracking loops is the classical PI loop-filter based scalar code tracking 

loop. The following schematic shows the principle structure of this tracking loop. 

 

III-4 Classical fixed gain code and carrier tracking loop (uncoupled) 

Figure III-4 shows only the tracking loop itself. The input signal IFs  is the received signal, down 

converted to an intermediate frequency. The architecture above shows the code tracking loop 

together with the carrier tracking loop. Both loops are not coupled in this version. 

The first stage within the correlation core generates the I/Q signals in baseband, by using the 

replicated carrier signal ( )y tˆ  at intermediate frequency for a carrier wipe off. Both, the I and Q 

signals are multiplied with an early, late and prompt version of the C/A code replica, for de-

spreading of received C/A code. De-spreading in this context means, the power of the received 

C/A code, having a bandwidth of at least 1.023 MHz, is concentrated at 0 Hz. On the other side, 

the power of jamming signals is spread over a much wider bandwidth. 

In the third section, the early, late and prompt signals from I and Q are used to calculate the control 

deviation, respectively phase or timing difference between the received satellite signal and the 

replicated signal. 

The I/Q generation and spreading processes are well described in [30], [31] and [1]. 

x

x

90

Carrier NCO

x

x

x

x

x

x

C/A

Replique Gen.

I&D

I&D

I&D

I&D

I&D

I&D

( )IFs t

I

Q

C
o

d
e

D
is

c
ri
m

in
a
to

r
P

h
a

s
e

D
is

c
ri
m

in
a
to

r





EI

PI

LI

EQ

PQ

LQ

ˆ
Ec

Correlation Core

ˆ c

ˆ
Pc ˆ

Lc

Code NCO

ˆ
cf

ˆ
yf

L

Carrier

Replique Gen.

ŷ
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The measured code and carrier phase errors are provided to the loop filters. Their output is used 

to control the code and carrier NCO in such a way, that the replicated signals are in phase with the 

received one. The feedback variables are scaled to frequencies ˆ
cf  and ˆ

yf , which correspond to 

the line of sight code and carrier doppler frequencies. The basic code frequency 0CAf  and the basic 

carrier frequency 0IFf  are added as constant values. 

The code tracking loop itself only provides the pseudorange variation ( )ˆ t , since the beginning 

of tracking. 

The complete raw data are calculated according to the following equation 

( ) ( ) ( )  = + 0 0ˆ ˆ ˆt t t  (III-1) 

The initial pseudorange ( )0 0t̂  is calculated with the help of the navigation processor, which is 

not depicted in the figure above. An explanation of how to calculate this initial pseudorange, using 

the transmission time within the navigation message, is given in [5] and [4].  

Because this chapter is about comparing different tracking architectures, mainly code tracking will 

be considered. 

Typical loop filter architectures for code tracking are of 1st or 2nd order as given below, depending 

on the expected platform dynamic. 
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Second order loop filter:   
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III - 2.3   Tuning with bandwidth focus 

The task of the loop filter DLLL  is to control the frequency of the NCO in that way, to synchronize 

the phase of the received C/A code with the replicated one. Important is, to avoid a phase deviation 

between the received C/A code and the replicated C/A code of more than 0.5 code chips, because 
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beyond, the discriminator function is in its nonlinear region, which leads to unstable tracking 

behavior. Depending on the selected discriminator function, the unstable region can be reached 

already at smaller phase deviations. A detailed description of different discriminator functions can 

be found in [2]. 

Concerning the code tracking loop, there are three main tuning criteria.  

Criterium 1: The closed loop tracking bandwidth shall be as small as possible to minimize raw data 

error variance and to provide a high antijam. 

Criterium 2: The tracking bandwidth must be high enough, to allow the loop filter to follow the 

line of sight dynamic respectively the resulting code phase dynamic. 

Criterium 3: Besides the tracking bandwidth, also the order of the loop filter must be chosen, 

depending on the expected line of sight dynamic, in order to avoid remaining control deviations. 

The line of sight dynamic correlates with the Doppler shift of the carrier and C/A code frequency 

of the received signal and therefore correlates also with the phase dynamic of code and carrier 

phase, as given below.  

The following equation gives the code phase dynamic. 

( ) ( ) ( ) ( ) ( ) ( ) ( )
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t t  (III-5) 

The clock drift within the satellite and also the clock drift of the receiver NCO causes a phase 

shift 

( ) ( ) ( )( )  ==   −
,# / /clk Sv C A SV C A sv tt f t t tft  (III-6) 

( ) ( ) ( )( )  =  =  −
, / /clk R C A R RC A tt f t t tft  

(III-7) 

A constant line of sight velocity gives a linear code phase progression and an accelerated line of 

sight dynamic gives a quadratic code phase progression. The tracking loop must be able to follow 

this dynamic. 

In order to select the appropriate loop filter and especially its order, an analysis of the expected 

flight envelope respectively line of sight dynamic is necessary. In the context of this work, a DA42 

approach as well as a fighter aircraft trajectory will be used to compare the tracking algorithms. A 

detailed introduction to the mentioned scenarios is given in chapter IV - 2.3  . 

 

Tuning a DLL using a 1st order loop filter 

As first order loop filter a PI filter is chosen, which leads to zero static tracking error in case of a 

constant line of sight velocity. 

( ) = + i
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In order to set up the open loop transfer function of the code tracking loop, all components must 

be written in Laplace space. For the correlation core and NCO, a Laplace representation is 

developed in the context of equivalent base band representation in chapter IV - 2 . The equivalent 
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base band respectively Laplace representation of the correlation core is given as 
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In Laplace representation, the discriminator is just a factor, converting the phase error into a timing 

error. At least in the linear region.  
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The controller output ˆ is transformed into a frequency correction by using the following 

equation. 
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The following schematic shows the Laplace form of the code tracking loop. 

 

III-5 DLL - Laplace form 

The open loop transfer function of the code tracking loop gets 

( )0

1 1

1
2

i
DLL p

corr corr

K
s K

Ts s T
s

G

 
  

=    
   




+

+ 


,
 (III-12) 

The closed loop tracking transfer function can be written as 
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Using the final value theorem according to [32, p. 323], it can be shown that in case of a constant 

line of sight velocity, there will be no remaining steady state error. The control deviation can be 

written according to the following equation: 
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A constant line of sight velocity gives a linear increasing code phase input, which can be represented 

as a ramp input.  
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Equation (III-15) shows that a first order filter can eliminate a steady state tracking error in case of a 

constant line of sight velocity. But the next equation shows that an accelerated line of sight 

dynamic, leads to a constant tracking error. 
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Tuning of tracking loops is driven mainly by two criteria. The most important is the closed loop 

tracking bandwidth in order to maximize tracking stability in case of low signal to noise scenarios, 

or to minimize the impact of jamming. The second important tuning criteria is the capability of the 

loop, to follow the line of sight dynamic. 

As can be seen from equation (III-16), in case of accelerated platform dynamic, there is a remaining 

tracking error. Therefore, for high dynamic scenarios, at least a 2nd order loop filter is necessary. 

For the DA42 trajectory, a tuning bandwidth of 2 Hz is chosen. For the fighter trajectory, a 

bandwidth of 10 Hz is chosen.  

In the first approach, a 1st order loop filter is selected. 

For derivation of the loop gains, the bode diagram is required to provide a damping of 3 dB at the 

chosen closed loop tracking bandwidth. 

The expression 
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 can be neglected for derivation the controller gains. The absolute 

value of the closed loop transfer function can be written as following: 
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For calculation of controller gains, the Laplace variable s is replaced by j . 
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Equation (III-18) is solved with regard to pK , depending on iK , for the selected bandwidth. 

The integral gain iK  provides an additional degree of freedom, which can be used to optimize the 

dynamic behavior of the tracking loop. 
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The following figures show the tuning result for the 2 Hz tuning. 

 

III-6ramp response of transfer function with 1st order 
filter (2 Hz bandwidth) 

 

III-7ramp response of transfer function with 1st order 
filter (10 Hz bandwidth) 

 

III-8 Closed loop tracking bandwidth DLL1st order (2Hz) 

 

III-9 Closed loop tracking bandwidth DLL 1st  order (10Hz) 
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For the examples above, as input, a constant line of sight velocity of 500 m/s was chosen. 

Tuning a DLL using a 2nd  order loop filter 

For high dynamic scenarios with large accelerations, a 2nd order loop filter is necessary to prevent 

remaining tracking errors. 

The following equation shows a 2nd order loop filter, as used in [33]. 
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G  (III-20) 

The conversion factor of the discriminator and the conversion factor from the controller output 

to frequency are subsumed in the gain pK .  

The following figures show the ramp response and closed loop tracking bandwidth for a 2 Hz and 

10 Hz tuning. 

 

III-10ramp response of transfer function with 2nd order 
filter (2 Hz bandwidth) 

 

III-11ramp response of transfer function with 2nd order 
filter (10 Hz bandwidth) 

 

III-12 Closed loop tracking bandwidth DLL 2nd  order (2Hz) 
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III-13 Closed loop tracking bandwidth DLL 2nd  order (10Hz) 

 

Even if the dynamic characteristics are well known, as in case of the DA42 approach, a direct 

mapping of dynamic mission parameters on loop gains is not possible. This is one major 

disadvantage of scalar fixed gain tracking loops. Optimal tracking loops, being developed in the 

next chapter, do not suffer that disadvantage. 

 

III - 2.4   Equivalent base band dynamic state space simulation 

III - 2.4.1 Distributed state space form 

The fixed gain scalar code tracking loop can be simulated in equivalent based band, by using a 

distributed state space approach.  

The distributed state space representation is composed out of two components. The equivalent 

state space representation of the correlation core and the state space representation of the loop 

filter itself. 

The correlation core for the code tracking loop in state space form is 
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A detailed derivation can be found in chapter IV - 2 . 

The loop filter can also be written in state space form. At first the 2nd order loop filter will be 

considered. 

ˆ
p isK

s

K
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 +
=  (III-22) 

The loop filter is now written as differential equation in time space. 
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ˆ p iK K  =  +   with the basic differential equation: ˆ  =  (III-23) 

The basic differential equation can now be transformed to state space. 

1 : ˆLF x = =z                1 10 1
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 (III-24) 

The input iK   leads to an output 1iK x . 

The input pK   leads to an output  1pK x  and according to equation (III-24), pK . 

The complete estimated code phase error in units of [s] after the 1st order loop filter can now be 

written as 

1ˆ
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 (III-25) 

This can be written using the known state space form: 
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The feedback, respectively the phase control of the C/A replique is realized via the estimated 

Doppler frequency /
ˆ
C Af . Here for, the loop filter output ˆ  must be converted into the 

corresponding Doppler frequency.  

/
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=   (III-27) 

Using equation (III-27), the state space form of the loop filter can be written as following. 
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As figure III-14 shows, the NCO command only consists out of the estimated Doppler frequency


/

ˆ
C A
f , caused by the line of sight movement between the GPS receiver and the corresponding 

satellite.  In the real receiver, the NCO command would consist out of = +
/ / ,0 /

ˆ ˆ
C A C A C A
f f f . Due 

to equivalent base band simulation, only the code change caused by the line of sight dynamics is 

considered. The continuous code phase progress, arising from time progress, is not available in 

equivalent base band. 
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The pseudorange change since tracking begin, is derived directly out of the estimated code phase 

of the correlation core, as given in figure III-14. 

 

III-14  Deriving pseudorange out of DLL 

The line of sight velocity is calculated out of the estimated C/A doppler frequency. 
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The following figure shows the derived distributed state space form, including the coupling 

between correlation core and loop filter.  

 

 

III-15 Distributed state space architecture 1st order loop filter 

The 2nd order loop filter differential equation can be written as 
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The differential equation above is transformed into the corresponding state space form. 

=  + 

=  + T

u

y d u

z A z B

c z
 (III-31) 

For setting up =  + uz A z B , at first the following differential equation is used. 

  =ˆ  (III-32) 

The complete state space representation of the 2nd order loop filter is given in the following 

equation. 
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The feedback respectively the phase control of the C/A replique is realized via the estimated 

Doppler frequency /
ˆ
C Af . Here for, the loop filter output ˆ  must be converted into the 

corresponding doppler frequency.  

 

III - 2.4.2 Centralized state space form 

The fixed gain code tracking loop can also be written as a centralized closed loop state space 

representation. This form is necessary for deriving the closed loop tracking bandwidth and also for 

stability evaluations through eigenvalues.  

In order to get the centralized state space representation, both parts of the distributed state space 

representation are combined into one state space matrix. The coupling between the two parts is 

also realized within the system matrix A . 

In general, the closed loop tracking differential equation system can be written as 

 + = ˆˆ zA Bz u  (III-34) 

The centralized state space system is a MIMO system with several inputs and outputs. It is possible 

to calculate the transfer function between any of the available inputs and outputs. A single path 

through the MIMO system will be called SISO path. 

‘The most important transfer function is the SISO path from the received code phase to the 

estimated pseudorange, 

  →   ˆSV  (III-35) 

which is the typical closed loop tracking bandwidth.  
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At first, the centralized state space form for the 1st order loop filter is derived. For that, the 

correlation core according to (III-21) and the state space form of the loop filter according to (III-33), is 

combined within one matrix.7l 

The measurement equation of the loop filter 

 =  + 1ˆ piK x K  (III-36) 

gives the estimated time shift. For integration into the centralized state space matrix, it must be 

converted to the estimated frequency offset, which is used to control the NCO. 
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The pseudorange is derived according to the next equation. 
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Equation (III-39) shows only the pseudorange variation since the beginning of tracking. The absolute 

pseudorange is given by 

  = +0ˆ ˆ  (III-40) 

The initial pseudorange 0  is derived by the navigation processor within the GPS receiver, by 

evaluating the reception and satellite transmission time and by counting the samples within the 

navigation frame since the clock header in the navigation frame. A detailed explanation of initial 

pseudorange determination can be found in [5] and [4]. 

The loop gains may be time dependent by using gain scheduling based on actual signal to noise 

measurements. As a result, also the coefficients of the matrices A , B  are time dependent. 

The centralized state space representation of the code tracking loop using a second order loop filter 

is given in the next equation 
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Here also, for NCO control the corresponding frequency shift is calculated using the derived 

observation equation. 
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III - 2.5   Error covariance model 

The problem of scalar fixed tracking loops is that there is no available error covariance information 

regarding the derived pseudoranges and range rates. This information is necessary for integrating 

the raw data into a tightly coupled system. But not only for external integration this information is 

important, even within the GPS receiver, this information is important for the positioning solution.  

In classical fixed gain architectures, where this information is not available, the positioning solution 

uses some general weighting for the pseudorange measurements, which reflect the signal to noise 

ratio in the corresponding channel.  

Classical GPS tracking architecture which provide raw data at the interface, calculate the 

corresponding raw data error variances out of the DOP values. 
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(III-44) 

This section introduces a model-based error covariance calculation, which is propagated in parallel 

to the tracking algorithm and generates for each pseudorange, the appropriate error covariance 

information. The derived pseudorange error variance can now be used internally for a better tuning 

of the positioning solution or can be provided at the user interface and used for further integration 

of the provided raw data. 

For error covariance propagation, the following errors can be included into the model. 
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This section discusses at first the error caused by the received noise or even by jamming signals.  

The received noise causes noise like code phase error measurements at the output of the 

discriminator. Therefore, the effect of the noise can be modeled according to the following figure. 

 

III-16 Considering noise like errors 

The noise, respectively its variance 
2

,n   can be derived, based on the received signal to noise 

ratio
C

N
 and the noise figure of the whole GPS receiver analog electronic reception chain.  

At first, the pure error covariance propagation of noise like errors is shown in the following 

equation, bias like or long correlated errors are not yet considered. 

The output of the loop filter ˆ , if only noise according to figure III-16 is stimulated, gets   
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The sub-index “e” is used to mark the states as error states. 

In state space form it gets 
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In equation (III-48), the coupled correlation core differential equations and the differential equation 

of the loop filter are combined into one state space form. 
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The corresponding centralized state space form for error covariance propagation, using a second 

order loop filter gets 
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General error covariance propagation of scalar tracking loops 

The discrete solution of the given differential equation system can be written as 
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Using (III-50), the error covariance of the closed loop tracking states and especially the error 

covariance of the estimated code phase error, which correlates with the error covariance of the 

estimated pseudorange, can be calculated using the following covariance propagation.  
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using [34, p. 85] 
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Using (III-48), the matrix kQ for the 2nd order tracking loop gets 
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The matrix kQ for the 3rd order tracking loop gets 
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The pseudorange error covariance can be taken from the propagated error covariance matrix P . 

2
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Important to keep in mind is that the provided error covariance only considers noise like errors 

and if modeled, clock errors. Tracking errors due to dynamic stress are not included. 

 

III - 2.6   Robustness and accuracy evaluation 

Using the introduced distributed state space representation, together with the equivalent base band 

code phase dynamic and the signal to noise behavior along the mission, it is possible to evaluate 

the tracking behavior and the pseudorange error variance along the whole mission. 

For tracking loop designers, distributed state space simulation provides the possibility to evaluate 

the tuning performance and to test different tuning settings in different scenarios, pre mission. 

For the following simulation, a 2nd order tracking is loop is used. 

For the DA42 approach, a closed loop tracking bandwidth of 2 Hz is chosen. For the high dynamic 

trajectory, a closed loop tracking bandwidth of 10 Hz is used. 

The first simulation shows the tracking behavior of a 2 Hz, 2nd order loop, given the unjammed 

DA42 scenario. 
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UNJAMMED 

 

III-17 pseudorange error - DA42 

 

III-18 pseudorange error - high dynamic 

 

III-19 positioning error - DA42 

 

III-20 positioning error - high dynamic 
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III-21 bandwidth - DA42 

 

III-22 bandwidth - high dynamic 

The figures above show the bandwidth of the fixed gain tracking loop for each satellite channel. 

All channels have the same bandwidth. 

For a better comparison, the following figures show normalized pseudorange error variances versus 

correlation time constants. The most right upper corner would be the best location, having long 

correlation time and low error variance. 

Longer correlation times are desirable from point of loss of lock perspective. Long correlated 

errors, even having the same error variance, can be handled with much smaller bandwidth, as short 

correlated errors. In case of long correlated errors, it takes much more time until the accumulated 

phase difference between the replicated and received code phase becomes critical for causing loss 

of lock. 

 

III-23 Comparing raw date - DA42 

 

III-24 Comparing raw date - high dynamic 



 

 
43 

 
  

 

III-25PDOP - DA42 

 

III-26PDOP -  high dynamic 

 

CONCLUSION 

This figures above show the tracking behavior of a scalar fixed gain tracking loop. As scenarios, a 

low dynamic DA42 approach and a high dynamic fighter trajectory are considered. 

The tuning is based on tracking bandwidth criteria. Selecting the appropriate bandwidth is always 

a tradeoff between minimum dynamic stress errors and minimum noise like errors. A too small 

bandwidth gives small noise like errors, but at the same time high dynamic stress. A too high 

bandwidth gives minimum dynamic stress errors but high noise like errors. Somewhere in between, 

there is an optimal bandwidth which gives the best possible trajectory following capability and at 

the same time, minimum noise like errors. 

The bandwidth oriented tuning approach does not directly map mission parameters, like trajectory 

dynamic and signal to noise ratio, on tuning parameters. For tuning, experience plays a vital role.  

The scalar optimal tracking loop, introduced in the next chapter, provide a huge advantage, because 

this tracking approach provides the possibility, to map mission characteristics on available tuning 

parameters. 

Additionally, the fixed gain tracking loops do not provide some error covariance information about 

the pseudoranges and range rates. But exactly this information is necessary in a following navigation 

filter or tightly coupled integration. In this chapter, a standalone error covariance calculation was 

introduced, providing the error covariance information for the raw data, which in turn can be used 

for the subsequent navigation filter or for tight integration filter. A disadvantage of this standalone 

error covariance propagation is that dynamic stress is not considered. The error covariance only 

considers errors based on signal to noise ratio. Nevertheless, the figures above on pseudorange 

errors confirm the validity of the derived algorithm. 
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Major pros and cons 

Scalar fixed gain - unaided 

 The loop-filter-order must be selected based on the assumed platform dynamic. A 
manual check is necessary to ensure there is no remaining steady state control 
deviation. 

 No definite mapping of mission parameters on tuning figures is possible (Tuning is 
mostly based on designing an appropriate closed loop tracking bandwidth) 

It is difficult to find the optimal bandwidth for minimum noise error and minimum 
dynamic stress at the same time. 

 No error covariance information available. For error covariance propagation, a 
separate error model must be propagated in parallel. This error covariance 
information only includes noise caused errors and no errors due to dynamic. 

 Online adaptive tuning based on actual signal to noise ratio measurements is not 
possible, because there is no direct mapping of signal to noise ratio on tuning 
parameters. It is only possible by using experience values. 

 

 

III - 3  Scalar total state optimal filter tracking (unaided) 

III - 3.1   Motivation 

In this section, a scalar optimal filter-based tracking loop is developed and analyzed. The classical 

scalar fixed gain loop filter will be replaced by a total state Kalman filter. 

There is already some literature on optimal filter tracking. In [35], [11] and [22], different forms of 

scalar optimal filter tracking architectures are derived, whereby the focus is on designing the 

dynamic model and implementing the measurement equation for the Kalman filter. 

In [22] and [14], it will be shown that after settling, the Kalman filter based approach is equivalent 

to the classical fixed gain approach. For evidence, the settled Kalman gains are mapped on a 

classical fixed gain loop filter structure, where each Kalman gain is replaced by corresponding P 

and I gains. 

In addition to available literature, this section derives some important advantages of scalar optimal 

filter-based tracking architectures, which are: 

• The dynamic model within the optimal filter propagation equations gives inherently the 

correct filter order, provided the model is chosen according to the platform dynamic. 

• A novel tuning approach is developed in this section, which will be called “mission matched 

tuning”.  The platform dynamic characteristics and also the assumed noise environment, 

can directly be mapped on the tuning figures of the Kalman filter. 
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• Error variance information for carrier and code solution are inherently available, in contrast 

to the scalar fixed gain approach - where the error variance has to be calculated separately. 

• Due to direct mapping of mission characteristics like platform dynamic or the actual signal 

to noise level on the tuning figures, an easy and fast online adaption of the tracking loop is 

possible. 

If the mission dynamic behavior or even the mission trajectory is known, the dynamic model can 

be chosen in an appropriate way, which gives inherently the needed filter order to eliminate 

remaining control deviations and at the same time, gives minimum dynamic stress errors. 

In contrast to the tuning methods used for classical fixed gain tracking loops, optimal filter tracking 

loops provide the possibility to map directly mission parameters, like the acceleration along the 

trajectory or expected or measured signal to noise ratios, directly on to tuning parameters of the 

Kalman filter. The difficulty, finding the optimal balance between minimum dynamic stress errors 

and minimum noise like errors, is solved inherently by this mission matched tuning approach. This 

mapping allows also an easy online adaption of the optimal filter according the actual noise or even 

jamming environment. 

A further benefit of optimal tracking loops is the error covariance information for all raw data, 

which is provided inherently by the optimal filter state error covariance matrix. Contrary to the 

error covariance information of scalar fixed gain tracking loops, which has to be calculated 

separately, the error covariance of the optimal filter realization also considers dynamic stress errors, 

which cannot be considered in the error covariance calculation of fixed gain tracking loops.  

This section introduces a tracking architecture, using optimal filters and a singer filter like dynamic 

model. Moreover, the novel mission matched tuning will be introduced in this chapter, where the 

optimal filter is tuned by a direct mapping of mission characteristics onto the Kalman figures. 

For that, at first a fixed tuning about a complete mission is applied. In a second step, a method for 

online adaptive tuning will be derived and discussed. 

Besides the pure concept, also the exact implementation is discussed in order to avoid problems 

and some pitfalls.  

For pre mission evaluation of the tracking loop and especially the tuning settings, an equivalent 

base band representation of this tracking loop is developed. For stability evaluation and closed loop 

tracking bandwidth calculation, a centralized state space representation of this tracking loop will be 

introduced. 

III - 3.2   Tracking Architecture 

This section introduces the architecture of an optimal scalar code tracking loop. As can be seen in 

the figure below, the classical loop filter is replaced by an optimal filter. 
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-III-27 Scalar optimal filter code tracking loop – frequency feedback 

In this section, at first, the unaided total space approach is considered. As tracking filter a "singer 

filter" is used, which usually is applied in object tracking filters. In [36], this tracking filter is 

described in detail.  

Depending on the line of sight dynamic, a suitable dynamic model must be chosen in order to 

make the difference between the model dynamic and the real line of sight dynamic as small as 

possible.  

Because the main focus of this chapter is on comparing different tracking architectures, only code 

tracking will be considered. 

The line of sight dynamic is propagated, using the following line of sight dynamic model 
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The line of sight acceleration is assumed to have zero mean with variations, modeled by a 1st order 

Gauss Markov process. 

The propagation rate of the filter is equal to the output rate of the correlator, which works with a 

correlation time of 
corrT . Important to notice is that the Kalman filter is used in this application in 

a closed loop feedback system and the Kalman filter represents a kind of optimal loop controller. 

The typical Kalman Filter equations are given below. (A detailed derivation of these equations can 

be found in [37], [38], [39]) 
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The propagated states , 1
ˆ

LoS k
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+
z  are transformed into measurement respectively observation space 
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The observation model used in equation (III-60) uses the discriminator outputs as measurements.  

A special feature in this Kalman filter application is the calculation of the innovation. Typically, the 

innovation is calculated within the update equation. Because here, the Kalman filter is used as 

closed loop “loop filter”, the innovation is calculated within the correlation core. 

The estimated time progress  −

+
 1ˆk  is applied in the feedback path to the correlation core. 

 This measured time error   − −

+ ++
=  − 1 11 ˆkk k  is already the innovation of the Kalman filter. Using 

this information, the Kalman filter update equation respectively the innovation gets 
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The index F  of the vector 
T

Fh stands for “feedback”. In this example, the observation matrix TH  

used for calculating the Kalman gain, is identical to 
T

Fh . If consider-states will be used like in the 

next section, it is necessary to differ between the transformation to observation space, used for 

Kalman gain calculation and the transformation, used for generating the real feedback.  

The NCO is controlled by frequency. The NCO command is built out of the base C/A code 

frequency and the frequency correction being necessary to correct the phase difference between 

the received C/A code and the replicated one. 

− −

+ +
= + , 1 / ,0 , 1

ˆ ˆ
CA k C A CA kf f f  (III-62) 

The frequency correction is calculated out of the estimated time progress according to the 
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following equation. 
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The time progress 1ˆk
−

+
  is the absolute time since the start of tracking. The frequency correction 

is calculated based upon the difference between the last and the actual time progress estimation. 

In the architecture given in figure -III-27, as correlation core interface, the code doppler frequency 

was used. This estimated code doppler frequency is internally integrated by the NCO to the 

corresponding estimated code phase progress 1ˆ k
−

+
 . 

In case of software defined GPS receivers or even in future GPS receivers, where a direct interface 

to replique generator will be most likely available, the term 1ˆ k
−

+
  can directly be applied to control 

the phase of the replique generation, as it is shown in the following architecture. 

 

 

III-28 Scalar Optimal Gain Total State DLL - Direct code phase interface 

The tracking architecture in figure III-28 is equal to the architecture shown in figure -III-27. For 

simulation purpose and closed loop state space models to be introduced, the architecture with 

direct phase control will be used. 

The tracking results respectively the raw data ̂  and ˆ
LoSv , can directly be taken from the states 

of the line of sight dynamic model. In order to get the absolute pseudorange, the initial determined 

pseudorange must be added, because the states only show the pseudorange change since the 

beginning of tracking. 

  = + 0ˆ ˆ ˆ  (III-64) 
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The initial pseudorange 0ˆ  is calculated by the navigation processor. A detailed description of how 

this initial pseudorange can be calculated, is given in [5]. 

An important advantage of using a Kalman filter within the code tracking loop, is the inherent 

availability of the actual state error covariance information given by the state error covariance 

matrix P . The corresponding diagonal elements directly represent the pseudorange error 

covariance 
 2

ˆ  and the velocity error covariance 
2
ˆ ,v LoS . 

 

III - 3.3   Error modeling 

Error components 

The code phase error measurement at the output of the discriminator contains a noise like error, 

caused by the received noise or even caused by jamming, the ionosphere and troposphere error, 

ephemeris error, satellite clock error, the receiver clock error and an error caused by dynamic stress, 

which can also be interpreted as a control deviation. Especially in unaided architectures like the 

one considered in this section, dynamic stress errors pose a major error component. The dynamic 

stress can be reduced by using a higher tracking bandwidth on the cost of higher errors caused by 

noise. The optimal tuning must be a compromise between minimum noise caused errors and 

minimum dynamic stress. This optimal tuning can be realized by a novel scenario matched tuning 

and is topic of the following section. 

Within the correlation core, the code phase error is calculated according to 

   −

+ + +
=  − 1 1 1ˆk k k  (III-65) 

The tracking error respectively discriminator output is converted to units of seconds. The code 

phase control is again applied in units of code phase. 
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The following expression gives the error components at the output of the discriminator which are 

considered. Ephemeris errors and further minor error components are not considered. 
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The innovation, respectively the actual deviation between the received code phase and the 

replicated one - converted to time error - consists out of the given error components. 

In the following, only the noise like errors, the receiver clock error and the error part  , caused 

by dynamic stress, respectively the inability of the tracking loop to follow the line of sight dynamic, 

are considered. 

All other error components, like ionosphere error, troposphere error and ephemeris error are 

estimated in the positioning filter and not in the scalar tracking stage. But nevertheless, the focus 

of this thesis is to compare different tracking architectures. For that, only the dominant parts of 

the user equivalent range error (UERE) are considered, respectively the parts having a tuning 

relevant impact.  

A very important error component in GPS tracking is the dynamic stress, which happens if the 

tracking filter is not able to follow the line of sight dynamic in a proper way. This error type is a 

control deviation and can become very large in case of wrong tuning - it can even lead to loss of 

lock in high dynamic scenarios. Typical GPS literature has not the focus of a proper tracking loop 

tuning, that’s why this important error type gets not the attention, which it should have. 

 

Dynamic stress and dynamic model uncertainty 

Knowing the expected platform dynamic, a dynamic model for the used optimal filter is selected.  

In the following, a zero mean, line of sight acceleration is assumed. Within the dynamic model of 

the Kalman filter, the line of sight acceleration is modeled as a 1st order Gauss Markov process. 

The resulting model uncertainty enables the Kalman filter to estimate the correct line of sight 

figures. 

For tuning, as it will be shown in the following section, the deviation of the line of sight acceleration 

from the constant mean value, is assumed to be a Gauss Markov process. Correlation time and 

variance are the two characteristic figures of the Gauss Markov process, which will be determined 

by analyzing the given real process. 

The following equations show the derivation of the model error covariance matrix, given the line 

of sight dynamic model as well as the driving noise for the Gauss Markov process. The clock error 

is not yet considered in the dynamic model. 

The discrete version of the model error covariance matrix can be calculated, by solving the line of 

sight dynamic differential equation, depending on the seed noise vector LoSn . 
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Using the approximation from equation (III-69), the discrete error covariance matrix gets: 
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If the assumed error variance 
2

,n aLoS  is large, the Kalman filter pays more attention to the 
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measurement and gives only little trust to the model based predicted line of sight states. This in 

turn leads inherently to higher Kalman gains - which are necessary to put more weight on the 

measurement. These higher Kalman gains increase the overall closed loop tracking bandwidth and 

help the tracking filter to follow high line of sight dynamic. It is comparable to a gain increase in a 

classical PID loop filter-based tracking loop. 

The red colored parameters show the direct link between the Kalman filter tuning parameters and 

mission characteristics, as it will be shown in the section on "scenario matched tuning". 

 

Noise like measurement error 

The noise like part of the tracking error n
 , is a result of the received noise at the antenna together 

with some minor noise sources, like additional amplifier noise within the analog electronics stage 

of the receiver and the quantization noise. 

The variance 
2

,n  of this noise can be calculated as a function of the signal to noise ratio and 

jamming to signal ration, which will be derived in detail in a later chapter. The Kalman filter 

considers this noise like error within the measurement error variance matrix. 

2

,DLL n 
=R  (III-73) 

Important to know, only if this noise like measurement error is white, the Kalman filter is an 

optimal filter. If this error is colored, whitening measures must be implemented. 

 

Clock error 

In this scalar tracking approach, there is no possibility to estimate the clock error based on 

geometrical relations. If the state dynamic model without clock error will be used, the clock error 

is mapped onto the estimated pseudorange. 

The only alternative would be to model the clock error as a consider state, by using the following 

dynamic model and observation matrix. 
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Modeling the clock error as a consider state which is mapped onto the measurement, makes the 

measurement more uncertain in the frequency range of the clock error.  
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In high dynamic scenarios, where the line of sight dynamic has higher frequencies than the clock 

error dynamic, there is no benefit of this approach. Only in low dynamic or even static scenarios, 

this approach might improve the performance. 

 

III - 3.4   Novel scenario matched adaptive tuning 

In the chapter on classical scalar tracking loops, the main focus of tuning was the closed loop 

tracking bandwidth and also the avoidance of remaining tracking errors due to a wrong loop filter 

order. There is no direct link between the line of sight dynamic or the real signal to noise ratios and 

the optimal closed loop tracking bandwidth and filter order. 

Especially in case of pre known flight trajectories, like approaches to airports or planned missions 

in case of military operations, the line of sight dynamic is well known in advance. Also, assumptions 

on the received signal to noise ratio can be made or even some worst case boundaries on the 

received noise power can be estimated very good in advance. 

Classical scalar tracking loops do not benefit from this information. 

Optimal scalar tracking loops however use all this information directly for tuning. This information 

can directly be assigned to the available tuning parameters of the scalar optimal filter tracking 

architecture. 

Selection of an appropriate line of sight dynamic model 

At first, the line of sight dynamic model, used for state propagation in the Kalman filter, has to be 

selected. This model should correspond to the real line of sight dynamic of the platform. In [36], a 

line of sight dynamic model for radar-based flight object tracking is suggested. This dynamic model 

is also used to describe the line of sight dynamic between the DA42 or the fighter and the respective 

satellite. 

Tuning the model error covariance matrix 

As it was already mentioned in chapter III - 3.3  , the line of sight dynamic model assumes that the 

line of sight acceleration behaves like a zero mean Gauss Markov process. In order to describe this 

acceleration error process, respectively its dynamic behavior as a Gauss Markov process, the 

variance and the correlation time constant of the processes must be determined. 

Both parameters can be found in the autocorrelation of the gauss Markov process, as the following 

equation shows [38, p. 33]. 
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a LoSxxR t e
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−

=  (III-76) 

The mean of the acceleration is assumed to be zero   0LoSa = . 

In order to fit the line of sight dynamic model to the real line of sight dynamic, the variance and 

correlation time constant of the real acceleration error process are determined.  

In the following figures, an example acceleration process and the synthetic Gauss Markov model 

are shown. The left figure shows the process in time space. The right figure shows the correlation 
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of the real process and the synthetic one. 

 

III-29 LoS acceleration error process - DA42 approach 

 

III-30 LoS acceleration error correlation – DA42 approach 

In order to show that the synthetically generated Gauss Markov process has the same correlation 

time constant as the real process, the following figure shows a zoomed version of the correlation. 

 

III-31 LoS acceleration error correlation - zoomed 

A detailed derivation of the Gauss Markov process can be found in Appendix VII - 1.2  . 

Knowing the Gauss Markov process parameters, the necessary variance of the seed noise gets 

according to (VII-12) as 
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With the knowledge of the parameters and the already introduced clock error model, the model 

error covariance matrix for the scalar total state optimal tracking gets 
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If the clock error is considered within the scalar tracking loop, the error covariance gets 
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Considering (III-72), the discrete model error covariance matrix can be written as following. 
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It is assumed, that the clock error is not correlated with the line of sight dynamic error. The time 

T , at which the Kalman filter is iterated, should correspond to the correlation time corrT . 

 

Tuning the measurement error variance matrix 

Like it was already mentioned, the noise like measurement error variance is a function of the signal 

to noise ratio, the used discriminator type, the early minus late spacing within the correlation core 

and also the correlation time. The measurement error variance can be calculated analytically using 

the following equation. In this example, an early minus late power discriminator is used [2]. 
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The signal to noise ratio at IF interface can be predicted using models which will be derived in 

chapter IV - 2 , where the whole line of sight characteristic, possible jammer constellations, the 

whole receiver analog electronic and also the antenna reception pattern will be considered. 
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Another possibility is the online measurement of the signal to noise ratio with an instantaneous 

adaption of the measurement error variance within flight. 

For tuning, the DA42 approach and the fighter trajectory will be used. For both trajectories, the 

measurement error variance ( )( )2

, ,n t t


 x  will be predicted using the model based C/N 

prediction, introduced in chapter IV - 2.5  . 

The following two figures show the measurement error variance at the discriminator output, given 

the DA42 approach and the high dynamic trajectory. (The examples show the unjammed and 

jammed error variance for the satellites in view, while being on mission) 

 

III-32 Discr. error variance - DA42 - unjammed 

 

III-33 Discr. error variance - DA42 - jammed 

 

III-34 Discr. error variance - high dynamic - unjammed 

 

III-35 Discr. error variance - high dynamic - jammed 

 

As can be seen from figures III-32 to III-35, the measurement error variance at the output of the 

discriminator, changes along mission. For optimal tuning, this time dependent error variance has 

to be considered within the measurement error variance matrix DLLR  of the Kalman filter. As a 

result, DLLR  will become time dependent. 
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Online adaption of line of sight dynamic model 

Besides the measurement error variance, also the line of sight acceleration varies over time. Up to 

now, for tuning, the acceleration was assumed having a zero mean. The deviation from this mean 

value was modeled as a Gauss Markov process 1st order. 

The variance was calculated by considering the acceleration behavior along the whole mission. A 

better approach is to calculate the variance of the acceleration on many small sections along the 

mission trajectory. 

The following figures show as an example this procedure for satellite 19, given the DA42 approach 

and the high dynamic fighter trajectory. 

 

III-36 Adaptive tuning parameter DA42 approach  
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III-37 Adaptive tuning parameter Fighter  

The selection of the right section length is an important criterion, to find the optimal parameter 

for loop design. In this example the section time was figured out by manual search, which is 

possible because the mission is already known. In other cases, there will be the possibility to a flight 

model based tuning approach. The flight computer control commands could be used to predict 

the short time dynamic change of the aircraft, using a flight model. The predicted dynamic changes 

could be used in turn for LoS variance calculations. 

This variable acceleration variance is used within the model error covariance matrix Q , which now 

becomes also time dependent. 

In case of fixed tuning parameters, the Kalman filter becomes steady state, after an initial settling 

phase. In case of variable tuning parameter, there will be no steady state Kalman gain.  

The following architecture proposes a concept for realization of such an online adaptive tuning 

scheme. The tuning figures of the Kalman filter within the scalar optimal total state code tracking 

loop are changed online. Because the Kalman filter acts within the tracking loop as a loop 

controller, the following architecture represents an optimal adaptive control loop. 
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III-38 Architecture for online adaptive tuning 

At first, pre mission, the line of sight dynamic tuning parameters are calculated, respectively 

predicted. Additionally, while being on the mission, the tuning parameters are also determined 

online, based on actual mission parameters. 

The measurement error variances are determined from online measurements of signal to noise 

ratio. The acceleration variances and correlation times can be adapted by online acceleration 

measurements, or can be predicted, based on actual flight control commands, by using an 

aerodynamic model of the aircraft.  

 

Scenario matched online adaptive tuning - steady state 

In case of the mentioned online adaption of model dynamic and model error covariance matrix Q

, as well as the online adaption of the measurement error variance, the Kalman filter almost never 

reaches steady state. Especially in high dynamic scenarios, the tuning parameters are adapted all the 

time, leaving the Kalman filter always in a settling mode. The optimal Kalman gains, being 

necessary corresponding to the line of sight dynamic and the actual measurement error variance at 

the valid at distinct point on trajectory, will not be reached. 

The following tuning architecture suggests a method to get the optimal settled Kalman gains on 

each point on trajectory, valid for the actual line of sight dynamic and actual measurement error 

variance. 
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III-39 Architecture for online adaptive tuning – steady state Kalman gain initialization 

At every time step, at first the actual steady state Kalman gains are calculated by solving the Matrix 

Riccati differential equation.  

Starting with the discrete propagation of the state error covariance equation according to [40, p. 

301] 

1

T T T T

k k k k k k k k k k

− − −

+
= + +P Φ P Φ Φ K H P Φ ΓQ Γ  (III-82) 

and replacing the Kalman gain by the corresponding Kalman gain update equation 

( )
1

T T T

k k k k k k k

−
− −= +K P H H P H R  (III-83) 

the discrete state error covariance equation gets 

( )
1

1

T T T T T T T

k k k k k k k k k k k k k k k

−
− − − − −

+
= + + +P Φ P Φ Φ P H H P H R H P Φ ΓQ Γ  (III-84) 

The steady state solution is reached, if the state error covariance does not change from time step k 

to time step k+1. Using this assumption, the state error covariance 1k

−

+
P  can be replaced by k

−P . 

( )
1

T T T T T T T

k k k k k k k k k k k k k k k

−
− − − − −= + + +P Φ P Φ Φ P H H P H R H P Φ ΓQ Γ  (III-85) 

This form is also called the discrete algebraic Riccati equation (DARE). 

There are several approaches for solving the DARE, like given in [41].  In the following, the DARE 

is solved by first converting it into time continuous form and calculating the continuous steady 

state solution according to [33, p. 246]. 

1T T T−= − + + +P PH R HP AP PA GQG  (III-86) 

And the steady state solution is given by solving the continuous algebraic Riccati equation (CARE). 
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1T T T

   

−= − + + +0 P H R HP AP P A GQG  (III-87) 

Important to notice is the difference between the discrete and continuous versions of the following 

matrices. 

,     
1

k kT
T

=  = RQ Q R  (III-88) 

According to [33, p. 246] and [42], the state error covariance matrix can be decomposed as 

( ) ( ) ( )
1

t t t
−

=P N D  (III-89) 

Using (III-90), the continuous matrix Riccati differential can be written according to the next matrix 

differential equation. 
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The general solution of this matrix differential equation is 
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For solution, the matrix Ψ  is written in eigenspace representation. 
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With this eigenspace approach, the solution gets 
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The eigenvalues with   0e    are collected in Λ , whereby −Λ  contains the eigenvalues with 

a negative real part. The eigenvectors are rearranged so that 
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1
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,....., n 

 
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 

V
v v

V
 (III-94) 

contain the eigenvectors belonging to the eigenvalues with   0e   . 

The steady state solution is reached by letting t →  in equation(III-93). After some algebra, which 

is explained in detail in [33, p. 248], the steady state error covariance matrix gets 

11

1

21

−


=P V V  (III-95) 

The corresponding steady state Kalman gain gets 

( )
1

T T T
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−

= +K P H H P H R  (III-96) 

The tracking behavior comparison between this steady state calculated Kalman gain and the normal 

settling Kalman gain, is given at the end of this chapter. The following figure shall only give a first 
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impression for the different tracking behaviors. The figure is a zoomed snapshot of the tracking 

behavior simulation, given the DA42 approach. The blue line represents the behavior in case of 

steady state Kalman gain calculation. The red line represents the behavior in case of free settling.  

Considering the standard deviation, it gets obvious that after every change of some tuning figures, 

the steady state standard deviation changes promptly. The other standard deviation becomes the 

same value as the steady state one, after some settling time. 

 

III-40 Comparing steady state and free settling Kalman gain tracking behavior 

 

III - 3.5   Equivalent base band dynamic state space simulation 

III - 3.5.1 Distributed state space model 

In figure III-28, the tracking architecture of the unaided optimal filter-based code tracking loop in 

total state form, is shown.  

For pre mission tracking simulation, in this section, an equivalent base band realization of this 

tracking loop will be derived. 

In the first step, the correlation core as well as the loop filter will be described in separated, but 

coupled state space representations. 

The feedback from loop filter to correlation core is realized as direct phase control. The 

corresponding correlation core model gets: 
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 (III-97) 

The second component of the distributed state space realization is the loop filter itself. 

For equivalent base band simulation, the loop filter – which is a Kalman filter – can be implemented 

by using the normal Kalman filter equations. 
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The following figure shows the distributed state space representation, together with corresponding 

couplings between the two components. Within the tracking filter component, only the relevant 

equations for coupling are shown. It is important to keep in mind, within the tracking filter 

component, all equations according to (III-98)are calculated at every time step. 

 

III-41 Distributed state space representation 

In case of non-adaptive optimal gain tracking, the matrices 
LFΦ , 

LFR  and 
LFQ  are independent 

of time. If adaptive tracking is used, these three matrices become time dependent ( )  LF tΦ , ( )  LF tR  

and ( )  LF tQ . These three matrices are adapted, based on actual line of sight tuning parameters 

according to figure III-39. 

The equivalent base band input code phase dynamic ( )t  is generated, based on the line of sight 

Doppler frequency and corresponds the real code phase progress, a real tracking loop would 

receive.  A detailed derivation of equivalent base band code phase dynamic is given in IV - 2.8  . 

III - 3.5.2 Error stimulation within the distributed state space form 

Two errors are considered for this tracking loop.  

The first error being considered is the code phase error measurement noise n . This error 

component is caused by the received noise and antenna noise. 

This error component is stimulated directly at the output of the discriminator by adding the 

corresponding code phase noise to the discriminator output.  

The other major error component is the clock error. A detailed derivation of the following clock 
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error model is given in appendix VII - 1.1  . 
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The clock error is basically a result of a drifting base frequency of the oscillator within the GPS 

receiver and therefore a frequency error of the NCO used for generating the code replique. 

( ) =clk clk t dtf  (III-100) 

Given the clock error, the corresponding NCO frequency error can be calculated according to 

following equation. 
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 (III-101) 

For stimulation the clock error within the equivalent base band simulation, there are two 

possibilities. 

The first one is, adding the calculated frequency error to the NCO frequency command according 

to next equation. 

= +  +/ / ,0
ˆ
C A C A Doppler clkff f f  (III-102) 

The other option is, adding the clock error  clkt directly to the discriminator measurement, as 

shown in figure III-42. 

 

III-42 Error stimulation - DLL 
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III - 3.5.3 Centralized state space form 

In the previous chapter, the state space representation for the tracking loop was derived, whereby 

the correlation core state space model and the loop filter state space model where handled as two 

separate state space forms. 

For calculation of the closed loop tracking bandwidth or the eigenvalue-based tracking stability 

analysis, a centralized state space representation of the closed loop tracking loop is necessary.  

For this purpose, the separated state space model is written in a centralized closed loop state space 

matrix. The couplings between the two separated state space forms are realized within the system 

matrix. 

The following equation shows the centralized state space representation of the scalar optimal total 

state tracking architecture. 
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(III-103) 

The Kalman gains need to be normed by correlation time respectively the rate by which the discrete 

version of the matrix differential equation is solved. The reason becomes clear by considering the 

discrete version of equation (III-103). For the discrete version it is assumed, that the integration period 

equals the correlation time. 
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Within the update equation of the Kalman filter, there is no multiplication of the Kalman gains 

with the sample time. By solving the matrix differential equation (III-103) in discrete form, the Kalman 
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gains will be multiplied by the correlation time. To avoid this multiplication, the Kalman gains need 

to be divided by the correlation time. 

Using the closed loop state space matrices introduced so far, the noise free pseudorange behavior 

can be evaluated and also the dynamic caused tracking errors.  

 

Error stimulation in centralized state space form 

In order to evaluate the pseudorange error variance being caused by the received noise, the noise 

has to be considered within the centralized state space matrix. Also, the clock error can be 

stimulated. 

The following matrix differential equation shows the noise and clock error stimulation within the 

centralized state space form. The clock error states are implemented as consider states within the 

state propagation of the Kalman filter. For state error covariance propagation, these consider states 

are added to the measurement, using the following transformation 

,       0 0 1 0
ˆ

ˆ

ˆ

ˆ
1ˆ T

DLL

cl

LoS

Lo

lk

S

k

c

v

a

t

f

c




 
 
 

  
    

 


= =








z h  (III-105) 

The real NCO control, derived from the Kalman filter state vector, does not include this consider 

state. 
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Therefore, the consider states do not appear within the closed loop steady state matrix, even if the 

state propagation model of the corresponding Kalman filter is extended by the consider states. The 

effect of the consider states is already included in the Kalman gains, used in the closed loop state 

space matrix. 

For simulation, additionally to the received equivalent base band code phase progress  , also the 

noise and clock errors must be considered within the steady state space representation according 

to the following equation. 
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The centralized state space approach offers now the possibility to simulate the tracking behavior 

pre mission, like the distributed state space simulation. At this point, there is one major difference 

regarding the Kalman gains. In case of the distributed state space simulation, the Kalman gains are 

calculated online in the context of the step by step execution of the Kalman filter equations. The 

centralized state space form does not calculate the Kalman gains. The Kalman gains must be 

calculated in advance by using the distributed state space form. 

But what is more important, this closed loop state space matrices can be used, to calculate the 

closed loop tracking bandwidth and the closed loop tracking eigenvalues. 

The closed loop tracking bandwidth is a SISO bandwidth of a defined path through the given 

centralized state space system. The following SISO bandwidths are of interest 
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The bandwidth is defined as that frequency, where the closed loop amplification is 3 dB less then 

at zero frequency. For Bode diagrams, usually the gain at zero frequency is 0 dB. To get this, the 

output of the transfer function must be of the same physical unity then the input. As closed loop 

tracking transfer function therefore, the following equation is used for Bode diagrams. 
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The following equation gives the analytic solution of the transfer function, depending on the 

Kalman gains.  
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The Laplace variable s in the transfer function above can be replaced by j  if the system is stable.  

 

III-43 Closed loop tracking bandwidth  

The given Bode diagram example shows the closed loop tracking characteristic at time t = 60s, in 

case of the DA42 approach. 
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III - 3.6   Steady state adaptive tuning vs. continuous adaptive tuning 

In this chapter on unaided scalar total state optimal gain tracking, two different tunings where 

considered. The natural online adaptive tuning with settling Kalman gains and the tuning which 

uses the steady state Kalman gains at every time point. (For that, at every point on trajectory or 

with a defined sample rate, the steady state Kalman gains are calculated and used in the tracking 

filter). These two approaches will be compared in this section. 

UNJAMMED 

 

III-44 pseudorange error - DA42 

 

III-45 pseudorange error - high dynamic 

 

III-46 positioning error - DA42 

 

III-47 positioning error - high dynamic 
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III-48 bandwidth - DA42 

 

III-49 bandwidth - high dynamic 

For a better comparison, the following figures show normalized pseudorange error variances and 

correlation time constants. The most right upper corner would be the best location, having long 

correlation time and low error variance. 

Longer correlation times are desirable from point of loss of lock perspective. Long correlated 

errors, even having the same error variance, can be handled with much smaller bandwidth, as short 

correlated errors. In case of long correlated errors, it takes much more time until the accumulated 

phase difference between the replicated and received code phase, becomes a critical one for causing 

loss of lock. 

 

III-50 Comparing raw date - DA42 
 

III-51 Comparing raw date - high dynamic 
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III-52PDOP - DA42 

 

III-53 PDOP -  high dynamic 

 

CONCLUSION 

Comparing:  

• Unaided total state scalar optimal tracking  

• Unaided total state scalar optimal tracking – moving steady state Kalman gains 

As the simulations show, a steady state Kalman gain initialization at every point on trajectory, 

considering the actual tuning figures, provides no benefit.  

 

III - 3.7   Classical scalar vs. optimal scalar tracking 

UNJAMMED 

In this section, the scalar fixed gain tracking architecture will be compared with the scalar optimal 

total state tracking architecture. For tuning the scalar optimal tracking filter, scenario matched 

adaptive tuning is used. The tuning of the fixed gain tracking loops is based on closed loop tracking 

bandwidth. In order to make both tracking loops comparable, as tuning relevant closed loop 

tracking bandwidth for the fixed gain tracking loops, the average closed loop tracking bandwidth 

of the optimal filter-based tracking loop is used. 
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III-54 pseudorange error - DA42 

 

III-55 pseudorange error - high dynamic 

 

III-56 positioning error - DA42 

 

III-57 positioning error - high dynamic 
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III-58 bandwidth - DA42 

 

III-59 bandwidth - high dynamic 

 

III-60 Comparing raw date - DA42 
 

III-61 Comparing raw date - high dynamic 
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III-62 PDOP - DA42 

 

III-63 PDOP -  high dynamic 

 

JAMMED 

In this section, the scalar fixed gain tracking architecture will be compared with the scalar optimal 

tracking loop, given a jammed environment. As jammer, a 1kW white noise jammer is used, having 

a jamming bandwidth of 2 MHz, together with an IF bandwidth of 10 MHz. A detailed jammer 

link budget analysis is given for the DA42 and the fighter scenario in chapter IV - 2.6   

 

III-64 pseudorange error jammed - DA42 

 

III-65 pseudorange error - high dynamic 
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III-66 positioning error jammed - DA42 

 

III-67 positioning error - high dynamic 

 

III-68 bandwidth - DA42 

 

III-69 bandwidth - high dynamic 

 

 

CONCLUSION 

Comparing:  

• Total state scalar optimal tracking - unaided 

• Scalar fixed gain tracking - unaided 

Comparing the scalar fixed gain tracking, using a classical loop filter and the total state optimal 

tracking loop, using a Kalman filter as loop filter, there is only a small difference regarding tracking 

performance. The reason is the used tuning bandwidth for the classical loop filter. As tuning 

bandwidth, the mean bandwidth of the optimal gain tracking loop was selected. 



 

 
76 

 
  

This result is not surprising, because after settling, the Kalman filter becomes steady state and can 

be interpreted as a fixed gain classical loop filter.  

It is even possible to represent a settled Kalman filter as a fixed gain loop structure, using a 

corresponding set of proportional and integral gains. This relationship is shown in [14] and [22]. 

The real benefit is the applicable scenario matched tuning in case of total state scalar tracking. If 

scenario parameters are available, together with some pre knowledge about the platform dynamic, 

the dynamic model and Kalman tuning factors can be derived.  

In case of classical fixed gain tracking loops, one major task is to define the general filter structure 

and filter order. Given the information regarding the expected mission dynamic and selecting an 

appropriate dynamic model for the Kalman filter, the optimal filter order is given inherently, 

preventing remaining control deviations. 

Online adaptive tuning, considering real signal to noise measurements, is easy to implement in case 

of optimal filter-based tracking. Signal to noise measurements can directly be used as input for the 

measurement error covariance matrix. In case of classical fixed gain tracking, there is no possibility 

to map directly real signal to noise measurements on loop filter tuning parameters. 

In case of jamming, the scalar optimal tracking approach shows a better performance, because of 

a tuning setting, which matches better the real environment. The jamming simulations show, that 

the predicted error variance information are only valid, as long as the tracking loop is locked.  

The following table summarizes the pros and cons of the total state scalar unaided tracking 

approach. 
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Major pros and cons of scalar optimal tracking 

Scalar fixed gain – unaided 

 The tracking filter order is an inherent result of the assumed platform dynamic by 
using the corresponding dynamic model in the Kalman filter propagation equation. 

 Application of scenario matched tuning possible. All platform dynamic and noise 
environment characteristics can be mapped bijective on the Kalman filter tuning 
parameters. The closed loop tracking bandwidth is a direct consequence of the 
selected dynamic model and the applied tuning parameters. 

Especially in case of planned missions, the dynamic behavior is known and a 
corresponding dynamic model can be selected. All deviations from this dynamic 
model are also known pre mission and can be used to model the errors within the 
Kalman filter. This approach gives an optimal tuning 

 Inherently available tracking error covariance information by the Kalman filter state 
error covariance. 

The error covariance includes noise caused errors and also dynamic caused errors. 

 Easy online adaptive tuning. Changing platform dynamic characteristics and a 
changing signal to noise environment changes automatically the tuning, by mapping 
these values on the Kalman filter tuning parameters 
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III - 4  Scalar optimal filter carrier smoothing 

III - 4.1   Motivation 

In the previous section, a Kalman filter was introduced and applied as an optimal loop filter in a 

code tracking loop.  

One main application field of Kalman filter is sensor fusion, which makes the application of the 

Kalman filter perfect for carrier aided code tracking architectures.  

The following literature gives examples of carrier aided code tracking architectures, where always 

classical loop filter structures are discussed: [43], [44] and [45]. In [46], an optimal filter based carrier 

tracking architecture is considered, but without any coupling to a code tracking loop. 

This section provides the following contributions 

Contribution 1: An optimal filter-based carrier aided code tracking loop will be developed, where 

the applied Kalman filter works as a loop filter and additionally, realizes the fusion of code and 

carrier tracking results. In contrast to fixed coupling between carrier and code tracking loop in 

classical architectures, here an optimal adaptive coupling between carrier and code tracking loop is 

realized. 

Contribution 2: The already introduced novel scenario matched tuning is in this section extended 

to carrier tracking and is applied to carrier aided code tracking. 

Contribution 3: Because classical fixed gain carrier aided code solutions do not provide inherently 

tracking error covariance information, an error covariance model will be developed, which can be 

propagated standalone, in parallel to the tracking itself. Moreover, it will be shown that optimal 

filter-based carrier aided code tracking do provide inherently tracking error covariance information, 

considering the coupled solution. 

III - 4.2   Tracking architecture – classical fixed gain carrier smoothing 

In this section, the principle structure of classical carrier smoothing, using fixed gain loop filters, 

will be explained.  A similar structure for dual frequency tracking can be found in [47] and [48]. 

Principally, there are two loops – the code tracking and the carrier tracking loop – which are 

coupled, using a fixed factor 0

0

CA

IF

f

f
. This coupling does not consider any actual error covariance 

information from code and carrier tracking loop. 

The coupling factor can be derived by using the following relations. 



 

 =  

 =    

/

2

C A corr

IF corr

f T

f T

  

(III-112) 



 



 





1          2

      
        


 =  

2

1
 

(III-113) 

Of course, the coupling could be made adaptive, but there is no error information available which 

can directly be mapped on the coupling factor.  
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In order to compare optimal filter-based carrier smoothing and fixed gain carrier smoothing, this 

section introduces at first an equivalent base band model of a carrier tracking loop and the tuning 

of the carrier tracking loop. 

Because there is no inherently provided error covariance information of the carrier tracking loop, 

similar to equation (III-49), a separate error covariance propagation will be derived. 

 

III-70 Classical scalar PLL aided DLL 

For loop tuning, the DLL and PLL are considered separately. For code tracking loop, the already 

introduced tuning from chapter III - 3.4   is used. A similar approach will be used in the following 

for the carrier tracking loop. 
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III-71 Laplace representation - PLL 

For the code tracking loop, a closed loop tracking bandwidth of 2 Hz was selected. For carrier 

tracking, simulations show, that even for the DA42 approach, a 2 Hz bandwidth is too small in 

order to follow the line of sight dynamic. A closed loop tracking bandwidth of 4 Hz is necessary. 

 

Using the same approach as in(III-18), the absolute value of the closed loop tracking bandwidth is 

requested to be 1

2
, at the frequency 4 Hz. 
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The distributed state space simulation of the carrier tracking loop consists also out of the 

correlation core and the loop filter. 

Because in the previous chapter only code tracking was considered, in the following equations, the 

corresponding equivalent base band equation for a distributed state space representation of the 

carrier tracking loop is given. 

The correlation core model for a carrier tracking loop gets, according to chapter IV - 2.9  . 
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The distributed state space model of the loop filter is equivalent to the code tracking loop. The 

coupling between the loop filter and the correlation core is different, as can be seen in the following 

figure. 
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III-72 Distributed state space - PLL 

For tracking error covariance information, similar to equation (III-48), the error covariance 

information for carrier tracking can be calculated, by using the centralized state space 

representation of the given carrier tracking loop. 
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The corresponding state uncertainty matrix Q gets 
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The state error covariance can be propagated according to the next equation. 
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The following figures compare the carrier solution with the pure code solution. 
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III-73 Raw data error - DLL versus PLL 

 

III-74 Positioning error - DLL versus PLL 

 

As the figures above show, the error variance of the carrier solution is much lower than the error 

variance of the code solution, despite the closed loop tracking bandwidth of the carrier tracking 

loop is 4 Hz compared to the closed loop tracking bandwidth of the code solution with 2 Hz. 

The following figure shows the zoomed version of the pseudorange error from one satellite. 

 

III-75 - Raw date error - DLL versus PLL - zoomed 

Especially the zoomed figure shows that the separate pseudorange error covariance prediction 

provides correct results. Nevertheless, the error variance needs to be calculated in parallel. Only 

noise caused errors are considered, dynamic stress is not included in the error covariance 

propagation. 

Figure III-70 shows the tracking architecture, realizing classical fixed gain carrier aided code 

tracking. For simulation and also for ongoing analysis, an equivalent base band Laplace 

representation and distributed state space representation for this carrier aided code tracking will be 

introduced. 

time [s]
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III-76 Fixed gain crarrier aided code tracking - Laplace representation 

 

The corresponding distributed state space realization of a carrier aided code tracking loop in 

equivalent base band, is shown in the following architecture. 
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III-77 Distributed state space realization - carrier aided code tracking (fixed gain) 

Classical fixed gain carrier aided code tracking lacks the same disadvantage as classical fixed gain 

code tracking. There is no inherently available error covariance, which is necessary for subsequent 

positioning solution. 

In the section on fixed gain scalar code tracking, already the centralized state space form was used 

for a separate error covariance calculation. This approach is also applied in this case. Therefore, in 

the following, the centralized state space representation for carrier aided code tracking is derived. 
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For a separate error covariance propagation, the inputs   and   are assumed to be zero. The 

whole system is driven by the discriminator measurement noise n  and 
n . The only inputs to 

the system are the phase discriminator noise and the code discriminator noise. 
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The state error uncertainty matrix 
kQ  is calculated according to next equation. 
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Using equation (III-54), the state error covariance propagation can be derived. 

Regarding tuning, in case of carrier aiding, the closed loop tracking bandwidth of the code tracking 

loop must be reduced. In this example, the bandwidth is reduced to 1 Hz, in contrast to 2 Hz for 

the unaided code tracking loop. 

The following figure compares the pure code tracking with the carrier aided code tracking. 
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III-78 PLL aided DLL - pseudoranges - DA42 

The red curves represent the carrier aided code tracking. The error variance of the carrier aided 

code tracking solution is smaller, compared to the pure code tracking solution. Despite the tracking 

bandwidth of the code tracking loop was reduced from 2 Hz to 1 Hz, the dynamic stress errors are 

even smaller than in the pure code tracking solution, which still uses a closed loop tracking 

bandwidth of 2 Hz. 

The closed loop tracking bandwidth of the code tracking loop could be reduced to a much lower 

bandwidth than the applied 1 Hz. This would give even better results for the carrier aided code 

architecture. Selecting the optimal code tracking bandwidth cannot be derived analytically. It is 

much more an experience-based approach.  

In the next section, an optimal filter-based approach is used for carrier smoothing. There, the 

closed loop tracking bandwidth is inherently a function of the actual carrier tracking error variance, 

which leads automatically to an optimal selection of the closed loop code tracking bandwidth. 
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III - 4.3   Tracking architecture – optimal filter carrier smoothing 

In this section, carrier smoothing by using a combined optimal filter, will be developed. In the 

previous section on fixed gain carrier aided code tracking, the carrier tracking loop and code 

tracking loop are basically independent. The carrier loop is coupled with the code tracking loop by 

using a fixed coupling. The coupling does not consider mutual error covariance information from 

code or carrier tracking loop. 

The optimal filter carrier aided code tracking loop adapts the coupling based on the inherently 

available error covariance information from code and carrier tracking loop. Moreover, similar to 

the already introduced pure optimal filter-based code tracking loop, scenario matched tuning can 

be applied. 

The following figure shows the corresponding tracking architecture. 

 

III-79 Scalar total state optimal PLL aided DLL 

The line of sight dynamic model for the carrier tracking loop is equivalent to the line of sight 

dynamic of the code dynamic. Also, the filter states are equal, because they represent the geometric 

line of sight dynamic. 
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 The only difference is the observation space transformation, given in the next equation. 
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In matrix form this transformation gets 
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The update equation of the Kalman filter gets 
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For tuning, again the scenario matched tuning is applied, which was already introduced in the 

previous chapter on scalar optimal code tracking. Additionally, to the code phase error 

measurement variance, the carrier phase error measurement variance is necessary for setting up the 

measurement error covariance matrix. 
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The model uncertainty matrix Q  is equivalent to the already introduced matrix in the context of 

pure code tracking.  

The combination of carrier measurements and code measurements is based on the measurement 

error variance information and also the actual state error covariance. 

III - 4.4   Equivalent base band dynamic state space simulation 

For equivalent base band simulation, a distributed state space representation is introduced, which 

is shown in the following figure. 
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III-80 Distributed state space representation - Optimal carrier aided code tracking loop 

 

III - 4.5   Classical fixed gain vs. optimal filter carrier smoothing 

This section is on comparing optimal filter-based carrier smoothing and classical fixed gain carrier 

aided code tracking. 

As example, the DA4 approach is used. For tuning the Kalman filter, the already introduced 

scenario matched tuning from the previous section is applied. 

 

III-81 pseudorange error - DA42 

 

 

 

III-82positioning error DA42 

  

  

The figures show that optimal filter-based carrier smoothing provides far more better tracking 
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results. The error variance is much smaller than in case of classical PLL aided DLL tracking. A 

similar result would be also possible with PLL aided DLL tracking, but finding the correct tuning 

respectively tracking bandwidth for PLL and DLL is a tricky task. The optimal filter-based carrier 

smoothing provides automatically the correct tracking bandwidth, by using scenario matched 

tuning and considering the actual error variance in the carrier path for appropriate aiding of the 

code path. And especially this inherent optimal tuning, given the actual mission and assumed or 

measured signal to noise ratio, is the advantage of the optimal filter carrier smoothing. 

In order to get an impression of the quality of optimal filter-based carrier smoothing, the following 

figures show only this approach. 

 

III-83 pseudorange error - DA42 

 

 

 

III-84positioning error DA42 

  

  

 

CONCLUSION 

Fixed carrier aided code tracking Optimal filter carrier smoothing 

 Coupling of carrier and code tracking 
loop using a fixed factor. The coupling 
does not consider actual error variance 
information in code and carrier tracking 
loop. 

 The Kalman filter realizes the coupling 
between code and carrier tracking loop as 
a kind of signal fusion. The 
measurements at the output of the code 
discriminator and carrier discriminator 
are combined, based on the 
corresponding measurement error 
covariance information. 
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 Carrier and code tracking loop are 
basically tuned separately with focus on 
closed loop tracking bandwidth. 

But to get a significant improvement in 
case of carrier aiding, the tuning of the 
code tracking loop has to adapted 
manually by reducing the closed loop 
tracking bandwidth.  

 For tuning, the scenario matched tuning 
regarding line of sight dynamic model and 
measurement error covariance is applied. 
Based on that tuning information, the 
Kalman filter inherently realizes the 
optimal tuning and also closed loop 
tracking bandwidth 

 No error covariance information 
available. For error covariance 
propagation, a separate error model has 
to be propagated in parallel. This error 
covariance information only includes 
noise caused errors and no errors due to 
dynamic. 

 Inherently available tracking error 
covariance information by the Kalman 
filter state error covariance. 

The error covariance includes noise 
caused errors and also dynamic caused 
errors. 

   Easy online adaptive tuning through 
scenario matched tuning. Changing 
platform dynamic characteristics and a 
changing signal to noise ratio, 
automatically leads to adaption of the 
tuning settings. 

 

 

 

 

 

III - 5  Scalar error state optimal filter tracking (unaided) 

III - 5.1   Motivation 

In section III - 3  an unaided scalar optimal tracking architecture in total state representation was 

developed. The whole platform dynamic was modeled within the dynamic model of the Kalman 

filter. This section pursues the question, if there is some benefit, using a scalar error state approach, 

even if there is no external aiding. 

The contributions of this section are: 

Contribution 1: Development of an error state optimal filter-based tracking architecture 

Contribution 2: Evaluation if an error state realization in case of unaided scalar tracking provides 

some advantages. 
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III - 5.2   Tracking Architecture 

For the error state approach, within the dynamic model of the Kalman filter, only the error shall 

be modeled. Therefore, the platform dynamic propagation must be realized outside the filter. 

 

III-85 Scalar error state - unaided 

As total state platform dynamic model, the following differential equation system is used. 

 

=

     
     

=     
        





 

ˆ 0 1 0 ˆ

ˆ ˆ0 0 1

ˆ0 0 0ˆ

TS

LoS LoS

LoSLoS

v v

aa

z A z

 (III-128) 

The acceleration is assumed to be constant. 

All deviations from this constant acceleration assumption are in this case the error dynamic, the 

error state Kalman filter has to deal with. 

The remaining error components are summarized in the following equation. 


   − + + += +clk nS dyv I Tt t n  (III-129) 
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The noise error together with the dynamic model error are by far the biggest error components 

and at the same time, having the highest dynamic. 

The dynamic and error variance of the other error components is much lower. That’s why the error 

state filter only cares about these two error components. 

At this point, the clock error is not treated by the error state Kalman filter. On the one hand, the 

clock error is not observable at a scalar tracking stage. On the other hand, the dynamic and error 

variance of the clock error is much lower compared to the other error components, at least in case 

of unaided architecture.  

The following equation gives the error state dynamic model. 

 

 

 





 

= +

 
           = +               − 
 








,

,

ˆ 0 1 0 ˆ 0

ˆ ˆ0 0 1 0

ˆ1ˆ 0 0

S

LoS LoS

Lo

ES E

a LoSLo S

a o

S

L S

v v

a na

z A z n

 (III-131) 

The system dynamic matrix used for discrete realization gets 

= +3 3x

ES ES corrTI AΦ  (III-132) 

The used error dynamic model is the same as it was already used for scalar total state tracking. The 

acceleration error is modeled as Gauss Markov process 1st order with constant mean. 

In section III - 3  on scalar total state tracking, the acceleration was also modeled as a Gauss Markov 

process 1st order with constant mean.  

The main difference between the total state and error state approach is the validity in the Kalman 

filter, assuming that the measurement error dynamic equals a zero mean Gauss Markov process. 

In case of the total state approach, this assumption is not fully true, whereas in case of the error 

state approach it is. 

The correlation time and variance of the modeled acceleration error are determined by using the 

already introduced scenario matched tuning. The discriminator error variance  2
 is determined 

by using 
IF

C

N
 from the link budget model according to IV - 2.7  . 



 

 
94 

 
  

The measurement error variance matrix for error state scalar optimal filter gets 


= 2

,DLL n
R  (III-133) 

For calculating the model error covariance matrix, the dynamic error of the applied line of sight 

dynamic model must be considered. 

Despite here an error state approach is considered, the error dynamic of the acceleration equals the 

total state line of sight acceleration discussed in section III - 3 , because within the external total 

state dynamic model 
TS
A , the acceleration is modeled as constant. All deviations of the 

acceleration from this constant value manifest within the error state dynamic model. 

Therefore, the acceleration error  L̂oS
a  can be modeled as Gauss Markov process, similar to 0with 

equal error variance and correlation time constant. 

The model error covariance matrix gets 
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The observation matrix for the error state filter can be written as 

 
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1
0 0T

F
c
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For setting up a closed loop system, the estimated error state must be used to update the total states 

as given below. 

= +z z z  (III-136) 

After updating the total states, the error states are set to zero. 

 =z 0  (III-137) 

 

III - 5.3   Equivalent base band dynamic state space simulation 

III - 5.3.1 Distributed state space realization 

The distributed state space realization consists in this case out of 4 components. These are the 

correlation core in state space form, the error state filter, the total state propagation and the total 

state update. The following architecture shows these 4 components together with their 

interconnections. 
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III-86 ESS unaided - distributed state space form 

 

III - 5.3.2 Centralized state space representation and bandwidth calculation 

For closed loop bandwidth calculation, a centralized state space realization of the above system is 

derived. 

For that, the 4 separated components above are combined into one centralized state space matrix. 

= + CS CS CS CS CSuBz A z  (III-138) 
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The state update of the total states and the state reset of the error states after the update, are two 

particularities which need to be modeled within the centralized state space matrix. 
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The blue matrix entries in previous equation realize the state update. The red entries realize the 

error state reset. 

The derived centralized state space form can be used for calculating the closed loop tracking 

bandwidth. 

Because the error states are reset after updating the total states, it is possible to get a shorter form 

of the centralized state space representation, without mentioning the error states. The effect of the 

error states is already included in the Kalman gains. 
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The equation above shows the example relation between the total state pseudorange change and 

the error state pseudorange. Because the error states are reset, there is no error state propagation 

and   can directly be used to update the pseudorange estimation. The reduced centralized state 

space representation gets: 
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The interesting path through the system is 

 →      ˆ  (III-142) 

In order to norm the bode diagram, the output variable is transformed to code phase. 

   → /      ˆ C Af

c
 (III-143) 

The transfer function is calculated according to the next equation 
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III - 5.4   Scalar total state vs. scalar error state tracking 

The following simulation scenarios compare the scalar total state unaided architecture and the 

scalar error state unaided architecture. 

UNJAMMED 

 

III-87 pseudorange error - DA42 - unjammed 

 

III-88 pseudorange error - high dynamic - unjammed 

 

III-89 positioning error - DA42 - unjammed 

 

III-90 positioning error - high dynamic - unjammed 
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III-91 bandwidth - DA42 - unjammed 

 

III-92 bandwidth - high dynamic - unjammed 

 

III-93 Comparing raw date - DA42 - unjammed 

 

III-94 Comparing raw date - high dynamic - unjammed 
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III-95 PDOP - DA42 - unjammed 

 

III-96 PDOP -  high dynamic - unjammed 
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JAMMED 

 

III-97 pseudorange error - DA42 - jammed 

 

III-98 pseudorange error - high dynamic - jammed 

 

III-99 positioning error - DA42 

 

III-100 positioning error - high dynamic 
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III-101 bandwidth - DA42 

 

III-102 bandwidth - high dynamic 

 

CONCLUSION 

This section shows, for scalar unaided tracking, an error state realization provides no advantages 

compared to the total state approach. The error state tracking filter still needs to track the full line 

of sight dynamic. The additional implemented total state dynamic propagation, outside of the error 

state filter, only assumes a constant line of sight acceleration. All deviations from this constant line 

of sight acceleration need to be tracked by the error state filter. Without aiding, there is no 

possibility to predict the actual line of sight dynamic. 
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III - 6  Positioning solution using optimal filter 

III - 6.1   Motivation 

This thesis compares different tracking architectures, which are scalar architectures and also vector 

tracking architectures. Vector tracking architectures provide in case of position state formulation 

already the final positioning solution. In order to compare scalar tracking architectures with vector 

tracking architectures, an optimal filter-based positioning solution for scalar tracking architectures 

is developed in this section. For the positioning solution in the previous section, already the 

approach from this section was used. 

A positioning solution would be also possible by using a Newton method based solving of the 

nonlinear relation between pseudoranges and position [2, p. 258]. But optimal filter-based 

positioning solution shows a better performance compared to classical positioning solution. 

Moreover, the optimal filter-based approach is more comparable to vector tracking which delivers 

inherently a positioning solution – also by using optimal filters. 

There are already many papers on optimal filter-based positioning solution, like [49], [50], [51], [52] 

and [53].  

The contribution of this section is the coupling of optimal scalar filters with an optimal positioning 

filter. The provided raw data error variances of the scalar optimal filter state error covariance 

matrices are directly used within the measurement error variance of the positioning filter. 

Additionally, the novel concept of scenario matched tuning, which was introduced in the context 

of scalar optimal filter tracking, will be also applied to positioning solution. 

 

III - 6.2   Filter architecture 

As positioning filter, a Kalman Filter is used to calculate the positioning solution and estimate the 

clock error, by using the available raw data from scalar tracking filters. This filtered solution 

approach offers a huge advantage, especially if it is used in combination with scalar optimal filter-

based tracking loops, as they were introduced above. 

The following figure shows the corresponding architecture. 



 

 
103 

 
  

 

III-103 Filtered navigation solution 

Each scalar optimal tracking filter provides the actual pseudorange together with the inherently 

available error covariance information. (This error covariance information can be taken from the 

state error covariance matrix P  of the local Kalman filter). 

 

Filtered navigation solution in ECEF frame 

In the following, the equations for filtered navigation solution based on a Kalman filter, will be 

derived. The navigation solution can be calculated by using the available pseudoranges from the 

local filters. If a frequency aided code tracking loop or carrier aided code tracking loop is used, the 

navigation solution can also be calculated by using the pseudoranges and the range rates. The 

following equations assume a pure code tracking approach. Because this thesis is about comparing 

different architectures, only code tracking is considered.  

The dynamic model used within the navigation filter is given according to [2, p. 264]. The dynamic 

model is written in coordinates of ECEF frame. 

= +ECEF ECEF ECEF ECEFz A z n  (III-145) 












  
  
  
  = = =
  
  
  

   





3 13 3 3 3 3 3 3 1 3 1

3 13 3 3 3 3 3 3 1 3 1

3 13 3 3 3 3 1 3 1

33

1 3 1 3 1 3

,
1 3 1 3 1 3

,

       

0 1

0 0

ee
e

xx x x x x
e

xx x x x x

xx x x x
ECEF ECEF ECEF

x x x
clk c t clk

x x x
clk c f cl

e

e

ee

e

t n

n

c

c f

a

0x 0 I 0 0 0

0v 0 0 I 0 0

nz A na 0 0 A 0 0

0 0 0

0 0 0

 
 
 
 
 
 
 
  k

 (III-146) 

Scalar Optimal Total State DLL #1

,#1

,#1 ,#1

,#1

ˆ

ˆ

ˆ

LoS

LoS LoS

LoS

z v

a

 
 

=  

 





,#1LoSP

Scalar Optimal Total State DLL #n

,#

,# ,#

,#

ˆ

ˆ

ˆ LoS n

LoS n LoS n

LoS n

z v

a

 




=  
 
 

,#LoS nP

Navigation Filter ECEF frame

( ),#1ˆ LoS t

( ) ( )
,#1

2

11 ˆLoS
p t t=

( ),#ˆ LoS n t

( ) ( )
,#

2

11 ˆLoS n
tp t=

e

e

e

eeECEF

clk

e

z

t

 
 
 =
 
 
 

x

v

a

ECEFP



 

 
104 

 
  

The platform acceleration in ECEF coordinate axis will be modeled as a Gauss Markov process 

with constant mean. Furthermore, the acceleration in x, y and z direction of the ECEF coordinate 

axis will be assumed to be uncorrelated. 
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The clock error is modeled as a second order process according to equation (VII-2). 

 

Scenario matched tuning 

The driving noise for the Gauss Markov process ,ee
ea

n  together with the correlation time 

constants in equation (III-146) are derived by applying the already introduced scenario matched 

tuning.  

The mean value of the accelerations towards the coordinate axis of the e-frame is calculated. The 

deviation from the mean values is modeled as a Gauss Markov process. The correlation time and 

variance of each process are determined by analyzing the pre mission available platform 

acceleration dynamic. 

Especially in case of planned missions or even in case of auto landing, the flight trajectories are pre 

known and the needed variances and correlation time constants can be calculated in advance. The 

following figure shows the assumed variances and correlation time constants in case of the DA42 

approach. 
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A vital parameter is the window time, used for variance calculation. The acceleration variances 

from equation (III-148) give constant values for the whole mission. For adaptive tuning, the following 

variance calculation approach is used. 
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The variance is calculated for a moving time window along the mission. The time window for 

adaptive tuning is selected to 20s. The following figures give the correlation time and variance of 

the Gauss Markov process, along the trajectory. 

 

III-104 ECEF acceleration characteristics - DA42 

 

III-105ECEF acceleration characteristics - high dynamic 

These correlation time constants, taken from the simulated mission dynamic, are used within matrix 

33A .  
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The typical clock error can be described using a second order differential equation, as given in state 

space form in (VII-2). This clock error model is also used in the simulation to generate a 

corresponding clock error.  

The driving noise for the clock error model is chosen according to appendix VII - 1.1  . Using this 

information, the model error covariance matrix can be written as follows. 
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Usage of extended Kalman Filter 

Within the state correction 
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the innovation ( )1,
ˆ

k ECEF
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+
−ρ zh  is calculated using a nonlinear relationship. 

The nonlinear transformation from the filter states to the observation space is given by the 

following equation. 
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The matrix C '

e

e  rotates the satellite position from e-frame at emission time into e-frame at 

reception time. 

In order to set up the Kalman filter observation matrix H , the nonlinear transformation 

( )1,k ECEF

−

+
zh  is linearized at the every point along trajectory. 
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The linearization is justified, because the deviation of  ˆ
ECEFz  from the true trajectory is very small. 

This Kalman filter approach is named „extended Kalman filter". 

The real innovation is calculated using the nonlinear relation 

( )−

+
− 1,k ECEFρ h z  (III-154) 

 

Benefits from combining optimal filter scalar loops and optimal filter positioning solution 

The usage of optimal scalar tracking loops provides especially with regard to the optimal filter 

based navigation solution, an advantage. For setting up the measurement error variance matrix R  

of the navigation filter, the estimated pseudorange error variances, contained in the state error 

covariance matrices of the optimal scalar tracking filters, can be used. 

 →=
2

,# 11,# 11,#ˆ     rn n np  (III-155) 

Generally, also classical fixed gain tracking loops would provide the pseudorange error variance 

information, if a parallel error variance propagation according section III - 2.5  is used. But as it 

was already mentioned, this error variance information considers only errors due to noise. Errors 

caused by dynamic stress are not included. The pseudorange error variances within the matrix P  

of the optimal scalar tracking filters consider both errors very well. 

The Kalman filter is optimal only if the measurement errors are white, respective uncorrelated in 

time space. The pseudorange errors, which are at the same time the measurement errors, are 

correlated due to the low bandwidth of the scalar tracking loop. In order to take this fact into 

account, the measurement error can be modeled by additional states as Gauss Markov process. Or 
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on the other side, the measurement error variances can be simply increased in order to consider 

the nonwhite measurement errors.  

The following figure shows the positioning solution, calculated by using the specified optimal filter 

based filtered solution.  

At this point there will be no simulation because the positioning solutions are considered for every 

analyzed tracking architecture. 

 

CONCLUSION 

Major pros and cons of scalar optimal tracking 

Filtered positioning solution 

 The filtered positioning solution is supported by a dynamic model, which can be 
selected correspondingly to the actual mission. Due to this model, the solution at 
every time step benefits from solutions of previous time steps. This additional 
information makes the solution more robust 

 Scenario matched tuning can directly be applied to the tuning figures of the Kalman 
filter 

 Optimal filter based scalar tracking loops provide inherently the error covariance 
information of the pseudoranges. This information can directly be used as 
measurement error variance in the measurement error variance matrix of the Kalman 
filter. 

 The provided state error covariance information includes the errors caused by noise 
and also dynamic stress. (In contrast to the least squares approach for positioning 
calculation. There the separately calculated state error covariance information does 
not contain any information on dynamic stress) 

 Not applicable for an initial guess of position after acquisition. For that, the least 
squares approach is necessary anyway. 

 

 

III - 7  Total state vector tracking - unaided 

III - 7.1   Motivation 

In previous sections, only scalar tracking was considered, with one separate tracking channel for 

each satellite.  

This section is about vector tracking, where all satellites are tracked by one tracking filter. This 

architecture benefits from the fact, that for positioning only 4 satellites are necessary and every 

further satellite makes an over determined system.  
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The satellite respectively the line of sight vectors from the receiver to the satellites are not 

orthogonal. The line of sight dynamic of one satellite is correlated with the line of sight dynamic 

of another satellite, depending on the mutual elevation. Exactly this advantage, besides others, is 

exploited by a vector tracking approach. This joint tracking of all satellites and the mutual aiding, 

help reducing the closed loop tracking bandwidth of each single channel. 

Moreover, if for one satellite, loss of lock occurs, the phase reference for the corresponding 

replique is kept. Immediately after the conditions for this satellite improve, its NCO is 

synchronized again. 

Vector tracking can be realized in error state space or in the total state space. In this section, at first 

the total space realization will be analyzed. 

Some sources for total state vector tracking in literature are given in [22], [54], [1],  [55], [19] and 

[56]. A special total state vector tracking approach is given in [57], using a differential tracking 

approach. In [58], a combination of an extended Kalman filter-based vector tracking filter and 

scalar tracking loops is used. Both work in parallel and compared to each other. In case of failures 

in the scalar loops, the vector loop assists the scalar loops. There is also some literature, comparing 

some special realizations of vector tracking loops to some selected other tracking approaches as in 

[59], [60], [61], [62] and [63]. But there is no structured comparison. Moreover, no defined tunings 

are given in the literature examples. 

Nevertheless, this section provides some contributions. 

Contribution 1: Development of a centralized state space representation of the whole tracking 

architecture in equivalent base band, providing the possibility to calculate poles for each tracking 

channels and also the closed loop tracking bandwidth for each tracking channel. 

Contribution 2: Application of the already introduced scenario matched tuning to vector tracking 

filters. 

Contribution 3: At the end of this section, in detail the differences between an unaided scalar 

tracking approach and the here developed unaided total state vector tracking approach will be 

worked out. The tracking behavior will be compared, given also jammed scenarios. 

III - 7.2   Tracking architecture 

The total state vector delay locked loop (VDLL) using position state formulation, is the most 

obvious realization of such a tracking architecture. But having a look into literature, if it is about 

vector tracking, typically error state tracking architectures are analyzed. Total state vector tracking 

architectures are quite rare. In [22] a total state vector tracking architecture is shown. But even here, 

no explicit realization is given. Also, no tuning approach is discussed, nor is any resilient simulation 

provided for comparing the performance of the total state vector tracking architecture with other 

tracking architectures. Therefore, at the end of this section, different total state and later, also 

different error state vector tracking architectures will be compared. 

The following figure shows the standard correlation core together with an abstract model of the 

vector tracking filter. Similar to scalar tracking loops, in vector tracking, each satellite channel has 

its own correlation core. 
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III-106 Total state optimal filter-based vector tracking architecture 

The vector tracking filter is realized in position state formulation. The platform dynamic is modeled 

using a second order dynamic, whereas the acceleration is modeled as a zero mean Gauss Markov 

process. The correlation time constants as well as the driving noise of this Gauss Markov process, 

describing the platform acceleration, are derived using the already introduced scenario matched 

tuning. The filter states are with reference to the ECEF coordinate system. For each coordinate 

direction, an own Gauss Markov process is used. These three processes are assumed to be 

uncorrelated.  

The following equation describes the dynamic model, used in the vector delay locked loop. 
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The clock error is modeled according to the derived clock error model in VII - 1.1  . 

The process error covariance matrix is given as 
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The discrete process error covariance matrix can be approximated as 

k corrTQ Q  (III-159) 

The following sequence describes the closed loop application of the extended Kalman filter, used 

for signal tracking. 

1) State propagation:   
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1
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For state propagation, no linearization is necessary. The dynamic model is already linear. 

2) Nonlinear NCO control 

The NCO control command is formed by using the estimated receiver position, together with the 

satellite position and the estimated clock error. 
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Because the signal travel time from the satellite to the receiver is not negligible and vector 

operations are only possible within the same coordinate system, the satellite position in the e-frame 

at transmission time must be transformed into the e-frame at reception time. For that the so called 

Sagnac correction is used. 

The Sagnac correction ( )' ,#1

e

e k
+C  needs the knowledge of signal travel time  . For calculating the 

pseudorange estimation and also the signal travel time, additionally the satellite position 

( )# , ' # ,n e n etx  at signal transmission time 
# ,n et  is necessary.  For a first guess, as transmission time 

the reception time is used, which is known in the receiver. 

=,#e n rt t  (III-162) 

The reception time is equal for all satellites. With this reception time, the satellite position can be 

calculated by using the ephemeris data, received within the navigation message. 
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Using these assumptions, the first guess for the pseudorange estimation is calculated as 
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With this first guess, the signal travel time and thus a better approximation of the signal 

transmission time for the corresponding satellite can be calculated. 
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Now again, the estimated pseudorange 
−

+1
ˆ

kρ  is used, to calculate an even better approximation for 

the signal travel time. This improved signal travel time is again used for transmission time 

calculation, which in turn is used in a following iteration for pseudorange estimation and so on. 

Usually 3 to 5 iterations are enough to get a very good result for the pseudorange. 

This estimated pseudorange can now be used in the feedback path to control the NCO in order to 

keep the replicated code phase aligned with the received code phase.  

For direct phase control, only the relative pseudorange change 
−

+
 1

ˆ
kρ  since the start of tracking is 

needed. 
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The initial pseudorange 0ρ̂  is calculated by the navigation processor. This first pseudorange is 

more or less a first guess, which is calculated based on the transmission time (being coded in the 

navigation message) and the reception time. There is no clock error correction. 

3) Update step 

The classical update equation is given below 
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Because the Kalman filter is used in a feedback system, the innovation is calculated within the 

correlation core. The measurements 1k
+

τ  are already the innovation. 
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The transformation of the Kalman filter state into measurement space is in this approach a 

nonlinear transformation. For calculation of the Kalman gains, the measurement model is 

linearized about the actual position and clock error estimation.  

( )

1,

1

1,
ˆ

1
ˆ1

ˆ
k e

k

k e

k

c


−
+

−

+

+ −

+


=


 

z

h
z

z

z
H  (III-168) 

This approach assumes that the deviation 1,
ˆ

k e −

+
x  between the true position 

ex  and the estimated 

position 1,
ˆ

k e

−

+
x  is very small. If this assumption does not apply, this could lead to divergent filter 

states. 
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As tracking error measurement in this approach, the discriminator outputs are used, which give the 

tracking error as time error in seconds, between the replicated C/A code and the received one. 
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Within the measurement error covariance matrix R , only the noise like error parts 
n  are 

considered. The measurement errors caused by ephemeris errors e, receiver clock error 
clkt , 

satellite clock error 
Svt , ionosphere and troposphere error, are considered by an own error model 
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within the state space model of the Kalman filter. This is necessary because these error components 

are nonwhite. The Kalman filter is an optimal filter only for white measurement errors. The 

corresponding nonwhite, respectively time correlated errors must be decorrelated by a 

corresponding error model. Therefore, a first approach for the measurement error covariance 

matrix is 

2
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The channel wise measurement error variances are derived pre mission by using link budget models 

and the discriminator error model given in IV - 2.7  . Even online tuning is possible, by measuring 

the actual signal to noise ratio and using it in the discriminator error variance formula. 

 

III - 7.3   Error modeling and tuning 

The already introduced scenario matched tuning can also be used for optimal tuning of vector 

tracking loops. This is a tremendous advantage in case of planned missions or known flight 

trajectories. Platform dynamic and signal to noise environment can be used to determine the tuning 

setup for the vector tracking loops. 

As was already mentioned, the platform acceleration is modeled as a zero mean Gauss Markov 

process. It’s variance and correlation time constants are determined by using scenario matched 

tuning, according to equation (III-149). 

For calculation of the correlation time constants as well as the variances, a time window has to be 

defined, for which the derived constants are calculated. The length of this time window is also a 

vital figure. As the following two examples for the DA42 approach show, a short time window of 

5s leads to shorter correlation times and also smaller variances. In contrast, a time window of 20s 

gives longer correlation times and higher variances. It’s up to the filter designer, to select the 

appropriate time window.  

Calculating the Allan deviation might help to identify the correlation time constants and error 

variances, predominantly occur in the acceleration dynamic. The Allan deviation gives the process 

variance, depending on the considered correlation time window, [64]. 

The principle of the Allan deviation can also be used to calculate a kind of Allan correlation time. 

( )

( )





2

a window

a windowT

T
 (III-172) 

The measurement error variances are determined similar to the scalar code tracking loops, by using 

transmission path models and signal to noise power predictions. 

The tuning parameters, describing the clock error in equation (III-158), are selected according to the 

clock error model in VII - 1.1  . 
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III-107 Acceleration characteristics DA42 (Twindow = 5s) 

 

III-108Acceleration characteristics DA42 (Twindow = 20s) 

 

III - 7.4   Equivalent base band dynamic state space simulation 

III - 7.4.1 Distributed state space realization 

This section derives an equivalent base band solution for the given total state vector tracking 

architecture. The following figure shows the corresponding architecture. 
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III-109 Separated state space representation 
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Each satellite has its own correlation core. Whereby the NCO control commands, respectively 

direct phase controls, are derived by the vector tracking filter. 

The difference between real tracking and equivalent base band simulation is only in the correlation 

core. The tracking filter itself, which is realized by the Kalman filter, is the same. 

Even in equivalent base band simulation, the necessary Kalman filter equations are executed for 

online calculation of the Kalman gain and state error covariance matrix. 

Besides the pure tracking, also the error behavior can be evaluated. For that the discriminator noise 

and the clock error is stimulated at the output of the discriminator. 

 

III - 7.4.2 Centralized state space realization 

The concept of a centralized state space representation was already introduced in the context of 

optimal scalar tracking loops. In this section, a centralized state space representation of the total 

state vector tracking loop in position state formulation will be derived.  

The state space form is set up by combining the different components of the distributed state space 

formulation, together with all couplings, into one 1st order differential equation system. 

The vector tracking loop poses a MIMO system. One main benefit of the centralized state space 

form is calculating the closed loop tracking bandwidth for a selected single path through the MIMO 

system. For that, the matrix differential equation system is transformed into Laplace space. 

In [65]  already an approach is described for deriving a transfer function of a vector delay locked 

loop and a vector frequency locked loop by writing the vector and frequency tracking loop as a 

parametric model. But the derived model does not consider the correlation core. 

Due to the selected position state formulation, the transformation from the estimated position to 

the needed pseudorange for NCO, respectively direct phase control, is a nonlinear operation. 

In the following, the nonlinear coupled differential equation system is given, describing the 

closed loop vector tracking in state space form. 

( ) ( ) ( ) ( )( )= +
#1 #

, , , ,...
sv sv n

t t t tz F z u K x x n  

   =   #1 #

T

Nu  

(III-173) 

The nonlinear differential equation system is time dependent, due to the nonlinear 

transformation from position to pseudoranges and also due to time dependent Kalman gains. 

The Kalman gains, used within the centralized state space representation, are derived by 

calculating the distributed state space simulation. The settling Kalman gains are stored and used 

within the centralized state space formulation. 

The time dependence of the Kalman gains is not explicitly written in the following equations.   

The following equations define the 1st order differential equations of the centralized state space 

form. 
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The state space differential equation system is linearized about the actual point. 

For that, equation (III-174) will be linearized. 
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At every time step, the linearization is done about the linearization point (WP) given as 

= #1 #
ˆWP  , , , ,...sv sv nz u K x x  (III-177) 

The linearized closed loop state space representation is given in the next equation. 
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The derived centralized state space representation is a MIMO system. 

In the following, the SISO transfer functions for one channel are derived. 

In case of position state formulation, the NCO command is derived from the states of the vector 

tracking filter, using a nonlinear transformation. Besides the already linearized centralized state 

space matrix, also the observation function must be linearized, in order to get a linear observation 

vector. 
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The corresponding transfer function is again calculated, using  
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III - 7.5   Scalar total state tracking vs. Vector total state tracking 

In this section, the previous architecture of unaided total state scalar tracking will be compared to 

total state unaided vector tracking. 

The following simulations show the DA42 scenario and the high dynamic scenario.  

 

UNJAMMED 

 

III-110 pseudorange error - DA42 - unjammed 

 

III-111 pseudorange error - high dynamic - unjammed 
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III-112 positioning error - DA42 - unjammed 

 

III-113 positioning error - high dynamic - unjammed 

 

III-114 bandwidth - DA42 - unjammed 

 

III-115 bandwidth - high dynamic - unjammed 
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III-116 Comparing raw date - DA42 - unjammed 

 

III-117 Comparing raw date - high dynamic - unjammed 

 

III-118 PDOP - DA42 - unjammed 

 

III-119 PDOP -  high dynamic - unjammed 

 

In the following, a zoomed example of the positioning error in north direction for the DA42 

approach is shown. The long-correlated errors of the vector tracking approach are similar to the 

long-correlated errors of the scalar case. Upon the long-correlated errors, the vector tracking 

approach shows very short correlated errors. This is due to the single filter stage. 

The scalar tracking approach consists out of two filter stages. The first one, tracking the different 

pseudoranges and the second one for positioning solution. The vector tracking approach only has 

one tracking stage in contrast. 

 

III-120 DA42 - total state vector position - zoomed 
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Out of these two architectures, the total state vector tracking approach shows the best tracking 

results.  

As the bandwidth analysis shows, the closed loop tracking bandwidth of the vector tracking 

approach is much smaller compared to the scalar tracking approach. 

Nevertheless, the dynamic stress error is even smaller. 

The huge advantage of the total state position state form is its low closed loop tracking bandwidth, 

making this architecture robust against jamming. Through the mutual aiding of the satellite 

channels, the remaining dynamic stress error becomes low, despite the low bandwidth.   

The figures III-114 and III-115 on closed loop tracking bandwidth show quite well, which satellite 

channel benefits most from inter satellite aiding. Channel 1, 3, 22 and 32 show a very small closed 

loop tracking bandwidth, because the line of sight dynamic of these channels is correlated very well 

and therefore the line of sight dynamic of one satellite is used for aiding the other one and vice 

versa. Channel 11 and 19 for example show a higher closed loop tracking bandwidth. Their line of 

sight dynamic is less correlated with the others. 

 

 

JAMMED 

 

III-121 pseudorange error - DA42 - jammed 

 

III-122 pseudorange error - high dynamic - jammed 
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III-123 positioning error - DA42 

 

III-124 positioning error - high dynamic 

 

III-125 bandwidth - DA42 

 

III-126 bandwidth - high dynamic 
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III-127 Comparing raw date - DA42 III-128 Comparing raw date - high dynamic 

 

III-129 PDOP - DA42 

 

III-130 PDOP -  high dynamic 

The simulations above show that vector tracking, even in the unaided case, provides better tracking 

results and interference benefits, which is in accordance with [66]. 

 

Major Pros and Cons of Total State Vector Tracking 

Total State Vector Tracking - unaided 

 Small closed loop tracking bandwidth for most satellite channels due to inter satellite 
aiding. 

 Immediate reacquisition after tracking outage of one satellite 

 Due to low closed loop tracking bandwidth high robustness against jamming 

 The simulation of jammed scenarios shows the superiority of total state vector 
tracking. Although the vector tracking approach loses lock when jamming power 
becomes large, but can resist much longer than the total state scalar approach. 

Especially in case of jamming and high dynamic scenarios, the vector tracking 
approach can withstand much longer at an increasing jamming power. 
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III - 8  Error state vector tracking - unaided 

III - 8.1   Motivation 

In the previous section, vector tracking in a total state formulation was analyzed. The whole 

platform dynamic must be handled within the total state dynamic filter. 

This section develops a tracking architecture, where the main tracking filter has an error state 

formulation. Some very general error state vector tracking architectures are given in [67], [56], [68] 

and [69] but there, only the error state dynamic model are given without the needed additional filter 

equations and tunings.  

The main contributions of this section are: 

Contribution 1: Development of an unaided error state vector tracking approach. The architecture 

in this section stands out from the given architectures by improved coupling between the error 

state tracking filter and the total state dynamic propagation. Additionally, detailed tuning measures 

are given. 

Contribution 2: Evaluation if an error state vector tracking approach provides benefits, even if 

there is no aiding. 

 

III - 8.2   Tracking architecture 

In the previous section, the dynamic model used within the vector tracking has to consider the 

whole platform dynamic respectively whole line of sight dynamic in case of pseudorange state 

formulation. The acceleration was modeled as a Gauss Markov process with zero mean. 

For the error state approach, there is an external model necessary, propagating the estimated 

platform dynamic. As total state line of sight dynamic, a constant acceleration is assumed. 
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The dynamic model within the error state Kalman filter shall only consider the residual errors of 

the external platform dynamic. For that, the acceleration error is again modeled as a zero mean 

Gauss Markov process. 
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The following figure shows the corresponding tracking architecture. 

 

III-131 Error state vector tracking - unaided 

The estimated tracking errors are used to correct the total states, which are propagated with their 

own dynamic model. After correction, the error states are reset.  

For tuning, again scenario matched tuning is used. The acceleration dynamic is modeled as a Gauss 

Markov process with zero mean.  
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The propagated total states are used to calculate the NCO commands.  

( ) ( ) ( )1# , 1 ,# ,# ,# ,, 1 1 1 #, ,ˆ ˆˆ ˆ ˆ,
T

n k Sv n Sv n Svk e k e k clk kn Sv nh c t c t − − − −

+ + + +

−

+
= = − − + −  z x x x x x  (III-189) 

This absolute pseudorange #, 1ˆ k −

+  is converted into a relative pseudorange progress #, 1ˆ k −

+
  since 

the beginning of tracking at time 0t . This initial pseudorange is determined by the acquisition 

algorithm. 

( )# , 1 # , 1 # 0ˆ ˆ ˆn k n k n t  − − −

+ +
 = −  (III-190) 

The innovation is equally to previous architectures, calculated within the correlation core. At first, 

the discriminator outputs get 
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The model error covariance matrix kQ  is given as 
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III - 8.3   Equivalent base band dynamic state space simulation 

III - 8.3.1 Distributed state space model 

For equivalent base band simulation, also the error state vector tracking loop can be represented 

in a distributed state space realization. The following figure shows the corresponding architecture. 
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III-132 ESV VDLL unaided – distributed state space representation 
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III - 8.3.2 Centralized state space representation 

For closed loop tracking bandwidth calculation, a centralized state space representation of the error 

state vector tracking loop will be developed in this section. 

Within the centralized state space matrix, besides the error states, also the external total state 

propagation must be included. 

In the following, the state vector of the centralized state space representation is given. 

       =       #1 ,#1 # ,#
ˆ ˆˆ ˆˆ ˆ ˆˆ ˆT

NCO N NCO N e e eclk clk e clk c

e

l

e ee e e

e e kc c tcd ct dx xz v a v a  (III-193) 

The necessary NCO command, respectively feedback, is a nonlinear function of the estimated 

positioning solution. 

Generally, the centralized state space form in nonlinear form gets 

( )= ,z F z u  (III-194) 

Most equations are linear. Only the equations incorporating the feedback are nonlinear, as given 

below. 
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 (III-195) 

For bandwidth calculation and observability analysis, a linear state space system is necessary. For 

that, the differential equation system needs to be linearized at every sample point 
kt  about the 

actual values at that time. 

( )
( ) ( )

( )

 

  
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z F z u z A z B

 (III-196) 

In modeling the differential equations, two special features of the error state tracking architecture 

must be considered. 

The first one is the correction of the total states 

+ − += +ˆ ˆ ˆ
k k kz z z  (III-197) 

Writing equation (III-197) in continuous form, it gets 
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=
1

ˆ ˆ
corrT

z z  (III-198) 

The other feature is the state reset of the error states, after correction of the total states. 

 =z 0ˆ
k

 (III-199) 

In continuous form this gets 

 = 
−

ˆ
1

ˆ
corrT

z z  (III-200) 

The linearized steady state space differential equation system is given in the next equation. Due to 

the linearization, all states are error states. The states, which already have been error states like ˆ
ex  

would have to be written now with a second . For simplicity, this additional  is neglected. 
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(III-201) 

The orange colored matrix elements are for "zero reset" of the error states after the total state 

update. The green colored elements are responsible for state update of the total states. The single 

sub matrices used within (III-201) are given below. 
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The wanted SISO closed loop tracking bandwidth can be calculated according to next equation. 
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The transformation #1

Tc  is a nonlinear function of the filter state. In order to calculate the transfer 

function, a linearization of this observation is necessary. 
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The input vector can be written as 
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The input vector in equation (III-210) is for the SISO transfer function of channel 1, which 

corresponds in this example with satellite #1. 

The Kalman gains used within equations (III-204) and (III-205) are time dependent. For calculating these 

Kalman gains, at first the distributed state space simulation done, where the settling Kalman gains 

are stored. 
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III - 8.4   Vector error state vs. vector total state (unaided) 

In this section, the total state unaided vector tracking architecture will be compared to the error 

state unaided vector tracking architecture. 

 

UNJAMMED 

 

III-133 pseudorange error - DA42 - unjammed 

 

III-134 pseudorange error - high dynamic - unjammed 

 

III-135 positioning error - DA42 - unjammed 

 

III-136 positioning error - high dynamic - unjammed 
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III-137 bandwidth - DA42 - unjammed 

 

III-138 bandwidth - high dynamic - unjammed 

 

III-139 Comparing raw date - DA42 - unjammed 

 

III-140 Comparing raw date - high dynamic - unjammed 
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III-141 PDOP - DA42 - unjammed 

 

III-142 PDOP -  high dynamic - unjammed 

 

JAMMED 

 

III-143 pseudorange error - DA42 - jammed 

 

III-144 pseudorange error - high dynamic - jammed 
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III-145 positioning error - DA42 

 

III-146 positioning error - high dynamic 

 

III-147 bandwidth - DA42 

 

III-148 bandwidth - high dynamic 
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III-149 Comparing raw date - DA42 III-150 Comparing raw date - high dynamic 

 

III-151 PDOP - DA42 

 

III-152 PDOP -  high dynamic 

 

CONCLUSION:  Error State Vector unaided vs. Total State Vector unaided 

The comparison of the error state vector tracking architecture against the total state vector tracking 

architecture gives similar results as the comparison of the scalar error state tracking architecture 

with the scalar total state tracking architecture.  

In case of no aiding, the error state approach does not provide any huge advantages. Without the 

pre knowledge from aiding, the error state tracking filter still must follow the full line of sight 

dynamic. 

Pros Cons 

 Partly better usage of inter satellite aiding 
and less dynamic stress, mostly in low 
dynamic trajectories. 

 Higher complexity and higher processing 
load do not provide much performance 
improvement 

 If the raw data are used in a tightly 
coupled navigation system, the error 
correlation times are shorter compared to 
the total state approach. This fact makes 
it easier for error consideration within the 
integration filter. 

 Higher raw data error variance 

 Less dynamic stress errors in low dynamic 
scenarios. 
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III - 9  Aided tracking – aiding error modeling 

III - 9.1   Motivation 

In the previous sections, only unaided tracking was considered. In the following sections, aided 

tracking will be considered. 

The aiding information is usually taken out of an integration filter, like a tightly coupled filter or 

other external aiding sources. Aiding comes along with different kind of error which need to be 

modeled, estimated or considered within the tracking architecture. 

In literature, there is surprisingly little discussion about aided GPS tracking architectures. But 

precisely for aiding, the selected tracking architecture, the way of aiding application respectively 

integration into the tracking architecture and the appropriate consideration of aiding errors, is 

important to get good results. 

This and the following sections provide therefore the following vital contributions in order to 

design and setup a tracking architecture for optimal aiding application. 

Contribution 1: A detailed derivation of aiding errors is given and simultaneously, aiding error 

models are developed with regard to scalar tracking architectures and vector tracking architectures. 

Contribution 2: Novel tracking architectures are developed with different kinds of aiding 

integration and aiding error modeling. 

Contribution 3: Aided tracking architectures need some special tuning, which is discussed in detail. 

Also some tuning pitfalls are discussed and evaluated. 

Contribution 4: Depending on the type of aiding error and the type of used tracking architecture, 

it does sometimes make sense to estimate the aiding errors or just only consider the aiding errors. 

There will be an analysis and decision guideline about the optimal proceeding for different aiding 

error types and tracking architectures. 

Contribution 5: Given some decentralized tracking filter architecture, where aiding errors are 

estimated in some local filters, the question will be answered, in which cases a feedback of aiding 

errors to superior filter improves the overall results. 

Contribution 6: Aiding can be of good or bad quality. It is important to which aiding quality is at 

least necessary in order to improve tracking results. This thesis develops a decision matrix for 

different tracking architecture and dynamic ranges, which minimum aiding quality is necessary. The 

same decision matrix is also developed regarding the aiding rate. 

 

III - 9.2   Aiding source 

As external aiding source, velocity aiding in “NED” coordinates is used. 

The aiding velocity is assumed to be the output of an inertial navigation system (INS). Typically, 

as aiding information for GPS receivers, is the velocity of an INS given in coordinates of the 

"north-east-down" frame or short n-frame
n

ev . Internally, the receiver converts the velocity from 
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n-frame coordinates to e-frame coordinates in order to apply a line of sight transformation to get 

# ,n LoSv . 

( ), ,, ne

e aiding en e aiding =  vv R  (III-211) 

The transformation can be realized by using geodetic position information regarding longitude and 

latitude ,   from the INS through an additional aiding interface, or by using the receiver internal 

available position solution.  

The transformation matrix enR  is calculated by using the receiver internal position estimation 

ˆ .ex  The transformation from n-frame to e-frame is 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( ) ( )
,

sin cos sin cos cos

sin sin cos cos sin

cos 0 sin

k k k k k

k k k k k

k

en k

k

    

    

 

 − − −
 

= − − 
 − 

R  (III-212) 

For calculation of Cartesian coordinates from geodetic coordinates, the following expression can 

be used. [34, p. 35] 
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The reverse transformation is more difficult, because an iterative approach must be used. 

In the first run, the values can be calculated according to next equations, which are given in [2, p. 

42]. 
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 (III-214) 

Because the ellipsoid normal radius ( )N kR   being a function of the latitude, the geodetic 

coordinates must be calculated iteratively. This iteration must be realized within the GPS receiver, 

if for aiding transformation the own positioning solution is used. 

The aiding velocity ,

n

e aidingv  contains errors of different characteristics. Additionally, the 

transformation ( ), ,, ne

e aiding en e aiding =  vv R  couples actual receiver positioning errors into the 
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aiding velocity, if ,   are derived out of the receiver internal available position. 

The following equation specifies the different error parts within the aiding velocity. 
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In the following subsections, these errors will be considered in detail. 

 

III - 9.3   Noise like aiding error 

The aiding velocity is given in n-frame coordinates. Its components show zero mean noise like 

errors being correlated in time. These error components are typically approximated by a Gauss 

Markov process of 1st order. The Gauss Markov process is characterized by its correlation time 

constant and its error variance. 

In this thesis the following characteristics are used. 
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These parameters depend on the used INS and also on the IMU, which is used for the INS. The 

selected parameters, being used in this work, are based on an INS system analyzed in [33, p. 253].  
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It is assumed, that in n-frame, the noise like error components in north, east and down direction 

are uncorrelated. 
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Moreover, it is assumed that 
1 2 3, ,  n n n  are uncorrelated and are white Gaussian noise processes, 

having a variance of 1. 

The tracking is realized in e-frame. Therefore, the derived n-frame Gauss Markov process must be 

transformed into e-frame according to the following equations. 

( ) ( )( ), ,,e

e N N

n

en et t   = v R v  (III-220) 

The original uncorrelated errors in n-frame become correlated in e-frame. In order to consider this 

correlation in the right way within the corresponding tracking filters, the differential equation 

system, describing the Gauss Markov process, will be transformed.  

, , ,e N en e N en e N

e n n  = + v R v R v  (III-221) 

By using 

n

en en en= ΩR R  (III-222) 

together with (III-220) and (III-221), the Gauss Markov process in e-frame coordinates gets 

( )  = + +     , , , ,

n

e N en en en v

e T n T e n

en N e N en vn Nev R R R nΩ R A R v  (III-223) 

Important to notice is, that the transformation matrix enR  is time dependent. 

 

III-153 Gauss Markov ode in n-frame 

 

III-154 Gauss Markov in e-frame 

The left figure above shows the uncorrelated Gauss Markov processes in n-frame. The right figure 

compares the Gauss Markov process, generated according to equation (III-223) with the Gauss 
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Markov process, being transformed from n-frame to e-frame by using 

 = , ,

e n

e N en e Nv R v  (III-224) 

This representation of the Gauss Markov process, using n-frame characteristics and e-frame 

coordinates, is necessary for aided vector tracking approach. There, this model can directly be 

integrated in the Kalman filter state space system. 

 

III - 9.4   Low aiding rate 

The dynamic model within an optimal filter-based tracking architecture is propagated at a defined 

rate. In this thesis, the propagation rate equals the used correlation time of 1 kHz. In the optimal 

case, the aiding should be available and applied with the same rate. 

But the typical aiding rate is lower, mostly 1 Hz. Between two subsequent aiding updates, the aiding 

input , ,

n

e Aid kv  is kept constant. The following figures show the resulting aiding error if the aiding 

rate is 1Hz, compared to an optimal aiding rate of 1kHz. 

 

III-155 Comparing aiding 1kHz vs. 1Hz 

 

III-156 Comparing aiding 1kHz vs. 1Hz - ZOOMED 

The resulting error between the high rate velocity propagation and the low aiding rate must be 

considered within the tracking filters. An estimation of this error does not make sense, because the 

error becomes zero at every new aiding update.  

The error due to low aiding rate will be modeled as a Gauss Markov process. 

The rate aiding error is written as 

, , ,1 , ,1

e n n

e R en e Aid kHz en e Aid Hz =  − v R v R v  (III-225) 

For tuning the corresponding Gauss Markov process, the characteristic figures like correlation time 

constant and error variance of this error must be determined. 

The following two figures show the estimated correlation time constants and the variance of the 

error processes for the DA42 scenario and for the high dynamic trajectory. 
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III-157 Aiding error characteristics (DA42, 1Hz) 
 

 

III-158 Aiding error characteristics (High Dynamic, 1Hz) 

 

III-159 Aiding error characteristics (DA42, 40Hz) 

 

III-160 Aiding error characteristics (High Dynamic, 40Hz) 

 

The aiding error caused by a low aiding rate becomes high, every time the platform dynamic 

changes very fast.  

The remaining dynamic between the aiding updates is modeled as a Gauss Markov process using 

the following system model.  
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The characteristic figures for the Gauss Markov process are derived out of the derived velocity 

 ,

e

e Rv  error in e-frame. Given some approximate trajectory, the characteristics can be derived pre 

mission. 
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III - 9.5   Aiding delay 

The velocity aiding information available at the receiver, typically has a time delay  OOSt . 

Depending on the sampling rate, this time delay equals j  samples. The available aiding information 

at time k  is valid for time k j− , due to transmission delay or internal processing delay of the INS. 

The graphic below visualizes the effect of delayed aiding information. The true velocity at time k  

would be ,

e

e kv , but available is only ,

e

e k j−v , which will be written as , ,

e

e k j k−
v . 

The velocity error at time k , caused by the delayed measurement, is ,OOS kv .  

 

III-161 Delayed aiding 

The following two figures show the aiding velocity error, caused by the delayed aiding. 

( ) ( ) ( ) = − − , OOS

e e e

e OOS e et t t tv v v  (III-227) 

 

III-162 OOS velocity aiding error - DA42 

 

III-163 OOS velocity aiding error - Fighter dynamic 
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III - 9.6   Tilt error 

The aiding velocity is related to the ECEF coordinates, but represented in n-frame coordinates, 

because typically the IMU mechanization is realized in n-frame coordinates. In case of any 

misalignment of IMU axis with regard to the vehicle body frame axis, there will be some tilt errors 

in the n-frame velocity. For IMU misalignment only pitch and role angle errors are considered. 

Starting from a theoretical correct n-frame velocity, the tilted aiding velocity gets 

n

n n

e n e= v R v  (III-228) 

cos cos
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R  (III-229) 

The angles are defined as 

:  azimuth angle tilt  is assumed to be zero

:  ptich angle tilt

:  bank angle tilt

Positive angles are defined for n n

 = →

=



 =



→


 (III-230) 

With the azimuth angle being zero, equation (III-229) becomes 

cos 0
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R  (III-231) 

The estimated tilt angle errors are assumed to be ̂  and ̂ . In order to get the residual velocity 

error, caused by the difference between the real tilt angle errors and the estimated one, the following 

equation is introduced. 

( )ˆˆ ,n n e

e e nn ne e = −    R Rv v v  (III-232) 

This error, in e-frame coordinates gets 

( ) ( ) =     =     −,
ˆ ˆˆ ˆ, ,e n n e

e T en nn e en nn e eR R Rv v v vR  (III-233) 

The following figures show the resulting velocity error in ECEF coordinates, given the following 

tilt errors 

 = − 

 = 

1

2
 (III-234) 

The estimated tilt errors are assumed as 
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 = 

 = 

ˆ 0

ˆ 0
 (III-235) 

The resulting error in NED coordinates gets 

( ) =  =   =   − = −,
ˆˆ 0 , 0n n n n n

e T nn e e e evRv v v v  (III-236) 

 

III-164 Tilt aiding error (DA42) 
 

 

III-165 Tilt aiding error (High dynamic) 

 

 

 

III - 10  Aided error state vector tracking 

III - 10.1   Motivation 

The part on aided tracking architectures starts with the tracking architecture, providing the best 

results, being the aided error state vector tracking approach. 

In literature some publications can be found on error state vector tracking, as for example in [70] 

[19], [71] and [72], but all these publications do not consider in detail the different aiding errors.  

In this section, for all introduced aiding errors, an appropriate modeling, consideration or 

estimation concept within the error state tracking architecture, will be developed and analyzed.  

Moreover, two different approaches, of how aiding can be applied to the tracking filter, are 

developed and compared. 

Also special tuning measures are evaluated, improving the aided tracking performance. 

There will be an evaluation, what’s the minimum necessary aiding quality to outperform the best 

unaided tracking architecture. 
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In subsequent sections, also other aided tracking architectures are developed, like a total state aided 

vector approach or even some scalar aided architectures. For all those different aided tracking 

architectures, the error state vector tracking approach is used as reference, in order to show the 

disadvantages of all others. 

 

III - 10.2   Tracking architecture – Aiding as “control input” 

III - 10.2.1  Noise like aiding error + Rate aiding error 

In this section, an aided error state architecture will be developed, consisting out of an error state 

vector tracking filter and an external total state dynamic model. 

The aiding is applied to the total state dynamic model as a kind of “control input”. 

An essential difference of the aided error state approach compared to the unaided error state 

approach is, that within the error state Kalman filter, no platform dynamic is present. The error 

state Kalman filter above only has to care about the aiding error dynamic, the receiver and satellite 

clock errors, as well as the dynamic of ionosphere and troposphere errors and ephemeris errors. 

An optimal tuning regarding the aiding errors to be estimated or considered is possible and the 

error state filter can differ between the different error components.  

In the following, step by step, the filter equations will be developed for different aiding error types.  

In the first step, only noise like aiding errors and rate aiding errors are assumed. 

The following equation gives the external total state dynamic model, with applied aiding as control 

input. 
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The error state tracking filter is given below. 
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The only errors being considered within this first error state tracking approach are 



 

 
151 

 
  









,

,

clk

clk

e

e N

e

e R

t

d

v

v

clock error: 

clock drift: 

noise like 

rate aidi

o :

ng er

g

ror

 

: 

aidin  err r
 (III-239) 

 

Modeling of noise like aiding error 

The noise like aiding error cannot be estimated, it is only realized as a consider state. The noise like 

aiding error is brought to the tracking system via the total state dynamic model and therefore leads 

to a noisy NCO command. Finally, the noise like aiding error shows up as an error component in 

the discriminator measurement, besides the noise component caused by the received noise at the 

GPS antenna. 

As already introduced in III - 9.3  , the noise like aiding error is modeled as a Gauss Markov process. 

( )  = + +     , , , ,

n

e N en en en v

e T n T e n

en N e N en vn Nev R R R nΩ R A R v  (III-240) 

In order to consider this error within the measurement, the modeled error velocity is coupled with 

the positioning error within the error dynamic model. 

Despite this coupling, the velocity error is only a consider state, because there is no propagation of 

error dynamics. After each innovation update, only some error states are used to update the total 

states. But all error states are set to zero after update. Because the velocity error  ,

e

e Nv  is not used 

for update, the error itself and its coupling within the error state dynamic model, is only considered 

in the error covariance propagation and Kalman gain calculation. 

The reason why it makes sense to consider the noise aiding error within the error dynamic model 

and not within the observation matrix 
T

 z
H  becomes clear by the following argumentation. If the 

error is coupled within the dynamic model, given a high noise like aiding error variance, the 

modeled positioning error state xe
 becomes more uncertain and the Kalman filter relies more 

on the discriminator measurement. Due to the architecture, were aiding is applied to the NCO 

command by the total state aiding integration dynamic model, the NCO command itself contains 

the noise like aiding error and therefore also the discriminator measurement. Due to the modeled 

dynamic characteristics of the aiding error within the error state dynamic model, the Kalman filter 

finds the optimal balance between discriminator noise caused by normal antenna noise and 

discriminator noise caused by aiding. In case of low noise like aiding error variance and for example 

high antenna noise, the Kalman filter trusts its own error dynamic model and less the discriminator 

measurement. If the aiding error  v ,e N

e
 would be coupled within the observation matrix, the 

Kalman filter cannot differ between measurement noise caused by noise GPS signals and a noisy 

aiding error.  

Modeling of rate aiding error 

The rate aiding error is also modeled as Gauss Markov process according to following equation. 



 

 
152 

 
  

  = +, , , ,e R

ee e e

v R e R e vRv A v n  (III-241) 

One might ask, why the Gauss Markov characteristics are written in ECEF frame, in contrast to 

the characteristics of the noise like aiding error. The reason is, that for the noise like aiding error, 

the Gauss Markov characteristics are given in NED frame. The characteristics for the rate aiding 

error are derived directly in ECEF frame. 

The rate aiding error will be also implemented as a consider state.  

For considering the effect of the rate aiding error in the estimated position error,  ,

e

e Rv  is also 

coupled within the error dynamic model with the estimated position error. Due to this coupling, a 

low aiding rate and respectively high rate error forces the Kalman filter to rely less on the error 

dynamic model but much more on the measurement. As a result, the Kalman filter compensates 

the residual dynamic caused by low aiding rate, with the drawback of a higher closed loop tracking 

bandwidth and therefore less improvement regarding antijam.  

After each innovation update, all error states are set to zero, therefore the modeled rate aiding error 

behaves as a consider state, because it is not used to update the external total states. 

The other option would be considering the rate aiding error within the observation matrix 
T

 z
H . 

But in this case, a high rate aiding error and therefore a high rate aiding error variance would force 

the Kalman filter, rely less on the discriminator measurement. The total state would be not 

compensated in a proper way to counteract the rate aiding errors. The tracking loop and therefore 

the discriminator measurement show the resulting code phase deviation, which is not compensated 

by aiding. Therefore, it is important that the Kalman filter takes the discriminator measurements 

to update the states in order to compensate the rate aiding error. 

 

Error components within discriminator measurement 

The discriminator measurement contains in this scenario the following error components 

#
#

Sv
Sv clk vR vNt

c
nt t 


   = + + ++  (III-242) 

In this scenario, only the clock error, the noise like aiding error and the rate aiding error are 

stimulated. All other error components, like satellite clock error, ionosphere error, troposphere 

error or ephemeris errors, are not considered. 

The observation equation for the error state tracking filter gets 
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The model error covariance matrix is given as 



 

 
153 

 
  











    

   

   

  

  

 
 
 
 =
 
 
 
 

3 3 3 3 3 3 3 1 3 1

3 3 3 3 3 1 3 1

3 3 3 3 3 1 3 1

2 2

1 3 1 3 1 3

2 2

1 3 1 3 1 3

0

0

vN

vR

tclk

tclk

c

c d

0 0 0 0 0

0 Q 0 0 0

Q 0 0 Q 0 0

0 0 0

0 0 0

 (III-244) 

, ,

, ,

, ,

, ,

, ,

, ,

2

2

2

2
0 0

2
0 0

2
0 0

n
e n N

n
e n N

n
e n N

n
e n N

n
e d N

n
e d N

v

v

v T

vN en en

v

v

v



























 
 
 
 
 
  
 
 
 
 
 

=

 

R RQ ,  

, ,

, ,

, ,

, ,

, ,

, ,

2

2

2

2
0 0

2
0 0

2
0 0

e
e x R

e
e x R

e
e y R

e
e y R

e
e z R

e
e z R

v

v

v

vR

v

v

v



























 
 
 
 
 
 
 
 
 

=

 
 
 

Q  

(III-245) 

For NCO control, a nonlinear transformation from the position 
ex  in ECEF coordinates to the 

pseudoranges is necessary. 
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For NCO control only the pseudorange change since the beginning of tracking is relevant. 

Therefore, the applied NCO control gets 
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The following sequence shows the explicit realization of the different steps while filter execution. 
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#3 error state propagation: 
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The estimated position error, estimated clock error and estimated clock error drift, are used after 

each Kalman filter update, to correct the total states.  

The estimated position error  ex  is set to zero after each update, like the estimated clock error 

and estimated clock drift. 

The estimated noise aiding error  ,

e

e Nv  is also set to zero after each Kalman filter update. But the 

noise aiding error is not stored in some external total state. Due to this, the noise aiding error is 

only a consider state. 

The estimated rate aiding error  ,

e

e Rv  is not set to zero within the aiding interval. The aiding error 

is estimated. After a new aiding update is applied, the rate aiding error is zero and the estimated 

error is also set to zero. 

The following figure shows the introduced aided error state tracking architecture, where the aiding 

is applied as a control input. 
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III-166 ESV aided (aiding as control input) 

Problems of this architecture 

This first error state architecture suffers two major drawbacks. At first, because the aiding enters 

the tracking loop as a kind of control input, it is not possible to prevent aiding of bad quality from 

entering the tracking loop and deteriorating the tracking performance. The aiding errors are 

included in the discriminator measurement, because the integrated velocity aiding is applied as 

NCO command. In case of bad aiding quality, the only option for the error state Kalman filter is 

to separate the aiding errors within the discriminator measurements from all the other error 

components like receiver clock error and UERE's (ionosphere error, troposphere error, ephemeris 

error, satellite clock error). Additionally, using this architecture, it is not possible to estimate the 

actual platform acceleration, which is a mandatory information in order to make tilt aiding errors 

and delay aiding errors observable, as will be shown in the next sections. 

III - 10.3   Equivalent base band dynamic state space simulation – aiding as control input 

III - 10.3.1  Distributed state space simulation 

In the following the already introduced distributed state space simulation approach in equivalent 

base band is used, to evaluate the behavior of this tracking architecture pre mission, in different 

noise and dynamic scenarios. 

The following figure shows the non-steady state space simulation set up. 

( )IFs t

#1, 1ˆ k −

+
# , 1ˆ n k −

+


Correlation Core #1
Correlation Core #1

#n

#1

#1

#n

Error State Filter





 





+

+



 
                      
  

= =

,

,

#1

#

11

e

e R

e

e
k Nsa

Nsat

te N

k

t

d

c

c

x

v

Kvz

 +

kz







+ − +

     
     

 =  +      
            

e e e

clk clk

clk c kk k kl

t cc t c t

c d c d dc

x x x

Total State Update

 + =kz 0

Total State Propagation

( )−  +

+
   +  = + 8 8

1 z z kk kT Tz z BI uA

LoS transformation

( )

( )



 

−−

+

− −

+

+

+
   
 

 
 = 
 

      

+ − −

+


− −


,#1 , 1 0,#1#1

# ,

1

# , 1 0,#

1 ,#

1 ,#

ˆ

ˆ

ˆ

ˆ ˆ

ˆ ,

,

k Sv

k Sv

Sv clk k

n Sv n cl nnk k

h c

h

t t

ct t

c

c

z x

z x

,

n

e Aidv

External Aiding



 

 
156 

 
  

 

III-167 Distributed state space representation - including noise and low aiding rate error 

The only difference between the real tracking implementation and the distributed state space 

simulation, is the equivalent base band representation of the correlation core. The error state filter 
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and external total state dynamic implementations are equal. 

Within the distributed state space simulation, also the aiding errors are stimulated, as given in the 

yellow marked box. 

III - 10.3.2 Centralized state space representation 

In order to get a centralized stat space representation or parametric model of the aided error state 

vector tracking loop, at first all differential equations will be written down, which are necessary to 

describe the complete behavior of the tracking architecture. 

The differential equations describing the correlation core are given below. 
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 (III-248) 

The line of sight transformation from the positioning solution to the estimated pseudorange in 

equation (III-248) is nonlinear. 

The differential equations describing the total state aiding integration are given in equation (III-237) 

z z+ = z B uz A  (III-249) 

The continuous Kalman filter differential equation gets 
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z Kz A τ  (III-250) 

The Kalman gain matrix K  is the one of the discrete Kalman filter. For continuous Kalman filters, 

the Kalman gain must be normed by the sampling time of discrete Kalman filter implementation. 

All these differential equations are now combined in one matrix differential equation system of 1st 

order, whereby also the correction of the total states with the error states and the subsequent zero 

reset of the error states need to be considered. 

The correction of the total states with the actual error states is given below. 
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In the continuous differential equations, the correction of the total states by the error states and 

the total state propagation can be combined. 
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In discrete form of equation (III-252) gets 
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The zero reset of the error states, after updating the external total states, can also be written as a 

continuous differential equation. 
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Due to equations (III-248), the centralized state space differential equation is nonlinear. 

( )= ,z F z u  (III-255) 

For tracking bandwidth calculation, the nonlinear differential equation system needs to be 

linearized for every point on trajectory. 
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The detailed structure of the linearized state space differential equation system is given in the 

following equation. 

 

 



 

 
159 

 
  

 

(III-257) 
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The grey colored term in equation (III-257) 
3 31 x

corrT

−
I  is because of the reset mechanism of the 

velocity error due to a low aiding rate. The reset is carried out only at the aiding rate and not at the 

filter execution rate. 

 

III - 10.4   Tracking architecture – Aiding as measurement 

In the previous section, an aided error state architecture was developed, where the aiding was 

applied as a control input to an external total state dynamic model. One big disadvantage of this 

approach is, that there is no estimated platform acceleration available as filter state. The platform 

acceleration is necessary for estimating aiding delay and tilt aiding errors. Therefore, in this section, 

a second aided error state vector tracking approach will be derived, where aiding is applied as a 

measurement to an external total state dynamic filter. 

III - 10.4.1  Noise like aiding error and rate aiding error 

Modeling and filter integration of these two error types were already analyzed in the previous aided 

error state vector tracking architecture, where the aiding was applied as a control input.  

In this section, a new tracking architecture will be developed, which applies aiding as a 

measurement. The modeling and tuning of error types in this architecture is different. Therefore, 

this section derives at first a tracking architecture, considering only these two error types again. 

This architecture contains an error state Kalman filter, but additionally a total state Kalman filter, 

where the velocity aiding is applied as a measurement. 

In the following, the dynamic model of the total state Kalman filter is given. 
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As dynamic model, a 2nd order singer filter is used, whereby the acceleration is modeled as a Gauss 

Markov process as in previous chapters. The characteristic figures of the Gauss Markov process, 

which are the correlation time constant and the error variance, are derived using scenario matched 

tuning. 

The velocity aiding contains besides the platform dynamic ,

e

n Aidv , different types of errors. 

Basically, the errors can be clustered into two categories, which are noise like aiding errors 
,N Aidv  

and non-noise errors, like aiding delay errors, tilt errors and errors due to a low aiding rate.  The 

task of the total state Kalman filter is, to separate the noise like error from the platform dynamic 

together with the remaining non noise like errors.  

 

III-168 Total state Kalman filter for error separation 

As the following observation matrix of the total state Kalman filter shows, contrary to equation 

(III-237, the velocity aiding is handled as a measurement.  

     = 3 3 3 3 3 1 3 1z ne neR RH 0 0 0 0  (III-266) 
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Because the noise like aiding error shall only be handled as a consider state, the coupling of this 

noise like error is only within the observation matrix used for Kalman gain calculation. For 

calculating the real innovation, the estimated noise like aiding error is not mapped to the 

measurement space. 

( )+ 

−
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+

+ + 

−  =  + −1 1 , 3 3 3 3 3 3 3 1 3 11k k k

n

z e Aid nev Rz z K 0 0 0 0 0 z  (III-267) 

The Kalman filter needs the information, of how to separate the platform dynamic and non-noise 

like errors from the noise like errors. This information is provided to the Kalman filter by the 

dynamic model, which models the acceleration as a Gauss Markov process. 

Because the noise like aiding error is not white, its variance cannot just be considered in the 

measurement error variance matrix 
zR  of the total state Kalman filter. This noise like measurement 

error must be modeled as an own Gauss Markov process within the total state dynamic model and 

coupled into the observation within the observation matrix. Therefore, the total state measurement 

error covariance matrix gets 


= 3 3zR 0  (III-268) 

If the error variance of the noise like aiding error becomes very large, the aiding is used less by the 

Kalman filter, due to the coupling of the modeled noise like aiding error into the measurement.  

Applying aiding according to this architecture prevents bad aiding information from entering the 

tracking architecture. This is a huge advantage compared to the previous approach, where aiding 

was applied as a control input, with no mechanism, preventing aiding of bad quality from entering 

the tracking filter. 

In this application, after settling is completed, the total state Kalman filter works as a Wiener filter. 

Similar Kalman filter architectures can be found in [73]. The platform dynamic is separated from 

the noise like errors, based on the different spectral characteristics. The noise like errors are 

modeled as a Gauss Markov process with a short correlation time, which means that the main 

energy of this process is located at higher frequencies. The platform dynamic itself and the non-

noise like errors, are of a far lower dynamic than the noise process. Their main energy is located at 

lower frequencies. The total state Kalman filter therefore can separate the two components, by 

realizing a high pass channel from the aiding measurement to the state, representing the noise like 

error and a low pass channel from the velocity aiding measurement to the estimated total state 

velocity. 

The model error covariance matrix 
zQ  is given in the following equation. 
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The estimated position of the total state Kalman filter is used for calculating the NCO command, 

by using the following nonlinear line of sight transformation. 
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Besides the total state Kalman filter, an error state Kalman filter is used to process the discriminator 

measurements and to estimate GPS errors and aiding errors. 

The discriminator measurements contain the following error components 

GPS system errors:            
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Remaining aiding errors:   
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 (III-274) 

The long-correlated error 
TSx  is an effect of the total state Kalman filter. Because the total state 

Kalman filter separates the noise like aiding error from the real platform dynamic based on a singer 

filter like dynamic model and a model for the noise characteristics, the separation is not perfect. 

The dynamic, which is mapped from the total state Kalman filter on the positioning state, is not 
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the full dynamic and has still some small parts of noise like aiding errors. These errors are highly 

correlated. Because the positioning state is used to generate the NCO command, also the long-

correlated errors are included in the NCO command and therefore also included in the 

discriminator measurements. It is necessary to consider these long-correlated aiding errors within 

the error state dynamic model.  

The following equation shows the error state Kalman filter dynamic model. 
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The long-correlated errors are modeled as a Gauss Markov process by the matrix 
TSx

A .  
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The variances 
2

,x TS , 
2

,y TS  and 
2

,z TS  are taken out of the total state error covariance matrix 
TSP

. The correlation time constants must be selected based on measurements, which can also be done 

in real time. 

The error caused by the low aiding rate , ,
ˆ e

e R Aidv , is only observable within the error state Kalman 

filter, where the code phase errors between the received code phase and commanded code phase 

are available within the discriminator measurement. A high rate aiding error increases the 

uncertainty of the estimated positioning error  x̂e . As a result, the Kalman filter puts more 

weight on the discriminator measurement, which is the right behavior in order to compensate rate 

aiding errors.  

 Within the total state Kalman filter, the singer filter dynamic model has not the needed constraint 

to extract this error type from the aiding velocity.  

The rate aiding error is again modeled as a Gauss Markov process, similar to the previous section.  

The error , ,
ˆ e

e R Aidv  is coupled with the positioning error. This rate aiding error is nevertheless 

handled as a consider state, because the real state propagation is not realized. Every time after the 

error state update equation is carried out, the error states are stored within the total states by the 

following equation and afterwards the error states are set to zero. (The estimated rate aiding error 

is not used to update the total state velocity). 
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The error state Kalman filter update equation gets: 




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As in previous architecture, also here the innovation is calculated within the correlation core. 

The corresponding linearized observation matrix gets 


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This "storing" or correction of the total states, is mathematical equivalent with a perfect 

measurement within the total state Kalman filter update equation as written below. 
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The observation matrix belonging to the update equation (III-280) gets 

     

   

   
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1 0

0 1z
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This perfect measurement can also be interpreted as a constrained Kalman filter implementation 

as given in [39, p. 212]. 

The problem of this implementation are the zero entries within the measurement error covariance 

matrix R z , which can lead to instabilities. Therefore, the better approach is a direct correction of 

the total states, outside the total state Kalman filter. 

In case of updating the total states by the estimated error states according to equation (III-277), 

outside the Kalman filter equations, the total state update equation and observation matrix is given 

by the following equation. 
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   
=   R RH 0 0 0 03 3 3 3 3 1 3 1e nez n  

(III-283) 

Compared to the previous section, where aiding was applied to the total state dynamic as a control 

input, the architecture developed in this chapter has the essential advantage, that despite only a 

velocity aiding is available, also the acceleration is estimated.  

As will be seen in the next section, where additional aiding errors like delay errors or tilt errors are 

included, the actual acceleration is a vital figure for estimating these error components. 

The combination of a total state Kalman filter, separating noise like errors from the vehicle dynamic 

and other non-noise like errors, together with an error state Kalman filter has additionally the 

advantage, that estimation of the acceleration is independent of the discriminator noise.  

Regarding the acceleration, the quality of the estimated acceleration deteriorates in case of low 

aiding rates.  

The total state positioning error variances 
2

x , 
2

y  and 
2

z  are diverging, because only the aiding 

velocity is as measurement available and the position is not stabilized. The stabilization takes place 

by the state correction outside the total state Kalman filter, which is not considered in the total 

state error covariance propagation.  Therefore, for the error covariance prediction of the 

positioning solution, respectively the GDOP value, the entries of the state error covariance matrix 

zP  of the error state Kalman filter are used. (If the storing of the error states within the total 

states would be implemented according to equation (III-280), the total state positioning error 

variances would also be stable.). 

The model error covariance matrix of the error state filter is given below. 


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
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The following equations show the explicit realization of the discrete filter execution. 
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#6 error state propagation: 
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#7 error state covariance propagation: 
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#11 error state reset: 
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The following figure shows the introduced tracking architecture. 

 

III-169 Aided error state vector tracking - aiding as measurement 
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Problems of this architecture 

In contrast to the previous architecture, where aiding was used as a control input, here it is possible 

to prevent aiding with high noise like aiding errors from entering the tracking loop, because in case 

of high aiding noise, the total state Kalman filter puts more weight on its own dynamic model. 

The challenge of this architecture is the coupling of an error state and total state Kalman filter. 

Some of the total states are measurements of the error state filter, via the feedback path through 

the NCO command and discriminator measurement. The errors of the total states are correlated, 

which need to be considered in the design of the error state filter. Moreover, the aiding error 

estimation needs to be separated about the two filters. 

It is for example necessary, to consider the rate aiding error within the error state Kalman filter 

and not in the total state Kalman filter, because given low aiding rate and therefore high rate aiding 

errors, it is important to put more weight on the discriminator measurement to compensate the 

low aiding rate. Exactly this happens if the rate aiding error is considered in the error states. 

If the rate aiding error would be considered in the total state filter, the filter puts more weight on 

its own dynamic model in case of low aiding rates. This would be indeed the correct behavior, but 

this does not force the error state Kalman filter to put more weight on the discriminator 

measurement in order to compensate the error caused by low aiding rates.  

Due to the two Kalman filter, there are two error state covariance matrices, zP  and z
P . Valid 

for the estimated position error variance is z
P , because the total state errors are considered in the 

error state Kalman filter through 
x

A  and x
Q . 

 

Estimation of acceleration 

One advantage of this aided error state approach is the capability to estimate the platform 

acceleration. The acceleration is vital for estimating some specific aiding errors, as will be shown 

in the following sections. 

The following figures compare the real acceleration with the estimated acceleration for low and 

high aiding rates. 
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III-170 estimation of acceleration (DA42 40Hz aiding) 

 

III-171  estimation of acceleration (DA42 1Hz aiding) 

 

III-172  estimation of acceleration (High dynamic 40Hz 
aiding) 

 

III-173  estimation of acceleration (High dynamic 1Hz 
aiding) 

The simulations above show, that the platform acceleration can be estimated, given an appropriate 

aiding rate. An aiding rate of only 1Hz is not enough, estimating the platform acceleration. 

The simulations above are unjammed scenarios. But even in case of jammed scenarios, the 

estimated acceleration is equal. Jamming has no influence on the quality of the estimated 

acceleration, because discriminator error variance is not coupled in some way with the estimated 

total state acceleration. 

III - 10.5   Equivalent space band dynamic state space simulation – aiding as measurement 

III - 10.5.1  Distributed state space realization 

The distributed state space representation is like the architecture given in figure III-169. The 

Kalman filter realization is the same. The only difference is the correlation core formulation in state 

space form, as already given in figure III-169.  

 

III - 10.5.2  Centralized state space realization 

For calculating the closed loop tracking bandwidth of selected tracking channels, in the following, 

the centralized state space realization for the error state vector tracking form is given, whereby the 

aiding information is applied as measurement. 
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All Kalman gains within the total state matrices are taken from K z
 and all Kalman gains in the 

error state matrices are taken from 
K z

. 

The orange colored entries in the centralized state space matrix, are for realizing the error state 

reset after update. The green entries are realizing the total state correction by selected error states. 

 

 

III - 10.6   Aiding as control input vs. aiding as measurement 

In the previous two sections, two different approaches for an aided error state vector tracking 

architecture were developed. The first one applies aiding as a control input to a total state dynamic 

propagation. The second approach applies aiding as a measurement to a separate total state Kalman 

filter.  

In this section, these two different types of aided error state vector tracking architectures will be 

compared. 

The aiding rate is a vital parameter, defining the tracking performance. Therefore, in the following, 

both aided error state architectures will be compared for an aiding rate of 1Hz and an aiding rate 

of 40 Hz, also in unjammed and jammed scenarios. 
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UNJAMMED 

 

III-174 pseudorange error - DA42 - unjammed 

 

III-175 pseudorange error - high dynamic - unjammed 

 

III-176 positioning error - DA42 - unjammed 

 

III-177 positioning error - high dynamic - unjammed 
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III-178 bandwidth - DA42 - unjammed 

 

III-179 bandwidth - high dynamic - unjammed 

 

III-180 Comparing raw date - DA42 - unjammed 

 

III-181 Comparing raw date - high dynamic - unjammed 
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III-182 PDOP - DA42 - unjammed 

 

III-183 PDOP - high dynamic - unjammed 

 

JAMMED 

 

III-184 pseudorange error - DA42 - jammed 

 

III-185 pseudorange error - high dynamic - jammed 
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III-186 positioning error - DA42 - jammed 

 

III-187 positioning error - high dynamic - jammed 

 

Bandwidth is almost 0 Hz 

III-188 bandwidth - DA42 

 

Bandwidth is almost 0 Hz 

III-189 bandwidth - high dynamic 

 

III-190 Comparing raw date – DA42 - jammed 

 

III-191 Comparing raw date - high dynamic - jammed 

 

III-192 PDOP - DA42 - jammed 

 

III-193 PDOP - high dynamic - jammed 
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CONCLUSION:  Comparing “Aided Error State Vector Tracking – 1 Hz Aiding Rate” 

with “Aided Error State Vector Tracking – 40 Hz Aiding Rate” 

The simulations above show that using aiding as a control input or aiding as a measurement gives 

almost equal tracking results. Therefore, it makes absolutely sense, using the architecture where 

aiding is used as a measurement, because in this case, also the acceleration can be estimated. 

Using an appropriate aiding rate is important for good tracking results. As the simulations show, 

an aiding rate of 1Hz is insufficient, whereby 40Hz aiding gives even in jammed scenarios, good 

results.  

 

Aiding as control input Aiding as measurement 

 Aiding of bad quality enters the tracking 
filter and worsens the overall 
performance. There is no filter 
mechanism to prevent bad aiding 
information. 

 Because aiding is applied as measurement, 
low quality aiding information are 
discarded. 

 Only one Kalman filter. No difficult 
coupling between the two filters 

 Coupling of two Kalman filters makes 
tuning more complicated and sensitive. 

   Estimation of platform acceleration 
possible. This acceleration is vital for 
estimating tilt aiding errors and aiding 
delay. 

   Estimation of platform acceleration is 
independent of actual signal to noise ratio 

 

In the following sections on comparing different tracking architectures, only the approach using 

aiding as measurement is used, due to its capability of estimating the platform acceleration. 

 

III - 10.7   Estimation of aiding delay 

In the previous section, only noise like aiding errors together with a low aiding rate were considered. 

In this section, delay aiding errors will be introduced. As aiding rate, 40 Hz is used.  

III - 10.7.1 Aiding delay 

There exist different methods for considering delayed aiding in the innovation within the update 

step of a Kalman filter. Often used methods are given in [74] and [75]. These methods are 

compared in [33, p. 182]. An additional method is given by Larsen [76], which represents an 

suboptimal method with the basic idea, that the innovation at time =


− −


OOS k j
t

k
T

, 
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,k j k k j k j− − −
−= i H xy  (III-294) 

shall be the same as the innovation 

−= k k kHy xi  (III-295) 

with ky  being an extrapolated measurement value. The term 
OOSt  represents the aiding delay. 

The measurement −
y ,k k j  is received at time step k, but valid for the time step k-j, being j samples 

in the past.  

A slightly modified version of [76] is used in [75, p. 234].   

But all these examples of dealing with delayed measurements, cannot be applied to Kalman filter-

based tracking. Here, the aiding is not a direct measurement of the Kalman filter. As measurements 

for the Kalman filter, only the discriminator measurements are used. These discriminator 

measurements always show the phase error between the received code phase and replicated code 

phase at the valid time. The discriminator measurement is not “delayed”. But the aiding delay error 

is part of the discriminator measurement errors. 

Therefore, the delay aiding error is at the measurement time of the discriminator measurement an 

in-time or in-sequence error. 

This delayed aiding velocity error can be approximated in discrete time space as 

 =  , , ,
ˆˆˆ e ee

e OOS k e k OOSTv a  (III-296) 

Because the aiding delay  ˆ
OOST  is a constant value, it makes sense to estimate this error in the error 

state Kalman filter. The estimation must be implemented within the error state Kalman filter, 

because only the discriminator measurements give the necessary constraints for observing the 

aiding delay.  

From equation (III-296) it gets obvious, that for observing the aiding delay by measuring the 

velocity error, the actual platform acceleration is necessary. At this point it becomes obvious, why 

the aided error state vector tracking architecture, using the aiding as a measurement in an additional 

total state Kalman filter, makes sense. This architecture can estimate the actual line of sight 

acceleration. 

III - 10.7.2 Filter architecture with consideration of delayed aiding 

The error state dynamic model in this section is based on the error state dynamic model, derived 

in equation (III-275) . This model is expanded about the aiding delay error ˆ
OOST . The aiding delay 

is modeled as a constant value. 
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For the Kalman filter being able to estimate the aiding delay, some uncertainty must be added to 

the dynamic model. This is realized by some white noise error belonging to the state ˆ
OOST . (If 

no error variance would be realized, the Kalman filter assumes the model to be exact and there 

would be no necessity to correct the delayed aiding by the measurement within the Kalman filter 

update equation. 

As measurement only the pseudorange errors at the output of the discriminators are available. In 

order to make this aiding delay error observable, it must be coupled with the positioning state. This 

is realized by multiplication with the actual total state acceleration estimation according to equation 

(III-296). 

The error state observation matrix is given as 
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As total state dynamic model, the already derived model from equation  (III-263 is expanded about 

the estimated aiding delay.  
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The resulting positioning error caused by the delayed aiding velocity is the integral of the following 

velocity error. 

( ) ( )  = x a

0

,
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ee

OOS e k OOSt dtTt  (III-301) 

For compensation, it is therefore necessary to couple the estimated aiding delay into the positioning 

error differential equation for integration. A disadvantage is the resulting nonlinear total state 

dynamic model through the multiplication of   ˆ ˆ
OOS

ee

e Ta . 

The correction of the total states by the error states is given below. 
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In the previous sections on aided error state vector tracking architecture, no aiding delay error was 

stimulated for simulations. In the following examples, an aiding delay with  = 0.2ˆ
OOST s  is 

stimulated. 

The following figures show the aiding delay estimation. 
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III-194 Estimated aiding delay – DA42 

 

III-195 Estimated aiding delay - Fighter 

The developed tracking architecture can estimate the aiding delay. As equation (III-296) shows, the 

aiding delay is only observable, if the platform acceleration is not equal to zero. This can be 

observed very well from the estimated aiding delay in case of the DA42 scenario. Only after some 

dynamic, the delay is estimated properly.  

The tuning of the fighter dynamic need to be modified in order to get appropriate values. Due to 

modeling the aiding delay as a constant value with additional white noise, the Kalman filter maps 

some clock error on to this aiding delay. The error variance for clock error must be reduced in case 

of high dynamic scenarios. 

In order to show the necessity of estimating the aiding delay, the following simulations show the 

results, if the aided error state vector tracking architecture does not care about the aiding delay. 

 

III-196 ESV without consideration of aiding delay - DA42 

 

III-197 ESV without consideration of aiding delay - 
Fighter 

In case of low dynamic trajectories, the delayed aiding causes only small positioning errors, but in 

high dynamic situation, figure III-197 shows that it's mandatory to estimate the aiding delay. 
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III - 10.8   Tilt error estimation 

In this section, an additional aiding error will be introduced – the tilt aiding error. Typically, the 

aiding is provided in NES coordinates, n

ev .  Tilt aiding errors occur, if GPS receiver expects aiding 

in NES coordinates, but the provided aiding is in a tilted n-frame, 
n

ev . This is the case, if in the 

external aiding system, which could be a tightly coupled INS system, exist some tilt errors. 

This section develops the corresponding filter architecture to estimate tilt aiding errors, given an 

aided error state vector tracking architecture. 

III - 10.8.1 Filter architecture with integrated tilt error model 

In order to get the dependency of the tilt angles, equation (III-233) is linearized about these angles. 
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The error state dynamic model in this section is based on the error state dynamic model, derived 

in equation (III-275) . This error dynamic model is expanded about the derived tilt error model. 
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The error angles are assumed as constant. In order to enable the Kalman filter to estimate these 
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errors, a small model uncertainty must be added, which is done by white noise. 

The observation matrix is given as 
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The measurement error covariance matrix for the error state filter is equal to the previous chapter. 

The update equation of the error state filter gets 
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The corresponding total state filter gets 
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The tilt aiding errors are modeled as constant values within the total state Kalman filter. 

In order to estimate the tilt angles, they must be used to correct the external aiding. In contrast to 

the aiding delay, which was coupled within the total state dynamic model, the estimated tilt angle 

errors are coupled within the total state observation equation, by transforming the aiding velocity 

into the correct n-frame. 
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The total state observation matrix is given as 

    
=   3 3 3 3 3 2 3 1 3 1z ne ne 0 0 0R0RH 0  (III-312) 

Important to note is, that the estimated tilt angles are used to correct directly the incoming velocity 

aiding. The tilt angles are not considered within the total state observation matrix. 

The rate aiding error is only implemented as a consider state. The impact of the estimated rate 

aiding error on the measurement is considered in equation (III-312), but it is not used in the real 

feedback. 

The total states are corrected by the error states according to the following equation. 
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The following tilt errors are used in simulation. 

1

2

 = − 

 = 
 (III-314) 

The following figures show the estimated tilt errors, given the DA42 approach and the high 

dynamic trajectory. 

 

III-198 Estimated tilt errors - DA42 

 

III-199 Estimated tilt errors - high dynamic scenario 

In order to show the importance of estimating tilt errors within the tracking filter, the following 

simulations show the tracking behavior, if a tilt error is present, but not considered respectively 

estimated within the tracking filter. 
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III-200 positioning error - without tilt estimation - DA42 

 

III-201 positioning error - without tilt estimation - Fighter 

As the positioning errors in figures III-200 and III-201 show, already small tilt errors lead to 

unusable tracking results. 

 

III - 10.9   Aided vs. unaided tracking 

Out of the up to now analyzed unaided tracking architectures, the unaided total state vector 

tracking approach gives the best results. Therefore, this tracking architecture will be used as a 

representative of the unaided architectures. 

In case of aiding, the error state vector tracking architecture, where aiding is used as measurement, 

provides the best results.  

Therefore, in this section, the unaided total state tracking architecture will be compared to the aided 

error state vector tracking architecture. 

The previous comparing of two different aided error state vector tracking approaches, using aiding 

as a control input and aiding as a measurement, shows that both give similar results. Because the 

architecture, which applies aiding as a measurement also is able to estimate the platform 

acceleration, this architecture will be used as a representative for the aided error state vector 

tracking approach. 

An important question in comparing aided and unaided tracking is the needed aiding rate, in order 

the aided architecture outperforms the unaided one. Therefore, in the following, unaided total state 

vector tracking is compared with aided error state vector tracking, given 1Hz aiding rate and 40Hz 

aiding rate. 
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UNJAMMED 

 

III-202 pseudorange error - DA42 - unjammed 

 

III-203 pseudorange error - high dynamic - unjammed 

 

III-204 positioning error - DA42 - unjammed 

 

III-205 positioning error - high dynamic - unjammed 
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III-206 bandwidth - DA42 - unjammed 

 

III-207 bandwidth - high dynamic - unjammed 

 

III-208 Comparing raw date - DA42 - unjammed 

 

III-209 Comparing raw date - high dynamic - unjammed 



 

 
190 

 
  

 

III-210 PDOP - DA42 - unjammed 

 

III-211 PDOP -  high dynamic - unjammed 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 
191 

 
  

JAMMED 

 

III-212 pseudorange error - DA42 - jammed 

 

III-213 pseudorange error - high dynamic - jammed 

 

III-214 positioning error - DA42 - jammed 

 

III-215 positioning error - high dynamic - jammed 
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III-216 bandwidth - DA42 - jammed 

 

III-217 bandwidth - high dynamic - jammed 

 

III-218 Comparing raw date - DA42 - jammed 

 

III-219 Comparing raw date - high dynamic - jammed 
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III-220 PDOP - DA42 - unjammed 

 

III-221 PDOP -  high dynamic - unjammed 

 

 

CONCLUSION:  Error State Vector aided vs. Total State Vector unaided 

The unjammed simulation shows that the aided error state vector tracking approach, using a 40Hz 

aiding, gives in both simulation scenarios the best results. 

If only a 1Hz aiding rate is used, in high dynamic situation, the unaided vector tracking approach 

gives better results. Using 1Hz aiding in low dynamic situations, the aided error state vector 

approach is almost similar to the unaided total state vector tracking approach. But even here, if  

short maneuvers with higher dynamic occur, the dynamic stress error of the unaided vector tracking 

approach is smaller than the error of 1Hz aided error state vector tracking architecture. (Even if 

the aided tracking architecture is also a vector tracking architecture, given only a 1 Hz aiding rate, 

it performs in general worse than the unaided architecture, because the aided architecture must 

consider also aiding errors and has a different tuning setup). 

Considering the closed loop tracking bandwidth in the unjammed case in combination with low 

dynamic situations, the bandwidth of the aided error state approach is even in the 1Hz case, lower 

than the bandwidth of the unaided total state vector tracking approach. But in higher dynamic 

situations, when only 1Hz aiding is available, the closed loop tracking bandwidth is, despite the 

aiding, higher than in case of the unaided vector tracking approach.  

If there is some jamming, the aided error state vector tracking approach, using 40Hz aiding, 

provides stable and good tracking results. The aided error state vector tracking, using 1Hz aiding, 

also provides stable tracking in all channels, without loss of lock, but with worse performance. The  

total state unaided architecture loses the lock, as the aircraft approaches the jammer and the jammer 

power becomes larger. 

In jammed environments, the aided error state Kalman filter relies mostly on the aiding, which 

lowers the tracking bandwidth beyond the resolution limit of 0.001 Hz. Only in high dynamic 

scenarios and 1Hz aiding rate, the tracking bandwidth of the aided error state approach is slightly 

higher, but still below the bandwidth of the unaided vector tracking approach. 
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ESV aided  TSV unaided 

 Almost no influence of jamming. 
Especially given a 40 Hz aiding rate. 

 

 Independent standalone architecture. 
Robust tracking results – even in case of 
low power jamming – without the need 
for an external aiding interface. 

 Aiding errors must be known and 
considered, respectively estimated for 
good results. 

  

 Appropriate aiding rates are necessary. As 
simulations show, 1Hz is not enough. 

  

 

The following table compares the performance of unaided total state vector tracking against aided 

error state vector tracking in case of 1Hz aiding and 40 Hz aiding. 

 TSV unaided ESV aided 

1Hz 

ESV aided 

40Hz 

 

Unjammed 

+- +- ++ DA42 

+- - ++ Fighter 

jammed 

-- +- ++ DA42 

-- +- ++ Fighter 

III-222 Conclusion unaided TSV - aided ESV (1Hz, 40Hz) 
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III - 11  Aided total state vector tracking 

III - 11.1   Motivation 

In the previous section, aided error state vector tracking was introduced together with methods for 

estimating, or at least considering different kind of aiding errors. The error state vector tracking 

approach might give the best results. Nevertheless, aiding is also possible for total state vector 

tracking architectures. In chapter III - 7  already an unaided total state tracking architecture was 

developed. Based on that, in this section, an aided total state vector tracking architecture will be 

developed.  

For estimating aiding delay, the estimation of the platform acceleration is necessary. For that, in 

case of aided error state vector tracking, the aiding had to be applied as measurement to an 

additional total state Kalman filter. A disadvantage of this approach is the coupling between two 

Kalman filters, which requires special tuning measures in the error state Kalman filter.  

The aided total state approach does not require an additional total state space filter. The aiding can 

directly be applied as measurement within the total state Kalman filter update equation. 

III - 11.2   Tracking architecture 

In this section at first the tracking architecture together with the Kalman filter equations are 

derived. The following figure shows the corresponding tracking architecture. At first only noise 

like aiding errors and rate aiding errors are introduced. 

 

III-223 Total state vector tracking - aided 

As tracking filter, also for this total state approach, a Kalman filter is used. The dynamic differential 

equation system is given below. 
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The matrix  ,

e

v NA  is derived in section III - 9.3  .  
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The noise like aiding error  ,
ˆ e

e Nv  and the rate aiding error  ,
ˆ e

e Rv   are not coupled within the dynamic 

equation. Both errors are only implemented as consider states and considered within the 

measurement equation. 

The acceleration is assumed as Gauss Markov process, having a zero mean. 

The corresponding model error covariance matrix is given as: 
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This architecture uses two measurements within the update step of the Kalman filter. 

The first measurement is the discriminator output τ . This is already the innovation, which is 

calculated within the tracking core. 
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The second measurement is the aiding velocity. The innovation for the aiding velocity is calculated 

within the update equation. 
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The update equation gets 
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In order to consider the rate aiding error and the noise like aiding error within the update equation, 

the observation matrix gets. 
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(III-323) 

Because these two aiding error components shall only be realized as consider states, they are not 

used in the real update equation(III-321). They are only used within the observation matrix, used for 

Kalman gain calculation. 

Because the transformation from the position state to the pseudoranges is nonlinear, the 

observation matrix (III-323) is linearized about the actual position ˆ
ex . 

The real feedback for NCO command is calculated according to the next equation. 
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The considered rate and noise like aiding errors deteriorate the aiding quality, which in turn causes 

the Kalman filter to rely less on the aiding information and put higher weight on the discriminator 

measurement. 

Because the noise like aiding error and rate aiding error are already considered within the 

observation equation, they do not appear in the measurement error variance matrix. 

The measurement error variance matrix gets 















  

 
 
 =
 
 
  

2

,#1 1 3

1 3

2

,# 1 3

3 1 3 1 3 3

0

0 Nsat

0

0
R

0

0 0 0

 (III-325) 

For tuning the Kalman filter, the already developed scenario matched tuning is applied together 

with the known information about the aiding errors. 

 

III - 11.3   Equivalent base band dynamic state space simulation 

III - 11.3.1 Distributed state space simulation 

For equivalent base band simulation, the distributed state space formulation is used. There, besides 

the discriminator noise, also aiding together with aiding errors is simulated. 

The following figure shows the corresponding concept. 
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III-224 Distributed state space form 

 

III - 11.3.2 Centralized state space representation 

In this section, the centralized state space form for the aided total state vector tracking approach 

will be derived.  

Out of this, the closed loop tracking bandwidth for every satellite channel can be calculated. 
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In order to get the closed loop tracking bandwidth for one satellite channel, the following SISO 

transfer function is needed. 

( ) ( )   


−
→   − → = 

1

#1 #1 #1 #1 #1,#1 #1 #1

/

1
ˆ ˆ :     

A

T

C

g s sc AI b  (III-338) 

Due to position state formulation, the observation is nonlinear and needs to be linearized about 

the actual positioning estimation. 
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With # nx  being the actual satellite position of satellite n. 

The corresponding input vector gets 
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III - 11.4   Aiding delay estimation 

The aiding delay , ,
ˆ e

e OOS kv was already introduced in chapter III - 10.7.2.  

The applied aiding, which is delayed about  ˆ
OOST  can be written as: 

= − = −  , , , , , ,

e e e e ee

e k e k e OOS k e k e k OOSTv v v v a  (III-341) 

In order to estimate the aiding delay,  OOST  is modeled as an own state in the dynamic model. 

Regarding the feedback respectively coupling of the estimated aiding delay, there are two 

possibilities. The following state space differential equation shows the first one, where the 

estimated aiding delay is not coupled in the state matrix, but only within the observation equation. 
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Despite  OOST  is typically a constant value, it has to be modeled as a Wiener process, to add a little 

uncertainty which enables the Kalman filter to estimate the value. If no noise term  ,T oosn  would 

be added, the value remains zero or at its initial one. 

According to equation (III-341), the estimated aiding delay is used within the innovation. 

The update equation gets 
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Based on (III-323), the observation matrix gets 
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(III-344) 

The noise like aiding error as well as the error due to a low aiding rate are only modeled as consider 

states. These terms are considered within the observation matrix H  but not in the real innovation 

in equation (III-237). Because the actual total state acceleration â
ee

e  is needed within the observation 

equation, it gets nonlinear. 

The second possibility of coupling the estimated aiding delay with the other states is shown below.  
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In equation (III-345), the estimated aiding delay is coupled within the state transition matrix. The state 

transition matrix becomes nonlinear, through its dependence on the actual acceleration.  

The estimated velocity ˆ e

ev  is the delayed one. To get the correct velocity, it needs to be 

compensated by the estimated aiding delay. 

= +  ˆ ˆˆ ˆe e ee

e e e OOSTav v  (III-346) 

The corresponding observation equation and innovation gets 
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The aiding error caused by low aiding rate and the noise like aiding error are only modeled as 

consider states. Therefore, in the innovation in equation (III-347), these two errors are not included. 

A suitable tuning of the uncertainty  ,T oosn  respectively its error variance  

2

Toos  in the model error 

covariance matrix TSQ  is important.  
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For aQ  again the scenario matched tuning is used to determine the corresponding acceleration 

model error variance. The given state error covariance matrix is valid for both aiding delay error 

couplings. 

Regarding  

2

Toos , a very low assumed error variance would lead to long estimation times until the 

correct aiding delay is estimated. Moreover, high velocity variations are necessary to estimate the 

aiding delay. On the other side, in case of a very high aiding delay error variance, some dynamic 

will be coupled into the delay estimation. 

 

Comparing “aiding delay estimation” given the aided vector total state architecture and 

the aided vector error state architecture 

Compared to the aided error state vector tracking approach, the tuning of the aided total state 

vector tracking approach is much more complicated, because the total state filter has to care about 

the whole platform dynamic and at the same, has to estimate the aiding and tracking errors.  

Given the aided vector total state approach, coupling the estimated aiding delay within the state 

transition matrix, turned out to be the better approach, especially in scenarios of higher dynamic. 

The figures below show the tracking results for the low dynamic DA42 approach and for the high 

dynamic scenario. 
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III-225 positioning error - aiding - OOS error - DA42 

 

III-226 positioning error - aiding - OOS error - high 
dynamic 

 

III-227 estimated aiding delay - DA42 

 

III-228  estimated aiding delay - high dynamic 

The simulations above show a worse aiding delay estimation performance for the DA42 approach. 

But this result is only valid for the actual used tuning. As already mentioned, the tuning of the aided 

total state tracking loop is very sensitive and may be further optimized to get similar estimation 

results. 

But as a conclusion, the tuning sensitivity regarding aiding delay estimation, makes the aided total 

state tracking unpracticable for real scenarios, where the exact mission dynamic is not always 

known precisely, pre mission. 

 

III - 11.5   Tilt error estimation 

The tilt angle errors are already introduced in the previous section. The estimated tilt angle errors 

are modeled as constant values. 
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In order to enable the Kalman filter, estimating the constant tilt angle errors, some small portion 

of white noise must be added in order add some model uncertainty, which forces the Kalman filter 

to adapt the values, based on actual measurements. Without any white noise, the Kalman filter 

would consider the model as absolutely true and therefore, would not adapt the values. 

The dynamic model used for the tracking filter, extended about the tilt angle errors, is given in the 

following equation. 
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Within the dynamic model, the tilt angle errors are not coupled. Instead they are used in the 

measurement equation to transform the estimated velocity in e-frame into the tilted n-frame of 

aiding velocity. 

The nonlinear update equation gets 
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For Kalman gain calculation, a linearized observation matrix is necessary. 
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The linearized observation matrix, used for Kalman gain calculation gets: 
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With 
φ  and 

φ  are given below. 
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Equivalent base band simulations show that in general it is also possible to estimate tilt aiding errors 

using a total state vector tracking approach. But tuning is very sensitive for getting stable estimation 

results. In case of higher dynamic, the tilt error estimation becomes even unstable as the following 

simulation shows. The reason is given by the non-linearity of the observation matrix. 

For comparison, the following figures show the estimated tilt angles of the total state vector 

tracking approach together with the much better tilt angle estimation of the error state vector 

tracking approach. 

 

III-229 Estimated tilt angles - DA42 approach 

 

III-230 Estimated tilt angles - DA42 approach - zoomed 
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III - 11.6   Aided total state vector tracking vs. aided error state vector tracking 

UNJAMMED 

 

III-231 pseudorange error - DA42 - unjammed 

 

III-232 pseudorange error - high dynamic - unjammed 

 

III-233 positioning error - DA42 - unjammed 

 

III-234 positioning error - high dynamic - unjammed 
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III-235 Comparing raw date - DA42 - unjammed 

 

III-236 Comparing raw date - high dynamic - unjammed 

 

III-237 PDOP - DA42 - unjammed 

 

III-238 PDOP -  high dynamic - unjammed 
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JAMMED 

 

III-239 pseudorange error - DA42 - jammed 

 

III-240 pseudorange error - high dynamic - jammed 

 

III-241 positioning error - DA42 - jammed 

 

III-242 positioning error - high dynamic - jammed 
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III-243 Comparing raw date - DA42 - jammed 

 

III-244 Comparing raw date - high dynamic - jammed 

 

III-245 PDOP - DA42 - jammed 

 

III-246 PDOP -  high dynamic - jammed 

 

 

Conclusion: TSV aided against ESV aided 

If there are only noise like aiding errors and rate aiding errors, the aided total state approach gives 

similar results as the aided error state approach. 

Differences arise in case of aiding delays or tilt aiding errors.  

Aiding delay can be estimated even with the total state approach, but worse, compared to error 

state approach. 

The estimation of tilt aiding errors respectively tilt angles is in general possible in case of aided total 

state vector tracking. But the estimation is very instable and also the corresponding tuning is very 

sensitive. The dynamics within the total state filter are to restless for an appropriate tilt error 

estimation, respectively for mapping the tilt error parts within the discriminator measurements on 

the right state. As a conclusion, for aiding, always an error state vector tracking architecture should 

be used. 
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III - 12  Aided scalar state tracking 

III - 12.1   Motivation 

In the previous sections, aided vector tracking architectures were considered. This section develops 

an aided scalar tracking loop. Only a total state aided scalar tracking architecture is developed and 

analyzed. An error state aided scalar approach will not be considered, because it would need a 

cascade of three Kalman filters. The aided scalar total state approach already needs a cascaded 

Kalman filter structure and thus a mutual coupling. Already here, the outputs of the first stage – 

being the total state scalar filters – are correlated in time. This correlation must be considered in 

the superior positioning filter. In case of the error state approach, one coupling stage more would 

exist, causing a to strong temporal correlation. 

Aided scalar tracking is a decentralized approach. There are local tracking filters for each satellite 

and a superior positioning filter. In [77] an unaided conjoint architecture of scalar and vector 

tracking filters are given. In this section, a similar conjoint approach for an aided scalar tracking is 

developed. 

III - 12.2   Tracking architecture  

For scalar tracking, always the combination of scalar tracking loops for each satellite are necessary, 

together with a subsequent positioning filter. The scalar tracking filter as well as the positioning 

filter are realized by using optimal filters. 

This section develops an aided scalar tracking architecture by using the combination of a total state 

scalar tracking filter, where aiding is used as an additional measurement. The positioning solution 

is derived by a subsequent total state Kalman filter. 

After deriving the tracking respectively filter equations, the reasons are explained, why especially 

this combination is chosen. 

In this first section on aided scalar tracking, only rate aiding errors and noise aiding error are 

considered. 

The following equation gives the total state dynamic model of the used Kalman filter for a single 

satellite channel. 
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The line of sight dynamic is modeled again as a second order dynamic, using a constant mean, 

Gauss Markov like acceleration process. 
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The noise like aiding errors are modeled as a Gauss Markov process v , ,
ˆ e

e LoS N . The characteristics 

of the noise like aiding error are given in n-frame, whereas the noise like aiding error is needed in 

e-frame coordinates. Therefore, equivalent to equation (III-265), a Gauss Markov process is 

developed, being able to transform within the differential equations, the n-frame noise 

characteristics into an e-frame Gauss Markov process. The noise like aiding error is considered 

within the observation equation. Thus, given very bad aiding quality with high noise, the aiding will 

be less considered, respectively the bad aiding is prevented from entering the tracking loop. 

The rate aiding error v , ,
ˆ e

e LoS R  is also modeled as a Gauss Markov process. But in contrast to the 

noise like aiding error, the rate aiding error is mapped within the dynamic matrix ALoS
 onto to the 

pseudorange, by using the line of sight direction vector ( )e x x#
ˆ,T

LoS Sv . 

Given high rate aiding error variances, respectively low aiding rates, the dynamic model becomes 

more uncertain and the Kalman filter puts more weight on the measurements. Due to the mapping 

on the pseudorange, only the estimated pseudoranges becomes more uncertain, the estimated line 

of sight velocity remains at the given uncertainty. That’s why the Kalman filter puts only more 

weight on the discriminator measurements, while keeping the weights on the aiding inputs at the 

same level. Putting more weights on the discriminator measurements is the correct behavior, 

because the discriminator provides the necessary pseudorange correction, caused by low aiding 

rates. 

If the rate aiding error would be considered within the observation equation, high rate aiding error 

variances would force the Kalman filter, to put less weight on the aiding input. But the weights on 

the discriminator measurement would remain at the same level. Given low aiding rates, aiding 

cannot cover higher dynamics. The Kalman filter must put higher weights on the discriminator 

measurements, which is reached by the coupling within the state dynamic matrix. 

The following equation shows the Kalman filter update equation. 
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The estimated line of sight velocity ˆ
LoSv  contains the receiver velocity mapped onto the line of 

sight vector and the satellite velocity, also mapped onto the line of sight vector. The external aiding 

velocity v ,

n

e aiding  contains only the receiver velocity. In order to get the aided line of sight velocity, 

also the actual satellite velocity must be mapped onto the line of sight vector and added with the 

appropriate sign. The actual satellite velocity v ,

e

e Sv  is available through the ephemeris. The 

ephemeris must be evaluated at the signal transmission time Svt . This transmission time is available 

from the positioning filter.  
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The observation matrix HLoS
 includes the mapping of the noise like aiding error, whereas within 

the update equation, the noise like aiding error is not mapped onto the estimated velocity. That’s 

why the noise like aiding error is only realized as a consider state. 

The following figure shows the scalar aided tracking architecture. 
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III-247 Scalar aided tracking architecture 

As the architecture shows, the scalar tracking filter needs the satellite position and the actual 

estimated receiver position for mapping the e-frame noise like aiding error onto the line of sight 

dynamic. 

The total state positioning solution is calculated by using a total state Kalman filter. The 

corresponding dynamic model and update equation are given below. 
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The measurements of the positioning filter are the pseudoranges, which are states of the 

independent scalar tracking filters.  

The pseudorange errors and therefore the measurement errors of the positioning filter are highly 

correlated in time due to the aiding of the scalar tracking loop. 

The already derived positioning solution in section III - 6 has a similar structure and uses as 

measurements also pseudoranges from independent scalar tracking filters. But there, the 

pseudorange errors are much less correlated, because there is no aiding and therefore a higher 

closed loop bandwidth. The applied velocity aiding in this section leads to very low tracking 

bandwidth of the scalar tracking filter, which in turn causes long correlated pseudorange errors. 

In order to consider this effect in the positioning solution, the measurement errors are modeled as 

long correlated Gauss Markov processes by ρ̂ .  
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The state error covariance matrix is given as 
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For tuning, scenario matched tuning is used. The values  , ,#LoS Svp  are taken from the state error 

covariance matrix, available in each scalar tracking filter. 

The Kalman filter update equation of the positioning solution gets 

( )( )+ − −

+ + +
+ −=z K ρz zh1, 1, 1,POS POkk POS S kSPO POS

 (III-362) 

the innovation ( )−

+
−ρ h z 1,kPO POSS  is calculated using the nonlinear relationship. 

The nonlinear transformation from the filter states to the observation space is given by the 

following equation. 
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In order to set up the Kalman filter observation matrix HPOS , the nonlinear transformation 

( )−

+
h z 1,kP S POSO  is linearized at the every point on the trajectory. 

The linearized observation equation gets 
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
=   h ,#1 1 0 0  

(III-365) 

Within the linearized observation equation, the pseudorange errors are considered, but not in the 

real feedback calculation. 

Calculating the estimated pseudorange requires the corresponding satellite position in the e-frame 

at time of signal reception in the receiver. For that, an iterative procedure is necessary, given in 

section III - 7 . 

A comparison of the aided scalar approach with the aided vector tracking architectures will be 

given at the end of this chapter. 

 

III - 12.3    Aiding delay estimation 

Up to now, only noise like aiding errors and aiding errors caused by low aiding rates are considered. 

This section develops a method to estimate and also compensate aiding errors, caused by delayed 

aiding information. 

Generally, the delay error is caused by transmission delays and can therefore be found in almost 

every navigation architecture. The delay error can be written as: 

( ) ( ) ( ) = − − v v v,

e e e

e OOS e e OOSt t t t  (III-366) 

The corresponding line of sight delay velocity error gets 

( ) ( ) =  =  e v, , ,

T e

LoS OOS LoS Sv e OOS LoS OOSv t t a t  (III-367) 

Equation (III-367) shows that for estimating the delay error  OOSt , the line of sight acceleration is 

necessary.  

The delay is modeled as a constant value within the line of sight state dynamic model. 
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The coupling of the delay is realized within the state dynamic matrix, marked by the red entry. Due 

to this coupling, the state dynamic matrix becomes nonlinear. 

The Kalman filter update equation gets 
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with the corresponding observation matrix 
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An alternative approach is, coupling the delay within the observation equation instead of the system 

dynamic model. The system dynamic matrix would in this case be linear, instead the observation 

matrix HLoS  would become nonlinear, as shown below. 
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An observability analysis of the last realization shows that the delay error is not observable. The 

reason is that there is no coupling of delay error with the pseudorange and therefore the 

discriminator error measurement. Only the discriminator error measurement poses the needed 

constraint to make the aiding delay observable. 

The following two figures compare aiding delay estimation of the aided ESV and aided TSS 

architectures. 
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III-248 Estimation "aiding delay" - DA42 

 

III-249  Estimation "aiding delay" - High Dynamic 

 

The DA42 scenario shows that an estimation of the delay is only possible if there is some dynamic. 

Both architectures are able to estimate the delay error. In case of the aided scalar approach, every 

scalar tracking filter estimates the delay. In case of aided error state vector approach, there is only 

one estimation of the aiding delay. 

The simulations show that the aided error state vector approach shows better aiding delay 

estimation performance in the selected examples. Important to notice is that the estimation 

performance depends on the selected tuning parameter and also the special scenario. Therefore, 

the given examples are not valid in general. 

III - 12.4    Tilt error estimation 

Each scalar tracking loop is aided separately within the local update equation of the scalar tracking 

according to equation (III-357), by mapping the n-frame aiding velocity onto the corresponding line 

of sight vector. 
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Within the local scalar tracking loop, there is no possibility to estimate tilt aiding errors, respectively 

tilt angles. Through the Kalman filter update equation 
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the pseudoranges become false due to the wrong transformation of aiding velocity into e-frame. 

The discriminator measurement   would give the needed correction. Because the tilt aiding error 

is not modeled, the Kalman filter does not fully correct the line of sight states. Part’s of the tilt 

aiding error are within the estimated pseudorange states.  


  + ++  +=  ....ˆ clk tilt nc t  (III-374) 

As positioning filter, an error state structure will be used. 

The error state dynamic model is given as 
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The terms 
φ ˆ  and 

φ ˆ , being used to couple the tilt angles with the positional error. 

The Kalman filter update equation gets 
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A total state model integrates the error states. 
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The measurements #Sv  of the error state Kalman filter are calculated separately out of the 

difference between the estimated pseudoranges provided by the scalar tracking loops and the 

estimated pseudoranges, calculated out of the estimated total state position. 
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The total states are updated by the error states 
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Simulations show that using this approach, no estimation of tilt angles is possible. The reason is, 

that within the estimated pseudoranges, provided by the independent aided scalar tracking loops, 

only parts of the tilt aiding error are included. Partly the aiding errors are already corrected by the 

discriminator measurements.   

An estimation of tilt aiding errors within the independent scalar tracking loops is also not possible, 

because there, the tilt angles are not observable. 

 

III - 12.5   Aided scalar tracking vs. aided vector tracking 

This section compares the aided scalar tracking architecture with the aided error state vector 

tracking architecture. Both architectures will be compared for aiding without tilt aiding errors, 

because the scalar aided architecture is not able to estimate them.  
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UNJAMMED 

 

III-250 pseudorange error - DA42 - unjammed 

 

III-251 pseudorange error - high dynamic - unjammed 

 

III-252 positioning error - DA42 - unjammed 

 

III-253 positioning error - high dynamic - unjammed 
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III-254 Comparing raw date - DA42 - unjammed 

 

III-255 Comparing raw date - high dynamic - unjammed 

 

III-256 PDOP - DA42 - unjammed 

 

III-257 PDOP -  high dynamic - unjammed 
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JAMMED 

 

III-258 pseudorange error - DA42 - jammed 

 

III-259 pseudorange error - high dynamic - jammed 

 

III-260 positioning error - DA42 - jammed 

 

III-261 positioning error - high dynamic - jammed 
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III-262 Comparing raw date - DA42 - jammed 

 

III-263 Comparing raw date - high dynamic - jammed 

 

III-264 PDOP - DA42 - unjammed 

 

III-265 PDOP -  high dynamic - unjammed 

 

 

CONCLUSION:  Aided scalar tracking vs. aided error state vector tracking 

Both tracking architectures give good tracking results, as well in the unjammed as in the jammed 

scenario. But simulations show that the aided error state vector tracking approach gives definitely 

better tracking results for the positioning solution and in jammed scenarios. 

Moreover, the aided scalar approach is not able to estimate and compensate tilt aiding errors. 

Therefore, if cannot be excluded that the aiding source has no tilt errors, the aided error state vector 

tracking approach should be chosen. 
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III - 13  Summary of tracking architectures 

Many different tracking architectures were derived in this chapter. The tracking architectures are 

compared to each other step wise, starting from unaided scalar tracking, unaided vector tracking 

to aided scalar and aided vector tracking. 

In order to get a comprehensive and summary overview, this section compares all tracking 

architectures by using the raw data error variance and error correlation times for pseudoranges and 

the error variances and error correlation times of the ECEF frame positioning solution. 

 

III-266 Comparison RAW Data - DA42 - unjammed 

 

III-267  Comparison RAW Data - high dynamic - 
unjammed 

 

III-268  Comparison POS - DA42 - unjammed 

 

III-269 Comparison POS - high dynamic - unjammed 

In the unjammed case, all architectures provide appropriate tracking solution. The unaided scalar 

total state and unaided scalar error state give the worst solutions. An improved tracking solution is 

provided by the unaided vector tracking architectures.  
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A significant improvement is possible by using aided tracking architectures. All three analyzed aided 

variants show a very small pseudorange and position error variance, together with long error 

correlation times. 

 

III-270 Comparison RAW Data - DA42 - jammed 

 

III-271  Comparison RAW Data - high dynamic - jammed 

 

III-272  Comparison POS - DA42 - jammed 

 

III-273 Comparison POS - high dynamic - unjammed 

In case of jamming, all unaided architectures lose the lock. The unaided vector tracking 

architectures can withstand longer, respectively are able to keep lock at higher jamming to signal 

ratios as the unaided scalar tracking approaches.  

But as for simulations, the jammer is modeled at the destination and the jamming power becomes 

higher the smaller the distance, only the aided architectures keep lock. 

In jammed scenarios, especially in close distance to the jammer, the observed raw date error 

characteristics and position error characteristics are mainly caused by the aiding errors. The 
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discriminator errors only have a negligible influence due to the very low closed loop tracking 

bandwidth. 
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IV GPS Modeling and Simulation 

IV - 1  Motivation 

GPS navigation plays an always increasing role in many applications. Starting from civil applications 

like car navigation to military applications like navigation of missiles. Especially upcoming 

applications, like autonomous driving or autonomous air taxis, rely partly on GPS navigation. For 

all these applications, it is important to know pre mission, the navigation performance, or to know 

how robust the navigation is, in case of potential threats, like jamming. For developers of GPS 

tracking kernels, it is important to know pre mission, the performance of the selected tracking 

architecture itself, or how good is the selected tuning of the tracking loop. 

All this can be evaluated pre mission, by using appropriate simulation concepts, which will be 

developed and introduced in this chapter. 

The major contribution of this chapter are different holistic tracking simulation concepts for 

different analysis purposes. 

In the following, different approaches are described, with each approach having its own application 

focus. 

 

IV-1GPS simulation approaches 

Simulation concept S1|Concept 1 is the realistic GPS positioning, using real GPS signals and a 

real GPS receiver. The positioning is done in real time.  

Simulation concept S2| The simulation concept is already a mixture between real hardware and 

software receiver components. The real GPS signal is recorded using a mounted antenna on the 

vehicle respectively aircraft. The received GPS signal is down converted to an intermediate 
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frequency (IF), sampled and stored. Afterwards, the stored and sampled GPS signal at IF frequency 

is forwarded to a software-based GPS receiver in Matlab, which could be run in post processing 

on a standard computer or in real time, if the Matlab based software receiver is realized on a FPGA 

board or digital signal processor. The Matlab based software receiver, developed in the context of 

this work, allows the exchange of tracking modules. This means, different tracking cores, from 

classical scalar fixed gain tracking, scalar optimal filter-based tracking over total state unaided vector 

tracking up to aided vector error state tracking, can be used within the software receiver. By using 

concept S2|, different tracking architectures can be compared to state-of-the-art receivers. 

Simulation concept S3| This concept does not record real GPS signals. The GPS signals are 

generated using a space segment simulator. The flight trajectories can be recorded, using a high-

performance navigation system or can be generated by using flight simulators. Using flight 

simulators offers the advantage of generating different trajectories, even with high dynamic ranges, 

where real recording would be very expensive and elaborate. The space segment simulator 

generates the real GPS signals, which can afterwards be forwarded to the FPGA for down 

conversion a sampling.  

Simulation concept S4| IF band space segment and GPS software receiver S4 is purely software 

based. The flight trajectories are generated using flight simulators, which provide the possibility to 

generate very challenging trajectories for testing the limits of the tracking architecture. The flight 

trajectory is forwarded to a Matlab based space segment simulator. There, real GPS signals are 

generated, but already at an immediate frequency level and already sampled. This is a huge 

advantage compared to S3|, because no high frequency analog electronic is needed. The sampled 

GPS signals at intermediate frequency can directly be used for tracking in the Matlab based software 

receiver. A further advantage of this concept is the arbitrary generation of different jamming 

scenarios. This concept is explained in detail in this chapter. 

Simulation concept S5| Equivalent base band simulation. This concept is also purely software 

based. The simulation is realized in equivalent base band, where only the code phase and carrier 

phase dynamic matters. This approach enables fast tracking simulation of whole missions. This 

concept is also optimal for pre mission tuning and tracking stability verification. This concept is 

also explained in detail in this chapter. 
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IV - 2  Equivalent base band dynamic state space simulation 

IV - 2.1   Motivation 

Standalone GPS navigation or integrated GPS navigation systems are currently used at an 

increasingly number in safety critical applications or at least applications, with safety related 

requirements to GPS navigation. These include for example auto landing of civil aircrafts, UAV 

missions in inhabited areas or even autonomous driving cars or positioning of high speed trains, 

used within the train guard system. Even in military applications, GPS navigation plays an 

important role, whereby the requirements in this context are mainly concerned about the 

robustness in case of high noise environments or even GPS performance and robustness in case 

of jamming and spoofing. 

In all these applications, there are minimum requirements on the capability to follow a certain 

trajectory dynamic and also there are requirements on the maximum allowed dynamic stress and 

error variance of raw data and positioning solution. Moreover, especially for safety of life 

applications, the performance of tracking in jammed environments is of great interest and to which 

jamming power, the tracking can withstand.  

All this information must be known before the real application of the receiver or before any real 

mission. Therefore, in this section an equivalent base band simulation concept is developed, 

providing the possibility to do a tracking simulation much faster than real time, before mission. 

Moreover, a  simulation concept is developed, providing deep insight into the tracking behavior, 

like closed loop tracking bandwidth calculation along a selected mission and also analytical stability 

verification using eigenvalue calculations. 

The whole GPS tracking and positioning, respectively the whole chain, starting from the satellite 

signals to GPS position and velocity solution, can be simulated and evaluated pre mission in a very 

short time. In figure IV-2 this simulation architecture is shown. This pre mission simulation is 

equivalent to real GPS receiver tracking. It considers real mission scenarios. This includes real 

satellite positions, the planned flight trajectories, the received signal power at the antenna interface 

depending on elevation and the real antenna gain pattern. Also, real noise environments are 

considered and even jammers can be simulated, while exact jammer signal characteristics and the 

real or assumed jammer positions are considered. 

Especially for performance and robustness under jamming, this simulation approach provides the 

huge advantage of short simulation times. Given some jamming signals, it is hardly possible to 

calculate analytically the maximum possible jamming power before loss of lock occurs. For that, a 

stochastic differential equation would have to be solved, which is done for few scenarios in [78] by 

using the Langevin differential equation. Due to short simulation times of the equivalent base band 

approach, many simulation runs are possible in a short time and therefore providing the possibility, 

determining the maximum jamming power causing loss of lock, by simulation. 
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One major intention of this work is the comparison of different tracking architectures, starting 

from classical scalar fixed tracking loops, scalar optimal gain tracking loops, to the extent of 

different forms of aided and non-aided vector tracking loops. For each tracking architecture, a 

corresponding equivalent base band simulation model is developed and used for deep analysis of 

tracking behavior, performance and robustness.  

Another question is the correct tuning of all kinds of tracking loops. The introduced simulation 

concept allows the validation of the tuning, pre mission. Tuning of a GPS tracking loop is always 

a balance between optimal trajectory following capability and minimum tracking error variance and 

thus robustness. Here also the introduced simulation concept allows the evaluation of the chosen 

tuning settings. At each point on the trajectory, the trajectory following can be checked and also 

the tracking error variance. Due to very short simulation times provided by this equivalent base 

band approach, a lot of different tuning settings and parameter variations can be simulated pre 

mission in short time. 

The complete GPS simulation gives also the possibility to assess the impact of a suddenly appearing 

jammer or unforeseen high dynamic maneuvers.  

Also, if the GPS navigation is used in auto landing, where a minimum performance and accuracy 

of the positioning solution has to be guaranteed under all possible circumstances, the derived 

simulation concept can be used in the clearing process. The state space modeling provides the 

possibility of analytical, eigenvalue based, tracking stability verifications. 

Moreover, it can be used in a Monte Carlo approach, where many different worst-case parameter 

variations and signal to noise or jamming to signal conditions are evaluated. Using this approach, 

worst case performance and robustness boundaries of the tracking can be identified. 
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IV - 2.2   Simulation architecture and concept 

The characteristic feature of equivalent base band simulation is the pure usage of code phase and 

carrier phase dynamics. No carrier signal or code signal is used. In a first stage, used for tracking 

simulation and mission planning, the correlation core for each satellite is represented as a first order 

differential equation system, using the satellite code phase dynamic as one excitation and the 

replicated respectively estimated code phase dynamic as second excitation. The output of this first 

differential equation system is the misalignment between replicated and received code phase. Upon 

this misalignment, real discriminator noise is superimposed, based on signal to noise models 

between satellite and receiver and also based on jamming to signal models between defined 

jammers and the receiver. The resulting real discriminator output is used by the tracking filter as 

measurement. The tracking filters replique control – being the estimated code frequency or code 

phase – is fed back and used as a time variable excitement in the correlation core model. 

In a second stage, the differential equations of the correlation cores and the differential equations 

of the tracking filter and the respective coupling between all equations are combined in one 

linearized first order differential equation system. This combined or centralized differential 

equation system describes the whole satellite signal tracking and can be used for closed loop 

tracking bandwidth calculation of each satellite channel – even in case of vector tracking – and can 

also be used for analytical stability evaluations by using eigen value decompositions of this 

differential equation system. 

For generating the real line of sight code and carrier phase dynamic, the whole signal transmission 

chain between satellite and receiver must be modeled and considered. Moreover, for calculating 

and simulating a realistic discriminator error variance, also a detailed signal to noise ratio model of 

the whole signal transmission chain must be developed. In case of jamming, also a jamming to 

signal model for the whole transmission chain must be developed. 

This section develops the corresponding phase dynamic and signal to noise ratio models, as well 

the differential equation system for a selected tracking architecture. Because for each tracking 

architecture, a different differential equation system is necessary, the individual equivalent base 

band equations are developed alongside of each introduced tracking architecture in chapter III. 
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IV-2 Dynamic pre mission GPS simulation architecture 
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1| For line of sight geometry, respectively line of sight dynamic calculation, the actual satellite 

position and satellite velocity is necessary.  The GPS satellites are located at defined orbits around 

the earth. On each orbit, 5 satellites are distributed. The actual position on the corresponding orbit 

and the orbit location itself are specified by Keplerian orbit elements. These Keplerian elements 

are transmitted via navigation message to the receiver. Additionally, they can be taken out of so 

called “Receiver independent exchange format files” (Rinex). On 

“ftp://cddis.nasa.gov/gnss/data/” Rinex files of past weeks with different accuracy can be 

downloaded. A detailed explanation of the Rinex file content is given in [79] 

Calculation of the corresponding satellite position, as it is used in this thesis, is already explained 

in detail in [5, p. 114]. 

2| This component generates the flight trajectory and platform dynamic. There are different 

possibilities for trajectory generation. The trajectory can be recorded in flight, by using high 

performance navigation systems or can also be generated by a flight simulator. In all cases, the 

trajectory is sampled with a defined sampling rate, which usually is different than the sampling rate 

used for simulation. In order to match the sampling rates, the recorded or simulated trajectory is 

approximated by splines, which allow resampling at any sampling rates needed.  (IV - 2.3   

3|Using the satellite position and velocity, together with the platform position and velocity, the 

line of sight range and line of sight dynamic is calculated. 

4| The line of sight dynamic respectively velocity causes a Doppler shift of carrier and C/A-Code 

frequency. Knowing the line of sight dynamic, the equivalent base band code- and carrier phase 

progress can be calculated, depending on time and line of sight velocity. 

5| For simulation, besides the code- and carrier phase progress, the signal to noise level C/N at 

the antenna interface is an important figure. For that, a signal propagation model from satellite 

antenna to receiver antenna is used. The major part of the noise at antenna interface is thermal 

noise, having its origin in the antenna itself, but also additional noise sources contribute to the 

noise at the antenna interface.  

6| In order to consider also jammers within the holistic simulation approach, besides the line of 

sight geometry between aircraft and satellites, also the line of sight geometry between the aircraft 

and the jammer must be derived. 

7| Because there are many different possible jamming signals, a separate module for simulating the 

wanted jammer type with the corresponding signal characteristics is used. This is important for 

modeling the jammer impact within the signal processing steps of the GPS receiver. Different 

jamming signals give different impacts.  

8| A huge influence on the received signal to noise level poses the gain pattern of the GPS 

reception antenna. Classical antennas have a fixed gain pattern, whereby the reception gain is a 

function of the satellite elevation in the antenna coordinate system. In order to increase the signal 

to noise level or to decrease in case of jamming, the jamming to signal level, controlled radiation 

patterns are used. There are different methods that can be applied. Methods like nulling don’t need 

external information regarding elevation of the concerning signals, whereby beam steering or 

beamforming require this information. The holistic simulation concept in this thesis simulates also 

the corresponding CRPA algorithms. Therefore, the simulation module needs information about 

ftp://cddis.nasa.gov/gnss/data/
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line of sight geometry to the satellites and also to jammers. By considering these CRPA algorithms 

in the simulation, it is possible to evaluate pre mission, the improvement of different beam steering, 

nulling or beam forming algorithms.  

9| After having calculated the signal to noise level at the antenna interface, also the effect of the 

receiver analog electronic must be considered, especially its influence on signal to noise level.  

10| The effect of the receiver analog electronic on jammers need a separate analysis. Different 

jammer signals with different signal characteristics and different frequency characteristics are 

influenced in different ways by the receiver analog electronic and IF bandpass filter, which is 

located at the end of the analog signal processing unit. 

11| Knowing the signal to noise level, respectively the jamming to signal level at the GPS receiver 

internal interface to the tracking core, the noise like errors at the output of the discriminators (the 

discriminator error variance) can be predicted, based on correlation core models.  

12| The tracking kernel itself, consisting out of a correlation core and the tracking filters, are a 

major part of the GPS receiver and need to be simulated within the holistic equivalent base band 

simulation concept. For simulation, for each tracking kernel derived in chapter III,a distributed 

state space representation is developed, enabling tracking simulation in equivalent base band. 

13|The simulation provides tracking results which are equivalent to real software receiver tracking. 

In order to reach this goal, also realistic noise is stimulated. For that, based on the predicted 

measurement error variances, at the output of the discriminators, noise is applied. (IV - 2.7  ) 

14| A feature of this dissertation is the usage of scenario matched tuning of the tracking loop, 

based on pre mission available dynamic information and signal to noise prediction - also based on 

corresponding signal propagation models. Even if pre mission tactical reconnaissance about 

jammer is available, the tuning can be adapted to it. Besides pre mission tuning, also online adaptive 

scenario matched tuning is realized within this simulation sub module, by considering online 

variations of platform dynamic patterns and changing signal to noise environments. (III - 3.4  0) 

15| This simulation module is the core module. The correlation core module together with the 

tracking filter are stimulated by the derived code phase and carrier phase dynamic and also the 

corresponding noise.  

16| Given a vector tracking architecture, simulation module 15| already provides a positioning 

solution together with error information and tracking status information. In case of scalar 

architectures, an additional positioning filter is necessary to get a positioning solution. This is 

realized within this simulation sub module.  

17| Besides the tracking simulation, realized by simulation sub module 16|, a centralized state 

space approach is developed. For that the whole tracking loop, including correlation core and 

tracking filter are described as a differential equation system 1st order. Nonlinear equations are 

linearized about the actual states for each point on trajectory. The resulting linear matrix differential 

equation system is used to calculate closed loop tracking bandwidth for every satellite channel. 

Also, the stability can be analyzed by eigenvalue prediction. A detailed derivation is given in III - 

3.5.3. 
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IV - 2.3   Flight trajectory generation 

There are basically two different approaches to get flight trajectories. The first approach is flight 

trajectory recording. For that, typically inertial measurement units of high accuracy are used to 

record position, velocity, acceleration together with attitude, skew rates and further derivates. The 

data are recorded at sampling rates, defined by the used inertial measurement unit.  Becoming 

independent of these rates is possible by using splines. The sampled data are approximated by 

splines of high order. Afterwards, these splines can be sampled by using individual sampling rates, 

corresponding to the simulation rate. 

The second possibility is, generating the flight trajectory by simulation. In [80], a high accurate 

approach is described, for getting real synthetic flight trajectories. 

In the following, the flight trajectory of a DA42 approach and a high dynamic flight trajectory are 

described, used in this thesis for tracking architecture evaluation. 

 

IV-3 DA42 approach - trajectory 

 

IV-4 High dynamic - trajectory 

 

IV-5 DA42 approach - velocity 

 

IV-6 High dynamic - velocity 
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IV-7 DA42 approach - acceleration 

 

IV-8 High dynamic - acceleration 

 

IV-9 DA42 approach - attitude 

 

IV-10 High dynamic - attitude 

 

IV - 2.4   Line of sight geometry 

Essential for equivalent base band code phase and carrier phase dynamic calculation is the line of 

sight dynamic. The carrier and code phase dynamic are the integrated code and carrier Doppler 

frequency, which in turn are a result of the line of sight dynamic. 

At first the line of sight range ,#LoS Svr  and the line of sight directional vector =
r

e
r

,#

,#
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LoS Sv
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The line of sight range gets 
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= −#

, ,#e LoS Sv e

Sv

ex xr   (IV-2) 

The following figures shows the basic relations for elevation and nadir angle. 

 

IV-11 nadir and elevation definition 

For IF link budget calculation, the elevation of the satellite in the receiver antenna coordinate 

system is necessary. For that, the line of sight range vector is written in b-frame coordinates of the 

antenna coordinate system. 

( ) ( )   = , ,# , ,#, , ,b LoS Sv b b b e LoS Svbn ne rR Rr   (IV-3) 

Using equation (IV-3), the elevation b
 can be calculated as 

 −
 −
 
 


=



1 , ,#

, ,#

sin bx LoS Sv

b

b LoS Sv

r

r
  (IV-4) 

For calculating the nadir angle, the line of sight vector is written in n-frame coordinates of the 

satellite position, assuming that the antenna main direction is directed towards the d-axis of the n-

frame. 

( )  = # #

, ,# , ,#,Sv

ve

Sv

nen LoS Sv LoS SRr r   (IV-5) 
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  (IV-6) 

The following figures show the elevations and nadir angles for all satellites, having an elevation of 

at least 5 degrees in the local antenna coordinate system and at the same time in the n-frame. 
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IV-12 elevation & nadir angle satellite (DA42 approach) 

 

IV-13 elevation & nadir angle satellite (high dynamic) 

A summary of the usable satellites in both scenarios is given by the following figures. 



 

 
244 

 
  

 

IV-14 usable satellites unjammed (DA42 approach) 

 

IV-15 usable satellite unjammed (high dynamic) 

 

IV - 2.5   Satellite link budget model 

In this section, an IF link budget model for a defined satellite will be introduced. The link budget 

model describes the power relations between the satellite transmitter and the IF interface within a 

GPS receiver. 
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IV-16 satellite receiver scenery 

The transmission antenna feeding power within the GPS receiver depends on the GPS satellite 

generation and on the satellite age. The feeding power is denoted as 
#SVtP .  

 

 

IV-17 generic satellite link budget model 

The effective radiated power #SVerpP  depends on the directivity of the satellite antenna and the 

antenna gain. The transmitted power is focused on a defined nadir angle range, as shown in the 

following example satellite antenna gain pattern. 

 

IV-18 satellite antenna gain distribution 

The effective radiated power #SVerpP  gets 

( )= # # #SVerp Sv nadir SVtP G P  (IV-7) 

The main signal power loss is caused by the free space loss, given below. 
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4
SVfsp

Sv

P  (IV-8) 

Additional loss is caused by atmospheric attenuation. There is no mathematical expression, just 

some empirical attenuation data, which can be described by an elevation dependent loss function. 

( )atmG  (IV-9) 

The atmospheric attenuation depends on the signal travel distance through atmosphere, which in 

turn can be expressed as a function of the satellite elevation   within the receiver antenna 

coordinate system. 

The available satellite signal power, received at the receiver antenna gets 
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The available satellite signal power at the antenna interface depends on the receiver antenna gain, 

which can be a fixed one in case of normal GPS antennas or can be variable, in case of controlled 

radiation pattern antennas (CRPA’s), being introduced in a following chapter. 

The antenna gain consists out of the directional gain and the reciprocity respectively effective 

antenna aperture. 

( )
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 
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=
2

# # ,
4

SVan nV a tt S r GP P  (IV-11) 

A detailed consideration of the antenna gain ( ) ,antG  in case of different controlled radiation 

pattern antennas and algorithms, is provided by a following chapter. 

The received signal after the antenna is still at L1 frequency. Before tracking, the signal must be 

down converted to an intermediate frequency IFf  and amplified.  

This down-conversion stage is called the receiver analog electronic, consisting out of at least three 

down conversion, filtering and amplification stages. At the end is a band pass, being essential for 

discriminator error variance. 

What matters for tracking performance and robustness, is not the absolute power at IF frequency, 

but the signal to noise ratio 
IFSNR .  

For calculating the 
IFSNR , besides the signal power at the output of the antenna interface, also the 

noise power spectral density at the output of the antenna interface is necessary. The noise at 

antenna interface is mainly caused by the thermal noise of the antenna itself. Additional sources 

are radio interference and astronomical background radiation. In case of jamming, the jamming 

signal provides the main part of the noise. 

The thermal noise power spectral density at the antenna interface gets 
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=  ant ta nkN T  (IV-12) 

with k  being the Boltzmann constant and antT  being the physical antenna temperature. The 

following example shows a typical noise power spectral density 

− −=  =   =  = −23 211.3806503 10 290 4 10 204A A
Ws dBWN k T K Ws

K Hz
 (IV-13) 

In case of controlled radiation pattern antennas, the IF signal power and therefore the 
IFSNR  

changes.  

The following figures show the SNR at the IF interface for the DA42 approach and the high 

dynamic fighter trajectory, using a standard GPS reception antenna gain pattern, given in V - 6.1  

and a receiver analog electronic noise figure of 2 dB.  

 

IV-19 SNR IF interface - DA42 - unjammed 

 

IV-20 SNR IF interface - high dynamic - unjammed 

 

 

IV - 2.6   Jammer link budget model 

For the jammer link budget calculation, at first the line of sight geometry between the jammer and 

the GPS receiver antenna is necessary. The following figure shows the corresponding geometry. 
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IV-21 Jammer - Receiver geometry 

The jammer position and GPS receiver antenna position are defined as 
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 (IV-14) 

The line of sight vector is defined as 

−=, ,e JR e e Jr x x  (IV-15) 

Important for the link budget calculation is the line of sight vector between jammer and receiver 

antenna, in the local receiver antenna coordinate system. This local system is called the antenna 

body system. 

( ) ( )   =  , ,, , ,b JR bn R R R ne e JRr R R r  (IV-16) 

The elevation R ,under which the jamming signal is received in the local antenna coordinate 

system, can be calculated by using the components of ,b JRr . 
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 (IV-17) 

The jammer azimuth angleR  in the local antenna coordinate system is given as 


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 (IV-18) 

The received jamming power at the receiver antenna can be calculated by using the free space 

transmission equation as given in [81, p. 398]. 
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 (IV-20) 

Using the derived satellite signal power from the previous section together with equation (IV-19), the 

jamming to signal ratio at the antenna interface can be predicted along the trajectory. The following 

figures show the predicted jamming to signal ratio for the DA42 approach and the high dynamic 

trajectory.  

In this section, as receiving antenna characteristic, a normal GPS antenna according to section V - 

6.1  is used. The advantage of this simulation approach is, that also the characteristics of CRPA’s 

can be used. At every point on trajectory the dynamic beam forming or nulling pattern can be 

calculated and the corresponding gain towards satellite and jammer can be used for signal to noise 

ratio or jamming to signal ratio calculation.  

In the following, the jamming to signal ratio is only shown for the satellites in view, having an 

appropriate elevation. The given jamming to signal ratio and jamming power is valid for the 

receiving antenna interface 

 

IV-22 Jamming to signal ratio at antenna interface - DA42 
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IV-23 Jamming to signal ratio at antenna interface - Fighter 

The figures above assume a jammer transmission power of 1 kW. As jammer transmission antenna 

gain pattern, a spherical gain pattern with 0 dB is assumed. 

 

IV - 2.7   Discriminator error variance prediction 

The discriminator output provides the actual code and carrier phase deviation between the 

replicated code or carrier phase and the received ones. It is used as measurement in the subsequent 

tracking filter. The discriminator error variance is a vital tuning figure, if optimal filter-based 

tracking is used. This error variance corresponds directly to the measurement error variance within 

the matrix R of the tracking filter.  

Pre mission prediction of the discriminator error variance is therefore essential for pre mission 

tracking simulation and evaluation. 

Within literature [82], the following formulas are given for calculating the discriminator error 

variance, based on the known signal to noise ratio. 

Early-Late code phase discriminator error variance: 
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(IV-21) 

Early-Late-Power code phase discriminator error variance: 
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The equations above can be used for pre mission discriminator error variance prediction. The 

satellite link budget model is used to predict IFC .  (Additionally the influence of the analog signal 

processing unit on IFC  and IFN  must be considered, which is derived in V - 5 . 

A further deeper analysis of discriminator error variances and especially jammer impact on it, is 

given in section V - 2.5  . 

 

IV - 2.8   Code and carrier phase dynamic 

The received signal at antenna interface is down converted to an intermediate frequency IF. The 

following equation describes the signal for one satellite. 
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(IV-23) 

The code phase dynamic and carrier phase dynamic depend on the line of sight dynamic between 

the GPS receiver and the corresponding satellite. 
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The clock drift within the satellite and the clock drift of the receiver NCO causes a phase shift 

( ) ( ) ( )( )  =  = −clk sv C A SV C A svt t tt f t f t
, / /

 (IV-25) 

( ) ( ) ( )( )  = −= clk R C A R C A Rt t tt f t f t
, / /

 
(IV-26) 

One can see, that a constant line of sight velocity gives a linear code phase progression. An 

accelerated line of sight dynamic gives a quadratic code phase progression.  

The carrier phase dynamic can be written in a similar way. 
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The clock drift within the satellite and the clock drift of the receiver NCO causes a phase shift 

( ) ( ) ( )( )    =      = −1 12 2clk sv L SV L svt t tt f t f t
,

 (IV-28) 

( ) ( ) ( )( )    =     −= 1 12 2
, L Rclk s L R tf t f t tt t  

(IV-29) 

For equivalent base band simulation, only the code phase and carrier phase dynamic are necessary, 

together with the signal amplitude respectively power. No time space signal representation is 

necessary. 

 

IV - 2.9   State space representation of carrier wipe out, correlation and discrimination 

This section derives an equivalent base band representation of the tracking loop. For that, the 

tracking loop is divided in two parts. The correlation core and the loop filter. For both components, 

a state space representation is derived. 

The following figure shows the correlation core. 

 

IV-24 Correlation core 

In the equivalent base band, the time space GPS carrier and code signal are not of interest. Only 

the phase progress or variation of received C/A code phase and carrier phase are relevant. 
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This is due to the actual operation of the correlation core and its discriminator. The task of the 

correlation core is to measure the phase difference between the received C/A code and the 

replicated one as well as the phase difference between the received carrier and the replicated carrier. 

The correlation core consists out of three components which must be considered in the equivalent 

base band model. 

Replique generation 

The carrier NCO generates at its output a sine signal, which frequency and phase is controlled to 

match the received carrier at IF frequency. Also, the code NCO generates at its output the C/A 

code frequency, which is also controlled to generate a C/A code replique, matching the received 

C/A code in phase and frequency. The transfer functions of the carrier and code NCO get 

( )


=
, 1

2
NCO L IF
G s

s
     ( ) =, /

1
NCO C A
G s

s
 (IV-30) 

The replicated carrier is used for down conversion of the received signal. 

For equivalent base band simulation, the time space representation of the replicated carrier and 

code signals are not necessary. Only the actual replicated code phase and carrier phase are needed. 

Because the discriminator calculates the code phase error and the carrier phase error between the 

replicated and the received signal, in equivalent base band, this can be realized instantaneously by 

using the received code and carrier phase together with the replicated code and carrier phase. 

 

Integrate and dump operation 

The correlation consists out of the multiplication of the replicated code signal with the received 

code signal. Afterwards the product is integrated over a defined time - the correlation time. The 

multiplication is irrelevant in the base band model. Only the integration must be considered due to 

its influence on dynamic behavior and bandwidth. 

 

The integration can be expressed as a convolution with a rectangular impulse. 
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The following two figures show the equivalent base band approach for the correlation core, 

including stimulation of the discriminator error. 
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IV-25 Correlation core in equivalent base band 

In the next step, the correlation core will be developed as a state space model. The discriminator 

output is converted in units of seconds. 

The differential equation system describing the code correlation core gets 
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The differential equation system describing the carrier correlation core has a similar structure. 
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Nonlinear discriminator 

In the previous section, the discriminator function was assumed to be linear. This is true, as long 

as the deviation between the received code phase and replicated code phase is smaller than one 

code phase chip (and if small discriminator spacing is used, even earlier). But beyond, the 

discriminator becomes nonlinear. In case of a small early-late spacing, the nonlinear region starts 

at even smaller phase deviations. 
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IV-26 Equivalent base band correlation core - nonlinear discriminator 

Depending on the discriminator type, the nonlinearity looks different. In the following, an example 

of a nonlinear "early-late" discriminator is shown. 

 

IV-27 Nonlinear discriminator function 

In order to consider this nonlinear discriminator characteristic in the equivalent base band 

simulation, the output   is applied to the nonlinear discriminator function, which is realized by 

a section wise defined function.  
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IV - 2.10    Distributed state space representation 

For equivalent base band tracking simulation, a state space representation of the whole tracking 

loop is developed. 

The tracking loop can be separated in two components. The correlation core, which was developed 

in the previous section and the loop filter itself. Additionally, the coupling between the correlation 

core and the loop filter must be considered within the state space representation. 

For each architecture, the specific distributed state space matrices are derived in chapter III. 

Therefore, in this section, only the basic principles of the distributed state space realization will be 

developed, using one example tracking filter. 

The state space representation of the correlation core is given by 

+
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= corr corcorr corr cor
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 (IV-36) 

As example, the correlation core of code tracking loop is given below 
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As the following architecture in figure IV-28 shows,  SV  is the input variable and  /
ˆ
C Af  is the 

feedback variable. This feedback variable is also the coupling between the equivalent base band 

representation of the loop filter and the state space form of the correlation core. 

The discriminator measurement, which is used as input to the loop filter, is given in the next 

equation. 
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The state space representation of the loop filter is written in general as 
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 (IV-39) 

As example, the state space representation of a scalar fixed gain loop filter is given below.  The 

derivation of this and the detailed derivation of all other state space representations are given in 

chapter III. 
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(IV-40) 

 

IV - 2.11    Centralized state space representation 

Based on the developed distributed state space representation, a centralized state space 

representation can be developed by combining the differential equations of the correlation core 

and the tracking filter in one state space matrix respectively linearized 1st order differential equation 

system. The coupling between the correlation core and the tracking filter is realized within this 

matrix. 

The centralized state space representation offers the advantage to evaluate the closed loop behavior 

between any input – output combination. The centralized state space representation is a MIMO 

system. It is possible, to calculate any possible SISO path, respectively transfer function of the 

system.  

The centralized state space representation will be used for closed loop tracking bandwidth 

calculation, similar to [83], for eigenvalue calculation and for tracking stability verification 

Like the distributed state space representation, also the centralized state space representation is 

developed in chapter III, in detail for every tracking architecture. 

The equations below show an example centralized state space representation of a scalar fixed gain 

tracking loop, based on the previous distributed state space form from equations (IV-37) to (IV-40). 

 = +z uz A B  (IV-41) 

The matrices A , B  can be time dependent if online gain scheduling is applied. 
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IV - 2.12   Closed loop tracking bandwidth 

The closed loop tracking bandwidth can be derived by using the already introduced centralized 

state space representation. In [65], a parametric tracking formulation is used for bandwidth 

calculation, but without the consideration of the correlation core and only for a scalar Kalman filter 

based tracking loop.  

The bandwidth calculation derived in this chapter considers the correlation core and is able to 

calculate the closed loop tracking bandwidth of all tracking channels in case of vector tracking due 

to a state space approach. 

The centralized state space representation is a MIMO system. In order to get the closed loop 

tracking bandwidth for a single satellite channel, a SISO path through this MIMO system is needed. 

In this case, the transfer function from the received code phase  SV  to the estimated 

pseudorange   is of interest.  

( )   → ˆ:   G t  (IV-43) 

The bandwidth is defined as the frequency, where the closed loop amplification is 3 dB less then 

at zero frequency. Bode diagrams are typically normed to have a gain of 0 dB at 0 Hz. This is 

realized by using the same physical unit for the input and output variable. As closed loop tracking 

transfer function therefore, the following equation is used 

( )  
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1
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The introduced matrices can be used according to [32, p. 235], to calculate the closed loop transfer 

function of the tracking loop. 
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The following equation shows the transfer function of the scalar fixed gain tracking loop. 
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The controller gains are selected to get a closed loop tracking bandwidth of 6 Hz. In this example, 

= 0 0042.pK  and = 0 009.iK . A detailed derivation of the used gains is shown in detail in chapter 

III - 2 . 

The following figure shows the corresponding bode diagram of the closed loop transfer function. 

 

IV-29 Bode diagram - 6 Hz tuning 

For tracking bandwidth simulation along trajectory, the centralized state space representation 

respectively its system matrices are calculated at defined points along trajectory or at defined 

discrete times. 
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IV - 2.13   Eigenvalue based stability analysis 

Besides the closed loop tracking bandwidth, also the poles of code and carrier tracking loops are 

very important regarding stability analysis.    

One approach to get the poles of the closed loop tracking function, is to calculate the eigenvalues 

of the centralized state spate matrix ( )tA .  

Because the centralized state space system is a MIMO system, not all eigenvalues may be also poles 

of the corresponding SISO transfer function. 

In the following derived eigenvalue calculation, the closed loop centralized state space 

representation of a scalar optimal total state code tracking loop (TSS) is used, which is derived 

in detail in chapter III - 3.5.3. 
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The matrix A  has full rank with 5 eigenvalues     2 3 51 4, , , , . These eigenvalues are calculated, 

using Matlab. 

Considering the poles in figure IV-30, the closed loop tracking transfer function  




=




ˆ
G  (IV-49) 

has only three poles, whereas there are 5 eigenvalues. The reason is that with the chosen output 

=  ˆy  respectively =  ˆy ,  not all modes of the state space system can be observed. In order to 

identify the not observable modes, the time space solution of the differential equation given in 

(IV-48) is considered. It is important to evaluate even non observable eigen modes in order to identify 

possible instable internal states. 

According to [84, p. 35], the general solution of the steady state closed loop state space differential 

system can be written as 
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In this case, the initial condition is given as =0
ˆ .z 0  The solution is composed out of a free 

movement depending on the initial condition and a forced movement. The forced movement is 

calculated as a convolution of the impulse response ( )tG  and the input signal ( )tu . 
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In Laplace space, the output is calculated using the well-known transfer function 
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The impulse response is the result, if the system is excited with an impulse. 

The impulse response can be written in its eigenspace. In the eigenspace representation, the 

eigenmodes of the closed loop state space system are becoming apparent. The following equation 

shows the transformation of the transfer function matrix into eigen space representation. 

( ) ( )

( ) ( )

 

 

− −



=       +  −

=   +  −

1 1TDLL

i

t

t

t t

diag

e

e t

A
G C V V V V B D

C B D
 (IV-53) 

The SISO transfer function  ˆ ,g  respectively   ,ˆg  is given in eigenspace representation as: 
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Equation (IV-54) shows, that only such eigenvalues are observable at the output for which 

 ,1, 1 0ll bc  is valid. 
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The following figure shows the poles and the eigenvalues for the code tracking loop. 

 

IV-30 Poles and eigenvalues of optimal gain DLL 

An additional pole and eigenvalue is located at -2000. But this pole respectively eigenvalue is 

neglected, due to it’s fast decaying influence. 

 

Example of an instable tracking architecture 

The previous optimal scalar tracking architecture uses the estimated pseudorange in the feedback 

path for NCO control. 

All eigenvalues are in the left region – the tracking loop is stable. 

Instead of using the estimated pseudorange, it would be also possible to use the estimated line of 

sight velocity ˆ
LoSv  in the feedback path to control the replique generation, as it is shown in the 

tracking architecture of figure IV-31. 

 

IV-31 Alternative feedback structure - Scalar optimal gain total state DLL 
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The corresponding closed loop state space representation is given below. 



 



 



 
− − 
 
 

     
     
     
     =     
     
    
     

 
 

−



 

 


 





/

,11

,21

, 1

/

3

2 2
0 0

0

0

0 0 0

ˆ ˆ

0 0 1 0

ˆˆ

ˆ0 0 0 1ˆ

1
0 0

ˆ ˆ

0

C A

DLL

corr

LoSLoS
DLL

LoS
LoS

c

corr corr

NCO NCO

orr

DLL

co

C

aLoSrr

A

T T

k

T
vv

k

c

a

f

a

f

T

k

T



 
 
 
 

+  
 
 

  

 

  


/

2

0

0

0

0

co Cr Ar

SV

T f

 (IV-56) 

The following figure shows the eigenvalues respectively poles of both feedback variants from (IV-48) 

and (IV-56).   

 

IV-32 Eigenvalues - rho feedback (for all 9 satellites being 
used in tracking) 

 

IV-33 Eigenvalues - vLoS feedback (for all 9 satellites 
being used in tracking) 

Figure IV-33 shows that using the estimated line of sight velocity for NCO control, gives an 

instable behavior. There are poles on the imaginary axis. 

The following time space simulation confirms this instable behavior.  
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IV-34 stable tracking behavior 

 

IV-35 instable tracking behavior 

 

This example shows the importance of this approach, using a centralized closed loop state space 

representation of tracking loops for stability evaluation. Besides the basic tracking and feedback 

architecture, also different tuning settings can be evaluated regarding tracking stability.  
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As already mentioned, not all eigenvalues may be at the same time be poles of the SISO transfer 

function   → ˆ . But for stability verification it is useful, to consider all eigenvalues and not only 

the poles of the SISO transfer function, in order to be sure, that no internal instability would lead 

to badly scaled matrices, especially in case of used optimal filters or even vector tracking filters. 

The introduced eigenvalue stability analysis can also be used for “along track pre mission stability 

evaluation”. For that, at defined points on trajectory or with a defined sampling rate, the 

eigenvalues are calculated, using the Kalman gains together with the centralized state space matrix, 

valid at the corresponding point. 

The following figures show the pole movement along track, for the DA42 approach and the high 

dynamic trajectory, using as tracking architecture the scalar optimal filter-based approach (TSS). 

 

IV-36  DA42 – TSS – Pole Movement 

 

IV-37 High dynamic – TSS – Pole Movement 

The pole movement is caused through changing Kalman gains along trajectory, due to changing 

dynamic parameters and changing signal to noise levels. 
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IV - 3  Software-based IF space segment simulator and IF GPS receiver 

IV - 3.1   Introduction and motivation 

In the forgoing section, an equivalent base band GPS receiver modeling and simulation concept 

was developed. There, only code and carrier phase dynamic together with satellite signal power, 

noise power and jammer power models were used for a realistic tracking simulation. 

In this section, a software receiver and software based space segment simulator is introduced, in 

order to verify the phase dynamic simulation approach by real signal tracking. 

The focus of this software based GPS receiver is to verify the tracking behavior and to verify 

pseudorange and positioning error covariance prediction, stated by the equivalent base band 

scheme. Therefore, an IF band approach is developed. 

Within a software defined space segment simulator, the civil spreading code is generated together 

with a carrier at an IF frequency of almost 10 MHz.  

For signal generation, at first the line of sight dynamic model, already used for phase dynamic 

calculation in the previous section, is also used here for code and carrier Doppler calculation. Also 

the already introduced satellite signal link budget model, introduced in the previous section is used 

to calculate the satellite signal power at an assumed antenna interface. The IF band space segment 

simulator generates the satellite signal as a GPS receiver would get at after the IF bandpass filter 

within the reception chain. 

No navigation message is modulated upon the satellite signal, because the ephemeris data are 

already known and are used within the GPS receiver. 

From the software defined GPS receiver only the correlation core and the tracking filter are 

implemented. The correlation core can directly use the generated satellite signal in IF band from 

the space segment simulator, because the signals equal the signals, a real receiver would get after 

down conversion, IF bandpass filtering and automatic gain control.  

The correlation core and replique generation are partly based on [5], [85] and [86]. 

In order to facilitate an easy exchange of tracking filters, a novel architecture and integration 

scheme of tracking filter into the software receiver was developed. Moreover, a novel code phase 

pointer and carrier phase pointer control was developed, enabling a direct phase control interface 

for optimal filter based tracking. 

All tracking filters developed in chapter III can be integrated into the software receiver architecture. 

No expensive high frequency equipment is necessary, while the possibilities regarding tracking 

behavior simulation are equal. Moreover, even multi frequency satellite simulations are possible 

and also multi jammer scenarios. Regarding jamming scenarios, any jamming signals can be 

stimulated.  
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IV - 3.2   IF band Space Segment Simulator 

IV - 3.2.1 Structure of signal generation 

The following figure shows the satellite signal generation architecture, according to [5].  

 

IV-38 Satellite signal generation - L1 signal 

The given signal processing architecture only shows the L1 signal generation. The L1 contains in 

the in-phase component the C/A code and on the quadrature component the P(Y) signal.  

For the IF band space segment simulator, the satellite signal processing part is given below. 

 

IV-39 IF band satellite signal generation 

The focus of this thesis is to analyze the C/A code tracking. Therefore, only the civil spreading 

code is generated. The IF band satellite signal is given as 

( ) ( ) ( )= , sin 2IF sat sat IFC t f ts t A  (IV-57) 

The given time t is the system reference time. The sampling frequency of the software space 

segment simulation is given as 

= 38.192 MHzsf  (IV-58) 

The sampling frequency was selected to be 4 times the IF frequency. 
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The system reference time t, is at the same time for all satellites the signal transmission time 
Svt . 

Without loss of generality, it is assumed that all satellites transmit the signals at the same common 

transmission time. 

The reception time 
Rt  at the GPS receiver differs due to the different distances between the GPS 

receiver and the corresponding satellites. The signal travel time is defined as  . 

 

IV-40 Transmission and reception time 

 

The following figure compares the real signal transmission path with the space segment simulation. 

Given the space segment simulator, the signal is generated for the IF interface within the GPS 

receiver, whereby the signal power, code-phase and carrier-phase are calculated by a corresponding 

power transmission path model and phase transmission path model. 
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IV-41 Comparing real signal transmission and space segment simulation 
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The received signal at the receiver antenna interface can be written as 

( ) ( )( ) ( )( ),# ,# ,,# , ## sinR S vR Sv R Sv v R Sv R SC t ts t A   =  (IV-59) 

For code phase ( ),#R Sv t  and carrier phase ( ),#R Sv t  calculation, the actual range between the 

satellite and receiver at the simulation start time is necessary, together with the ongoing line of sight 

dynamic respectively line of sight velocity. 

 

 

IV-42 Simulated code phase dynamic 

 The mission start time is given as 
0mt . At this time, the initial range is used to calculate the initial 

code phase ( )( ), 0,# #R Sv R mSv t  . 

( )( )
( ) ( ) /0

0

# #

,

0

# ,#

/

m mSv Sv C A

R Sv R S

C

mv

A

t t f
t

c

 
 




= =  (IV-60) 

Along mission, the code phase changes due to the normal time progression ( )0 mt  and due to 

Doppler frequency shift ( ),#R Sv mt  . To a smaller amount, the code phase changes also due to 

ionospheric caused frequency shifts ( ),#Iono Sv mt .  
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IV - 3.2.2 Digital IF band signal synthetization 

At first the CA code generation at base band will be discussed. The corresponding code-phase is 

derived according to the given phase transmission model. 

 

IV-43 CA code generation 

For each satellite, one CA code period is generated. One period consists out of 1023 chips. For 

each code chip, one value is generated, which gives in total 1023 values. 

With the given sampling rate of 38.192s MHzf = , the code phase is calculated as 

( )
( )

( ) ( )( ), 0,# ,# # ,#

LoS m

R Sv m m CA mA Iono Sv m R Sv RC mSv

v t
f tt t

c
f t t   =  + +   +  (IV-61) 

  ( )( ),# ,# ,# ,# 0

LoS

s

R Sv CA Iono Sv R Sv R Sv

s s s

CA

n

fn n n
n f f

f f

v

c f
   

 
 
 

+
 

=     


+ 


+  
(IV-62) 

The start mission time 0mt  is assumed to be 0. The term ( )( ), 0,# #R Sv R mSv t   describes the initial 

phase offset between transmitted phase and received phase based on the distance between satellite 

( )CA 

0 1023

( ),#R Sv mt 

mt

( )( ),#R Sv mCA t

.bin File
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const. line of sight velocity



 

 
272 

 
  

and GPS receiver.  

As long as the actual code phase  ,# 1R Sv n  , the value of the first CA code chip is stored in the 

file for  each sample n. For   ,#1 2R Sv n  , the valued of the second CA code chip is stored in 

the file, also for each sample n.  

After having generated the base band C/A code, it is upconverted to an intermediate frequency IF, 

using in this thesis an intermediate frequency of 9.5486 MHz. 

The carrier at IF frequency is generated in a similar way, also considering different types of phase 

influences. 

( )
( )

( ) ( )( )# 0,# , ,# ,#2 2IF I

LoS m

R Sv m m m Iono Sv m R Sv R SF mvf tf
v t

c
tt t t     =       + + +  (IV-63) 

 

IV-44 Carrier generation 

The following figure shows the discrete up-conversion. 
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IV-45 Realization of discrete IF signal generation 

The added standard noise is already at IF interface and shaped according the IF bandwidth filter. 

The standard noise generated as a normal distributed process ( )2| 0, nn  = .  

Given a wanted noise power spectral density 
0N , in discrete signal processing, the corresponding 

variance is calculated as 

2

0n sN f =   (IV-64) 

The variable 
sf  is the discrete sampling frequency, in this realization 38.192 MHz.  The generated 

noise is filtered by a bandpass, similar to the IF bandpass filter. 

 

IV-46 noise power spectral density 

The red colored noise is the filtered noise using an IF bandpass of 4 MHz, which corresponds 2 

MHz in base band. 

The following figure show’s the spectral representation of the received satellite signal after IF filter. 

The noise part in the spectral representation is highlighted in red. 
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IV-47 real IF signal 

 

IV - 3.3   Software defined IF band GPS receiver with modular tracking kernels 

IV - 3.3.1 Concept of IF band GPS software receiver 

The IF band GPS software receiver takes sampled data at intermediate frequency for I/Q 

generation and correlation. For every satellite an own I/Q subsequent correlation unit is realized. 

The realized Matlab based software receiver subsequently processes one sample block of each 

satellite. A sample block consists out of all samples within one correlation period. 

block corr sN fT=   (IV-65) 

In a FPGA realization, the I/Q and correlation units could be also realized in parallel for better 

performance. 

 

IV-48 Basic structure Matlab based software receiver 
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The actual part of the software receiver is the correlation core. This part realizes all digital signal 

processing tasks. The subsequent tracking filter is equivalent with the equivalent base band 

realization. 

The focus of this thesis was to develop and analyze different tracking filter and to improve antijam 

and evaluate the jammer impact at different stages within the GPS receiver, only the tracking part 

of the software receiver was developed. The navigation and acquisition parts are not considered. 

Because the developed software receiver is used together with the software based IF band space 

segment simulator, the initial code and carrier phase relations are well known, which make 

acquisition redundant. Also the satellite positions are well known, because they are already used in 

the software based space segment simulator for data generation. Therefore, also the navigation 

unit, extracting ephemeris data from the navigation message is not necessary. 

IV - 3.3.2 I/Q generation and Correlation 

The signal processing within the I/Q generation is also organized block-wise. 

 

IV-49 Block-wise I/Q generation 
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The operation , ,

1 block

IF k I k

N

k


=I s r  and ,,

1 blockN

k Q kIF k


=Q s r  realizes a bit-wise multiplication 

within the given signal block k.  

The phase kφ  is also a vector with blockN  entries. This phase vector is generated as given next. 
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1 0
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(IV-66) 

As already mentioned, in case of synchronized carrier replique, only the I signal contains the C/A 

code, whereas the Q signal contains only noise.  

The following example show’s the power spectral density of the I and Q signal. 

 

 

IV - 3.3.3 Spreading and Correlation 

After I/Q generation, the so called “spreading operation” follows. There, the received signal is 

multiplied with a replicated version of the C/A code. The received C/A code part within the 

received signal is compressed to 0 Hz, whereas all other non-wanted signals are spread to a wider 

frequency spectrum. 

After the “spreading operation”, the correlation follows. This correlation equals in frequency space 

a low pass filter with a cut-off frequency of 
1

corrT
 . The compressed C/A code signal passes without 

any damping the low pass filter. Because all other unwanted signals are spread over a wider 
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frequency spectrum, the power spectral density in average is lowered. Therefore, within the passage 

area of the low pass filter, only a small part of the original unwanted signal power remains. 

The following figure shows the software receiver realization of spreading and correlation. 

 

IV-50  Block-wise spreading and correlation 
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1
,

ˆˆ ˆ
k k

CA k

corrT
f

  −− 
 =  (IV-67) 

The actual C/A code frequency, needed for replique generation gets 

, ,
ˆ

CA k CA CA kf f f= +  (IV-68) 

Instead of using a classic NCO, the phase progress per time sample is calculated as 

,
ˆ
CA k

k

S

f

f
 =  (IV-69) 

Using k , the actual code phase for replique generation is calculated according to next equation. 

 1
ˆ ˆ

k k k  + = +  (IV-70) 

Due to the block wise processing, a vector containing the code phases for all block samples is 

generated. 

( ) ( ) ( )( )( ), 1 1

1

1mod : 1 ,1023:     Nblk

prompt k k blk k k k blk blk kceil N N N  − −



−= + + − χ χ χ  (IV-71) 

The code phase ( )1k blkN−χ  is the last entry of the generated code phase vector from the previous 

block. Similar vectors are generated for the early and late code replique. 

The calculated code phase vector 
1

,

Nblk

prompt k

χ  has in the given realization  38192blkN =  samples. 

The time difference between two samples is in the given SW receiver, 26.183nssT = . For all 

samples ̂  of the code phase vector the following expression is valid:  ˆ ˆ| 0 1023   , with   

̂   . 

In the next step, all elements ̂  of the code phase vector are mapped onto the reference C/A 

code vector, which defines for each element 0CA   a binary value of +1 or -1. All samples 

between for example 1ˆ1 000 1k  , are mapped onto the same C/A code reference sample.  

The resulting C/A replique vectors are given as 

1 1 1

, , ,, ,  Nblk Nblk Nblk

early k prompt k late k

  C C C  (IV-72) 

with each containing blkN  samples. 

The correlation is realized by the dot product between the replicated C/A code vector and the 

corresponding I or Q signal vector generated in the previous stage.  
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 (IV-73) 

Similar dot products are also calculated for the early and late C/A replicas. 

The following examples give an impression of the early and late signals in I and Q path after 

correlation and already the corresponding early-late discriminator output, normed to range. 

In order to show the pure dynamic behavior, tracking without noise was realized. For that, within 

the space segment simulator, a received GPS signal without noise was generated. 

 

IV-51 Correlator output - no noise, perfect initialization 
 

IV-52 Discriminator output - no noise, perfect 
initialization 

 

IV-53 Correlator output - no noise, false initialization 
 

IV-54 Discriminator Output - no noise, false 
initialization 

Given a perfect synchronized carrier tracking loop, all information is within the I path. The 

correlator outputs for the Q path remain zero. 

The next simulation shows the correlator outputs, given a not synchronized carrier tracking loop. 

It gets obvious that the information oscillates between the I and Q path. 
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IV-55 Correlator output - no noise, unsynchronized PLL 
 

IV-56 Discriminator Output - no noise, 
unsynchronized PLL 

This example provides some further interesting details. As discriminator, again the early-late 

discriminator was used. But in case of a not synchronized carrier tracking loop, early-late power 

discriminators must be used in order to compensate the carrier phase influence. The early-late 

discriminator gives wrong code phase error measurements, which lead to a general loop divergence. 

This can be seen by a divergent behavior between IE and IL and between QE and QL. 

If an early-late power discriminator is used, the missing carrier synchronizing does not have any 

effect on the code phase measurement. 

 

IV-57 Correlator output - no noise, unsynchronized PLL, early-
late-power discriminator 

 

IV-58 Discriminator Output - no noise, 
unsynchronized PLL, early-late-power discriminator 

The next example shows the scenario, given a synchronized carrier tracking loop and real received 

GPS signals in a standard noise environment. 
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IV-59 Correlator output – real noise 
 

IV-60 Discriminator Output – real noise 

 

IV - 3.3.4 Short example tracking 

In this section, an 8 second piece of the DA42 trajectory will be considered. Real GPS signals are 

generated for this short mission excerpt. In order to emphasize the similarity between equivalent 

base band simulation and software receiver-based tracking, noise free GPS signals for IF interface 

are generated, using the IF space segment simulator. 

The following figure compares the pseudorange error for one satellite – in this example, satellite 

19 – of equivalent base band tracking and software receiver-based tracking. 

 

IV-61 Comparing software receiver - equivalent base band - No Noise 

In the next figure, equivalent base band tracking is compared to software receiver-based tracking, 

considering a real noise scenario. 

Based on a link budget model, the signal to noise ratio at antenna interface is calculated along 

trajectory. For the software receiver, real noise reception signals are generated by the space segment 

simulator, based on the calculated link budget model. Within the equivalent base band simulation, 

noise is stimulated, based on the link budget model and also based on the derived signal processing 

model for all components within the GPS receiver. 
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IV-62  Comparing software receiver - equivalent base band 

As the simulation shows, the equivalent base band simulation and the software receiver tracking 

show similar noise characteristics.  

 

 

 

 



 

 
283 

 
  

V Reception Resilience 

V - 1  Motivation 

GPS - and all other GNSS systems - are typically well functioning, but at the same time, they are 

very vulnerable systems. The emitted power of a typical GPS satellite is round about 50W at an 

altitude of 22 000 km. The received signal power at a GPS receiver is − 151 e W and therefore below 

the thermal noise power generated within the GPS antenna. Due to this low signal power, GPS is 

very vulnerable to electromagnetic distortions like jamming. 

Especially with the always increasing number of applications, using GPS navigation for safety 

critical applications like auto landing in aircrafts, autonomous cars, VTOL or multicopter based air 

taxis or even train protection systems, it is necessary to understand and analyze the effect of 

jamming on different tracking architectures as well as the possible antijam measures at the different 

stages within the reception chain. 

There is already some literature on different jammer types and the impact of jamming within the 

receiver, like [87], [88], [89], [87], [90], [91], [92], [93], [94] and [95]. In [96] and [97] different 

methods for improving antijam are stated at a very general level. Nevertheless, some essential 

questions are not discussed in literature. 

• What is the exact influence of reducing the IF bandwidth on different jammer types 

• For simulation purpose, tuning and loss of lock forecast, the discriminator error variance 

must be calculated in advance. For that, the dependence of the discriminator error variance 

on different jammer signal types must be derived in detail. For example, a detailed 

derivation of the antijam, provided by spreading is necessary, given different jammer types 

or different design variations within the GPS signal processing chain. 

• What is more beneficiary, reducing the IF bandwidth or using longer correlation times 

• Beam forming is promoted to be the better antijam measure, but being more relevant for 

civil applications, is Nulling. In this section the question will be answered, under which 

conditions, Nulling can provide similar antijam as beam forming. 

In order to answer this question, representative for all others, two jammer types are analyzed in 

detail at different stages within the reception chain. For that, the reception chain will be divided 

into different stages, whereby at each stage, different antijam measures are discussed and the 

remaining jamming power at the corresponding stage is derived. 

Moreover, an interesting effect of PRN code jammers will be analyzed, exploring the dependence 

of jammer severity on the number of equal PRN code sequences. 

Further main topics are a “design guide” for the analog reception chain, in order to get maximum 

antijam. 
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V - 2  Discriminator error variance in jammed environments 

V - 2.1   Introduction 

The correlation core, consisting out of the I/Q generation (carrier wipe off), the despreading, the 

correlation and the subsequent discriminator, is for calculating respectively measuring the 

misalignment between the received code phase and the replicated code phase (and carrier phase). 

This measured misalignment is the used by the tracking filter (which can be a scalar or vector, aided 

or unaided tracking filter) as measurement. The tracking filter generates the appropriate correction 

for the replicated code phase. Moreover, the tracking filter calculates the pseudorange and position 

together with the raw data and position error covariance information. 

The measured misalignment at the output of the discriminator is a noisy measurement. In literature 

like [98], standard relations are given for error variance of this discriminator measurement, 

depending on the signal to noise ratio at IF interface, the early late spacing, the discriminator type 

itself and depending on the used correlation time. 

For tracking filter tuning and also for simulation of tracking, especially with the purpose to 

determine the maximum possible jamming power before loss of lock occurs, a precise calculation 

of this discriminator error variance is vital.  

This section will show, that using the standard formulas, in case of different jamming types, the 

derived discriminator error variance is estimated with to high values. Therefore, in this section, a 

modified discriminator error variance calculation is derived, providing more accurate results. This 

modified discriminator error variance calculation uses an effective post correlation signal to noise 

ratio, being derived in a similar way in [95]. 

The standard formulas are using the signal to noise ratio at IF frequency, this will also be assumed 

to be available in this modified approach. 

Estimating online the actual signal to noise ratio at the IF frequency, also in case of jamming, is an 

already well discussed problem in literature as for example in [95], [99], [100] and [101]. 

 

V - 2.2   Considered receiver stages 

In this section, the remaining jamming power after correlation will be derived. The post correlation 

jamming power is a vital figure, determining the discriminator error variance and therefore also the 

pseudorange error variance. 

For the holistic approach of pre mission equivalent base band simulation and tracking behavior 

prediction, this section develops a method, providing an approximation of the post correlation 

jamming power. 

For calculating the post correlation jamming power, it is important to know the impact of different 

stages within the signal processing chain on the jamming signal and spectrum. The following figure 

shows these stages. 
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V-1 Correlation core - stages 

 

V - 2.3   Jammer power at I and Q 

In the first stage, the received GPS signal is down converted from an IF frequency to the base 

band, which is also called “carrier wipe off”.  Additionally, the received signal is split into its I and 

Q parts. 

The received signal at IF interface can be represented by the following equation. 

( ) ( ) ( ) ( )( ) ( )( ) ( ) ( )sin
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For down conversion, a replicated carrier, synchronized in frequency and phase, is multiplied with 

the received IF signal. 
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The terms ( ) ( )ˆ
IF IFt t +  represent the high frequency conversion parts, which are filtered out 

by the subsequent correlation, acting as a low pass filter with an edge frequency of 
1

corrT
. 
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( ) ( ) ( ) ( )( ) ( )( ) ( ) ( )( ) ( )( )

s ˆsin

ˆ

1
co

2

1
sin os

2
c

IF IF

I I

IF IF

F IFF IF

I t A t D t C t J t n t t

Q t A t D t C t J t n t t

t

t

 

 



 +

=   +

=  

 

+

+ 

 

 (V-5) 

For post correlation power approximation, the spectral view is important. 

The jammer spectra in frequency space at I and Q are given below. 
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The corresponding power spectral densities get 
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=

 (V-7) 

The spectra of different jammers at defined stages are shown at the end of the next section. 

In case of perfect synchronization, ( ) 0t = , only the in-phase component includes the satellite 

signal. The following figure show’s this fact by considering an unjammed normal noise scenario. 

The example uses an IF bandwidth of 10 MHz. 
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V-2 IQ spectrum - unjammed scenario 

In this thesis, two different jamming types will be considered. The following figures show these 

jammers at IF band, before IF bandpass filtering and in the I/Q channel. The jamming, as well the 

signal and noise power levels are taken from the link budget model, derived in the previous chapter. 

The given values are from the high dynamic trajectory at time 50s. 

 

V-3 WGN jammer spectrum at IF and I stage (IF BW = 
10MHz) 

 

V-4 PRN jammer spectrum at IF and I stage (IF BW = 
10MHz) 

 

 

V - 2.4   Jammer power after correlation 

After carrier down conversion, the I and Q signals are multiplied with a replicated C/A code 

( )( )ˆC t . This multiplication in time domain equals a convolution in frequency domain. This 
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operation is in literature often described as spreading, [102]. Convoluting small-bandwidth signals, 

like small band jammers, with a large-bandwidth C/A code spectrum, spreads the jamming power, 

originally concentrated in a small band, over a much wider band. The overall signal energy remains 

constant, whereby the power spectral density is reduced. The following integration, which equals a 

low pass filter in frequency domain, is now able to cut off much of the jamming power, spread 

beyond the low pass filter bandwidth. For simplicity, the time dependency is dropped in the 

following equations. 
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Because the noise power after correlation is important for the following discriminator error 

variance prediction, in the following equations, the noise power will be derived. Representative of 

all I and Q signals, the correlation output is derived only for the prompt in phase signal in the 

following. 
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Assuming a perfectly synchronized code tracking loop with ̂ =  and a perfectly synchronized 

carrier tracking loop with 0 = , the correlation output gets 

( ) ( ) ( )3,

3,3, , ,

2
ˆ ˆsin

t

t

I IP corr I

I

F

T

F
F

I

I
F

co

P n

rr

P J

A
I J n C dtT  

−

+

= + +   
(V-10) 

It is further assumed, that the navigation message is known and cancelled before correlation. 

The noise power after correlation is calculated, using the variance. 
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The equation above can be split into a noise power part and a jamming power part, assuming that 

there is no correlation between jammer and noise. At first, the noise power part will be considered. 
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Because IFn  being white gaussian noise, it is uncorrelated if not 
1 2 0t t− = . Therefore, the noise 

power after correlation gets 
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The approximation ( ) 2 1
ˆsin

2
IF   is valid, because the IF carrier frequency is much higher 

compared to the correlation time. 

The remaining jamming power after correlation can be calculated like the noise power approach 

derived before. 
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If the jamming signal can be approximated as white gaussian noise after spreading, then the post 

correlation noise power caused by jamming, can be written as 

,
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
 (V-15) 

If the white noise approach is not valid, there is in most cases no analytical solution. 

In such scenarios, a different approach can help to get a rough estimation of the jammer induced 

noise power after correlation. 

At first, the jammer spectrum after spreading is considered. For that, it is assumed that the 

navigation message is known and cancelled before spreading and the carrier tracking loop is locked. 
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The subsequent integration can be considered as the convolution with a rectangular function.  
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In frequency space, the convolution with a rectangular function of duration 
corrT , equals the 

multiplication with a si function. The si function shapes the noise spectrum in frequency space. 

 

V-5 Fourier transformation of rectangular function 
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The noise power after correlation gets 
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The squared si function is approximated by a rectangular function in frequency space, as the 

following figure shows. 

 

V-6 rectangular approximation of sinc function 
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If the power spectral density ( )
2

2, , 2, ,P J P J f =  of the jammer can be approximated as constant 
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, the post correlation jamming power can be 

approximated as 
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The following figures show the jammer spectra for two different jammer types at the different 

stages within the GPS receiver. As IF bandwidth, 6 MHz is used. For the WGN jammer, a one 

side jamming bandwidth of 2 MHz is used. 

 

V-7 WGN jammer spectrum  (IF BW = 10MHz) 

 

V-8 PRN jammer spectrum (IF BW = 10MHz) 

The figures above show the spreading effect. The jammer power within the I channel is spread 

about a greater bandwidth, by multiplication with the replicated C/A code. What matters is only 

the remaining jammer power within the small bandwidth, due to the subsequent correlation. The 

correlation can be approximated in frequency space as a low pass filter, having a single side 

bandwidth of 
1

corrT
. 

The two examples above show already, that spreading works better in case of smaller spectra. The 

jammer power spectral density of the white noise jammer after correlation is almost equal, whereby 

the jammer power spectral density of the PRN jammer after correlation is reduced. 

An evaluation of the influence of the IF bandwidth on post correlation jamming power for two 
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different jammer types will be done in section V - 3 and V - 4  

The following tables compare at the example of a white gaussian noise jammer, the real measured 

post correlation jamming power with the approximation, introduced above. 

IF BW = 10 MHz WGN jammer 

real power -147.4373 dBW 

Approximated power -147.6784 dBW 

Table 1 Real vs. approximated post correlation jamming power (IF BW 10MHz) 

IF BW = 1 MHz WGN jammer 

real power -144.8505 dBW 

Approximated power -145.0638 dBW 

Table 2 Real vs. approximated post correlation jamming power (IF BW 1MHz) 

The values above show, that the jamming power approximation is valid in case of white noise 

jamming signals.  

In case of non-white jammers, which is the case if the IF bandwidth is very low, the approximation 

becomes less accurate. 

 

V - 2.5   Discriminator error variance with spreading effect consideration 

The discriminator output is a measurement of the phase deviation between the replicated code or 

carrier phase and the received code or carrier phase. Its error variance has a high impact on the 

pseudorange error variance and causes a loss of lock in case of high values. There are many types 

of different discriminator. In the following, two mostly used discriminator types are analyzed. 

In literature [103], [81, p. 502], the following expressions for the discriminator error variances are 

given. In [104], an analytical derivation of the mean time to loss of lock, based on discriminator 

error variance is calculated. But the given approach is only valid for a distinct tracking architecture 

and distinct jammer type.  

Early-Late code phase discriminator 
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(V-21) 

Early-Late-Power code phase discriminator 
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 (V-22) 

As can be seen, there are different expressions, depending on the discriminator type. 

The Early-Late discriminator is only possible in case of a locked carrier tracking loop. Otherwise, 

the Early-Late-Power discriminator must be used, having a higher discriminator error variance. 

The two expressions above use the signal to noise power at IF interface, to calculate the 

discriminator error variance. 

But this assumption is valid only for white antenna noise or white jamming signals, together with 

a large IF bandwidth. In case of non-white jammers or a small IF bandwidth, the calculated 

discriminator error variances give to high values.  

The noise power spectral density which matters for the discriminator error variance is the residual 

noise power spectral density at the output of the correlator. 

The used noise power spectral density at IF stage, before I/Q generation, IFN ,  is higher than the 

noise power spectral density after correlation, because spreading is not considered. Especially in 

case of a small IF bandwidth or low-bandwidth jamming signals, spreading decreases the post 

correlation noise power spectral density significantly.  

As was shown in in section V - 3 the noise power spectral density after correlation, respectively 

jamming power density after correlation ( )
2

3,E f , given some white noise jammer in 

combination with small IF bandwidth, is lower than the corresponding noise power spectral density 

at IF interface. Especially within the small bandwidth region 1

corr

f
T

 , being relevant for 

discriminator error variance.  

This effect, which is caused by spreading, is not considered in expressions (V-21) and (V-22) on 

discriminator error variance. 

Instead using IFN  in equations (V-21) or (V-22), the post correlation jamming power spectral density 

( )
2

3,E f  will be used.  

In the following, there will be a comparison of the following discriminator error variances 

respectively standard deviations. 

(1) Real discriminator error variance measurement 

(2) Analytic discriminator error variance calculation using 
 
 
 

IF

IF

C

N
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(3) Analytic discriminator error variance calculation using 

( )
2

3,

 
 
 
 E

IFC

f
 

 

EL discriminator IF BW 0.5 MHz IF BW 1 MHz IF BW 2 MHz 

Real Measurement 2.1309 us 2.2024 us 2.1663 us 

( )
2

3,

IF

E

C

f

 
 
 
 

 2.337 us 2.4255 us 2.4247 us 

 
 
 

IF

IF

C

N
 4.4339 us 3.6616 us 3.5319 us 

Table 3 EL discriminator – comparison of error standard deviation 

The table above shows that calculating ,n   by using 

( )
2

3,

IF

E

C

f

 
 
 
 

 gives more accurate results, 

compared to the calculation, which uses 
 
 
 

IF

IF

C

N
.  The last one estimates a to high discriminator 

error variance, because by using IFN , the jammer density peak power reduction by spreading is 

not considered and IFN  is higher compared to ( )
2

3,E f . 
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V - 3  Optimal IF bandwidth – given WGN jammer 

This section is about the optimal IF bandwidth selection for maximum antijam.  

The smaller the IF bandwidth, the less jamming power enters the subsequent signal processing 

stages.  

The previous section on post correlation jamming power shows that only a very small part of the 

IF jamming spectrum enters the post correlation stage. 

( )

( )2,

3,

1
0

1
0

     

          

E

corr

E

corr

f f
T

f

f
T




 


 



 (V-23) 

The condition is valid also for prompt and late components in I and Q path. 

Without the spreading effect, the noise power spectral density after correlation ( )
2

3,E f ,  within 

the small spectra range 
1

0
corr

f
T

  , would be equal to the jamming power spectral density after 

IF filtering,  ( )
2

IF f .   

Spreading starts to add some antijam respectively lower the post correlation jammer power spectral 

density, as soon as the jammer bandwidth before spreading is almost equal or lower as the 

bandwidth of the replicated C/A code, which has a 1.023 MHz one-side bandwidth of the main 

lobe. 

Given white noise jammers, the IF bandwidth must be smaller than ~ 2 MHz, in order to enable a 

post correlation jamming power reduction by spreading. 

The following figures visualize this effect. 

 

V-9 WGN jamming spectra - after IF filtering 

 

V-10 WGN jamming spectra - after spreading 

An IF bandwidth of 0.5 MHz shows the greatest spreading effect.  
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Relevant for tracking stability and discriminator error variance is only the jamming power within 

the small frequency range of 
1

0
corr

f
T

  .  The examples above show that an IF bandwidth of 1 

MHz and 0.5 MHz reduce the power spectral density within the relevant spectral region. 

The following figure shows the post correlation spectra, given different IF bandwidth’s and a 

correlation time of 1ms. 

 

V-11 Post correlation spectra - WGN jammer - different IF BW 

The downside of reducing the IF bandwidth is the reduced signal power, which comes with it. 

Besides the IF bandwidth, also the correlation time has influence on the post correlation jamming 

power and post correlation signal power. 

For evaluation of the optimal IF bandwidth together with the corresponding optimal correlation 

time, the following figure shows the post correlation signal to noise ratios for different correlation 

times and IF bandwidths. 

 

V-12 Comparing C/N post correlation given different IF bandwidths 
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Given white noise jammer, the simulations show that reducing the IF bandwidth provides no 

additional antijam. On the contrary, the signal to noise ratio gets even worse, because the 

correlation gain is lowered to higher extent than the jamming power is reduced. 

Using longer correlation times provides far more antijam than reducing the IF bandwidth. But, 

selecting a correlation time of 10 ms without the application of external aiding, the tracking loop 

is not able to follow high dynamic trajectories. 

 

 

V - 4  Optimal IF bandwidth – given different PRN jammer realizations 

A special jammer type are pseudorandom code jammers. Their signal structure is similar to the real 

C/A code. The jammer signals, even if they are of the same type as C/A code, are neither 

orthogonal related to the different C/A signals, nor show any correlation with the real C/A code. 

Nevertheless, this jammer type worsens the post correlation signal to noise level to a huge extent. 

This section evaluates the post correlation, jammed signal to noise ratio, depending on the IF 

bandwidth and the correlation time for pseudorandom code jammers. 

Moreover, an interesting effect of pseudorandom code jammer will be analyzed in detail. The post 

correlation signal to noise ratio shows a normal distribution, whereby the mean value and its 

variance depend on the pseudorandom code structure, respectively the number of equal seeds and 

the chosen IF bandwidth. 

 

V-13 PRN jammer - 1 equal seed 

 

V-14 PRN jammer - 2 equal seeds 

The following figures show the distribution of signal to noise ratios, given different IF bandwidths. 

C/A code

Seed1

C/A code

Seed2
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C/A code
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Chips
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C/A code

Seed1
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V-15 PRN jammer - IF BW 0.5 MHz - Tcorr 1ms 

 

V-16 PRN jammer - IF BW 3 MHz - Tcorr 1ms 

PRN jammers, using a new seed after 1023 code chips, having a sharp probability density function. 

The mean value depends slightly on the selected IF bandwidth. A wider IF bandwidth shifts the 

jamming to signal ratio about 3 dB to higher levels. 

The more C/A code periods the seed is kept equal, the flatter the pdf becomes. This makes the 

jammer more dangerous, because with a small probability, there are jamming to signal ratios, post 

spreading, above -10 dB possible. 
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V - 5  Overall noise figure minimization 

The first signal processing stage within the GPS receiver, after the antenna, is the analog unit. 

Within the analog unit, the received signal at L1 band is down converted and amplified by several 

stages, to an intermediate frequency.  

The analog unit does not provide antijam by itself, but it is vital to sustain the antijam provided by 

other components within the signal processing chain. Every dB of additional noise, added by the 

analog unit, would reduce the overall antijam. Therefore, it is the most important design criteria, 

keeping the additional noise as small as possible. 

In the following, a short introduction to noise figure calculations will be given. By using these 

equations, design guidelines for the analog unit will be derived. 

Basically, four different tools are necessary for calculating the noise figure of cascaded systems, like 

the analog unit. 

Noise figure of an active component 

 

At the input of the active component, the following noise power density is assumed 

0inN Tk=   (V-24) 

The active component amplifies the input noise with the gain AG  and is adding additional noise. 

The output noise power density gets 

0 Aout ATN k NG = +  (V-25) 

The output noise power can also be written, using a specific component temperature. 

( )0 ,AAout EN k T TG  +=  (V-26) 

The active component is classified by three specific parameters. The one parameter is specific 

temperature ,E AT  and the gain AG . The third parameter is the noise figure. 

( )

( )

0
0

0

0

,

,

1

in i

E A

out in

o

n

in

E

A

A

Aut A

C C

TN k
F T

C C

T

T

T

N Gk T

G

   
   
   

= = = +
   
   

   +
 





 

 (V-27) 

( ) ,0 , ,A A E AF T G   T

Active 

component A

0inN Tk=  outN
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The noise figure of an active component is related to a reference temperature 0T . If the noise 

figure is used for calculations in cascaded systems, this reference temperature may be adapted, 

because all components must have the same reference temperature. 

 

Adapting noise figure to different reference temperatures 

The specific temperature of a component is independent of the noise figure reference 

temperature. This fact is used for changing the noise figures reference temperature. 
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(V-28) 

Noise figure of a passive component 

 

The following model helps, understanding the noise figure derivation of a passive component. 

The input noise power density is generated for example by some copper line, according to its 

temperature. Assuming, the passive component is also a copper line, connected to the first one 

and having the same temperature. In this case, there is no additional noise, because both 

connected lines can be considered as one line 

The passive component is adding no additional noise, if its temperature equals the input noise 

temperature. The gain of the passive component is smaller than one. 

The noise figure of the passive component gets 
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 (V-29) 

The input noise to a passive component is not attenuated, because the component generates 

exactly the same noise power density as given at the input. A passive component only attenuates 

the received signal power. 

Using the following logical experiment, the result above gets obvious. 

Assuming a one-meter piece of copper wire, this wire could be divided into an infinity number of 

sections. Every section could now be considered as an own passive component. If every 

( ) ,0 , ,P P E PF T G   T

Passive 

component A

0inN Tk=  outN
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component would add the same amount of noise power density, at the end, an infinite amount of 

noise power would be available.  

Also, for passive components, an equivalent noise temperature can be calculated. 

( )( )0 0, 0

1
1 P

P

E P

G
T F T

G
TT

 −
= − =  





  (V-30) 

 

Noise figure of cascaded systems 

Up to now, only noise figures of single components were considered. For calculating the noise 

figure of a cascaded system, consisting out of more components like the analog unit of the GPS 

receiver, the “Friis Formula” can be used. A detailed derivation of this equation is given in [105]. 

 

V-17 General example of a cascaded system 

The output noise power density can be written, using on overall effective temperature ,E RT . 
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The cascaded noise figure gets 

( ) ( )
( ) ( )2 0 0

0 1 0

1 2

3

1

1 1
R

F T F T
F

G
T F T

G G

− −
=


+ +  (V-32) 

A detailed explanation of noise figure calculations can be found in [105] and [106]. 

Using the relations introduced so far, the cascaded noise figure of a typical analog unit can be 

calculated. 

Overall noise figure of using a passive antenna 

The following figure shows the aggregation of the analog reception chain, using a passive 

antenna. 
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V-18 Analog receiver reception chain - passive antenna 

 The reference temperature for the components noise figure is 
0T , which is different from the 

antenna temperature, being the first noise generator. 

For calculating the cascaded noise figure, at first all component noise figures must be recalculated 

to the noise temperature of the antenna, using equation (V-28). 
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If for each component the effective noise temperature is available, equation (V-31) should be used 

for calculating the overall effective noise temperature. The effective noise temperature is 

independent of the reference temperature. In the following, it is assumed that only the noise 

figures are available, that’s why the classical Friis formula is used. Using this formula, all noise 

figures must transformed to a similar reference temperature. 

The cascaded noise figure of the reception chain above gets 
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 (V-34) 

The following table gives the parameters of the components 
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Table 4 Parameters reception chain 

As the cascaded noise figure shows, the longer the cable between antenna and LNA, the more 

impact has the noise of the LNA. If a passive antenna is used, the cabling between antenna and 

LNA must be as short as possible. The following figure shows the relation between cable length 

and overall noise figure, using different LNA gains. 

 

V-19 noise figure dependence on antenna cable length 

The analysis shows that the cable length has tremendous influence on the overall noise figure. 

Whereby the LNA gain has almost no influence on the overall noise figure. 

 

Overall noise figure of using an active antenna 

For a minimum noise figure, amplification within the antenna itself is the best solution, as will be 

shown in the following section. This architecture is realized using a so-called active antenna. The 

following figure shows the corresponding reception chain. 

 

V-20 reception chain - active antenna 

The overall noise figure gets 
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The following figure shows the overall noise figure, depending on cable length and LNA gain. 

 

The figure shows the advantage of an active antenna. The influence of the antenna cable length 

on the overall noise figure becomes less, the higher the gain within the active antenna. 

For optimal tracking robustness it’s therefore a mandatory architecture recommendation to use 

an active antenna. 

It is desirable, choosing an antenna integrated LNA with high gain. But in the overall design, also 

the maximum allowed signal amplification at the input of the receiver analog unit must be 

considered. Otherwise there will be a signal override, which causes even more noise. 

Noise figure of an active antenna with additional inline amplifier 

If it is necessary to position the GPS antenna far from the receiver, even in case of active 

antennas, an additional inline amplifier may be necessary. The following equation gives the 

overall noise figure, considering also this inline amplifier. 

 

V-21 reception chain - active antenna - inline amplifier 

( ) ( )
( ) ( ) ( ) ( )

2

1 2

1 1 1

1 1 1 1

LNA LNA c

Acable A LNAi A cable A A

able LNA cable LNAi LNA cable LNAi cable

E
HF A LNA A

F T F T F T F T
F T F T

G G G G G G G GG G    

− − − −
= + + +


+  (V-36) 

The following figure considers an example design, with a total cable length of 40m. The figure 

shows the optimal position of the inline amplifier. As gain, 30dB for each LNA’s is used. 

A AN k T= 

AC

Passive Antenna

( ) 2

2

2 0 , cable

c

cable

able

F T T

G

 , 

Cable2

IFC

Receiver Analog

Electronic

IFN
( )0 , A

A

AE E

E

F T T

G

 , 

LNA

( )0 , LNA

LNA

LNAF T T

G

 , ( ) 1

1

1 0 , cable

c

cable

able

F T T

G

 , 

Cable1 LNA inline

( )0 , LNAi

LNAi

LNAiF T T

G

 , 



 

 
305 

 
  

 

The optimal position of the inline amplifier is within the first third of the total cable length. The 

inline amplifier should not be positioned directly after the LNA in the active antenna, in order to 

prevent a signal override in the inline amplifier.  
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V - 6  Jammer mitigation by beam forming and nulling 

Reception pattern control is one of the most effective measures to increase antijam of a GNSS 

receiver. 

There are already many published approaches for reception pattern control. A large collection of 

algorithms can be found in [107] and [108]. A detailed mathematical introduction to phased arrays 

is given in [109], [110] and [111]. 

Nevertheless, there are some vital topics regarding reception pattern forming, which are not, or 

only superficially discussed in literature. This chapter discusses exactly this very important topics. 

After a short discussion of signal processing principles of reception pattern forming, this section 

introduces one promising beam forming approach. 

Beamforming needs a special GPS receiver with special interfaces and a special internal signal 

processing architecture.  

Another approach is nulling, which can be realized within a CRPA and thus can be used in 

combination with a standard receiver. The literature provides only few publications regarding 

nulling. This section introduces some nulling algorithms and suggests also a novel nulling approach. 

One goal of this section is to identify the possible antijam which can be achieved by nulling in 

contrast to beam forming. 

Additionally, this section identifies the effects, having major impact on beam forming and nulling 

performance. 

A further important design criterion is the array geometry, which is also discussed very little in 

literature. In this section, different array geometries will be introduced and their impact on antijam 

in case of beam forming and nulling is analyzed. 

Most discussions regarding beam forming and nulling in literature assume a uniform spherical 

reception pattern for each single patch. This section evaluates the effect of a non-uniform spherical 

patch reception pattern, being more realistic. 

The theoretical antijam of different nulling algorithms and beam forming algorithms is very high. 

This theoretical high antijam is achieved by assuming perfect array geometries without any errors 

and also no attitude errors regarding the jammer and beam forming direction. 

Array geometry errors and attitude errors worsen the resulting antijam of both, beam forming and 

also nulling, tremendously. This section evaluates the resulting degradation and evaluates also the 

differences in case of such errors between nulling and beam forming. 

Finally, both approaches will be compared in case of more than one jammer. 

 

V - 6.1   Introduction to reception pattern shaping 

This section introduces general reception pattern control. It starts with introduction of GPS 

antenna reception pattern and single patch reception pattern definition. Afterwards, the underlying 

signal processing for reception pattern control will be introduced. 
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In the following, the gain pattern of a typical GPS antenna is shown. In this example, the GPS-

704x antenna from Novatel is used. The reception pattern is scaled to 0dB. 

CRPA’s consist out of a set of microstrip patch antennas. For that purpose, in the following, also 

an example reception pattern of such a single patch is shown. In the example, the patch MPA 254 

is used. This reception pattern is also scaled to 0dB. 

 

V-22 reception pattern GPS-704X (scaled to 0dB) 

 

V-23reception pattern GPS-704X  (scaled to 0dB) 

 

V-24 reception pattern MPA 254 (scaled to 0dB) 

 

V-25reception pattern MPA 254 (scaled to 0dB) 

 

This single antenna reception pattern has its maximum gain in zenith of the antenna hemisphere, 

which is bad, if for example the satellite is at a low elevation angle or if in case of high bank angles, 

a jammer points directly into the antenna zenith. 

For this purpose, it is important to shape the reception pattern to get a maximum gain towards the 

wanted satellite and a minimum gain towards an identified jammer. 

For reception pattern shaping, an array antenna, consisting out of more single antenna patches, is 

necessary. 

There are basically three methods of reception pattern shaping. 

I) Beam steering: The main lobe of the reception pattern is steered towards the satellite 

direction. Side lobes occur at arbitrary attitudes and may point directly towards a jammer 

direction 
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II) Nulling: Towards one or more identified jammer directions, the reception pattern gain is 

minimized. Because there are no gain constraints towards the satellite direction, the 

antenna gain in satellite direction can be very low. 

III) Beamforming: The main lobe of the reception pattern is turned towards the satellite 

whereby at the same time, the reception pattern is minimized towards one or more jammer 

directions. 

 

V - 6.1.1 Signal processing architecture and array geometry 

In this first section on controlled radiation pattern antennas, the general signal processing 

architecture for beam steering is introduced. The following figures show the used array geometries 

in this and the following sections. 

For reception pattern shaping, the received signal from each array element is modified in amplitude 

and phase. Afterwards all array elements are superimposed. 

 

 

V-26 signal processing structure – reception pattern shaping 

The signal processing architecture given in figure V-26, shows the typical approach for one tracking 

channel. In the given architecture, the reception pattern shaping is realized in L1 band. Another 

possibility is to realize the reception pattern shaping after the analog unit, at an intermediate 

frequency. (In this case, each antenna element would need its own analog unit). The complex 

weighting factors 
nj

n ea


  are calculated by a reception pattern processing unit, which is called 

“CRPA Processor” in the figure above.    

In case of Nulling, this unit does not need any attitude information from the platform and can 

therefore be implemented in a standalone antenna, without any additional adaptations in the GPS 

receiver itself. 

In case of beam forming, attitude and position information from the platform are needed, to 

calculate the complex weights. This is a disadvantage of beam forming, because therefore it’s only 

possible, if the GPS receiver provides a special interface. Another possibility is to realize beam 
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forming within the receiver. For that, the GPS receiver would need as many antenna interfaces as 

array elements. 

V - 6.1.2 Uniform weighted unsteered reception pattern at L1 frequency 

Before starting with beam forming and Nulling, this section introduces the basics of array signal 

processing and shows the natural unweighted reception pattern for the given antenna arrays. 

This section considers only single frequencies or small bandwidth signals, for which the single 

frequency assumption of the reception pattern is valid. Wide band jamming is considered in [112]. 

A very detailed derivation of the theory behind reception pattern control is given in [107].  

The signals, received at the different antenna patches, are concentrated in one vector. 

( )
( )

( )





 −
 

=  
 

−  

1 1

Np Np

x t

t

x t

f  (V-37) 

For the array center, the signal delay, respectively signal phase, is defined as zero, without any 

restrictions. The signal reception times at all other antenna patches are related to the array center. 

Depending on the distances of each patch from the array center and the direction of signal arrival, 

there will be some phase difference or delay   between the signal received at the array center and 

the signal received at the corresponding patch. 

 

V-27 Plan wave signal arrival 

As input signal, a plane wave is assumed. The signal delay at the patch, related to the array center, 

is given as 

( )cosd

c





=  (V-38) 

Using the spatial signal arrival direction vector, 
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the delay at the corresponding antenna element gets 

T

p
c




=
a p

 (V-40) 

with p  being the position vector of the array element within the antenna coordinate system. 

Instead of using time space, it is better to do reception pattern control in frequency space. 

( ) ( ) ( )pjj t

p px t e dt e
  

−−= −  =  (V-41) 

The received amplitude spectrum is equal at every antenna element. The only difference in 

frequency space is the phase. 

Using equation (V-40),  

  


 = 
T

p
c

a p
 (V-42) 

and defining the wave number k  as 

2

c

 



  
= =k

a a
 (V-43) 

the signal in frequency domain can be written as 

( ) ( )
Tj

p e − = k p
 (V-44) 

Similar to (V-37), all patch signals can be combined into one vector in frequency space. 
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The vector ( )kv k  is defined as array manifold vector. 

In general, the reception pattern is calculated according to the following equation, whereby w   

is called the weight vector being calculated by the CRPA processor. 

( ) ( ), , T

kB    = w v k  (V-46) 

In order to get the unsteered and uniformly weighted reception pattern, the weight vector is defined 

as 

= 1Npw 1  (V-47) 
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The reception gain pattern is typically given as the power reception pattern which is calculated as 

( ) ( )( ) ( )( ) ( ) ( )
2

, ,
T

T T T T

k k k kB    =     = w v w v v w wk k vk k  (V-48) 

Reception pattern forming causes a phase shift, with relation to the unmodified received signal. 

These phase shift can be calculated according to the next equation. 
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The reception pattern according to (V-48) assumes a uniform element reception pattern.  

In case of high platform dynamic and therefore high dynamic in changing reception pattern 

weights, the resulting phase shift may cause some tracking errors, because the tracking filter cannot 

differ if the phase shift is due to line of sight dynamic or reception pattern control. An analysis to 

which extent this effect worsens tracking is given in a later section. 

The following equation shows a more realistic approach by considering for each array element its 

real pattern. The gain ( ) 1 ,a  of a single element is not uniform across the hemisphere, it is 

dependent on the elevation and if it is not a circular patch, also dependent on the azimuth. 

( ) ( )
( )

( )

 

    

 

− 

− 

 
 

=  
 
 



=  

 

1

1 ,

, , , ,

,

T

T
Np

j

T T

Np

k

j
e

a

B

e

a

k p

k p
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The figures in the following section show the natural unweighted reception patterns of the array 

geometries, which will be considered in this thesis.  For each architecture, the natural reception 

pattern with a uniform element gain ( )  = 1,ka  and also with the real element gain is shown. 

V - 6.2   Benefits of reception pattern control in unjammed scenarios 

In this section, the unweighted reception pattern of different antenna array geometries will be 

considered. It will be analyzed, which percentage of the hemisphere and therefore which 

percentage the satellite positions are attenuated more than a defined value. 

The question will be answered, if without any jammer, the single patch antenna reception pattern 

provides a better hemisphere coverage than different uniformly weighted array reception pattern. 

The following figures show the uniformly weighted reception pattern in a polar form, for all array 

geometries considered in this thesis. 

The figures compare the reception pattern, if perfect, uniform element reception pattern are used 

and in the other case, if real non uniform element reception pattern are used, as given in figure 

V-24. 
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Array geometry: linear, 2 elements, radius 


2
   (lin2_05l) 

 

V-28 array geometry 

 

V-29 natural array pattern –uniform element gain 

 

V-30 natural array pattern –real element gain 

 

V-31natural array pattern –uniform element gain 

 

V-32 natural array pattern –real element gain 

 

 

 

 

70° 50° 30° 10°x

y

-29 dB

-2 dB

1 dB

3 dB

4 dB

5 dB

 

 

70° 50° 30° 10°x

y

-29 dB

-4 dB

-1 dB

1 dB

2 dB

3 dB



 

 
313 

 
  

Array geometry: rectangular, 4 elements, radius 
1

2
    (rect4_05l) 

 

V-33 array geometry 

 

V-34 natural array pattern –uniform element gain 

 

V-35 natural array pattern –real element gain 

 

V-36natural array pattern –uniform element gain 

 

V-37 natural array pattern –real element gain 
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Array geometry: y-shape, 4 elements, radius 
2


   (y3m1_05l) 

 

V-38 array geometry 

 

V-39 natural array pattern –uniform element gain 

 

V-40 natural array pattern – real element gain 

 

V-41natural array pattern –uniform element gain 

 

V-42 natural array pattern –real element gain 
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Array geometry: hexagon with middle element, radius 


4
   (c6m1_025l) 

 

V-43 array geometry 

 

V-44 natural array pattern –uniform element gain 

 

V-45 natural array pattern –real element gain 

 

V-46natural array pattern –uniform element gain 

 

V-47 natural array pattern –real element gain 
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Array geometry: hexagon with middle element, radius 


2
   (c6m1_05l) 

 

V-48 array geometry 

 

V-49 natural array pattern –uniform element gain 

 

V-50 natural array pattern –real element gain 

 

V-51natural array pattern –uniform element gain 

 

V-52 natural array pattern –real element gain 
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Array geometry: hexagon with middle element, radius     (c6m1_1l) 

 

V-53 array geometry 

 

V-54 natural array pattern –uniform element gain 

 

V-55 natural array pattern –real element gain 

 

V-56natural array pattern –uniform element gain 

 

V-57 natural array pattern –real element gain 

 

 

 

 

70° 50° 30° 10°x

y

-29 dB

1 dB

4 dB

6 dB

7 dB

8 dB

 

 

70° 50° 30° 10°x

y

-29 dB

1 dB

4 dB

6 dB

7 dB

8 dB



 

 
318 

 
  

Array geometry: rectangle field, spacing 


2
   (rect9_05l) 

 

V-58 array geometry 

 

V-59 natural array pattern –uniform element gain 

 

V-60 natural array pattern –real element gain 

 

V-61natural array pattern –uniform element gain 

 

V-62 natural array pattern –real element gain 
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Array geometry: rectangle field, spacing 


2
   (rect25_05l) 

 

V-63 array geometry 

 

V-64 natural array pattern –uniform element gain 

 

V-65 natural array pattern –real element gain 

 

V-66natural array pattern –uniform element gain 

 

V-67 natural array pattern –real element gain 

The following two figures show the cumulative percentage of the hemisphere, having a gain less 

than the given value on the abscissa. 
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V-68 Satellite damping – unsteered array 

In figure V-68, the unsteered, uniformly weighted array reception pattern is compared to a normal 

GPS antenna reception pattern. The figure shows, which percentage of hemisphere has a damping 

of more than the corresponding value of abscises. 

Besides the very small array “c6m1_r025lambda”, all arrays show a damping of more than -10dB 

on a significant part of the hemisphere. That means that for more than 10% of the satellite positions 

on hemisphere, the signal to noise ratio is reduced by more than 10 dB, which increases the risk of 

loss of lock tremendously. (The signal to noise ratio decreases due to satellite damping). The array 

geometry “c6m1_r025lambda” shows a very small satellite damping, but this geometry shows a 

bad performance in case of nulling, which will be shown in a following section. 

 

V-69 Satellite damping – array steering to elevation 5° 
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In figure V-69, the array is steered towards an elevation of 5° and again compared to the normal 

GPS antenna reception pattern. 

All array geometries show a significant satellite damping on more than 10% of the hemisphere. 

Up to a satellite damping of 12 dB, the array reception pattern shows less satellite damping than 

the single element reception pattern.  

But the single element reception pattern has no satellite damping beyond 12dB. That’s the real 

advantage of the single element, because a satellite damping of more than 10dB poses already a 

high risk for loss of lock in bad signal to noise environments. 

All in all, if no jammer is present and the satellite position is not known within the local antenna 

coordinate system, it’s better to switch to a single patch reception antenna. 

Important to notice is, that if the satellite position is known, steering the reception pattern towards 

the satellite, gives a higher gain as the normal GPS antenna reception pattern! This should only be 

used if there is no jammer, because beam steering causes high-gain side lobes which could be 

directed towards a potential jammer. 

 

V - 6.3   Optimal array geometry with real gain patch reception pattern 

V - 6.3.1 Introduction to beam forming 

Beam forming describes the most advantageous, but also complex method of reception pattern 

shaping for array antennas. The goal of beam forming is to direct the main lobe of the antenna 

towards a wanted satellite direction. At the same time, beam forming can minimize the reception 

pattern gain respectively maximize damping towards − −1patch MainLobeN N  jammer directions. 

The literature provides different approaches for beam forming. In [108], [113], [114], [115], [116], 

[117] and [107] a comprehensive summary of many beam forming approaches together with a 

comparison can be found. 

The focus of this section is to evaluate the influence of the array geometry on beam forming 

performance and to identify the effect of non-uniform, unknown element reception pattern. The 

focus is not the comparing of different beam forming algorithm. Therefore, for further 

considerations, a promising beam forming algorithm, the minimum variance distortion less beam 

forming algorithm, will be used. 

V - 6.3.2 Minimum variance distortion less response beam forming (MVDR) 

This chapter derives the minimum variance distortion less response beam forming algorithm, 

which can be also found in [107]. 

The received signal from one patch in frequency space can be written as 

( ) ( ) ( )  = +S noise  (V-51) 
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The received signals from all antenna elements of the array antenna can be written by the following 

vector representation. 

( ) ( ) ( )  = +S noiseX X X  (V-52) 

The vector ( )SX
 contains the received satellite signals from all array elements. It can be split 

into the absolute value of power spectral density ( )  and the array manifold vector ( ),Sv k p , 

containing the phase relationship. 

( ) ( ) ( ) =  ,S SX v k p  (V-53) 

The received power spectral density is the same at all array elements. The only difference is the 

phase relationship. 
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The vector 
np  is the vector, pointing from the array center to the corresponding position of the 

patch element in the antenna array. 

The noise consists out of the natural antenna noise, which power spectral density is typically  

−200
dBW

Hz
. The noise signals from all array elements can also be combined in one vector. 
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The received jammer signal in frequency space is, except the phase relationship, also equal at every 

antenna element. 

The MVDR beam forming algorithm needs the noise covariance matrix, which can be written in 

frequency space according to the next equation. 
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The noise of two different array elements can assumed to be uncorrelated.  

In the receiver, this noise covariance matrix is calculated using the fast Fourier transformation. For 

that, the signal from each antenna element is sampled. By using a moving time window, the samples 

within this window are used to calculate the frequency representation. 

( ) ( )
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( )
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1

,

,
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,
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noise record window window
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N

N N

N

X 1  (V-57) 

The windowed records in frequency space are multiplied afterwards according to the next equation, 

which gives the noise covariance matrix. 

= , ,

T

n noise record noise recordS X X  (V-58) 

The line of sight direction to the jammer within the antenna coordinate system is included in the 

noise covariance matrix. The more powerful the received jamming signal is, the better works the 

direction estimation. Different methods for jammer attitude estimation is given in [118]. 

This noise covariance matrix is one advantage of this beam forming approach, because no separate 

jammer direction of arrival estimation is necessary. 

The goal of the minim variance distortion loss response beam former is, to find an antenna 

weighting vector w , reducing the variance of the following expression. 

( ) ( ) = HY w X  (V-59) 

In order to prevent the trivial solution and also to force the solution to build a main lobe towards 

the satellite direction, the following side condition for the weighting vector is necessary. 

( ) =, 1H

Sw pv k  (V-60) 

Important to notice is, if the amplitude of the satellite directed main lobe is forced to be 1, 

according to equation (V-60), the advantage of the natural array again is destroyed. Therefore, 

depending on the array elements used for superposition, the following side condition should be 

used. 

( ) ( ) = = 10lo01 g,H

S Array elementsG Npv kw  (V-61) 

This gain is called “natural gain”, because no amplification is necessary. This gain is realized by a 

phase synchronous superposition of the incoming signals from the different array elements. The 

phase synchronous superposition increases the effective signal to noise ratio about the same 

amount, because the noise of the different array elements is assumed to be uncorrelated and do 

not add up. 

A further amplification ( )  10log10Array elementsG N  brings no benefit regarding the signal to noise 
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ratio, because if a synthetic amplification factor is used, the noise is amplified about the same 

amount and the signal to noise ratio remains unchanged. 

The weighting vector is calculated by solving a Lagrange optimization problem according to the 

next equation. 
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 (V-62) 
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
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 − =1 0HL
vw  (V-64) 

The gradient with respect to w  and   gives two equations which need to be solved. From (V-63),

w  is calculated and used in (V-64) to calculate . 

( )
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−= −  
1

1H

nv S v  (V-65) 

With (V-65), the weight vector gets 

( )
−

− −=    
1

1 1H H

n nw v S v v S  (V-66) 

In order to evaluate the beam forming and nulling performance and to compare different array 

geometries, the jammer is permuted over the hemisphere using a geodetic grid. For every jammer 

position, also the satellite is permuted over the whole hemisphere, whereby the gain towards the 

satellite, as well as the damping towards the jammer, is evaluated.  

Generally, antijam is defined according to the next equation, 

( ) ( ) ( )      = −An ,tijam , ,,,J S S J SJ SJ G G  (V-67) 

with ( ) , JJG  being the reception pattern gain respectively damping in [dB] towards the actual 

jammer direction and ( ) ,S SG  being the reception pattern gain towards the actual satellite 

direction. 

V - 6.3.3 Optimal array geometry for MVDR beam forming  

In this section, the optimal array geometry for MVDR beam forming will be identified. 

Additionally, the effect of using non uniform and unknown real element reception pattern will be 

analyzed. 

The introduced minimum variance distortion less beam forming approach from the previous 

section, assumes for each single array element a uniform gain reception pattern with a gain of 0 dB 
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on the hemisphere. The real reception of each single array element is non uniform as given in figure 

V-24. 

In order to get an impression of different reception pattern, given uniform 0dB real element 

reception pattern, the following figures show for a defined satellite – jammer position, the 

corresponding MVDR reception pattern. 
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V-70 Uniform Patch Gain – rect4_05l 

 

V-71Real Patch Gain – rect4_05l 

 

V-72 Uniform Patch Gain – y3m1_05l 

 

V-73Real Patch Gain – y3m1_05l 
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V-74 Uniform Patch Gain – c6m1_025l 

 

V-75Real Patch Gain – c6m1_025l 

 

V-76 Uniform Patch Gain – c6m1_05l 

 

V-77Real Patch Gain – c6m1_05l 

 

V-78 Uniform Patch Gain – c6m1_1l 

 

V-79Real Patch Gain – c6m1_1l 
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V-80 Uniform Patch Gain – rect9_05l 

 

V-81Real Patch Gain – rect9_05l 

 

V-82 Uniform Patch Gain – rect25_05l 

 

V-83Real Patch Gain – rect25_05l 

In the following figures, again the cumulative percentage of satellite damping and antijam across 

the hemisphere is shown, for  

• MVDR beam forming using 0dB uniform element reception pattern 

• MVDR beam forming using non uniform real element reception pattern 
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Satellite gain and antijam distribution – MVDR beam forming with uniform 0dB element reception 
pattern 

 

V-84 cumulated sat gain  
 

V-85 antijam vs. satellite gain distribution 

 

V-86 cumulated antijam 
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Satellite gain and antijam distribution – MVDR beam forming with real non uniform element 
reception pattern (maximum gain of single patch normed to 0dB) 

 

V-87 cumulated sat gain – MVDR beam forming  

 
V-88 antijam vs. satellite gain distribution  

 

V-89 cumulated antijam 

The figures V-87, V-88 and V-89 compare the performance of different array geometries for the 

MVDR beam forming approach, where the real non uniform single element reception pattern was 

used. 

It gets obvious, that arrays having many array elements, show the best satellite gain. The satellite 

gain is the most important criteria for pattern selection, because already 10dB damping towards a 

satellite would increase the risk for loss of lock tremendously, given bad signal to noise 

environments. 

In figure V-84, the relationship ( )=  10log10Array elementsG N  gets obvious. Depending on the number 

of array elements, the cumulated gain towards the satellite changes. Additionally, the analysis shows 

that the gain towards the satellite does not depend on the satellite azimuth and elevation – given 
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array elements with a uniform 0dB spherical gain pattern. 

In case of non-uniform element reception pattern, the maximum satellite gain remains ArrayG , but 

depends on the satellite elevation within the antenna coordinate system. The maximum gain is not 

changed, because even for real non uniform element reception pattern, the maximum gain for each 

patch element is 0dB. At low elevations, the used non uniform element reception patterns have a 

gain lower than 0dB, which lead also to a lower array reception gain. The steps in figure V-87 

correlate with the number of different elevations used for analysis, on the geodetic dome.  

The rectangular array having 25 elements is by far the best one, but difficult to implement on small 

flight platforms. Therefore, for further analysis, the rectangular element with 9 elements and the 

circular array “c6_m1_r1lambda” will be used as MVDR beam forming reference.  

Comparing the antijam in case of a uniform patch gain and a real patch gain, it gets obvious that 

regarding antijam, an unknown respectively not considered non uniform patch gain has only little 

influence. The antijam is still high enough. (Important to notice at this point is that the high antijam 

is due to the assumption of antenna arrays having no geometry errors and due to the assumption 

of no attitude error towards the satellite and jammer. In later sections, the antijam degradation will 

be analyzed, given non-perfect antenna arrays and non-perfect attitude information) 

In order to identify the best geometry, satellite gain is the most important criteria, because already 

10dB lower satellite gain can cause loss of lock in bad signal to noise environments. 

A compensation of the lower satellite gains provides no benefit regarding signal to noise ratio. 

Applying some amplification would amplify the noise about the same amount and leaves the signal 

to noise ratio therefore unchanged. 

From that perspective, optimizing the element reception pattern is the only possibility, if large 

arrays are not possible. 

 

V - 6.4   Multi satellite beam forming 

In the previous chapter, beam forming was introduced for one satellite and one jammer. 

Beam forming for reception, differs fundamentally from beam forming for transmission.  

The huge advantage of beam forming for receiving signals is, to calculate an optimal reception 

pattern for each reception direction, respectively satellite. There is no need to superimpose or 

heterodyne the different beam forming solutions, because for each satellite, an own signal 

processing channel is available. This is also the huge advantage of reception pattern forming, 

compared to transmission pattern forming. 

In this section, this advantage shall be shown, by comparing the separate reception gains towards 

all satellites with a beam forming solution, being calculated similarly to the transmission pattern 

shaping. 
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V - 6.4.1 Virtual superimposed multi satellite reception pattern 

In the following approach, each satellite respectively tracking channel has its own beam forming 

solution. The figure below shows the corresponding architecture. 

 

V-90Separate satellite beam forming in L1 band 

Beam forming is realized within L1 band. For every satellite channel an own beam forming solution 

is calculated. For every single beam forming solution, an own analog unit with signal down 

conversion to an intermediate frequency is necessary.  

The different beam forming solutions are not combined.  

This is the huge advantage of reception pattern shaping in contrast to transmission pattern shaping, 

because in case of transmission pattern shaping there is only one solution, not a separate solution 

for each source, respectively target. 

In figure V-92, it is assumed that 5 satellites are in view. For each of these 5 satellites, an own beam 

forming solution is calculated. Just to show the overall reception pattern, all independent reception 

patterns are plotted into one polar plot. This polar plot is a virtual superposition according to  

( ) ( ) ( )( )        


= 1, , max , , , ,NsatB B B  (V-69) 

In signal processing, the different beam forming solutions are not superimposed, because every 

beam forming solution is processed in its own tracking channel. 
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V - 6.4.2  Beam forming like transmission pattern shaping 

Instead of calculating an independent beam forming solution for every satellite, it is possible to 

calculate a single beam forming solution having more than one main lobe, steered towards the 

wanted satellites. The following figure gives the corresponding signal processing architecture. 

 

V-91 Multibeam beam forming in L1 band 

As can be seen from the given architecture, there is only one analog unit necessary, compared to 

figure V-90, where for every satellite an own analog unit is needed. The multi beam MVDR beam 

forming is therefore much more easier to implement from point of hardware design. 

The derivation of the multibeam minimum variance distortion less response beam former is similar 

to the derivation given in equations (V-62) to (V-66). Instead of one, now more constraints are given. 

( ) ( ) ( )    +  −  +   −= 1 1H H Nsat H sat

n

H NL w ww S w V 1 λ λ V 1  (V-70) 

The matrix V  contains the array manifold vectors towards the different satellite directions. 

( ) ( ) =  #1 #, ,NsatV vp pv k k  (V-71) 

In order to find the array weighting vector w , the expression (V-70) has to be minimized. 
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 (V-72) 

Equation (V-72) can be written as linear equation system and solved by using the pseudo inverse, or 

also numerically. 
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
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0

1λ
 (V-73) 

(This approach can also be used for nulling, which will be discussed in a later section. In case of 

nulling, fictive satellites are used in order to maximize the antenna gain over a wide part of the 

hemisphere. The jammer direction is well known within the antenna coordinate system, even if 

only nulling is applied.) 

In order to compare the separate beam forming processing for each satellite and the above derived, 

multi satellite beamforming solution, an example with 5 satellites is used. For the following 

example, the real single patch, non-uniform reception pattern is used. 

 

Comparing separate multi beam solution vs. transmission like beam forming solution 
(using array architecture rect9_05l) 

 

V-92 virtual superposition 

 

V-93 transmission pattern approach 

From the figures above it gets obvious, that calculating an independent beam forming solution for 

every satellite, gives the best results with the already mentioned disadvantage of a higher processing 

load. 

The alternative approach, calculating only one beam forming solution, having main lobes to all 

wanted satellites, suffers an important drawback. The number of main lobes and therefore the 

number of satellites which can be considered is limited by the number of array elements. 

= − −, 1patSat Max jam rch meN N N  (V-74) 
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V - 6.5   Performance of different nulling algorithms 

V - 6.5.1 Introduction 

In the previous sections on beam forming, the jammer and satellite position within the antenna 

coordinate system were necessary. 

The problem of beam forming is, it is not applicable as a standalone solution for example within 

the antenna electronics. A special GPS receiver is needed for realization.  

In this section, nulling will be introduced. The huge advantage of nulling is that this approach 

minimizes the reception pattern gain towards the jammer direction, without the need of 

information about the receiver position or the antenna attitude. 

The huge disadvantage of nulling is the unwanted satellite damping. The reception pattern is 

calculated only with the goal to minimize the gain towards the estimated line of sight to the jammer 

in the local antenna coordinate system. The reception pattern is not optimized towards high gain 

in satellite direction. 

In the literature like in [119], [120], [121]  and [107], mainly two basic Nulling approaches are 

discussed, which will be introduced in the following. 

Additionally, a novel method for nulling will be developed, based on superimposed MVDR beam 

forming. 

The main goal of this section is to figure out, to what extent nulling is comparable to beam forming.  

Moreover, the different nulling approaches will be compared and the optimal array geometry for 

the different nulling approaches will be identified. 

V - 6.5.2 Nulling with a reference element 

The first nulling approach being discussed in this section, is based on the idea of using a reference 

element in the antenna array. The array weight for the defined reference element is set to 1. The 

weights for all other array elements are calculated in that way to get a maximum cancellation 

towards the assumed jammer direction. 

The reception gain pattern can be written as 

( ) ( ) ( ) ( ) ( )     

− 

− 

 
 

= =  
 
 

  =  

1

, , ,

p
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T T

k

j

B

e

B

e

k p

k p

kk w w v  (V-75) 

The amplitude of the received signal, respectively the received power spectral density ( )2
 is 

equal at every element. The received signals at the different elements differ only within their relative 

phase relationship. 

In order to get a “Null” at a defined direction, the beam weights w  must be calculated to get the 

following result. 
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( ) ( ) 
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The trivial solution for equation (V-76) would be  

=w 0  (V-77) 

to get a jammer damping as good as possible. But =w 0  would not only reject jamming sources, 

but also the satellite signal itself. 

Without any side condition, like maximizing the reception gain towards the satellite direction, the 

best solution for a minimum gain towards the jamming source, is a zero-weighting vectorw .  

Therefore, the challenge in case of completely independent nulling is, to find a weight vector, which 

minimizes the reception gain towards the jamming source, without being zero. Moreover, the task 

is to find an array weighting vector, which minimizes the reception pattern towards the jammer 

direction and maximizes the array gain towards all other directions on the hemisphere. 

The reference signal is defined as 

( ) ( ) ( )( ) − +
= ˆ ref tj t

ref refy t ea t  . (V-78) 

All other patch elements are the auxiliary elements. The received signals from all these auxiliary 

elements are added using complex waiting coefficients  

 −−−

−
 =
 

  , 1,1

,1 , 1
w Npatchw jjT

w w Npatch ea aew  . (V-79) 

The signal from an auxiliary element is defined according to the next equation. 

( ) ( ) ( )( ) − +
=  ,

, ,
ˆ aux nj t

aux n aux n

t
y t a t e  . (V-80) 

The superposition of all auxiliary elements can be written as 

( ) ( ) ( )( ) ( ) ( )( )   − +

 
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(V-81) 

The goal is to find complex weighting coefficients 
nw , which give a summarized signal ( ),auxy t

being 180° phase shifted in relation to the received signal from the reference element. In the 

following, the phase and amplitude conditions for the weighting coefficients for a N patch array 

antenna are derived. 

The direction of jamming signal arrival, respectively the corresponding wave vector, is given as 
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In order to get a “Null”, respectively minimum reception gain towards the jammer direction, 

amplitude and a phase condition must be fulfilled.  

The necessary phase relationship between the combined auxiliary signals and the reference signal 

is given below. 
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 (V-83) 

As reference element =p pNref patch  is defined. All received signals from other patches are related to 

this reference element and phase. The phase of reference element is defined as zero without any 

restriction.  

( ) ( ) == 0ref

T

ref Jt tk p  (V-84) 

All auxiliary phases are refer to the phase of the reference element. 

 

V-94 Phased array with three patches and reference element 
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(V-86) 

Equation (V-85) shows that the degree of freedom is −1patchN , which in turn gives the possibility to 

realize −1patchN  minima within the reception pattern. 

Instead of solving the phase and amplitude condition separately, it is much easier to demand the 
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absolute value of the following equation to be zero. 
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(V-88) 

In order to find a weighting vector w minimizing , the least squares approach will be applied. 
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( )
−

  = −
1

, , ,

T

k aux k aux k aux refvv vw v  
(V-91) 

This nulling method assumes that an estimation of the jamming line of sight direction respectively 

the jammer position within the antenna coordinate system is available. This can be realized within 

the antenna itself, by setting up the noise covariance matrix between all array elements. This matrix 

contains the jammer direction. 

V - 6.5.3 Gram-Schmidt orthogonalization based nulling 

This nulling approach introduced in this section is based on the Gram-Schmidt orthogonalization. 

Similar nulling approaches are given in [122], [108] and [123]. In general, Gram-Schmidt 

orthogonalization is given in [124]. 

Starting point is an arbitrary array weighting vector w 0 , which could be for example  

=   1 0Tw  (V-92) 

or the weighting vector resulting from pure beam steering, to become a main lobe towards a wanted 

satellite. 

The array manifold vector towards the jammer direction, where the reception pattern shall be 

minimized, is given as 

−− −  =
  

11
T

NpatcJ h
T

JjjT

kJ e e
k pk p

v . (V-93) 

The goal is to find an array weighting vector GSw 0 , for which holds 

=  0T

GS kJw v  (V-94) 

Equation (V-94) can also be represented in vector from, as the following figure shows. 
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V-95 Gram-Schmidt orthogonalization 

Starting with the arbitrary array weighting vector w , the difference vector w , which is needed 

to get the vector GSw , is calculated according to following equation [108, p. 39]. 
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V - 6.5.4 Heterodyned MVDR beam forming with synthetic satellites 

As already mentioned, the advantage of nulling is, it can be realized completely within the antenna 

and is therefore applicable to all GPS receivers without any need to modify the receiver itself. This 

measure does not need any information about the antenna attitude or the receiver position. The 

disadvantage of nulling is the damping of the satellite signal and therefore deterioration of the 

signal to noise ratio. 

Beamforming however needs the attitude information of the antenna and also the satellite position. 

Beamforming is therefore only possible, if the GPS receiver provides this information. 

A novel approach will be introduced in this section. Here, the advantage of nulling, working 

without any knowledge about the actual antenna attitude, together with the advantage of 

beamforming, causing almost no unwanted degradation of the satellite signal , will be combined. 
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V-96 Signal processing architecture – heterodyned MVDR beam forming with synthetic satellites 

The figure above shows the principle architecture of this novel approach. 

For this method, a set of fictive satellites is defined within the local antenna coordinate system. 

The angles   and  represent the attitude of the jammer and satellite in the local antenna 

coordinate system. The fictive satellites are evenly distributed about the antenna hemisphere using 

a geodetic grid.  The number of fictive satellites is not limited by the array topology respectively 

number of array patterns, because for every satellite an own MVDR beamforming solution is 

calculated.  

The only limit in high gain hemisphere coverage is the processing capability of the antenna, because 

for every fictive satellite, an own beam forming solution must be calculated. 

The MVDR beam forming solution is calculated with the already introduced equation 

( )
−

− −=    
1

1 1H H

n nw v S v v S  (V-97) 

whereby the jammer direction is a direct result of the measured noise covariance matrix nS , which 

can be realized also within antenna electronic. 

The output signals of all these independent beamforming solutions are superimposed afterwards 

within the antenna electronics, to create a heterodyned reception pattern. The receiver gets at its 

input only one cable with the already heterodyned solution. 

All these measures can be implemented within the antenna electronics, with no need to 

communicate with the GPS receiver. 

In case of normal beam forming, the satellite and jammer position are known exactly within the 

antenna coordinate system and within the platform coordinate system. Here, for every satellite, a 

separate beam forming solution is calculated and used in the corresponding tracking channel. No 

real superposition of the different beam forming solutions is necessary. 

For the approach discussed here, the situation is different. All beam forming solutions for the 

different fictive satellites need to be superimposed to get one combined reception pattern. 

The superposition is realized according to the following equation. In order to get the heterodyned 
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reception gain, again the frequency space representation is used. 

( ) ( ) ( )( )   
     



+
=

,
, , , , ntj

n
n

eB B  (V-98) 

A disadvantage of this approach is the possibility of signal cancellation instead of superposition in 

certain directions. This effect becomes obvious by considering an example of only two separate 

beam forming solutions. Assuming a phase difference ( )  ,n  of 180 degrees between the two 

independent MVDR beam forming solutions in a certain line of sight direction, the resulting 

reception pattern gain would be zero in the corresponding direction, if both gain values are equal. 

The resulting heterodyned signal in time space can be written as 

( )  ( ) ( )
( )( ) ( ) ( )( )1

,1 , ,, , , , , , ,
j

L

t
B x t x t a t xe t

   
            

+−


= = = −   (V-99) 

The factor ( ) 


, ,a t  affects the amplitude of the superimposed signal.  

In the analysis used for comparing beam forming and nulling, 16 fictive satellites are used which 

are evenly distributed over the hemisphere on a geodetic grid. 

V - 6.5.4.1 Necessary beam forming solutions for complete hemisphere coverage 

In the previous section, nulling was realized by superimposing many beam-forming solutions, 

having main lobes to different fictive satellites. All beam forming solutions have the same null 

towards the identified jammer. 

The solution becomes better, the more main lobes respectively fictive satellites are used. In this 

section the question will be answered, how many fictive satellites respectively beam forming 

solutions are necessary to get complete hemisphere coverage. 

For calculation it is assumed, that a 3dB beam width of each single main lobe, provides a good 

coverage. 

The following figure shows the 3dB beam width of a single MVDR solution, based on a rectangular 

array having 9 antenna elements. 

 

V-97 3dB beam width depending on elevation 
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The complete surface of the hemisphere with a radius of 1 is given by 

  = = 24 4rA  (V-100) 

A spherical segment, covered by the 3dB beam width is given by 




 
=   

 

2 3
3 sin4

2
dB

dBA  (V-101) 

Assuming  = 3 17dB , the total number of needed MVDR beam forming solutions is at least 23 

for covering the hemisphere, in case of evenly distributed fictive satellites. 

But even in case of 23 or much more fictive satellites, there may be areas on the hemisphere with 

low gain, due to subtractive superposition.  

 

V - 6.5.5 Comparing different nulling algorithms – assuming uniform element reception pattern 

In previous sections, three different nulling algorithms were introduced and developed. In this 

section, the nulling algorithm, providing the best jammer damping and simultaneously minimum 

satellite damping, will be identified. Additionally, the optimal array geometry for the different 

nulling algorithms is determined. 

This analysis is only done with uniform element reception pattern. The best performing algorithm 

and geometry in case of uniform element reception pattern, would be also the best performing 

algorithm, if non uniform element reception pattern are used. 

For each array geometry and nulling algorithm, a fictive jammer is moved across the hemisphere. 

In order to get good hemisphere coverage, the jammer is moved on a geodetic grid across the 

hemisphere. 

The following figure shows the architectures, used for nulling analysis. 
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V-98 Relation: Color <-> Array Type 

Nulling Approach:Reference Element 

 
V-99 Antijam – Reference Element 

 

V-100 Satellite Damping – Reference Element 

The figures above show, which percentage of the hemisphere has an antijam respectively satellite 

gain, lower than the given value on the x axis. 
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The antijam evaluation shows, that antenna arrays having different radii to the elements from the 

reference element, are not suitable for the algorithm which uses a reference element. 

Besides the jammer damping, it is very important to consider the unwanted satellite damping. An 

unwanted satellite damping of more than 10dB may already be critical for loss of lock in bad signal 

to noise environments. 

One of the best performing array geometries is the circular“c6m1_05lambda” architecture. 

 

Nulling Approach: Garm-Schmidt-Orthogonalization based Nulling 

 
V-101 Antijam –Gram Schmidt Nulling 

 

V-102Satellite Damping – Gram Schmidt Nulling 

Using Gram-Schmidt orthogonalization based nulling, all array architectures show a suitable 

antijam and at the same time, an acceptable satellite damping. For further comparison with other 

approaches, the architecture “Y3M1” will be used, because this architecture provides a high antijam 

and also a low satellite damping. For some parts of the hemisphere, there is even some satellite 

amplification. 
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Nulling Approach: Heterodyned beamforming with synthetic satellites 

 
V-103 Antijam – Histogramm 

 

V-104 Histogramm  
(cumulative satellite damping) 

Using the novel nulling approach, which superimposes the beam forming solution to many fictive 

satellites, the best performing array geometry regarding antijam would be the rectangular shaped 

array, having 25 elements. As satellite damping is the more important criteria, the best performing 

array geometry having acceptable antijam and at the same time a small satellite damping is the 

Y3M1_05lambda. 

For nulling in general, array geometries with less array elements provide better results than array 

geometries having many patches. For beam forming, it’s exactly the opposite.  

For nulling it is important that the lobes of the reception pattern are very broad. Thus, a large area 

of hemisphere is covered by broad reception pattern with high gain, which is important, because 

the satellite position in the antenna coordinate system is not known. By realizing a wide area of the 

hemisphere with high gain, there is a high probability that the real satellite is within this high gain 

part. 

In case of beam forming, the satellite position in the antenna coordinate system is known. The 

main lobe is exactly steered towards the satellite. It is advantageous that all parts of the hemisphere 

with no satellites have a reception gain as small as possible, in order to prevent also undetected 

jammers from entering the signal processing chain. 

In order to get an impression of the reception pattern shape in case of nulling, the following figures 

show the polar reception pattern of the Gram-Schmidt-Orthogonalization based nulling approach 

for different array geometries. 
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V-105 Polar – c4_05lambda 

 

V-106Sectional Plane – c4_05lambda 

 

V-107 Polar –Y3M1_05lambda 

 

V-108Sectional Plane –Y3M1_05lambda 

 

V-109 Polar – c6m1_025lambda 

 

V-110Sectional Plane – c6m1_025lambda 
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V-111 Polar – c6m1_05lambda 

 

V-112Sectional Plane – c4_05lambda 

 

V-113 Polar – c6m1_1lambda 

 

V-114Sectional Plane – c6m1_1lambda 

 

V-115 Polar – rectangle9 

 

V-116Sectional Plane – rectangle9 
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V-117 Polar – rectangle25 

 

V-118Sectional Plane – rectangle25 

The polar plots above show, that the null is very steep. Small attitude errors of the estimated 

jammer direction would worsen the provided nulling capability tremendously. 

All array geometries provide a very deep jammer damping of up to more than 140 dB. It is 

important to keep in mind, that this is just a theoretical value, which can only be achieved in case 

of perfectly known array geometry and perfectly known attitudes of the jammer. In case of attitude 

errors, the provided antijam becomes worse due to the steep null characteristic. Also, in case of 

unknown array geometry errors, the provided antijam becomes worse. These effects will be 

analyzed in a following section. 

As preparation for the following section on comparing nulling and beam forming, in this section 

the best nulling algorithm together with the optimal array geometry shall be determined. 

Up to now, three nulling algorithms were evaluated, where for each algorithm, also different array 

types were used.  

The following figure compares the performance of the three introduced nulling algorithms, using 

for each the best performing array geometry. 

The following list shows these combinations. 

• Nulling with reference element: c6m1_05lambda 

• Nulling with Gram-Schmidt orthogonalization: Y3M1 

• Heterodyned Nulling: Y3M1 
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V-119 Best of Nulling – SatGainDamping 

 

V-120Best of Nulling –Antijam 

The evaluations above show that the MVDR based nulling, using fictive satellites, provides with 

respect to unwanted satellite damping, definitely the best results. The provided antijam is worse 

compared to the other algorithms, but still high enough. The vital criteria for tracking robustness 

is in this case the unwanted satellite damping, in order to enable tracking also in low signal to noise 

environments. 

The huge disadvantage of MVDR based nulling with fictive satellites, is the high processing load. 

If for example 15 fictive satellites would be used, in parallel, 15 MVDR beam forming solutions 

must be calculated in real time within the receiver.  

Nulling with Gram-Schmidt based calculation of the array weighting vector, provides also a very 

good performance. The satellite gain is lower than the MVDR based nulling approach, but the 

antijam is much higher at a much lower processing demand. 

In the following, the Gram-Schmidt based nulling algorithm will be used for further evaluations. 

 

V - 6.6   Comparing beam forming and nulling 

In the following comparison, the two best nulling algorithms will be compared with beam forming. 

For nulling, the following algorithm – array combinations will be used. 

• Gram-Schmidt orthogonalization based nulling – Y3M1 

• MVDR beam forming with fictive satellites – c6m1_05lambda 

For beam forming, the “rectangle9” architecture and also the better “rectangle25” architecture will 

be used. For both, nulling and beam forming, real non uniform element reception pattern are used. 

The following figures show at first the Gram-Schmidt orthogonalization based nulling. 
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V-121Gram-Schmidt nulling vs. beam forming 

 

V-122Gram-Schmidt nulling vs. beam forming 

The simulations above show that beam forming has a gain higher than zero towards the satellites, 

whereas nulling worsens the received satellite signal. Regarding antijam, also the beam forming 

approach provides better results. 

 
V-123 SatGainDamping –Nulling method: Heterodyned 

mvdr 

 

V-124 Antijam –Nulling method: Heterodyned mvdr 

MVDR based beam forming with fictive satellites is comparable to beam forming regarding 

unwanted satellite damping. The provided antijam is worse, but still high enough.  

 

V - 6.7   Comparing beam forming and nulling in case of more than one jammer 

In the previous sections, the optimal array geometry for MVDR beam forming was identified, 

which is the rectangular array with 9 elements. (Apart from the rectangular array with 25 elements, 

being not practicable for small flying platforms) 

Also, the most promising nulling algorithm together with best fitting array geometry was identified, 

which is the orthogonalization based nulling together with the “c6m1_05lambda” array geometry. 
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Beamforming rect9

Beamforming rect25
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(The MVDR based beam forming with fictive satellites will not be used for further evaluation, 

because at the time being, this approach is not practicable due to its high processing load) 

Up to now, only one jammer was considered. In this section, the performance of beam forming 

and nulling in case of two and three jammers will be evaluated. A analytical analysis of nulling 

performance, given more than one jammer is given in [125]. 

 

MVDR beam forming with more than one jammer 

In equation (V-56), the noise covariance matrix was introduced, which is the central element of 

information about the jammer within the MVDR beam forming algorithm.  

If more than one jammer is received, the received noise for all array elements can be combined 

into one vector. 
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x n j j  (V-102) 

For calculating the noise covariance matrix, at first it is assumed, that the different jamming signals 

are uncorrelated. Also the noise components from the different antenna patches are assumed to 

be uncorrelated. 
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 (V-103) 

By using 

( )( )=S C ,noise corr Noise  (V-104) 

the noise covariance matrix for multi jammer reception gets 
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Orthogonalization based nulling with more than one jammer 

In equation (V-96), the array weighting vector was calculated, considering one received jammer. Basis 

for derivation was the criteria =  0T

GS kJw v , which requests the array weighting vector being 

orthogonal to the array manifold vector 
kJv  of the jammer. 

In case of more than one jammer, this criterion gets 

  = 1 2  T T

GS kJ kJ kJNjw v v v 0  (V-106) 

The vectors   1 2kJ kJ kJNjv v v  span a jN  dimensional subspace. In order to find a 

weighting vector 
T

GSw , being orthogonal to this subspace, also the Gram-Schmidt 

orthogonalization is used.  

At first, a set of orthogonal vectors is calculated, spanning the same subspace as the vectors

  1 2kJ kJ kJNjv v v . 

For this orthogonal set of vectors, a further orthogonal vector can be found, which can be used as 

array weighting vector. 

Such a set of orthogonal vectors   1 2x x can be calculated according to the following 

equations, which are also given in [108, p. 42]. 
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( ) ( ) = 1 2 1 1 33 2  , kJxx x vM x M  
(V-109) 
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− −
  =  2 ,1 1 1   Nj j NN kJ jM M vMx  

(V-110) 

The dependence of M  on the already calculated orthogonal vectors is omitted, in order simplify 

the expressions. 

The orthogonal weighting vector is calculated according to next equation 

   = 2 1    Nj

T

GS M M Mw w  (V-111) 

with w  being some arbitrary weighting vector. 

The following example shows the polar reception pattern for the nulling approach and also for the 

beam forming approach.  

 

V-125 Nulling – 3 jammer – c6m1_05lambda 

 

V-126 MVDR – 3 jammer – rect9 

Additionally, to the polar reception pattern, in the following figures, the reception pattern in the 

elevation – azimuth plane is shown. There it get’s obvious, the “Null” is located at the correct 

elevation.  

The jammer attitudes used for simulation, are given below 
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V-127 Nulling – 2D jammer plane 

 

V-128 MVDR – 2D jammer plane 

In order compare the performance of nulling and beam forming in case of three jammers, similar 

to previous sections, also here the satellites and jammers are permuted across the geodetic grid.  

In the previous analysis, the jammer and satellite were moved across a set of geodetic grid points, 

whereas for every jammer – satellite constellation, a beam forming or nulling solution was 

calculated. In this section with three jammers, two of them are fixed, whereas the remaining jammer 

is again moved across the geodetic dome. 

For nulling, the Gram-Schmidt orthogonalization based nulling algorithm is used, together with 

the circular array geometry “c6m1_05lambda”. For beam forming, the MVDR algorithm is used, 

together with the rectangular array “rect9”. 
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V-129Satellite gain – 3 Jammer 

 

V-130Antijam – 3 Jammer 

 

The simulations above show, that in case of three jammers, the performance of both, nulling and 

beam forming becomes worse regarding the provided antijam. But beam forming still provides a 

better antijam than nulling. 

More important than antijam, is the unwanted satellite damping. The simulation shows that the 

satellite gain of beam forming remains independent on the number of jammers, contrary to nulling. 

In case of nulling, there is already tremendous satellite damping, which becomes even worse if 

more than one jammer must be considered 

 

Maximum number of possible jammers 

The maximum number of jammers which can be eliminated by nulling or beam forming is     

−1elementN . 

One of the best performing nulling arrays was the c6m1_05lambda, having 7 antenna elements. 

One of the best performing beam-forming arrays was the rectangular array rect9, having 9 antenna 

elements.  

For comparing the performance of beam forming and nulling in case of maximum possible 

jammers, 6 jammers are chosen. The following two figures show an example constellation with 6 

jammers. 
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V-131 Nulling - c6m105lambda - 6 Jammer 

 

V-132 MVDR - rect9 - 6 Jammer 

Additionally to the fixed constellation above, the following figures show a simulation, where one 

jammer is moved together with a satellite about the hemisphere, considering all possible 

permutations on a defined geodetic dome grid. All other 5 jammers remain fixed. 

 
V-133 Satellite gain – 6 Jammer 

 

V-134 Antijam – 6 Jammer 

The simulation shows that in case of 6 jammers, the provided antijam becomes worse. But even in 

case of 6 jammers, the beam forming solution using the MVDR approach, gives better results. 

Especially in case of beam forming, there is no satellite signal degradation. 

 

V - 6.8   Sensitivity of beam forming and nulling regarding array geometry errors 

In the previous chapters, antenna arrays without any errors were assumed. The array element 

positions are known perfectly. 

But this does not correspond with the real world. In reality, the antenna array, respectively the 

positions of the array elements have errors, which are not known exactly.  
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This section evaluates beam forming and nulling with respect to such errors.  

Principally, two error types for geometry errors are possible. 

• Bias-like phase center errors of the antenna element: The phase center of the single element 

is not located in the middle of the element. The phase center shifts can be assumed to be 

random. 

• Location errors of the single antenna element within the antenna array. 

The following table lists the array geometries and error topologies, which will be analyzed. 

Bias like phase center shift of all 
antenna elements, with arbitrary error 
direction.   

Phase shifts to be analyzed: 

0.0001 ,  0.01  
 

C6M1_05lambda (for Nulling) 

 

RECT9 (for beam forming) 

 

 

Wrong position of elements – radius 
error of all elements 

Errors to be analyzed 

0.0001 ,  0.01  

 

 

C6M1_05lambda 
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RECT9 

 

 

Wrong position of two elements 

Errors to be analyzed 

0.0001 ,  0.01  

 

 

C6M1_05lambda 

 

RECT9 

 

The following figures shall give an impression, to which extent the nulling performance becomes 

worse, depending on geometry errors. The effect will be shown for Gram-Schmidt nulling 

approach and MVDR beam forming, each with the corresponding optimal array geometry. 
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V-135 Antijam given geometry errors - Nulling 

 

 

V-136 Antijam given geometry errors - MVDR 

The simulations show, that already small bias like errors of the phase center or radii errors, worsens 

the nulling performance tremendously.   

The gain towards the satellites are almost unaffected. 

The following two figures give a visual example for the reception pattern, given geometry errors. 

The figures below show the reception gain pattern in the azimuth plane of the jammer. 

As example, the following jammer location was used. 
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V-137Nulling – radii error – 0.0001lambda 

 

V-138MVDR – radii error – 0.0001lambda 
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V-139Nulling – radii error – 0.01 lambda  

V-140MVDR – radii error – 0.01 lambda 

This section shows that the theoretical nulling performance with 140 dB null depth or more, is not 

possible in real applications. Small array errors are not avoidable. In order to limit the effect of 

such geometry errors, an antenna calibration is necessary. The other possibility is to use the 

analytical derived nulling, respectively beam forming solution as a start solution and deepening the 

null, by using a real time gradient search approach. 

This analysis on unknown geometry errors shows, regarding antijam, beam forming has no 

advantage compared to nulling anymore. Nevertheless, the gain towards satellites given beam 

forming, remains almost unchanged. Therefore, beam forming should be preferred anyway. 

 

V - 6.9   Beam forming and nulling performance in case of jammer attitude error 

In the previous sections, an error free knowledge of the jammer and satellite attitude was assumed. 

But as the null is very steep within the reception pattern, already small attitude errors worsen the 

nulling performance tremendously. Therefore, this section is to analyze the nulling performance 

loss in case of small attitude errors towards the jammer. Moreover, also small attitude errors 

towards the satellites are assumed, which worsens the satellite gain. 

As attitude error in the following simulation, an elevation error of 1 degree is assumed. 
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V-141 Satellite gain – Attitude Error 

 

V-142 Antijam – Attitude Error 

The figures V-141 and V-142 compare the satellite gain and the resulting antijam in case of the 

assumed attitude error. In both cases, an error free antenna array was assumed.  

Because the null is very steep in the reception pattern, the impact of an attitude error on antijam is 

very high. The antijam reduction is more than 100 dB; in case of nulling and in case of beam 

forming. The attitude error towards the satellite direction has only minor influence on the satellite 

gain, due to a relatively broad main lobe. 

In the following, the impact of attitude errors will be analyzed in case of an antenna array with 

unknown geometry errors, as they were introduced in the previous section. 

The null depth in case of unknown array geometry errors is reduced anyway up to only -30dB. But 

the null is much broader compared the sharp null, given error free array geometries. Therefore, the 

impact of attitude errors in addition to already existing array geometry errors, is very small. 
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V-143 SatGain - Attitude error and geometry error 

 

V-144 Antijam – Attitude error and geometry error 

 

V - 6.10   Conclusion reception pattern shaping 

The main intention of this section was to evaluate in depth, the advantages and disadvantages of 

beam forming respectively nulling. 

Nulling has the huge advantage that it can be implemented within the antenna electronics. 

Therefore, nulling can be used to increase antijam of all standard GPS receivers. In order to realize 

beam forming, a special receiver is necessary. 

As the evaluation of nulling and beam forming has shown, beam forming provides a slightly better 

jammer damping as nulling. But what is much more important, beam forming causes no satellite 

damping as it is in case of nulling. Already 10 dB satellite damping could cause a loss of lock in bad 

signal to noise environments.  

An additional contribution of this section is the analysis of nulling respectively beam forming 

performance, depending on the array topology. Many pattern geometries are possible. The analysis 

of this section has shown that for nulling and beam forming, different array geometries must be 

used to get optimal results. 

Besides the influence of array geometry, beam forming and nulling were also evaluated with respect 

to their sensitivity to unknown array geometry errors and jammer attitude errors.  

Even here, beam forming is less sensitive regarding these errors. 

If array geometry errors and attitude errors occur at the same time, there is only a small remaining 

dependence on attitude errors. Unconsidered, respectively unknown geometry errors influence the 

shape of the reception pattern. One major effect is that the “Null” at the estimated jammer attitude 

becomes wider and less deep. As a result, even if the real jammer attitude deviates from the 

estimated attitude, the “Null” shows almost the same damping. 
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Additionally, this section developed a novel nulling approach, providing almost equal performance 

as beam forming. Although this novel algorithm is based on beam forming, no pre knowledge of 

the satellite positions within the antenna coordinate system is necessary.  

The nulling and beam forming algorithms analyzed in this section, give analytical beam forming 

and nulling solutions respectively, complex array weighting vectors. As the analysis in this section 

has shown, given unknown phase center shifts of antenna pattern or in case of unknown pattern 

position errors, the jammer nulling capability is worsened. In order to compensate these errors, an 

array calibration is necessary, or an iterative nulling solution can be used, starting with the 

analytically derived array weighting vector, as initial solution. 

 

 

V - 7  Mission planning in jammed environments 

Mission planning is a collective term for all necessary activities and steps in order to choose all 

parameters of a planned flight, which could be a drone observation mission or even a military 

operation, in such a way that the maximum possible quality of GPS navigation is available along 

the mission. 

The parameters to be selectable for the user are mission trajectory, which could in case of assumed 

jammers, optimized to get a GPS aided navigation as long as possible. Moreover, the mission time 

can be chosen in such a way to get a dense satellite coverage in the defined area. For system 

developers, whose purpose is to set up an aided GPS navigation, the overall performance of the 

combined GPS – Inertial Navigation system can be evaluated pre mission and improved.  

This all is possible by using the equivalent base band simulation concept, developed in chapter IV.  

Especially in safety critical applications like air taxi operations or flight auto landing, or in military 

operations, jamming poses a vital security issue.  

In section V - 2.5  of this chapter, the discriminator error variance in case of different jamming 

scenarios was calculated. But even with this information, a deterministic loss of lock prediction 

based on the assumed jamming power is not possible. The tracking loop is a closed loop system, 

which can be represented as a nonlinear differential equation system. The nonlinearity is caused by 

nonlinear tracking filter equations and – what is the vital nonlinearity with respect to loss of lock – 

the nonlinear discriminator function. The discriminator noise, caused by jamming, can be viewed 

as a superposition to the misalignment measurement of the discriminator and provides a stochastic 

stimulus of the nonlinear differential equation – making a stochastic nonlinear differential equation. 

In most cases there is no deterministic solution, which noise variance causes the system to become 

instable. Selected examples are analyzed in [104] or [126], solving the Langevin differential 

equation. But in most cases, a simulative determination of the loss of lock, doing many simulation 

runs, is the best approach. This can be done by using the developed equivalent base band 

simulation approach. Because even long missions can be simulated in very short times and many 

different jamming realizations can be simulated. 

The figure IV-2 summarizes all necessary steps for mission simulation. All these steps are already 

developed in this thesis in previous chapters. 
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The simulation must be carried out with different jammer realizations respectively in case of white 

noise jamming, with different seeds. 

In the following example, a jamming scenario with a white noise jammer is evaluated together with 

the DA42 approach. The jammer is located at the final mission trajectory coordinates, at a height 

of 10 km. 

The jamming power is selected to be 1 kW. The used jammer is a noise jammer, whereby the power 

is evenly distributed about 2 MHz.  

Several simulation runs are evaluated with each having a new jammer signal realization.  

The following figures show the tracking behavior and especially the loss of lock behavior.  

 

V-145 Pseudoranges - given jammed environment 

 

V-146 Position solution - given jammed environment 

Each scenario uses equal dynamics and equal jamming power. The only difference is the seed for 

the Gaussian noise jammer. As the simulations show, the loss of lock occurs not deterministically, 

but stochastically at some most probable value. 
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VI Summary 

Contributions from “Robust Accuracy and Dynamic Continuity” 

This thesis classifies the possible GPS tracking architectures into categories and compares the best 

performing and robust tracking architecture of each category against the best one of all others. This 

procedure gives a structured and representative comparison of possible tracking architectures in 

different scenarios and different environments. The categories being compared are: 

➢ Classical scalar fixed gain tracking loops against scalar optimal filter tracking loops 

➢ Scalar tracking against vector tracking  

➢ Total state realizations against error state realizations 

➢ Unaided tracking against aided tracking 

For comparison, a metric based on error variances and error correlation times for raw data and 

position solution is developed. 

The following table summarizes the results of the comparison. 

Classical scalar fixed gain Scalar optimal filter tracking  

The loop filter order must be selected based on heuristic 
methods. An analysis regarding some remaining control 
error must be done. 

The tracking filter order is an inherent result of the 
assumed platform dynamic by using the corresponding 
dynamic model in the Kalman filter propagation 
equation. 

Tuning of a tracking loop is a gradual walk between 
minimum bandwidth in order to keep the raw data error 
variance as small as possible and on the other side, 
selecting a closed loop tracking bandwidth high enough, 
to follow the line of sight dynamic. The tuning of the 
scalar fixed tracking loop is mainly bandwidth oriented 
and requires some experience, what an appropriate 
bandwidth design is. 

Application of scenario matched tuning is possible. All 
platform dynamics and noise environment 
characteristics can be mapped bijective on the Kalman 
filter tuning parameters. The closed loop tracking 
bandwidth is a direct consequence of the selected 
dynamic model and the applied tuning parameters. 

Especially in case of planned missions, the dynamic 
behavior is known and a corresponding dynamic model 
can be selected. All deviations from this dynamic model 
are also known pre mission and can be used to model 
the errors within the Kalman filter. This approach gives 
an optimal tuning 

Classical scalar fixed gain tracking does not provide 
inherently some error covariance information. This thesis 
shows that in parallel to tracking, a dynamic state space 
error covariance model can be derived, based on 
interference. But it is not possible to consider within the 
error covariance information the dynamic stress, 
respectively the incapability of the tracking loop to follow 
the line of sight dynamic. 

Inherently available tracking error covariance 
information by the Kalman filter state error covariance. 

The error covariance includes noise caused errors and 
also dynamic caused errors. 

 Easy online adaptive tuning. Changing platform 
dynamic characteristics and a changing signal to noise 
environment, changes automatically the tuning, by 
mapping these values on the Kalman filter tuning 
parameters 
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Scalar optimal filter tracking  Vector optimal filter tracking 

In case of tracking outage of one satellite, time-consuming 
reacquisition is necessary. 

As long as 4 or more satellites are available, immediate 
reacquisition, if one satellite is temporarily not available 

No inter satellite aiding. Each channel-wise satellite 
tracking loop works independent. 

The line of sight dynamic of different satellites is 
correlated. Due to vector tracking, the satellites aide 
one another. A smaller closed loop tracking bandwidth 
for each tracking channel is the consequence, with 
higher robustness against interference.  

For positioning solution, two filter stages are cascaded. 
Raw data tracking is the first filter stage. The scalar 
tracking loops provide raw date error variance 
information. Due to filtering, the raw data errors are 
strongly correlated in time. The raw data are 
measurements for the subsequent positioning filter. 
There, the time correlation of raw data error’s must be 
considered. 

Cross correlation of raw date errors is not considered 
within the positioning filter.  

Positioning solution and tracking within one filter 
stage. No filter cascades and therefore no correlated 
coupling errors. 

Better results for position error covariance 
information, because it is derived directly, based on the 
modeled dynamic and discriminator error covariance. 

Error cross correlations between different satellites are 
considered. 

 

Unaided total state realizations Unaided error state realizations 

The platform dynamic model is integrated within the total 
state tracking filter. 

Errors of a wide dynamic range must be separated by the 
tracking filter, which are the line of sight dynamic between 
receiver and satellite and also for example the low 
dynamic clock error or ionosphere delay. This wide range 
of dynamics makes the filter very sensitive regarding 
tuning. An optimal separation of different errors is not 
always possible. 

In order to set up an error state filter without external 
aiding, in addition to the error state tracking filter, a 
total state model for dynamic propagation must be 
realized.  

Depending on the validity of the selected dynamic 
model, the error state filter still has to cope with all 
residual dynamic – which can be almost the total state 
dynamic in high dynamic scenarios. 

But nevertheless, tuning is simplified if an additional 
external total state dynamic model for state 
propagation is used. 

 In low dynamic scenarios, where the external total state 
dynamic model fits more the real dynamic, better 
tracking results with lower raw data and position error 
variance are possible. 
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Unaided tracking Aided tracking 

In case of a low aiding rate, the performance of an unaided 
vector tracking approach, given low dynamic scenarios 
like the used DA42 approach, is equivalent to the aided 
tracking. (Only valid for the unjammed case) 

But already in high dynamic scenarios, like the F-22 
fighter trajectory, the aided approach provides better 
results, even with a 1 Hz aiding rate. (Only valid for the 
unjammed case) 

Aided vector tracking in error state realization provides 
best tracking results. 

All possible aiding errors can be estimated by such a 
tracking architecture and also compensated. 

Aiding errors which matter are: Noise like aiding errors, 
aiding errors due to low aiding rate, aiding delay and tilt 
aiding errors. 

Given a 40 Hz aiding rate, robust tracking, even in case 
of high jamming attacks is given. 

 Aided vector tracking in total state realization is 
possible, but the filter is very sensitive regarding tuning 
of the implemented aiding error models. 

The dynamic range within the total state filter is very 
high, thus despite aiding, in the filter the full platform 
dynamic is present.  

Better results regarding aiding error estimation are 
possible with an error state realization. 

 Aided tracking together with scalar tracking filters is 
possible, but shows worse results in case of tilt aiding 
errors. 

It is not possible to estimate the tilt aiding errors in the 
scalar filter.  

Estimation of the tilt aiding errors in the subsequent 
positioning filter is possible, but the estimation results 
are of bad quality. This is because parts of the tilt aiding 
errors are already compensated by the scalar raw data 
tracking filters, by mapping some parts on other errors 
like the local estimated aiding delay. Thus, not the full 
tilt aiding errors are included within the estimated 
pseudoranges. 

 

Besides the comparison of the mentioned tracking architectures, this thesis provides further vital 

contributions. 

For classical scalar fixed gain tracking loops, a state space representation is developed. Based on 

this state space representation, an error covariance model is realized, providing the raw data error 

covariances. 

With focus on optimal filter tracking, a novel tuning approach is developed, being called “scenario 

matched tuning”.  The platform dynamic characteristics and also the assumed noise environment 

is mapped directly onto the tuning figures of the Kalman filter. This approach realizes a kind of 

“optimal tuning” and also adaptive tuning while being on a mission. Especially adaptive tuning is 

very easy to implement, because actual signal to noise ratio measurements along the mission can 

be directly mapped onto the corresponding Kalman filter parameters. Also estimated platform 

dynamic, being derived for example online from flight control outputs, can directly be mapped on 
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the Kalman filter dynamic model parameters. For all tracking architectures being developed, a 

detailed discussion of the applied “scenario matched tuning” is provided. 

In the context of scalar optimal filters, also an optimal filter-based carrier aided code tracking loop 

is developed, where the applied Kalman filter works as a loop filter and additionally, realizes the 

fusion of code and carrier tracking results. In contrast to fixed coupling between carrier and code 

tracking loop in classical architectures, here an optimal adaptive coupling between carrier and code 

tracking loop is realized, based on the respective state error covariances. 

In order to realize an unaided scalar optimal filter-based error state approach, a new tracking 

architecture is developed. The optimal filter is realized in error state space, while an external 

additional total state dynamic model is used for state propagation. 

An optimal filter-based positioning filter is developed, designed to interface the analyzed scalar 

optimal filters. Especially the error covariance information, provided within the state error 

covariance matrix of the scalar filters, can be used within the measurement error covariance matrix 

of the positioning filter. 

In literature, if unaided error state vector tracking architectures are given, only the error state filter 

is discussed, but the whole tracking architecture is missing. This section develops in detail an error 

state vector tracking approach, consisting out of an error state Kalman filter and an additional total 

state filter for dynamic propagation. 

For aided tracking architectures, it is of great importance to consider, estimate and compensate the 

aiding errors. This thesis develops models for noise like aiding errors, for aiding errors due to low 

aiding rate, for aiding delays and for tilt aiding errors. The mentioned aiding error models are 

developed in such way to fit the following three aided tracking architectures. In each aided tracking 

architecture, a detailed tuning discussion of the aiding error models is given. 

At first an aided error state vector tracking architecture is developed. Two different approaches, 

how aiding is integrated into the tracking architecture, are developed. The first approach uses an 

additional total state propagation, where aiding is used as an excitation of the corresponding 

additional, total state differential equation system. The second approach uses two coupled Kalman 

filters. An error state Kalman filter and a total state Kalman filter. The total state Kalman filter 

integrates the velocity aiding as a measurement. Within this additional total state Kalman filter, 

already noise like aiding errors are modeled. Thus, this filter is able to prevent aiding with bad 

quality from entering the tracking loop. Moreover, this additional total state filter is able to estimate 

the platform acceleration based on the aiding velocity. This acceleration is necessary for estimating 

aiding delay. 

 

Contributions from “GPS Modeling and Simulation” 

In this thesis, an equivalent base band simulation architecture is developed, being only based on 

code- and carrier phase dynamic together with a realistic stimulation of discriminator noise or 

interference caused error variance. Thus, tracking with all kinds of tracking filters can be simulated, 

without the need of real signal or software space segment simulators and GPS receivers or software 

receivers. Also, any signal to noise scenarios and interference scenarios are considered. Moreover, 

this equivalent base band approach is much faster than real time, enabling pre mission simulation 
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of tracking behavior and in case of jamming scenarios, also simulative loss of lock predictions. Due 

to short simulation times, many scenarios can be simulated in short time in order to gain a deep 

understanding of the tracking behavior in planned missions. 

In a first stage, the correlation core is modeled as first order differential equation system, using the 

measured line of sight code phase dynamic and the estimated code phase dynamic as an excitement. 

For each satellite, such a differential equation system is set up. The discriminator measurement is 

a state of such a differential equation system and equals the discriminator measurement, a real 

discriminator provides. The tracking filter equations are the same as they are in a real receiver or 

software receiver. Because the tracking filter equations are the one of the real tracking filter 

implementations, the corresponding Kalman gains and state error covariances are calculated while 

executing this simulation. These Kalman gains are stored and needed for the second stage of 

simulation, as described below. 

In a second stage, the tracking filter is also written as a coupled first order nonlinear differential 

equation system and combined with all differential equations of the correlation cores, into one big 

first order nonlinear differential equation system. This representation provides the advantage, that 

the whole tracking loop, together with all mutual couplings, is represented in one state space 

system. Using the corresponding linearized state space matrix, the closed loop tracking bandwidth 

for each satellite channel can be calculated, also in case of vector tracking. Especially in vector 

tracking, this special insight provides the information, which satellite is aided most and which is 

less correlated with all other satellites. (A high closed loop tracking bandwidth suggests little aiding 

by other satellites). Moreover, the eigenvalues of the system matrix can be used as an analytical 

evaluation method of tracking stability. For receiver designers, this feature is highly valuable 

because it provides the information, if the designed tracking architecture in general and the tuning 

provides a stable tracking. Also, for mission planning and for homologation, this approach is 

extremely helpful. For any trajectory, in advance, the stability can be verified and the closed loop 

tracking bandwidth. It provides even the possibility to apply Monte Carlo methods, by varying all 

possible tuning parameters and also mission parameters, like dynamic and interference in defined 

limits, in order to evaluate the worst-case stability and bandwidth margins. 

As well the closed loop tracking bandwidth and the eigenvalues can be calculated with a selectable 

sampling rate along the mission, respectively trajectory. Thus, the bandwidth and eigenvalue 

behavior along a planned trajectory can be evaluated pre mission. 

This thesis develops for each tracking architecture, both mentioned state space realizations. 

In addition to the equivalent base band simulation architecture, an IF band, software-based space 

segment simulator and IF band GPS software receiver is developed. The major intention of this 

software-based space segment simulation and GPS receiver is the verification of the developed 

equivalent base band model and the analysis of non-stationary tracking situations, especially in case 

of loss of lock. Because the focus is on analyzing tracking itself, the limitation to IF band is 

absolutely sufficient. The space segment sided up conversion to L1 band and the GPS receiver 

sided down conversion to IF band, would provide no benefit. 

For both, the equivalent base band approach and the IF band space segment simulator, at first a 

detailed model of the line of sight dynamic between satellite and receiver is derived, used for code 

phase simulation and upon, code and carrier signal construction. For line of sight dynamic, besides 
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the pure satellite and platform dynamic, also the phase influence of ionosphere is considered and 

the phase influence of the antenna itself, which is especially very important, if beam forming or 

nulling algorithms for antenna reception pattern forming are used. Besides the line of site phase 

dynamic model, also a satellite signal link budget model and jammer signal link budget model are 

developed, including besides the free space transmission, also the influence of the antenna 

reception pattern and also receiver internal signal processing steps. 

 

Contributions from “Reception Resilience” 

For tracking filter tuning and for simulation of tracking, especially with the purpose to determine 

the maximum possible jamming power before loss of lock occurs, a precise calculation of the 

discriminator error variance is vital. Therefore, this thesis develops a modified discriminator error 

variance calculation scheme, especially for high interference scenarios. For that, for a white noise 

jammer and PN code jammer, the remaining jammer power and signal form in time and frequency 

at different stages within the GPS receiver are calculated. As a result, the residual jamming power 

after correlation is derived, considering also the de-spreading with the replicated spread spectrum 

code. This residual post correlation jamming power, together with the satellite signal power at IF 

interface, can be used for exact discriminator error variance calculation. 

For antijam improvement within the GPS receiver, the optimal design of the IF filter bandwidth 

in combination with selecting the correlation time, are important measures. For a white noise 

jammer and PN code jammer, a combined optimal design of IF bandwidth and correlation time is 

analyzed in this thesis. For PN code jammer in particular, the impact of the special PN jammer 

signal structure in combination with the IF bandwidth and correlation time, on the discriminator 

error variance, are evaluated. 

Moreover, the design of the down conversion stage from antenna interface till IF filter and 

automatic gain control, are evaluated. This stage does not provide additional antijam, but 

contributes to maximum antijam through a minimum noise figure design. Formulas for noise 

figure, depending on an active antenna front end, in dependence of the amplifier position, are 

developed. As well for one amplifier, or in case of long necessary cabling, also two amplifiers. 

One of the most powerful resilience measures against antijam is active reception pattern control of 

the antenna. This thesis starts with comparing different Nulling algorithms and develops upon a 

novel Nulling algorithm, being based on beam forming with virtual satellites. The latter algorithm 

performs better than Nulling algorithms suggested by literature, at the cost of high processing load 

and carrier phase manipulations, varying across the hemisphere. 

This thesis also introduces a beam forming algorithm, based on literature.  

For Nulling and beam forming, different possible pattern array geometries are evaluated in order 

to find the best fitting array geometry for Nulling and beam forming. Nulling performs best with 

only few patch elements. In this case, the resulting main lobes are very broad and thus 

compensating the main disadvantage of nulling, which is the unintentional satellite damping. 

Nulling places the minimum reception gain towards the jammer, but does not maximize the 

reception gain towards the satellites. Therefore, many broad main lobes ensure a good high gain 
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coverage of the hemisphere. Moreover, besides the Nulling algorithm, being based on beam 

forming with virtual satellites, an antenna array with a central element is best performing. 

For beam forming, antenna arrays with many array elements are beneficiary. Here, there is no 

unintentional satellite damping, because the reception pattern is maximized towards the known 

satellites and minimized towards the jammer direction. Many array elements give very thin and 

sharp main lobes, which minimizes the danger of unintentional amplification of a jammer, in case 

the jammer attitude is similar to the satellite attitude, especially given low satellite elevations within 

the antenna coordinate system. 

Beam forming and also Nulling show a damping towards the interference, of more than 150 dB. 

However, this damping is more theoretical in nature, due to perfect jammer attitude estimation and 

a perfect array geometry.  

Real arrays are imperfect due to small patch positioning errors of different characteristics. This 

thesis does some detailed analysis, which impact do different geometry errors have on jammer 

damping and satellite gain, given Nulling and Beam forming. The evaluations show that in case of 

real, imperfect array geometries, the damping towards the jammer is reduced to only 30 to 50 dB, 

with minima, being much broader. This is valid for beam forming, as well for Nulling. The satellite 

gain is only slightly affected. 

Due to very sharp minima in case of a perfect array geometry, already small attitude errors reduce 

the damping to only about 30 to 50 dB. In case of real, imperfect array geometries and thus, much 

broader minima, small attitude errors only have smaller effects. As conclusion, given real imperfect 

arrays and small jammer attitude errors, Nulling can offer an almost comparable performance like 

beam forming. 

This thesis does additionally some comparing of beam forming and Nulling in case of more than 

one jammer up to the maximum number of jammers, which depends on the array elements. In 

such cases, beam forming always shows up to 10 dB better jammer damping than Nulling. 
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VII Appendix 

VII - 1  Error modeling 

VII - 1.1   Receiver clock error model 

Within tracking loops, the receiver clock error constitutes an essential error part. The code and 

carrier tracking loops intend to keep the phase of the replicated code and carrier signal aligned with 

the received code and carrier phase by controlling the NCO frequency.  

The receiver internal clock provides the base frequency for the NCO. A deviation of this base 

frequency caused by a receiver clock error leads to a phase error which must be compensated by 

the code and carrier tracking loop. 

This frequency adjustment cannot be distinguished from a necessary frequency adjustment due to 

line of sight movement and the resulting doppler frequency in a single satellite tracking channel. 

Depending on the oscillator type and the used crystal, the error characteristic is different. In [33] 

can be found a detailed analysis of different clock error types. In this work, the clock error is 

modeled with a bias and drift. 

The following figure shows the composition of the receiver clock error. 
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The clock drift ( )clk tt  is a combination of a clock drift noise and a changing clock oscillator 

frequency  ( )clk tf , whereby this changing frequency is modeled as a Wiener process. The 

complete clock error model in state space form can be written according to the next equation. 
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As reference for the clock errors, a Novatel OEM628 GPS receiver is used. Real measurements 

given in [33, p. 122] show a  clock drift noise variance  
 

 
= =  

 

2
2 2

2
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t t
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sc
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The oscillator frequency change ( ) clkf t  can be modeled as a Wiener process. The variance of this 

Wiener process can be derived according to next equation. 
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Using (VII-3), the variance of the needed driving noise  2

f  can be calculated. Measurements 

according to [33] show a frequency drift of 0.5
m

s
 after 500 s. 
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Matlab is used to generate many realizations of the clock error. As discrete implementation, the 

following state space system is used. 
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Considering the generation of the discrete seed noise, the following relationship between the time 

continuous and time discrete variance must be kept in mind. 
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Within Matlab, the respective seed noise is generated using the following equation 
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The following figure shows different realizations of 
clkf .   
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VII-2 Realizations: Changing clock frequency error 

 

VII-3 Realizations: Clock error 

 

VII-4 Single realization - clock drift 

The figures above show the characteristics of the clock error model used in this work. Figure VII-3 

shows the clock error normed to meter. Depicted are many realizations of the clock error in order 

to show the stochastic characteristics. In figure VII-2, the clock drift caused by the Wiener process 

is shown. Also here many realizations have been generated in order to validate the analytic variance 

prediction from equation (VII-5), represented by the dotted black line. Figure VII-4 shows a single 

realization of the complete clock drift, which is a combination of the mentioned wiener process 

and a noise like part.  
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VII - 1.2   Tuning a Gauss Markov process corresponding to line of sight dynamics 

In this work, a Gauss Markov process is used quite often in different models. One application is 

the line of sight acceleration, which is modeled as a Gauss Markov process. Therefore, in this 

section, the tuning of a Gauss Markov process will be discussed. 

The Gauss Markov process is represented by the following differential equation, driven by the seed 

noise q . 

( ) ( ) ( )

 += −

1
t x tx q t  

(VII-9) 

Considering the line of sight acceleration as a Gauss Markov process, its variance 
2

x  and 

correlation time   was derived by evaluation the line of sight acceleration in a planned mission 

according to scenario matched tuning in section III - 3.4  . 

For tuning the Gauss Markov process, the variance of the seed noise 
2

q  must be derived. From 

scenario matched tuning – like in case of the acceleration – only available is the variance of the 

acceleration process. The seed noise variance can be derived by calculating the variance of the 

solution of the differential equation above. 

The complete solution can be written as a superposition of a homogeneous and an inhomogeneous 

solution according to [38, p. 33] as 
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It is assumed that ( )0 0,x t =  which gives a zero homogeneous solution. Also, it is assumed that 

0 0t = . The variance of the solution, which is also the variance of the Gauss Markov process, can 

be written as follows  
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After settling, the steady state gauss Markov process variance can be derived from equation (VII-11). 

The result can be used to calculate the necessary variance of the seed noise, driving the Gauss 

Markov process. 



 

 
376 

 
  

( )
2 2

2 2 2lim            
2

2q x
x x

t
qt

  
  

→
= → =


=


 (VII-12) 

For discrete realization in Matlab, the seed noise can be generated, using the following equation. 
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A detailed derivation of the discrete variance can also be found in [34, p. 142]. 

 

As example, the tuning parameters derived in chapter III - 3.4   are used for the DA42 approach.  

2 2
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The simulation of the Gauss Markov process corresponding to the defined parameters can be 

found in chapter III - 3.4  . 
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