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Abstract

Against the background of an increasing demand for safety relevant and robust GNSS positioning,
this thesis is about analyzing and developing possibilities, to ensure a robust and continuous
tracking and positioning solution in low and high dynamic scenarios, even in broadband jamming

environments.

The tracking filter respectively tracking architecture is one vital component of the GNSS receiver.
Therefore, in the first section, the goal is to find an optimal tracking architecture, providing robust
and continuous tracking, even in high dynamic and jammed scenarios. Here for, this thesis clusters
the possible tracking architectures into categories and compares the best representative of each
category against all others. The categories are scalar classical fixed gain tracking, scalar optimal filter
tracking, vector tracking, everything both in total state space and error state space realization, as
well unaided and aided. Some tracking architectures are being new developed, while for others, the
appropriate architectures are taken from literature. Especially for aided tracking architectures,
different new tracking architectures are developed, together with appropriate aiding error models.
Comparisons are made, which aiding quality is at least necessary to outperform unaided error state
vector tracking.

A novel tuning approach will be introduced, being best suited for optimal filter-based tracking
loops. All mission parameters, like platform dynamic and line of sight dynamic characteristics,
together with assumed signal to noise and jamming to signal characteristics, being mapped on
Kalman filter tuning parameters.

For simulation of all introduced and developed tracking architectures, this thesis develops a high
dimensional state space representation of the whole tracking loop in equivalent base band. For
stimulation, line of sight phase dynamics, link budget models and jamming to signal ratio models
are used. Besides a realistic tracking simulation, including realistic loss of lock prediction, the
developed simulation approach provides the closed loop tracking bandwidth for each satellite
channel, even in case of vector tracking. Moreover, an analytical stability verification of the tracking
loop is possible, by considering the eigenvalues of the respective tracking loop.

Because high interference respectively jamming poses a severe hazard, if GNSS positioning is used
in safety critical application, this thesis evaluates the impact of broadband interference signals on
tracking behavior and stability. For antijam improvement, different counter measures within a GPS
receiver are analyzed and an optimal set of parameters for maximum antijam will be derived,
considering the mutual influence of antijam measures within the GPS receiver. Measures for
radiation pattern control are one of the most effective antijam measures, especially beam forming
is often referred by literature to be the best method. This thesis determines high performing beam
forming approaches and evaluates the real antijam improvement, given different array geometries
and different imperfections. Because beam forming is not possible in standard civil GPS receivers,
Nulling is evaluated in detail. Different Nulling algorithms are compared and a novel Nulling
algorithm is developed. The optimal antenna array geometry for different beam forming and
Nulling algorithms will be identified, together with the analysis of antijam improvement, given
different imperfections. Finally, there will be an evaluation if Nulling provides a comparable antijam
improvement as beam forming.




Zusammenfassung

Vor dem Hintergrund einer stindig steigenden Nachfrage nach GPS Positionslésungen in
sicherheitsgerichteten Anwendungen, befasst sich diese Arbeit mit der Analyse und Entwicklung
von Méglichkeiten, ein robustes und unterbrechungsfreies Tracking von Satelliten, sowie eine
robuste Positionslésung, sicherzustellen. Neben Szenarien niedriger Dynamik, werden vor allem
hochdynamische Plattformtrajektorien  betrachtet, bei zusitzlicher ~Anwesenheit von
Breitbandstorern.

Die Trackingarchitektur ist eine der Hauptkomponenten im GNSS Empfinger, welche
verantwortlich fir ein robustes und unterbrechungsfreies Tracking ist. Daher entwickelt diese
Arbeit im ersten Abschnitt eine Einteilung der mdglichen Tracking Architekturen in wenige
charakteristische Kategorien und vergleicht anschlieBend den besten Reprisentanten der jeweiligen
Tracking Architektur mit allen Anderen. Fir jede dieser Tracking Architekturen, wozu sowohl
klassische Tracking Architekturen mit proportionaler und integraler Verstirkung, als auch skalare
Kalman Filter basierte Architekturen und Kalman Filter basierte Vektor Tracking Architekturen
gehoren, werden “Total State” und “Error State” Realisierungen betrachtet und zusitzlich sowohl
ungestiitzte als auch gestiitzte Varianten. Fir einige Kategorien werden eigene, neue Tracking
Architekturen entwickelt. Fur andere Kategorien werden Literaturrecherchen durchgefithrt und die
jeweils vielversprechendsten Tracking Filter verwendet. Fir gestitzte Trackingarchitekturen
werden Mindestanforderungen an die Stutzinformationen abgeleitet, um dquivalente und sogar
bessere Ergebnisse zu liefern, als die beste ungestiitzte Trackingarchitektur.

Ein neuartiger Tuning-Ansatz wird in dieser Arbeit entwickelt, welcher optimal fir Kalman Filter
basierte Tracking-Architekturen geeignet ist. Alle Missionsparameter, wie Plattformdynamik und
Sichtliniendynamik, sowie das erwartete Signal- zu Rauschverhiltnis und Stoérer- zu
Signalverhiltnis, kénnen direkt auf Parameter des Kalman Filters abgebildet werden.

Zur Simulation aller eingefiihrten und betrachteten Tracking Architekturen, entwickelt diese Arbeit
eine hochdimensionale, zustandsbasierte Darstellung der gesamten Tracking Architektur. Hierzu
erfolgt eine Darstellung durch ein gekoppeltes Differentialgleichungssystem erster Ordnung, wobei
ausschliefSlich mit der Phasendynamik und Modellen fur das Signal- zu Rauschverhiltnis und
Storer- zu Signalverhiltnis gearbeitet wird. Zusitzlich zu einer realistischen Simulation des
Tracking Verhaltens, wozu auch eine realistische Simulation des durch Stérer verursachten
Satellitenverlustes zdhlt, bietet die entwickelte Darstellung der Trackingloop die Méglichkeit, die
Trackingbandbreite fiir jeden Satelliten zu berechnen, sowohl im skalaren als auch im vektoriellen
Fall. Weiterhin ermdglicht die entwickelte Simulationsarchitektur eine analytische Berechnung der
Stabilitdt, durch Berechnung von Eigenwerten entlang einer Trajektorie.

Da Jammer bzw. Stérsignale ein hohes Risiko fir GPS Positionierung darstellen, insbesondere bei
Verwendung fiir sicherheitskritische Aufgaben, analysiert diese Arbeit den Einfluss verschiedener
Storertypen auf die Tracking Stabilitit und die Tracking Genauigkeit. Fir die Verbesserung der
Storfestigkeit, werden verschiedene Gegenmallnahmen innerhalb eines GPS Empfingers
analysiert. Es wird eine optimale Kombination der mdglichen Mallinahmen zur
Storfestigkeitserhohung hergeleitet, wobei insbesondere die gegenseitige Abhingigkeit dieser
Mafinahmen bertcksichtigt wird. Es werden Methoden zur Optimierung des Antennen
Empfangsfeldes analysiert, insbesondere “Beam Forming”, welches von der Literatur iberwiegend
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als eines der besten Verfahren dargestellt wird. Diese Arbeit identifiziert die wirkungsvollsten
“Beam Forming” Algorithmen und bewertet die reale Stérerdimpfung sowie den realen
Satellitengewinn, abhingig von verschiedenen Antennensegment-Geometrien und mdglichen
Storfaktoren. “Beam Forming” ist nicht in Kombination mit zivilen standard GPS Empfingern
moglich. Aus diesem Grund wird in dieser Arbeit ein alternativer Ansatz, niamlich Nulling,
betrachtet. Hierfiir werden zunichst fiir verschiedene Nulling Algorithmen, die Vor- und Nachteile
erarbeitet, sowie ein neuartiger Nulling Algorithmus entwickelt. Die Stérerdimpfung sowie der
Antennengewinn in Richtung der Satelliten, hingen stark von der jeweiligen Antennensegment-
Geometrie ab. Es wird fiir verschiedene Nulling Algorithmen die beste Geometrie identifiziert,
sowie die reale Stérerdimpfung in Abhingigkeit verschiedener Fehlerquellen diskutiert.
AbschlieBend erfolgt ein Vergleich zwischen “Beam Forming” und Nulling. Ziel ist es zu
evaluieren, ob unter realen Bedingungen, unter Berticksichtigung nicht perfekter Antennen-
Geometrien und nicht perfekter Storer-Richtungsschitzung, Nulling eine vergleichbare
Storfestigkeitserhohung wie “Beam Forming” aufweist.
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Nomenclature

received  satellite signal at IF .
Si frequency TC Achip code chip length
f}FO L1 base frequency at IF Ay received code phase progress
Ap (t) pseudorange change estimation Fnco estimated code phase progress
n ) platform velocity, given in n-
5fc code doppler frequency v, frame coordinates with respect to
e-frame coordinates
fC A0 code base frequency A geodetic longitude
Xca (t) code phase [chips] ¢ geodetic latitude
. R ( 1 ) transformation matrix from e-
¢ speed of light en ¢ frame into n-frame
V,os #sy line of sight velocity for satellite Sv X, position in e-frame coordinates
code phase influence of receiver clock D .
Achk, R etror R N (¢) geodetic ellipsoid normal radius
— o€ i .
corr correlation time e,aiding aiding velocity
or discriminator measurement in [s] 5VZ N noise-like aiding error
Ay estimated code phase correction §VZ R rate aiding error
K Kalman gain matrix §VZ‘ 008 velocity aiding delay error
P state error covariance matrix before SV° It aidi
K+ update esy tilt alaing error
state error covariance matrix after —
e Aloos aiding delay

update

measurement error covariance matrix

R, (AD,AG)

transformation from tilted n-
frame into correct n-frame

observation matrix

nn

transport rate

en
/ ionosphete etror Axsy received code phase
T troposphere error Apg, received carrier phase
L ) - received code phase with

or discriminator output in [s] Ayoy p

errors

L received satellite signal at IF

ns, noise discriminator error SiE t

band
otg, satellite clock error | in-phase signal
Stk receiver clock error Q quadrature-phase signal

2 . .. . .

0,5 error variance discriminator error A”: signal amplitude at IF band
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O
5

=
=

signal to noise ratio, valid at IF
interface, after band pass filter

navigation message

jammer signal at IF band

noise at IF band

jammer spectral power density, in-
phase component

¢ jammer spectral power density,
QJ,QJ quadrature-phase component

I in-phase signal path after de-
2,E spreading with early code replication
I in-phase signal path after de-
2,L

spreading with late code replication

quadrature-phase signal path after de-
spreading with early code replication

quadrature-phase signal path after de-
spreading with late code replication

in-phase signal component after
correlation (early path)

Boltzmann constant

Nosie figure, valid for reference

temperature TO

array manifold vector

wave number

complex antenna gain
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I Motivation
Robust Accuracy and Dynamic Continuity

Standalone GPS navigation or integrated GPS navigation systems are currently used at an
increasing number in safety critical applications or at least applications, with safety related
requirements to GPS navigation. Examples of such applications are auto landing of civil aircrafts,
UAV missions in inhabited areas or even autonomous driving cars or positioning of high-speed
trains in the context of safety critical section control.

Regarding line of sight dynamic between the platform and satellites and regarding high dynamic
signal to noise ratio variations, the tracking filter itself is the GNSS receiver component, which
determines mainly the robustness and accuracy of the raw data solution and positioning solution.
This is valid in unjammed as well in high interference environments. Given jamming, there are vital
other mitigation measures like CRPA’s, but nevertheless, an appropriate tracking architecture and
an optimal tuning of the tracking architecture are vital for a robust and accurate solution.

There are a lot of different tracking architectures possible and many are already published in
literature. The possible tracking architectures are unaided classical scalar fixed gain architectures,
unaided scalar optimal filter tracking in total or error state space and unaided optimal vector
tracking in total or error state space. For aiding, also scalar and vector tracking architectures, in
total state or error state realization are possible. Designing a GNSS receiver, an important question
is, which architecture to select, which architecture provides best results in different dynamic and
interference scenarios and what are the differences, advantages or disadvantages of these
architectures.

Starting with the question, if scalar optimal tracking filters provide advantages compared to classical
scalar fixed gain tracking, a structured comparison of all different realizations of tracking loops is
necessary. Second, most paper suggest that vector tracking provides higher robustness, given high
dynamic scenarios or high interference environments. But a remaining question is, what is the
quantitative advantage, given consistent scenarios regarding dynamic and jamming and given
comparable tuning settings. In the context of comparing scalar tracking and vector tracking, also
the topic of distributed filter architectures and a centralized filter architecture must be discussed.
Centralized or vector tracking filters are more complex. All error components or states must be
modeled with a high precision in order to prevent the centralized filter from assigning estimates to
wrong states. In contrast, a distributed approach, to which scalar tracking belongs due to local
scalar filters for pseudorange tracking and a subsequent filter for calculating the positioning
solution, suffers the difficulty of colored error components in the pseudorange estimation. The
pseudorange estimations are measurements in the subsequent positioning filter. The question is,
how these colored error components can be considered within the positioning filter.

If there is no aiding, the tracking filter must care about the whole platform and satellite dynamic,
the clock error dynamic and other low dynamic errors like ionosphere delay. If there is no aiding,
literature does not provide a comprehensive answer, if an error state approach does provide any
advantages. In case of aided tracking, the remaining dynamics within the tracking filter are the
aiding errors, the clock errors and also low dynamic error components. One might expect that in
this case, an error state approach is the optimal approach. But even here, literature does not provide
any structured and comprehensive answer. That’s why this thesis provides a deep and detailed
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analysis of total and error state space approaches, given unaided and aided scenarios.

Concerning aiding, essential for good results is an understanding of possible aiding errors and their
appropriate consideration respectively estimation within the aided tracking architecture. For that,
aiding error models must be developed, fitting the respective architecture. Also, the tracking
architecture itself must be tailored for an optimal integration of the aiding error models. For aiding,
a scalar optimal filter approach or a vector tracking approach is possible, both in error or in total
state space. This thesis develops for all these architectures an aided variant and evaluates at first, if
all given aiding errors are observable at all and if, which architecture provides the best solution in
unjammed and jammed scenarios.

Unaided vector tracking architectures provide already robust tracking results, to a certain extent
even in jammed environments. Aided tracking architectures show robust tracking results at far
more higher interference levels, but it is to investigate, if this is valid only for a high aiding rate or
even for lower aiding rates. The question is, what is the minimum needed aiding rate, given different
dynamic scenarios, to provide at least equal results as the best unaided tracking architecture.

A further interesting question regarding aiding is the way, how aiding is applied to the tracking
architecture. In scalar as well in vector tracking architectures, aiding can be applied as an additional
measurement or as a kind of “control input”. It is important to evaluate, which option provides
better results regarding aiding error estimation and overall performance.

The tuning of tracking loops is a critical task. There are two main tuning requirements being
contradictory. For optimal trajectory following capability and the associated small dynamic stress,
a high bandwidth is necessary. For maximum robustness respectively high antijam, a low bandwidth
is necessary. Therefore, this thesis answers the question, if there is an optimal tuning, at least for
optimal tracking filters, being able to map assumed or pre known mission dynamic and mission
interference characteristics, directly on tuning parameters. If this is possible, online measurements
of actual jamming to signal ratios and short time dynamic predictions, based on flight control
commands, can directly be used to adapt the tracking loop in an optimal sense.

GPS Modeling and Simulation

Using GNSS positioning in safety critical applications requires a stability, robustness and accuracy
analysis, pre mission, before the receiver is used. The platform dynamic and interference dynamic,
with which the receiver is confronted, varies in a wide range, depending on the particular
application. Therefore, a powerful GNSS receiver tracking simulation tool is necessary, providing
tracking results, being equivalent to the one of real receivers. An additional requirement for
simulation is to provide also a deep analytical insight into the tracking loop, like tracking bandwidth
calculation and analytical stability verification. The effects of line of sight dynamic as well
interference and jamming must be emulated within the tracking simulation, in order to get the same
stochastic significance and loss of lock behavior as on real missions.
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Optimal tracking filters, as scalar optimal filters, vector tracking filters and aided optimal filters, are
adaptive, regarding changing line of sight dynamic and varying interference levels. For application
in safety of life applications, it is absolutely necessary to evaluate pre mission, the boundaries of
stability, given a defined region of parameter variations. For this, bandwidth variations, eigenvalue
variations and stability margin variations along assumed missions, given a defined set of parameter
variations, shall be provided by the simulation approach.

For receiver and tracking filter developers, also a pre mission simulation is necessary, in order to
evaluate the tracking robustness and accuracy in different scenarios and to calculate eigenvalues
and closed loop tracking bandwidths for a defined set of parameter variations.

Moreover, the simulation concept must be designed in a modular way, that it is easy to exchange
tracking filters, discriminators and correlators.

Classical GNSS receivers and software GNSS receivers provide tracking results in real time. For
pre mission analysis of a wide range of parameters, a simulation being much faster than real time
must be developed.

Reception Resilience

For reliable GNSS positioning, even in high interference or jammed environments, dedicated
antijam methods must be implemented. There is a vast variety of antijam methods, starting with
the usage of CRPAs, pre-whitening transformations, notch filters, minimum bandwidth IF stage
filters and optimized minimum bandwidth tracking filters, to mention only the most important
one. All these methods are not equally suitable for all types of jammers. Moreover, some of these

methods worsen the correlation gain or show other disadvantages.

Especially for wide band interference, having the most severe impact on tracking robustness, the
usage of CRPAs, reducing the IF bandwidth or reducing the overall closed loop tracking
bandwidth, are the best mitigation strategies.

With focus on wide band jamming, the detailed impact of characteristic jamming types at different
stages within a GNSS receiver is of vital interest for an optimal design of the IF bandpass filter and
the optimal tuning of the tracking filter.

For tuning the tracking filter, especially Kalman filter-based tracking architectures, the
discriminator error variance in high interference environments is a direct input to the measurement
covariance matrices. Therefore, the exact discriminator error variance must be predicted,
depending on the assumed or measured jamming to signal ratio. Discriminator error variance
predictions, available in literature, are mainly based on a white noise jammer assumption at IF stage,
together with the closed loop noise bandwidth of the tracking loop. But even in case of white noise
jammers, these formulas neglect the effect of spreading and the subsequent correlation. For real
jammer impact, stability or loss of lock predictions in simulation and for tuning the real receiver, it
is important to compensate these errors, given by standard formulas.

Reducing the IF bandwidth reduces also the overall interference power, entering the tracking loop,
but also lowers the correlation gain and therefore the effective signal to noise ratio. Here, a loss of
10 dB can already cause loss of lock, which underlines the importance of a coordinate design of
the IF bandwidth together with the correlation time.
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Besides white noise jammers, PRN code jammers represent a severe impact on GPS tracking. For
PRN code jammers, different designs are possible. It is of great importance, to understand the
different design possibilities and their corresponding impact within the GPS tracking loop in order
to predict loss of lock, pre mission.

As already mentioned above, CRPAs are one of the most effective mitigation methods, especially
for wide band jamming. Basically, two different approaches are used for radiation pattern control.
On the one hand it is nulling, which does not require special GPS receiver interfaces and can
therefore be used together with civil GPS receivers. On the other hand, it is beam forming,
requiring a special receiver interface, which makes it impossible to implement beam forming in off
the shelf, civil GPS receivers. Due to its applicability of Nulling in civil GPS receivers, it is
important to figure out the differences of beam forming and nulling and to evaluate all factors and
design criteria’s, contributing to a maximum antijam.

Given the growing demand of GPS navigation in civil, safety of life applications, the question
arises, if nulling can provide similar antijam capabilities as beam forming,
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Il Introduction

In the first section of this thesis, for each meaningful tracking architecture type, a representative
tracking loop is introduced and some tracking architectures are being developed. A novel tuning
approach is developed, being called “scenario matched tuning”. This new tuning method is
explained in detail for each tracking architecture. At first only unaided tracking architectures will
be developed. In the second part of this first section, also aided tracking architectures are
developed. In this context, different aiding errors are analyzed in detail and aiding error models are
developed, allowing the estimation and compensation of the aiding errors. The aiding error models
are developed individually for each aided tracking architecture type. Also special tuning challenges,
regarding tuning the aiding error models, are discussed in detail.

This first section starts with classical scalar fixed gain tracking architectures, being the standard
tracking architectures in today’s mass market GNSS receiver. Building on that, a scalar total state
optimal filter tracking architecture is developed and a scalar error state tracking architecture. The
next improvement is achieved by total state vector tracking architectures and error state vector
tracking architectures. Afterwards, for all these tracking architectures, aided versions are developed.

The order of the different tracking loops is chosen in such a way, promising an increasing better
tracking performance and robustness.

The successive architectures are compared to each other, evaluating advantages and disadvantages.

For comparing tracking performance, robustness and stability, a novel state space equivalent base
band simulation concept is developed along each tracking architecture. The principles of this
simulation approach are developed in the second chapter of this thesis.

The second chapter develops a novel concept for pre mission simulation of GPS tracking. Starting
from a detailed satellite and jammer link budget model, considering flight dynamic and antenna
characteristics, up to a detailed simulation of the I/Q generation, correlation and the tracking filter
itself. The developed concept is set up in a modular way, providing the possibility to exchange the
tracking filter in order to evaluate different kinds of filters. The simulation concept is based on an
equivalent base band state space approach, providing the additional possibility to derive eigenvalues
for each satellite channel — also in case of vector tracking — and to calculate the closed loop tracking
bandwidth for each satellite channel.

In this second chapter, the basic principle and concept of this state space equivalent base band
simulation concept is developed, using the example of a selected tracking architecture. The state
space simulation equations for all other architectures are developed in chapter one, alongside of
each tracking architecture.

The third part is about improving antijam. At first, the impact of different jammer types on all vital
components within the GPS receiver reception and signal processing chain is analyzed. For vital
components, different algorithms and modifications to improve antijam, are developed.

Besides the tracking filter design and tuning for maximum antijam, also antenna radiation pattern
control is evaluated. Different algorithms for beam steering, beam forming and nulling are
discussed and some new algorithms are developed. One central topic are the advantages of beam
forming against nulling.
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Il Robust accuracy and dynamic continuity

Il - 1 Motivation

The tracking loop itself is denoted as GPS receiver key technology and mainly responsible for
robust and accurate tracking results. The following figure gives a rough overview of a GPS receiver,
in order show the location of the tracking loop within the GPS receiver.
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11l-1 GPS receiver architecture

Similar representations can be found in [1] or [2].

The tracking loop consists out of the correlation core and the tracking filter. The following figure

gives an overview of these two main components of the GNSS receiver.
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111-2 Basic structure tracking loop

The correlation core generates the code and carrier replique and measures the phase difference

between the replicated code, respective carrier signal and the received ones.

The tracking filter uses the code phase and carrier phase difference as measurements, to adjust the

replicated code and carrier phase in order to minimize the corresponding phase difference.
The combination of correlation core and tracking filter represents a control loop.

The tracking architecture itself has a major influence on tracking robustness and tracking stability

in different dynamic scenarios and different noise or jamming environments.

There are many possible tracking architectures. But most possible tracking architectures can be

subsumed into few categorical types, as given in the following figure.
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111-3 Different types of tracking architectures

There is already literature on all components shown in the table above.

In literature like [3] or [1], mostly one special tracking filter is developed and analyzed in some
selected scenario. There is no comprehensive analysis and structured comparison of possible
architectures.

Classical scalar tracking loops, without any Kalman filter are given for example in [4], [5], [1], [6],
[7] and [8]. There, the basic structure for delay locked loops and phase locked loops is introduced.
Also tuning is discussed, mainly based on phase margin design and settling properties. In [9], an
in-depth analysis of tracking loop poles is shown for determination of tracking stability margin. In
[10], the nonlinear characteristic of the discriminator is considered and the tracking loop is
formulated as a nonlinear differential equation, where stability is argued by domain of attraction.

Scalar optimal filter based tracking loops are derived and evaluated in [11], [1], [12], and [13]. In
[14], also an optimal scalar tracking loop is introduced. The focus of this paper is to map the settled
Kalman gains on classical fixed gain tracking filter gains and to show that a settled scalar optimal
filter, can also be converted into a classical fixed gain tracking loop structure.

Most introduced scalar optimal tracking loops are given in error state representation and not in
total state representation. But there is no analysis of the advantages or disadvantages, using error
state space representation, even without any aiding. This chapter evaluates both implementations
and compares it afterwards. In literature, there is also no tuning scheme given for the introduced
tracking loops. In this chapter, a novel scenario-matched tuning approach will be developed, being
applicable for all tracking architectures. Using this new approach, all architectures can be tuned in
a similar way, making the architectures more comparable.
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An interesting scalar optimal filter based tracking architecture is developed in [15], where the focus
are low signal to noise levels, especially for side lobe usage in space navigation. There, an extended
scalar Kalman filter is used as tracking filter, whereby the Kalman filter is adapted, using a Bayesian
filter approach.

More optimal filter based code tracking loops are given in [16] and [17]. In [18], the equivalence
between a phase locked loop and a Kalman filter-based loop filter is analyzed.

Different realizations of vector tracking architectures are given in [1], [19], [20], [19], [21] and [22].
In all these papers, pseudorange or position state vector tracking realizations are given. Most of the
stated literature compares the introduced vector tracking architectures against scalar tracking in a
special scenario. In [23], different forms of vector tracking architectures are given, including a
comparison against classical scalar tracking and Kalman filter based scalar tracking.

Scalar aided tracking architectures are given in [24], [25] and [20]. The given tracking architectures
are mostly classical fixed gain tracking loops, whereby the tuning is realized by bandwidth design
and pole placement, using Laplace transfer functions. Aiding errors are neither considered nor
estimated.

There is almost no literature on aided vector tracking loops. But aided vector tracking architectures
are given in the context of tightly coupled tracking architectures as in [27] or [28].

Based on the given literature, this chapter provides the following additional contributions.

Contribution 1: Structured development of different types of tracking architectures, as given in the
table above. The architectures are compared to each other and the advantages and disadvantages
of the different architectures are evaluated — in unjammed and jammed scenarios, as well as for low
and high dynamic trajectories. A novel comparing scheme will be introduced, based on the

correlation between tracking error covariance and tracking error correlation time.

Contribution 2: Introduction of a novel equivalent based band representation in state space form.
On the one hand, a coupled “distributed” state space form is developed, enabling a tracking
simulation in equivalent base band, showing equal results as real tracking.

Contribution 3: Development of new tracking architectures, especially aided ones.

Contribution 4: A novel tuning scheme is developed, which will be named “scenario matched
tuning”. Tuning of a GPS tracking loop is always a compromise between optimal dynamic
following respectively minimum dynamic stress and minimum pseudorange or positioning error
variance. Both tuning criteria are being contradictory. The novel scenario matched tuning, being
developed in this chapter, will give inherently the optimal balance between these two tuning
requirements. Additionally, for all different developed tracking loops, special tuning hints and
pitfalls will be discussed in order to optimize tracking behavior.

Contribution 5: In addition to various unaided tracking architectures, this chapter introduces and
evaluates also aided tracking architectures in a structured and comparable way. Starting from aided
scalar tracking, to aided total state vector tracking and aided error state vector tracking.

Contribution 6: In case of aiding, for good tracking results, it is essential to consider the possible
aiding errors. A further contribution of this chapter is the introduction and modeling of different
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aiding errors. For each developed aided tracking architecture, error models will be developed which
enable the tracking architecture to consider or estimate different kind of aiding errors.

Contribution 7: There will be an analysis, which aiding quality is necessary to outperform the best
unaided tracking architectures.

Contribution 8: Finally, all derived tracking architectures will be compared regarding their antijam
capability and tracking behavior in jamming scenarios.

lll - 2 Classical scalar fixed gain tracking

Il -2.1 Motivation

The first architecture being discussed is the classical scalar fixed gain tracking architecture as given
in [29], based on 1% and 2™ order loop filters.

Classic scalar fixed gain tracking loops atre the most used tracking architectures in today's consumer
GPS receivers. But especially these tracking architectures suffer a lot of disadvantages which are:

e There is no definite mapping of mission parameters like platform dynamic, expected signal
to noise ratios and so on, on tuning figures of the loop filter. Tuning is mostly based on
tracking bandwidth and settling characteristics.

e The two main requirements on the tracking loop are minimum tracking bandwidth and
minimum dynamic stress. These two requirements are contradictory regarding the closed
loop tracking bandwidth. There is no analytical approach to find the optimal bandwidth

e Sclection of the appropriate filter order is crucial for minimum dynamic stress. In case of
scalar fixed gain loops, the selection must be done manually.

e There is no inherent tracking error covariance information available, which is necessary for
positioning solution or even tightly coupled architectures.

As it will be shown in the next sections, the tuning of the tracking loop is about finding the optimal
balance between minimum dynamic stress error and minimum noise like error. For fixed gain
tracking loops, the closed loop tracking bandwidth is the most important tuning figure. But it is
difficult to determine the tracking bandwidth in order to get the optimal balance. Off the shelf
receivers implement a tuning, covering a wide range of dynamic situations, which in turn leads to
a bad behavior in high noise or even jammed environments.

Even if the mission characteristics are known, there is no exact mapping of dynamic mission figures
on the tuning parameters, used in scalar fixed gain tracking loops.

In addition to the closed loop tracking bandwidth, also the order of the tracking filter plays an
important role. Depending on the line of sight dynamic respectively the resulting phase dynamic,
different orders of loop filters are necessary. The check, if the selected loop filter is appropriate for
the given line of sight dynamic, must be done manually by using for example the final value theorem
in Laplace space, to verify that there is no remaining control deviation.
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A further weakness of scalar fixed gain tracking loops is the missing covariance information of the

tracked pseudoranges and range rates. To get a covariance information for the raw data, one

possibility is to transform the covariance information of the positioning solution to covariance

information for pseudoranges by using the line of sight transformation.

On the one hand, this section discusses elementary topics of classical tracking loops which are

Brief introduction to classical scalar fixed gain loop filter structures of 1* and 27 order
Discussion of tuning criteria being important for loop filter design

Bandwidth oriented tuning of 1" and 2™ order loop filter, using the available degree of
freedom for optimal dynamic behavior.

On the other hand, despite classical scalar fixed gain tracking loops are already well discussed in

literature, this section provides the following contributions:

Laplace representation of 1% and 2™ order tracking loop incorporating also the 1/Q
generation, correlation and discriminator. This Laplace representation, being also an
equivalent base band model of the tracking loop, is developed as a distributed state space
form and also as a centralized MIMO state space form, providing many useful analytic
possibilities.

Development of a state space error covariance propagation model for scalar 1% and 2™
order tracking loops. The entries of the resulting state error covariance matrix can directly
be used as measurement error covariance information in Kalman filter-based positioning
solutions or in tightly coupled filters.
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lll- 2.2 Tracking architecture

One of the simplest GPS tracking loops is the classical PI loop-filter based scalar code tracking
loop. The following schematic shows the principle structure of this tracking loop.
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111-4 Classical fixed gain code and carrier tracking loop (uncoupled)

Figure I11-4 shows only the tracking loop itself. The input signal Sg is the received signal, down
converted to an intermediate frequency. The architecture above shows the code tracking loop
together with the carrier tracking loop. Both loops are not coupled in this version.

The first stage within the correlation core generates the I/Q signals in baseband, by using the
replicated carrier signal )7 (t) at intermediate frequency for a carrier wipe off. Both, the I and Q

signals are multiplied with an early, late and prompt version of the C/A code replica, for de-
spreading of received C/A code. De-spreading in this context means, the power of the received
C/A code, having a bandwidth of at least 1.023 MHz, is concentrated at 0 Hz. On the other side,
the power of jamming signals is spread over a much wider bandwidth.

In the third section, the eatly, late and prompt signals from I and Q are used to calculate the control
deviation, respectively phase or timing difference between the received satellite signal and the

replicated signal.

The 1/Q generation and spreading processes are well described in [30], [31] and [1].
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The measured code and carrier phase errors are provided to the loop filters. Their output is used
to control the code and carrier NCO in such a way, that the replicated signals are in phase with the

received one. The feedback variables are scaled to frequencies 6f, and 57?}, , which correspond to

the line of sight code and carrier doppler frequencies. The basic code frequency fCAo and the basic

carrier frequency f,,:o are added as constant values.

The code tracking loop itself only provides the pseudorange variation Aﬁ(t) , since the beginning

of tracking.

The complete raw data are calculated according to the following equation
p(t) =5, (t,) + Ap(t) (I11-1)

The initial pseudorange ﬁo (to) is calculated with the help of the navigation processor, which is

not depicted in the figure above. An explanation of how to calculate this initial pseudorange, using
the transmission time within the navigation message, is given in [5] and [4].

Because this chapter is about comparing different tracking architectures, mainly code tracking will
be considered.

Typical loop filter architectures for code tracking are of 1% or 2™ order as given below, depending
on the expected platform dynamic.

Fist order loop filter:

Kl. (11-2)
LDLL (S) :Kp +?
Second order loop filter: (i-3)
2 2 3
a,-w -s*+a, o S +a
Ly, (s)=— S:

(11-4)
K, = proportional gain
K. = integral gain
o, = resonance frequency
a, = gain coefficient
a, = gain coefficient

lll - 2.3 Tuning with bandwidth focus

The task of the loop filter LDLL is to control the frequency of the NCO in that way, to synchronize

the phase of the received C/A code with the replicated one. Important is, to avoid a phase deviation
between the received C/A code and the replicated C/A code of more than 0.5 code chips, because
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beyond, the discriminator function is in its nonlinear region, which leads to unstable tracking
behavior. Depending on the selected discriminator function, the unstable region can be reached
already at smaller phase deviations. A detailed description of different discriminator functions can
be found in [2].

Concerning the code tracking loop, there are three main tuning criteria.

Criterium 1: The closed loop tracking bandwidth shall be as small as possible to minimize raw data

error variance and to provide a high antijam.

Criterium 2: The tracking bandwidth must be high enough, to allow the loop filter to follow the
line of sight dynamic respectively the resulting code phase dynamic.

Criterium 3: Besides the tracking bandwidth, also the order of the loop filter must be chosen,
depending on the expected line of sight dynamic, in order to avoid remaining control deviations.

The line of sight dynamic correlates with the Doppler shift of the cattier and C/A code frequency
of the received signal and therefore correlates also with the phase dynamic of code and carrier
phase, as given below.

The following equation gives the code phase dynamic.

f t
Xca (t) = Zca (to) +Tosa (t - to) + CT/AIVLOS,#SV (t)dt + Ao, sy (t, to) + AXokm (tr to) +AY, sy (t, to) (I1-5)
tU
The clock drift within the satellite and also the clock drift of the receiver NCO causes a phase
shift

Ao ese (t) =Tfo/a Oty (t) =Tora '(tsv (t) - t) (111-6)
Ao () = Toyn - 0t () =Ty - (8 (1) - 1) 2

A constant line of sight velocity gives a linear code phase progression and an accelerated line of
sight dynamic gives a quadratic code phase progression. The tracking loop must be able to follow
this dynamic.

In order to select the appropriate loop filter and especially its order, an analysis of the expected
flight envelope respectively line of sight dynamic is necessary. In the context of this work, a DA42
approach as well as a fighter aircraft trajectory will be used to compare the tracking algorithms. A
detailed introduction to the mentioned scenarios is given in chapter IV - 2.3 .

Tuning a DLL using a 1* order loop filter

As first order loop filter a PI filter is chosen, which leads to zero static tracking error in case of a
constant line of sight velocity.

G, (S) = Kp + % (111-8)

In order to set up the open loop transfer function of the code tracking loop, all components must
be written in Laplace space. For the correlation core and NCO, a Laplace representation is
developed in the context of equivalent base band representation in chapter IV - 2. The equivalent
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base band respectively Laplace representation of the correlation core is given as

G, (s) = S (111-9)

1+ 7-corr .S

In Laplace representation, the discriminator is just a factor, converting the phase error into a timing
error. At least in the linear region.

1

Gpiser (S) = (111-10)

f,

C/A

The controller output A7 is transformed into a frequency correction by using the following
equation.

~

G, (S) = L/A (11-11)

corr

\'

The following schematic shows the Laplace form of the code tracking loop.
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111-5 DLL - Laplace form

The open loop transfer function of the code tracking loop gets

K, 1 1

GDLL,O (S) = (Kp + ?Ij : : s T (11-12)
1+

Tcorr
. S corr

The closed loop tracking transfer function can be written as

GDLL,O (S)

P () 6 9

(11-13)

Using the final value theorem according to [32, p. 323], it can be shown that in case of a constant
line of sight velocity, there will be no remaining steady state error. The control deviation can be
written according to the following equation:

G (S) — 1 _ 0'5 ) SS ’ 7-corr + SZ ) Tcorr
1D 1+Gpio(s) 05-8 T, +s T, +K -s+K, (-1
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A constant line of sight velocity gives a linear increasing code phase input, which can be represented
as a ramp input.

) ) 1 ) 1 05-s°.T. +s-T
limsy(t)=lims-—- -G s)=lims.-—- corr cor =0 1-15
imoy(t) =lims- zCoou (8)=liMs & 5575 T+ T, +K, stk (i1

Equation qi1-15 shows that a first order filter can eliminate a steady state tracking error in case of a
constant line of sight velocity. But the next equation shows that an accelerated line of sight
dynamic, leads to a constant tracking error.

. ) 1 . 1 05-5°.T. +s.T
Ilm 5Z(t) = IImS M —3 M G(SZ DLL (S) = ||mS * _3 M 3 ;orr corr = corr (|||-16)
too 20 s ' 0 s 0.5-8 T, +s" T, +K, -s+K, K.

Tuning of tracking loops is driven mainly by two criteria. The most important is the closed loop
tracking bandwidth in order to maximize tracking stability in case of low signal to noise scenarios,
ot to minimize the impact of jamming. The second important tuning criteria is the capability of the
loop, to follow the line of sight dynamic.

As can be seen from equation (11-16), in case of accelerated platform dynamic, there is a remaining
tracking error. Therefore, for high dynamic scenarios, at least a 2™ order loop filter is necessary.

For the DA42 trajectory, a tuning bandwidth of 2 Hz is chosen. For the fighter trajectory, a
bandwidth of 10 Hz is chosen.

In the first approach, a 1% order loop filter is selected.

For derivation of the loop gains, the bode diagram is required to provide a damping of 3 dB at the
chosen closed loop tracking bandwidth.

The expression 1 can be neglected for derivation the controller gains. The absolute

1 + corr S
2

value of the closed loop transfer function can be written as following:
K, - s+K|
Tow S+ K, -s+K,.‘

corr

‘GDLL (S)‘ =

(1-17)

For calculation of controller gains, the Laplace variable s is replaced by jo .

K, - jo + K| K? - o + K? 1

_7-00”.@2 +Kp'ja’+Kf|_\/K2-a)2+(K T -w2)2 _ﬁ (111-18)
P i

corr

|GDLL (ja))| = |

Equation qir-18) is solved with regard to K p» depending on K i , for the selected bandwidth.

The integral gain K i provides an additional degree of freedom, which can be used to optimize the

dynamic behavior of the tracking loop.

!

2
’<i_7_¢:orr'a)2 _K12 . 2 2 2
K - J( — ) with (K/ N ) ~K2>0 (I11-19)
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The following figures show the tuning result for the 2 Hz tuning.
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For the examples above, as input, a constant line of sight velocity of 500 m/s was chosen.
Tuning a DLL using a 2™ order loop filter

For high dynamic scenarios with large accelerations, a 2™ order loop filter is necessary to prevent

remaining tracking errofs.

The following equation shows a 2™ order loop filter, as used in [33].
@, +a,-s +a,s’?

P 32

G, (s) =K (1-20)

The conversion factor of the discriminator and the conversion factor from the controller output

to frequency are subsumed in the gain K, .

The following figures show the ramp response and closed loop tracking bandwidth for a 2 Hz and

10 Hz tuning.
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Even if the dynamic characteristics are well known, as in case of the DA42 approach, a direct
mapping of dynamic mission parameters on loop gains is not possible. This is one major
disadvantage of scalar fixed gain tracking loops. Optimal tracking loops, being developed in the
next chapter, do not suffer that disadvantage.

lll - 2.4 Equivalent base band dynamic state space simulation

11l - 2.4.1 Distributed state space form

The fixed gain scalar code tracking loop can be simulated in equivalent based band, by using a

distributed state space approach.

The distributed state space representation is composed out of two components. The equivalent
state space representation of the correlation core and the state space representation of the loop

filter itself.

The correlation core for the code tracking loop in state space form is

. 2 2:-Toa B 2-T, 4

27 (2 _Zfom ol A

|:z‘i:| = Tcorr Tcorr ' |:§z:\:| + Tcorr ' |:A;’:{S‘/j| (m-21)
d 0 0 d 0 1] L

A detailed derivation can be found in chapter IV - 2.

The loop filter can also be written in state space form. At first the 2nd order loop filter will be

considered.

., K, -s+K
=——07

or (I11-22)

S

The loop filter is now written as differential equation in time space.
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6t =K o 57+ K ;0T with the basic differential equation: &7 = 57 (111-23)
The basic differential equation can now be transformed to state space.

Y 4 :X_:5f X1:0'X1+1‘5f

(I11-24)
A B,

Z
The input K,- *OT leads to an output K,- <Xy,

The input K o 0T leads to an output K, - X; and according to equation 24, K, - 6T .

The complete estimated code phase error in units of [s] after the 1% order loop filter can now be
written as

ot=K,-x;+K, ot

(I11-25)
clr D, -
This can be written using the known state space form:
z,=-A,z,+B,-u, z, =56 A,=0 B;=1 u, =57
T = _ 52 To_ _
Yir=Ci; 2 +D-u;  ¥,=5>C,=K, D, =K,
(IT1-26)

X, =0-x,+1.07
ot =K, - x,+K, -6t

The feedback, respectively the phase control of the C/A replique is realized via the estimated

Doppler frequency Afy,, . Here for, the loop filter output 67 must be converted into the

corresponding Doppler frequency.
f

Af,,, =22 .57 (I1-27)

corr

Using equation (11-27), the state space form of the loop filter can be written as following.

X, =0-x,+1.07

" f. K f..-K _ (I11-28)
Af,,, =S4 T .x + Z2 P 57
TCOFI’ 7-COI’I'

As figure I11-14 shows, the NCO command only consists out of the estimated Doppler frequency

n

Af.,,, caused by the line of sight movement between the GPS receiver and the corresponding

n

satellite. In the real receiver, the NCO command would consist out of £ /a

= fC/A,O +AfC/A. Due

to equivalent base band simulation, only the code change caused by the line of sight dynamics is
considered. The continuous code phase progress, arising from time progress, is not available in
equivalent base band.
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The pseudorange change since tracking begin, is derived directly out of the estimated code phase
of the correlation core, as given in figure I11-14.
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111-14 Deriving pseudorange out of DLL

The line of sight velocity is calculated out of the estimated C/A doppler frequency.

— AfC/A
LoS
fC/A

v

.C (In-29)

The following figure shows the derived distributed state space form, including the coupling
between correlation core and loop filter.
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111-15 Distributed state space architecture 15t order loop filter

The 2™ order loop filter differential equation can be written as

6f=Kp ‘@, - 0T +Kp -a,- o0t +Kp -a, - 01 (I11-30)
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The differential equation above is transformed into the corresponding state space form.

z=-A-z+B-u

11-31
y=¢€¢ -z+d -u .

For setting up Z=A-Z+B-u, at first the following differential equation is used.
5t =51 (111-32)

The complete state space representation of the 2™ order loop filter is given in the following

= e )

sl 0] ofK, o] o
XN

equation.

(11-33)

1
T 2 D
C LF

Zr

ur

The feedback respectively the phase control of the C/A replique is realized via the estimated

Doppler frequency AfC/A. Here for, the loop filter output 67 must be converted into the

corresponding doppler frequency.

11l - 2.4.2 Centralized state space form

The fixed gain code tracking loop can also be written as a centralized closed loop state space
representation. This form is necessary for deriving the closed loop tracking bandwidth and also for
stability evaluations through eigenvalues.

In order to get the centralized state space representation, both parts of the distributed state space
representation are combined into one state space matrix. The coupling between the two parts is

also realized within the system matrix A .
In general, the closed loop tracking differential equation system can be written as
z-A-2+B-u (I11-34)

The centralized state space system is a MIMO system with several inputs and outputs. It is possible
to calculate the transfer function between any of the available inputs and outputs. A single path
through the MIMO system will be called SISO path.

‘The most important transfer function is the SISO path from the received code phase to the
estimated pseudorange,

Arg, — Ap (111-35)

which is the typical closed loop tracking bandwidth.
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At first, the centralized state space form for the 1% order loop filter is derived. For that, the
correlation core according to ai1-21) and the state space form of the loop filter according to (u1-33), is
combined within one matrix.7]

The measurement equation of the loop filter
o7 =K, -X1+Kp-5f (111-36)

gives the estimated time shift. For integration into the centralized state space matrix, it must be
converted to the estimated frequency offset, which is used to control the NCO.

3 fC/Ao'Kp (t) fC/Ao'Kp (t)

Afg, = X, + 0T (1L-37)
“ TCO/’T 1 TCOIT
| 2 2-Ts n0 | i -
T B 0 2T /00
5/; corr corr 5{-, T
: o p0 K, (t o0 K (t cor
Ay |= —C/AOT 30 0 —C’A°T (). AP |+] 0 ‘Az (111-38)
)('1 corr corr X1 0
1 0 0
The pseudorange is derived according to the next equation.
ot
Ap = {O c 0} LAY (IT1-39)
C/A0 X

1

Equation a11-39) shows only the pseudorange variation since the beginning of tracking. The absolute
pseudorange is given by

I[A) =Pyt Aﬁ (I11-40)

The initial pseudorange fy is derived by the navigation processor within the GPS receiver, by

evaluating the reception and satellite transmission time and by counting the samples within the
navigation frame since the clock header in the navigation frame. A detailed explanation of initial
pseudorange determination can be found in [5] and [4].

The loop gains may be time dependent by using gain scheduling based on actual signal to noise

measurements. As a result, also the coefficients of the matrices A, B are time dependent.

The centralized state space representation of the code tracking loop using a second order loop filter
is given in the next equation
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_ C/A0 0 0 [o. ]
5% Teon Teon 5t | Erome

5 K a. -f K a -f K .a.-f A% corr
A'}( _|Dp %2 Tca 0 p_ o ‘cA p_T1 'CA ‘4 + 0 “AYsy (II1-41)
X 1 Tcorr Tcorr Tcorr X 1 0
X 1 X

2 O O O 2 0 J

I 1 0 0 0o | -

Here also, for NCO control the corresponding frequency shift is calculated using the derived
observation equation.

~ o N X, fea -
AfCA B Tcorr . 52- _E . |:KP .ao Kp .a1:| . X2 +Tcorr . [—’_Kp .a2i| . '?Z:— (111_42)
c D

Zr

Il - 2.5 Error covariance model

The problem of scalar fixed tracking loops is that there is no available error covariance information
regarding the derived pseudoranges and range rates. This information is necessary for integrating
the raw data into a tightly coupled system. But not only for external integration this information is
important, even within the GPS receiver, this information is important for the positioning solution.

In classical fixed gain architectures, where this information is not available, the positioning solution
uses some general weighting for the pseudorange measurements, which reflect the signal to noise
ratio in the corresponding channel.

Classical GPS tracking architecture which provide raw data at the interface, calculate the
corresponding raw data error variances out of the DOP values.

(3,5, %) -(%,5, — %)
oxX

2
Pis = gx’*SV X = 5% =hjg, -o6x (-4

(IT1-44)

o’ = 5{(5p—5{5p})(5p —5{5p})T} = S{HT 0K - 5% -H} = E{HT P -H}

This section introduces a model-based error covariance calculation, which is propagated in parallel
to the tracking algorithm and generates for each pseudorange, the appropriate error covariance
information. The derived pseudorange error variance can now be used internally for a better tuning
of the positioning solution or can be provided at the user interface and used for further integration
of the provided raw data.

For error covariance propagation, the following errors can be included into the model.

p=p+op

dp=c-St, —c-Stg, +1+T + n, (I11-45)
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This section discusses at first the error caused by the received noise or even by jamming signals.

The received noise causes noise like code phase error measurements at the output of the
discriminator. Therefore, the effect of the noise can be modeled according to the following figure.
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1
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111-16 Considering noise like errors

The noise, respectively its variance O, 5, can be derived, based on the received signal to noise
. C . . . . .

ratio N and the noise figure of the whole GPS receiver analog electronic reception chain.

At first, the pure error covariance propagation of noise like errors is shown in the following

equation, bias like or long correlated errors are not yet considered.

The output of the loop filter 47, if only noise according to figure I1I-16 is stimulated, gets

., K,-s+K
or = ‘N.. (IT1-46)

e ot

S

The sub-index “e” is used to mark the states as error states.

In state space form it gets

Xe :O'Xe,1 +1'n55
K (11147
0t =K, - x; +K, -ny;

In equation qi1-48), the coupled correlation core differential equations and the differential equation
of the loop filter are combined into one state space form.
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oz=A-oz+G-n,,

2 _2'TC/A0 0
5.1 TCOFI’ TCOFF 5... 0
T T (I11-48)
N fo.-K f. .. K y fo. K
M=o B Rlay |y Bl
)'(e ; corr corr Xe ; corr
’ 1 0 0 ’ 1

order loop filter gets

The corresponding centralized state space form for error covariance propagation, using a second

. _ TL _2Tea 0 o | 5
7 corr corr Te
Aj, a, f., af, K, -a-f, | |ag | [Kei82 e
e 0 p_1 CALTT 4 Toon ‘n,. (I11-49)
Xe 1 Tcorr 7-z:orr Tcorr Xe f 0
Xeo 0 0 0 1 Xeo 1
1 0 0 0

General error covariance propagation of scalar tracking loops

The discrete solution of the given differential equation system can be written as

tk+1

5ze,k+1 — eAe'(tkn*tk) . 5ze,k + I eAe'(tkn’T) 'Ge . n(T)dT

by

(111-50)
using the assumptions: n(T) =n, fort, <7<t ., gheltonte) L4 A AT =0,

Using @u-50), the error covariance of the closed loop tracking states and especially the error

covariance of the estimated code phase error, which correlates with the error covariance of the
k+1

estimated pseudorange, can be calculated using the following covariance propagation.

=& OZg i — g{aze,k+1} ) (5ze,k+1 - g{gze,kn})T =& {5ze,k+1 ) 5ze,k+1T} (III-51)
—0
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t t

b b1 T
P =¢ [‘Pe,k .oz, + [ )@, .n(r)dr]-{%k oz, + [ &)@, -n(r)er

;
o, {0z, oz} @] +El®,, - ( j ghe o)., -n(r)dr} +
(I11-52)
ti
....... + 8{52;,( -O;k { j ghe ki) -G, -n(r) df]} +
tk
b1t
...... +5{I IeA LA G n( ) nT(;()-Gz-(eA tk*”’) drd;(}
b
tk-ﬂ
assuming €45z, -®], [ I gt . @, 'n(r)er ~0 (153)
t
b1 teyq
P.-® P @ +5{ | [e*t7.@, n(r)n () 5(c- 1) G (™1 ”) drdl}
bt
tics1 T
— °e’k . Pk . ¢Z’k + J‘ eAy(tkH*T) 'Ge . g{n(z_) . I‘T (T)} . G;’ . (eAe»(tkn*T)) dT
by
- . (ITL-54)
— ¢e,k . Pk . ¢;k + I eAe'(tkﬂ_r) . Q . (eAe'(tkﬂ_T)) dr
tk
using [34, p. 85]
P.~®, P ""z,k +Q with @ =Q- AT?
Using a11-48), the matrix Qk for the 2™ order tracking loop gets
0 0 0 0
Q -AT?. fera0 'Kp o o fe /a0 'Kp 1l=a72.0 O-n5T fcz/Ao K2 05,51 “fo /a0 'Kp (1L5)
" corr ! ’5T TCOfr Tciﬂ' corr
1 o? ... K
0 n,or TC/AO p O':’&_

The matrix Qk for the 3" order tracking loop gets
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_ 0 _
K_-a,-f
Q _ AT 2 pT2 = 2 Kp'az'fCA
k T ’ corr 'O-n,ﬁr' 0 T— 0 1
0 corr
L 1 -
[0 0 0 0 ] (IT1-56)
2
0 &2. - Kp ‘a, 'fCA 0 o2. .Kp ‘a, fCA
=AT 2 mer Tcorr o Tcorr
0 0 0 0
K_-a,-f
0 65,51' pT—ZCA O O-rfﬁr

The pseudorange error covariance can be taken from the propagated error covariance matrix P .

2

2 C
o8 = _f2 Doy (I11-57)
C/A

Important to keep in mind is that the provided error covariance only considers noise like errors
and if modeled, clock errors. Tracking errors due to dynamic stress are not included.

lll - 2.6 Robustness and accuracy evaluation

Using the introduced distributed state space representation, together with the equivalent base band
code phase dynamic and the signal to noise behavior along the mission, it is possible to evaluate
the tracking behavior and the pseudorange error variance along the whole mission.

For tracking loop designers, distributed state space simulation provides the possibility to evaluate
the tuning performance and to test different tuning settings in different scenarios, pre mission.

For the following simulation, a 2™ order tracking is loop is used.

For the DA42 approach, a closed loop tracking bandwidth of 2 Hz is chosen. For the high dynamic
trajectory, a closed loop tracking bandwidth of 10 Hz is used.

The first simulation shows the tracking behavior of a 2 Hz, 2™ order loop, given the unjammed
DA42 scenario.
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The figures above show the bandwidth of the fixed gain tracking loop for each satellite channel.
All channels have the same bandwidth.

For a better comparison, the following figures show normalized pseudorange error variances versus
correlation time constants. The most right upper corner would be the best location, having long
correlation time and low error variance.

Longer correlation times are desirable from point of loss of lock perspective. Long correlated
errors, even having the same error variance, can be handled with much smaller bandwidth, as short
correlated errors. In case of long correlated errors, it takes much more time until the accumulated
phase difference between the replicated and received code phase becomes critical for causing loss
of lock.
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CONCLUSION

This figures above show the tracking behavior of a scalar fixed gain tracking loop. As scenarios, a
low dynamic DA42 approach and a high dynamic fighter trajectory are considered.

The tuning is based on tracking bandwidth criteria. Selecting the appropriate bandwidth is always
a tradeoff between minimum dynamic stress errors and minimum noise like errors. A too small
bandwidth gives small noise like errors, but at the same time high dynamic stress. A too high
bandwidth gives minimum dynamic stress errors but high noise like errors. Somewhere in between,
there is an optimal bandwidth which gives the best possible trajectory following capability and at
the same time, minimum noise like errors.

The bandwidth oriented tuning approach does not directly map mission parameters, like trajectory
dynamic and signal to noise ratio, on tuning parameters. For tuning, experience plays a vital role.

The scalar optimal tracking loop, introduced in the next chapter, provide a huge advantage, because
this tracking approach provides the possibility, to map mission characteristics on available tuning
parameters.

Additionally, the fixed gain tracking loops do not provide some error covariance information about
the pseudoranges and range rates. But exactly this information is necessary in a following navigation
filter or tightly coupled integration. In this chapter, a standalone error covariance calculation was
introduced, providing the error covariance information for the raw data, which in turn can be used
for the subsequent navigation filter or for tight integration filter. A disadvantage of this standalone
error covariance propagation is that dynamic stress is not considered. The error covariance only
considers errors based on signal to noise ratio. Nevertheless, the figures above on pseudorange
errors confirm the validity of the derived algorithm.
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Major pros and cons

Scalar fixed gain - unaided

@ The loop-filter-order must be selected based on the assumed platform dynamic. A
manual check is necessary to ensure there is no remaining steady state control
deviation.

@ No definite mapping of mission parameters on tuning figures is possible (Tuning is
mostly based on designing an appropriate closed loop tracking bandwidth)

It is difficult to find the optimal bandwidth for minimum noise error and minimum
dynamic stress at the same time.

@ No error covariance information available. For error covariance propagation, a
separate error model must be propagated in parallel. This error covariance
information only includes noise caused errors and no errors due to dynamic.

@ Online adaptive tuning based on actual signal to noise ratio measurements is not
possible, because there is no direct mapping of signal to noise ratio on tuning
parameters. It is only possible by using experience values.

Il - 3 Scalar total state optimal filter tracking (unaided)

Il - 3.1 Motivation

In this section, a scalar optimal filter-based tracking loop is developed and analyzed. The classical
scalar fixed gain loop filter will be replaced by a total state Kalman filter.

There is already some literature on optimal filter tracking. In [35], [11] and [22], different forms of
scalar optimal filter tracking architectures are derived, whereby the focus is on designing the
dynamic model and implementing the measurement equation for the Kalman filter.

In [22] and [14], it will be shown that after settling, the Kalman filter based approach is equivalent
to the classical fixed gain approach. For evidence, the settled Kalman gains are mapped on a
classical fixed gain loop filter structure, where each Kalman gain is replaced by corresponding P
and I gains.

In addition to available literature, this section derives some important advantages of scalar optimal
filter-based tracking architectures, which are:

e The dynamic model within the optimal filter propagation equations gives inherently the
correct filter order, provided the model is chosen according to the platform dynamic.

e A novel tuning approach is developed in this section, which will be called “mission matched
tuning”. The platform dynamic characteristics and also the assumed noise environment,
can directly be mapped on the tuning figures of the Kalman filter.
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e Frror variance information for carrier and code solution are inherently available, in contrast
to the scalar fixed gain approach - where the error variance has to be calculated separately.

¢ Due to direct mapping of mission characteristics like platform dynamic or the actual signal
to noise level on the tuning figures, an easy and fast online adaption of the tracking loop is
possible.

If the mission dynamic behavior or even the mission trajectory is known, the dynamic model can
be chosen in an appropriate way, which gives inherently the needed filter order to eliminate
remaining control deviations and at the same time, gives minimum dynamic stress errors.

In contrast to the tuning methods used for classical fixed gain tracking loops, optimal filter tracking
loops provide the possibility to map directly mission parameters, like the acceleration along the
trajectory or expected or measured signal to noise ratios, directly on to tuning parameters of the
Kalman filter. The difficulty, finding the optimal balance between minimum dynamic stress errors
and minimum noise like errors, is solved inherently by this mission matched tuning approach. This
mapping allows also an easy online adaption of the optimal filter according the actual noise or even

jamming environment.

A further benefit of optimal tracking loops is the error covariance information for all raw data,
which is provided inherently by the optimal filter state error covariance matrix. Contrary to the
error covariance information of scalar fixed gain tracking loops, which has to be calculated
separately, the error covariance of the optimal filter realization also considers dynamic stress errors,
which cannot be considered in the error covariance calculation of fixed gain tracking loops.

This section introduces a tracking architecture, using optimal filters and a singer filter like dynamic
model. Moreover, the novel mission matched tuning will be introduced in this chapter, where the
optimal filter is tuned by a direct mapping of mission characteristics onto the Kalman figures.

For that, at first a fixed tuning about a complete mission is applied. In a second step, a method for
online adaptive tuning will be derived and discussed.

Besides the pure concept, also the exact implementation is discussed in order to avoid problems
and some pitfalls.

For pre mission evaluation of the tracking loop and especially the tuning settings, an equivalent
base band representation of this tracking loop is developed. For stability evaluation and closed loop
tracking bandwidth calculation, a centralized state space representation of this tracking loop will be
introduced.

lll - 3.2 Tracking Architecture

This section introduces the architecture of an optimal scalar code tracking loop. As can be seen in
the figure below, the classical loop filter is replaced by an optimal filter.
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-111-27 Scalar optimal filter code tracking loop — frequency feedback
In this section, at first, the unaided total space approach is considered. As tracking filter a "singer

filter" is used, which usually is applied in object tracking filters. In [36], this tracking filter is

described in detail.

Depending on the line of sight dynamic, a suitable dynamic model must be chosen in order to
make the difference between the model dynamic and the real line of sight dynamic as small as

possible.
Because the main focus of this chapter is on comparing different tracking architectures, only code

tracking will be considered.

The line of sight dynamic is propagated, using the following line of sight dynamic model

2l_os = ALoS Zos T g
Ap | |0 1 0 Ap 0
. . ax3 (I11-58)
Vies |=10 O 1 AV |+ 0 |, @ =F"+A ¢ AT
éLos 0 0 - 1 aLoS na,LoS
z-a,LoS_

The line of sight acceleration is assumed to have zero mean with variations, modeled by a 1™ order

Gauss Markov process.

The propagation rate of the filter is equal to the output rate of the correlator, which works with a
correlation time of 7, . Important to notice is that the Kalman filter is used in this application in

a closed loop feedback system and the Kalman filter represents a kind of optimal loop controller.

The typical Kalman Filter equations are given below. (A detailed derivation of these equations can
be found in [37], [38], [39])
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. ik+1 d’-i;
Propagation: ;
P.=®P @& +Q,
K=P., H (H P H + R) (I11-59)

. 2 A T n
Correction:  Z,.,=Z,, +K- (yk+1 -H 'zk+1)

(5*5 H)-P_, (PF°-K-H) +K-R.K

k+1

The propagated states &) 45,1 are transformed into measurement respectively observation space

by using
Ap | ; Aﬁ B
Af{ e hl ) VALoS = {E 0 0:| LoS (I11-60)
8los ke +1 aLos K +1

The observation model used in equation (i1-60) uses the discriminator outputs as measurements.

A special feature in this Kalman filter application is the calculation of the innovation. Typically, the
innovation is calculated within the update equation. Because here, the Kalman filter is used as

closed loop “loop filter”, the innovation is calculated within the correlation core.

The estimated time progress Afk_ 11 1s applied in the feedback path to the correlation core.

This measured time etror 5T~k 4 =AT - Afk_ 4 1s already the innovation of the Kalman filter. Using

this information, the Kalman filter update equation respectively the innovation gets

N -
Z, s o+ =2, ka1 T K- (5Tk +1)

Ap

. . 1
Oy = (ATkH ATk+1): Afkn_[g 0 O] Y ios

Q)0s k +1

(T1-61)

. 7 . . .
The index F of the vector h,: stands for “feedback”. In this example, the observation matrix H’

used for calculating the Kalman gain, is identical to h7,:— . If consider-states will be used like in the

next section, it is necessary to differ between the transformation to observation space, used for
Kalman gain calculation and the transformation, used for generating the real feedback.

The NCO is controlled by frequency. The NCO command is built out of the base C/A code
frequency and the frequency correction being necessary to correct the phase difference between
the received C/A code and the replicated one.

fC/A,O + Afc;\ K +1 (I11-62)

£

CAk+1

The frequency correction is calculated out of the estimated time progress according to the
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following equation.

Moy = '(A;ﬂk_ﬂ “2%)

corr

(111-63)

The time progress AZ,,; is the absolute time since the start of tracking. The frequency correction

is calculated based upon the difference between the last and the actual time progress estimation.

In the architecture given in figure -I11-27, as correlation core interface, the code doppler frequency
was used. This estimated code doppler frequency is internally integrated by the NCO to the

corresponding estimated code phase progress AZy..
In case of software defined GPS receivers or even in future GPS receivers, where a direct interface

to replique generator will be most likely available, the term AY1 can directly be applied to control

the phase of the replique generation, as it is shown in the following architecture.
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111-28 Scalar Optimal Gain Total State DLL - Direct code phase interface

The tracking architecture in figure I1I-28 is equal to the architecture shown in figure -111-27. For
simulation purpose and closed loop state space models to be introduced, the architecture with

direct phase control will be used.

The tracking results respectively the raw data Ap and V|45, can directly be taken from the states

of the line of sight dynamic model. In order to get the absolute pseudorange, the initial determined
pseudorange must be added, because the states only show the pseudorange change since the

beginning of tracking.

p=p,+Ap (111-64)
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The initial pseudorange /30 is calculated by the navigation processor. A detailed description of how

this initial pseudorange can be calculated, is given in [5].

An important advantage of using a Kalman filter within the code tracking loop, is the inherent
availability of the actual state error covariance information given by the state error covariance

matrix P . The corresponding diagonal elements directly represent the pseudorange error

: 2 . . 2
covariance 0, and the velocity error covariance 0y g .

Il -3.3 Error modeling

Error components

The code phase error measurement at the output of the discriminator contains a noise like error,
caused by the received noise or even caused by jamming, the ionosphere and troposphere error,
ephemeris error, satellite clock error, the receiver clock error and an error caused by dynamic stress,
which can also be interpreted as a control deviation. Especially in unaided architectures like the
one considered in this section, dynamic stress errors pose a major error component. The dynamic
stress can be reduced by using a higher tracking bandwidth on the cost of higher errors caused by
noise. The optimal tuning must be a compromise between minimum noise caused errors and
minimum dynamic stress. This optimal tuning can be realized by a novel scenario matched tuning
and is topic of the following section.

Within the correlation core, the code phase error is calculated according to

it = Dl = D (II-65)

The tracking error respectively discriminator output is converted to units of seconds. The code
phase control is again applied in units of code phase.

~ ~ £ i 1
0Ty = AT — AT, , USINg 67 =_——-Jy (I11-66)
cA )

A?E;:ﬂ = fCA 'ATAk_n

The following expression gives the error components at the output of the discriminator which are
considered. Ephemeris errors and further minor error components are not considered.

OF = Ay — A;EI;H =A%t I;{,k+1 Tt fCA ~Otg, + fCA Ny = A)A(i;n _fc ~Oloik

2.k+1
07 =0T + lt,k+1 + Tt,k+1 -

(IT1-67)
Oty +0ts, + Ny,
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The innovation, respectively the actual deviation between the received code phase and the

replicated one - converted to time error - consists out of the given error components.

In the following, only the noise like errors, the receiver clock error and the etror part 07, caused
by dynamic stress, respectively the inability of the tracking loop to follow the line of sight dynamic,
are considered.

All other error components, like ionosphere error, troposphere error and ephemeris error are
estimated in the positioning filter and not in the scalar tracking stage. But nevertheless, the focus
of this thesis is to compare different tracking architectures. For that, only the dominant parts of
the user equivalent range error (UERE) are considered, respectively the parts having a tuning
relevant impact.

A very important error component in GPS tracking is the dynamic stress, which happens if the
tracking filter is not able to follow the line of sight dynamic in a proper way. This error type is a
control deviation and can become very large in case of wrong tuning - it can even lead to loss of
lock in high dynamic scenarios. Typical GPS literature has not the focus of a proper tracking loop
tuning, that’s why this important error type gets not the attention, which it should have.

Dynamic stress and dynamic model uncertainty
Knowing the expected platform dynamic, a dynamic model for the used optimal filter is selected.

In the following, a zero mean, line of sight acceleration is assumed. Within the dynamic model of
the Kalman filter, the line of sight acceleration is modeled as a 1% order Gauss Markov process.
The resulting model uncertainty enables the Kalman filter to estimate the correct line of sight
figures.

For tuning, as it will be shown in the following section, the deviation of the line of sight acceleration
from the constant mean value, is assumed to be a Gauss Markov process. Correlation time and
variance are the two characteristic figures of the Gauss Markov process, which will be determined
by analyzing the given real process.

The following equations show the derivation of the model error covariance matrix, given the line
of sight dynamic model as well as the driving noise for the Gauss Markov process. The clock error
is not yet considered in the dynamic model.

The discrete version of the model error covariance matrix can be calculated, by solving the line of

sight dynamic differential equation, depending on the seed noise vector M.
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eALos'(tmftk) ~ I + ALoS AT mLoS
tk+1
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Using the approximation from equation @11-69), the discrete error covariance matrix gets:
1+ ¢2 t 0
1t 0 10 0 2
Q -Q |0 f t |t 1 0 |dr=Q-[| t 1482 t- dr=..
AT ¢ ¢ AT Tatos
0 0 1- 0t 1- ) 2
L Ta,LoS 1L Ta,LoS B 0 t— t [1 _ t J
L Ta,LoS Ta,LoS (111_71)
3 2
AT + A;- A; 0
0900 AT? AT?® AT?  AT®
=0 O 0 AT + 5 "3 =
0 0 O-i,aLoS > 3 > z-a tos 3
0 AT AT AT — AT N A72'
L 2 3 Ta LoS Ta,LoS 3 Z-az LoS |
0 0 0
Q =0 0 0 (11-72)
2 3 2 3
O Ui,aLoS : (ﬂ - AT J Us,aLoS : (AT - AT AT j
2 3 ' z-a,LoS Ta,LoS 3 z-a LoS

. 2 . .
If the assumed error variance Oy, is large, the Kalman filter pays more attention to the
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measurement and gives only little trust to the model based predicted line of sight states. This in
turn leads inherently to higher Kalman gains - which are necessary to put more weight on the
measurement. These higher Kalman gains increase the overall closed loop tracking bandwidth and
help the tracking filter to follow high line of sight dynamic. It is comparable to a gain increase in a
classical PID loop filter-based tracking loop.

The red colored parameters show the direct link between the Kalman filter tuning parameters and

mission characteristics, as it will be shown in the section on "scenario matched tuning".

Noise like measurement error

The noise like part of the tracking error M, is a result of the received noise at the antenna together

with some minor noise sources, like additional amplifier noise within the analog electronics stage
of the receiver and the quantization noise.

The variance O, 5, of this noise can be calculated as a function of the signal to noise ratio and

jamming to signal ration, which will be derived in detail in a later chapter. The Kalman filter
considers this noise like error within the measurement error variance matrix.

2
R, =0

e (I11-73)

Important to know, only if this noise like measurement error is white, the Kalman filter is an
optimal filter. If this error is colored, whitening measures must be implemented.

Clock error

In this scalar tracking approach, there is no possibility to estimate the clock error based on
geometrical relations. If the state dynamic model without clock error will be used, the clock error

is mapped onto the estimated pseudorange.

The only alternative would be to model the clock error as a consider state, by using the following

dynamic model and observation matrix.

N /3 - (0 1 0 0O Of - Az 1T 0"
; oo 1 oof| °
VLOS 1 VLOS O
éLo§ =0 0 _Ta s 00 o5 || Nasos (IT1-74)
c- Ai:clk 00 0 0 1 c- Atclk N teic
L C- Adc/k | 00 0 00 L C- Adc,k 1 L M |
1 1 (111-75)
h' {— 00 — o}
c o

Modeling the clock error as a consider state which is mapped onto the measurement, makes the

measurement more uncertain in the frequency range of the clock error.

52



In high dynamic scenarios, where the line of sight dynamic has higher frequencies than the clock
error dynamic, there is no benefit of this approach. Only in low dynamic or even static scenarios,
this approach might improve the performance.

Il - 3.4 Novel scenario matched adaptive tuning

In the chapter on classical scalar tracking loops, the main focus of tuning was the closed loop
tracking bandwidth and also the avoidance of remaining tracking errors due to a wrong loop filter
order. There is no direct link between the line of sight dynamic or the real signal to noise ratios and
the optimal closed loop tracking bandwidth and filter order.

Especially in case of pre known flight trajectories, like approaches to airports or planned missions
in case of military operations, the line of sight dynamic is well known in advance. Also, assumptions
on the received signal to noise ratio can be made or even some worst case boundaries on the
received noise power can be estimated very good in advance.

Classical scalar tracking loops do not benefit from this information.

Optimal scalar tracking loops however use all this information directly for tuning. This information
can directly be assigned to the available tuning parameters of the scalar optimal filter tracking

architecture.
Selection of an appropriate line of sight dynamic model

At first, the line of sight dynamic model, used for state propagation in the Kalman filter, has to be
selected. This model should correspond to the real line of sight dynamic of the platform. In [306], a
line of sight dynamic model for radar-based flight object tracking is suggested. This dynamic model
is also used to describe the line of sight dynamic between the DA42 or the fighter and the respective
satellite.

Tuning the model error covariance matrix

As it was already mentioned in chapter III - 3.3 , the line of sight dynamic model assumes that the
line of sight acceleration behaves like a zero mean Gauss Markov process. In order to describe this
acceleration error process, respectively its dynamic behavior as a Gauss Markov process, the
variance and the correlation time constant of the processes must be determined.

Both parameters can be found in the autocorrelation of the gauss Markov process, as the following
equation shows [38, p. 33].

il

2 Lo (I11-76)
Rxx (t) = Ga,LOS : e’ o8

The mean of the acceleration is assumed to be zero € {aLoS} =0.

In order to fit the line of sight dynamic model to the real line of sight dynamic, the variance and
correlation time constant of the real acceleration error process are determined.

In the following figures, an example acceleration process and the synthetic Gauss Markov model
are shown. The left figure shows the process in time space. The right figure shows the correlation
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of the real process

and the synthetic one.
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In order to show that the synthetically generated Gauss Markov process has the same correlation
time constant as the real process, the following figure shows a zoomed version of the correlation.
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111-31 LoS acceleration error correlation - zoomed
A detailed derivation of the Gauss Markov process can be found in Appendix VII - 1.2 .

Knowing the Gauss Markov process parameters, the necessary variance of the seed noise gets
according to (VII-12) as

2
o -2
2 _ “aloS
O-n,aLoS = (AI1-77)

Z-a,LoS

With the knowledge of the parameters and the already introduced clock error model, the model
error covariance matrix for the scalar total state optimal tracking gets
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0 00 0

w=| 0 |, Qzé'{w-wT}: 00 0 (111-78)
N, 1os 0 0 2-c S,/_os
z-az,LoS

If the clock error is considered within the scalar tracking loop, the error covariance gets

"0 0 0 0 0 0 |
00 0 0 0
O 2
T 2 ) O-a LoS
W=, |, Q= S{W -W } =0 0 —= 0 O (I11-79)
: Ta,LoS
o 00 0 o 0
RETH 5
00 0 0 o]

Considering (11-72), the discrete model error covariance matrix can be written as following.

0 0 0 0 0 |
0 0 0 0 0
AT?  AT® AT?  AT®
T 2 2
Q = S{Wk -Wk} =10 0.0 (T ry O aos | AT — +—— 0 0 (I11-80)
Talos Taos "Talos

0 0 0 AT -2, 0

0 0 0 0 AT - o2,
It is assumed, that the clock error is not correlated with the line of sight dynamic error. The time
AT | at which the Kalman filter is iterated, should correspond to the correlation time Tco,, .
Tuning the measurement error variance matrix
Like it was already mentioned, the noise like measurement error variance is a function of the signal
to noise ratio, the used discriminator type, the early minus late spacing within the correlation core
and also the correlation time. The measurement error variance can be calculated analytically using
the following equation. In this example, an early minus late power discriminator is used [2].

T h 2
O'f 5= CAchip J1+ (I1-81)
4.T . Cr T . Cr
corr N corr N
IF IF

The signal to noise ratio at IF interface can be predicted using models which will be derived in
chapter IV - 2, where the whole line of sight characteristic, possible jammer constellations, the
whole receiver analog electronic and also the antenna reception pattern will be considered.
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Another possibility is the online measurement of the signal to noise ratio with an instantaneous
adaption of the measurement error variance within flight.

For tuning, the DA42 approach and the fighter trajectory will be used. For both trajectories, the
measurement error variance O.g (t,)((t)) will be predicted using the model based C/N

prediction, introduced in chapter IV - 2.5 .

The following two figures show the measurement error variance at the discriminator output, given
the DA42 approach and the high dynamic trajectory. (The examples show the unjammed and
jammed error variance for the satellites in view, while being on mission)
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As can be seen from figures I11-32 to III-35, the measurement error variance at the output of the
discriminator, changes along mission. For optimal tuning, this time dependent error variance has

to be considered within the measurement error variance matrix RDLL of the Kalman filter. As a

result, RDLL will become time dependent.
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Online adaption of line of sight dynamic model

Besides the measurement error variance, also the line of sight acceleration varies over time. Up to
now, for tuning, the acceleration was assumed having a zero mean. The deviation from this mean
value was modeled as a Gauss Markov process 1% order.

The variance was calculated by considering the acceleration behavior along the whole mission. A
better approach is to calculate the variance of the acceleration on many small sections along the

mission trajectory.

The following figures show as an example this procedure for satellite 19, given the DA42 approach
and the high dynamic fighter trajectory.
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111-36 Adaptive tuning parameter DA42 approach
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111-37 Adaptive tuning parameter Fighter

The selection of the right section length is an important criterion, to find the optimal parameter
for loop design. In this example the section time was figured out by manual search, which is
possible because the mission is already known. In other cases, there will be the possibility to a flight
model based tuning approach. The flight computer control commands could be used to predict
the short time dynamic change of the aircraft, using a flight model. The predicted dynamic changes
could be used in turn for LoS variance calculations.

This variable acceleration variance is used within the model error covariance matrix @, which now
becomes also time dependent.

In case of fixed tuning parameters, the Kalman filter becomes steady state, after an initial settling
phase. In case of variable tuning parameter, there will be no steady state Kalman gain.

The following architecture proposes a concept for realization of such an online adaptive tuning
scheme. The tuning figures of the Kalman filter within the scalar optimal total state code tracking
loop are changed online. Because the Kalman filter acts within the tracking loop as a loop
controller, the following architecture represents an optimal adaptive control loop.
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111-38 Architecture for online adaptive tuning

At first, pre mission, the line of sight dynamic tuning parameters are calculated, respectively
predicted. Additionally, while being on the mission, the tuning parameters are also determined
online, based on actual mission parameters.

The measurement error variances are determined from online measurements of signal to noise
ratio. The acceleration variances and correlation times can be adapted by online acceleration
measurements, or can be predicted, based on actual flight control commands, by using an

aerodynamic model of the aircraft.

Scenario matched online adaptive tuning - steady state

In case of the mentioned online adaption of model dynamic and model error covariance matrix @
, as well as the online adaption of the measurement error variance, the Kalman filter almost never
reaches steady state. Especially in high dynamic scenarios, the tuning parameters are adapted all the
time, leaving the Kalman filter always in a settling mode. The optimal Kalman gains, being
necessary corresponding to the line of sight dynamic and the actual measurement error variance at
the valid at distinct point on trajectory, will not be reached.

The following tuning architecture suggests a method to get the optimal settled Kalman gains on
each point on trajectory, valid for the actual line of sight dynamic and actual measurement error

vatriance.
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111-39 Architecture for online adaptive tuning — steady state Kalman gain initialization

At every time step, at first the actual steady state Kalman gains are calculated by solving the Matrix
Riccati differential equation.

Starting with the discrete propagation of the state error covariance equation according to [40, p.

301]
p-

k+1

-gnT T -7 T
= ¢kPk ‘Dk + QkKkaPk ¢k + err (111-82)

and replacing the Kalman gain by the corresponding Kalman gain update equation

-1
STt STl )
K, =PH (HPH R | (1183)
the discrete state error covariance equation gets
-1
- - DM (WD M -’ T .
P.=®P® OPH HPH R ) HP O/ :rQr (1-84)

The steady state solution is reached, if the state error covariance does not change from time step k

to time step k+1. Using this assumption, the state error covariance P, .. canbe replaced by P

P,-®P® +®PH (HPH +R,) HP® :rQr (I1-85)
This form is also called the discrete algebraic Riccati equation (DARE).

There are several approaches for solving the DARE, like given in [41]. In the following, the DARE
is solved by first converting it into time continuous form and calculating the continuous steady
state solution according to [33, p. 2406].

P-—-PHR 'HP+ AP +PA +-GQG’ (11-86)

And the steady state solution is given by solving the continuous algebraic Riccati equation (CARE).
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0- —PwHTR_ll'le +AP_+ PwAT +GQG' (111-87)

Important to notice is the difference between the discrete and continuous versions of the following

matrices.

1
Q =Q- AT, R =— R (111-88)
« “OOAT

According to [33, p. 240] and [42], the state error covariance matrix can be decomposed as

1

P(t) =N(t)D(t)_ (111-89)
Using a11-90), the continuous matrix Riccati differential can be written according to the next matrix
differential equation.
N(t) _ A GQG’ . N(t) —yP. N(t) N, P (111-90)
D(t)] |[HR™H -A’ | |D(t) D(t)|” |D, I
The general solution of this matrix differential equation is

IR

For solution, the matrix W' is written in eigenspace representation.

-1
w_[V Ve|[A 0]V, Vv, o
v21 v22 0 -A v21 v22

With this eigenspace approach, the solution gets
.
MO %] o YT [
D(t) V,, V, V,, V, D,

The eigenvalues with Re{A} >0 ate collected in A , whereby =\ contains the eigenvalues with

el\-(t—to) o

o e—A~(t—f0)

a negative real part. The eigenvectors are rearranged so that

\"/
{V;j =[V eV, | (I1-4)

contain the eigenvectors belonging to the eigenvalues with ze {1} > 0.

The steady state solution is reached by letting t —> 00 in equationai-93). After some algebra, which
is explained in detail in [33, p. 248], the steady state error covariance matrix gets

POO = \I11\I2’11 (11-95)
The corresponding steady state Kalman gain gets
1
K, -PH (HPH +R| (1156)

The tracking behavior comparison between this steady state calculated Kalman gain and the normal
settling Kalman gain, is given at the end of this chapter. The following figure shall only give a first
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impression for the different tracking behaviors. The figure is a zoomed snapshot of the tracking
behavior simulation, given the DA42 approach. The blue line represents the behavior in case of
steady state Kalman gain calculation. The red line represents the behavior in case of free settling.
Considering the standard deviation, it gets obvious that after every change of some tuning figures,
the steady state standard deviation changes promptly. The other standard deviation becomes the
same value as the steady state one, after some settling time.

T T T T T T T
e 2+ P
;.3-1:-‘. | T e o i e o = o = e A b e
Zof
S Ak :
g o AR TR Rl oo el R rN J
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111-40 Comparing steady state and free settling Kalman gain tracking behavior

lll - 3.5 Equivalent base band dynamic state space simulation

11l - 3.5.1 Distributed state space model

In figure III-28, the tracking architecture of the unaided optimal filter-based code tracking loop in

total state form, is shown.

For pre mission tracking simulation, in this section, an equivalent base band realization of this

tracking loop will be derived.

In the first step, the correlation core as well as the loop filter will be described in separated, but

coupled state space representations.

The feedback from loop filter to correlation core is realized as direct phase control. The

corresponding correlation core model gets:

5t 22 5t 2 2 oM
|:A A :| = Tcorr fCA 'Tcorr ' |:A ~ :| + fC 'Tcorr c 'Tcorr : Aﬁ (1-97)
XNco 0 0 Xnco 0 0 1 f;A

The second component of the distributed state space realization is the loop filter itself.

For equivalent base band simulation, the loop filter — which is a Kalman filter — can be implemented

by using the normal Kalman filter equations.
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state propagation: z ., ., =® -z,
state error covariance propagation: P, ,=®, P/, d’ZF +Q, -
Kalman gain calculation: K ., ., = P[FJ(H" -(H P.. H,+R, ) (111.98)
. +
state update: Zri1=8ppn T KLF ko1’ (§TLF K +1)

state error covariance update: P , , ( K, H ) P

The following figure shows the distributed state space representation, together with corresponding
couplings between the two components. Within the tracking filter component, only the relevant
equations for coupling are shown. It is important to keep in mind, within the tracking filter

component, all equations according to au-98)are calculated at every time step.

[ Correlation Core ] Total State Tracking Filter
A%(t)
Y
5 2 2 |_5_"—| 2 2 0 A7 Line of sight dynamic model
T - - T - = - .
{ AF } Tcorr fCA Tco/r { 7 }4’ fCA 'chrr c 'Tcorr | AP Ap A,U
e 0 " 0 0 1 f;A Vies =@, |Vis
8l0s Ik +1 8105 Ik
ALl AT v
Vies = VLDS JrKDLL '15i:k+1b
805 k+1 LoS k41

111-41 Distributed state space representation
In case of non-adaptive optimal gain tracking, the matrices @, , R,, and @,, are independent
of time. If adaptive tracking is used, these three matrices become time dependent °LF (t) ,R; (t)
and Q; (t) . These three matrices are adapted, based on actual line of sight tuning parameters

according to figure I1I-39.

The equivalent base band input code phase dynamic Ay (t) is generated, based on the line of sight

Doppler frequency and corresponds the real code phase progress, a real tracking loop would
receive. A detailed derivation of equivalent base band code phase dynamic is given in IV - 2.8 .

Il - 3.5.2 Error stimulation within the distributed state space form

Two errors are considered for this tracking loop.

The first etror being considered is the code phase error measurement noise Mg, . This error
component is caused by the received noise and antenna noise.

This error component is stimulated directly at the output of the discriminator by adding the
corresponding code phase noise to the discriminator output.

The other major error component is the clock error. A detailed derivation of the following clock
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error model is given in appendix VII - 1.1

e | _ [0 1} - Ft‘:’k} + F O} : [77‘” } (111-99)
e 0 0] | du 0 1] |74
The clock error is basically a result of a drifting base frequency of the oscillator within the GPS
receiver and therefore a frequency error of the NCO used for generating the code replique.

Wone =I of (t )dt (IT1-100)

Given the clock error, the corresponding NCO frequency error can be calculated according to

following equation.

Sy =Sy = St o _ St oy (k ) - ot (k - 1)
Te)a Teor Toa

corr

(IT1-101)

For stimulation the clock error within the equivalent base band simulation, there are two
possibilities.
The first one is, adding the calculated frequency error to the NCO frequency command according

to next equation.

~

f

C/A

=f

C/AQ +Af

poppier + Of (IT1-102)

The other option is, adding the clock error ot directly to the discriminator measurement, as

shown in figure I11-42.
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111-42 Error stimulation - DLL
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11l - 3.5.3 Centralized state space form

In the previous chapter, the state space representation for the tracking loop was derived, whereby
the correlation core state space model and the loop filter state space model where handled as two

separate state Space forms.

For calculation of the closed loop tracking bandwidth or the eigenvalue-based tracking stability
analysis, a centralized state space representation of the closed loop tracking loop is necessary.

For this purpose, the separated state space model is written in a centralized closed loop state space
matrix. The couplings between the two separated state space forms are realized within the system

matrix.

The following equation shows the centralized state space representation of the scalar optimal total

state tracking architecture.

z=-A-z+B-u

(2 22 o]
Tcorr fCA 'Tcorr c 'Tcorr _ _
§f 0 0 0 0 0 57 | %
A)?Nfo kﬁ_(t) 0 0 1 0 Adnco A OCO" (111-103)
A0 1=| Teor IR R
Vies k21_(t) 0 0 0 1 Vies 0
d,s | T oon L Qos 0
k31—(t) 0 0 0 - 1 _ )
L Teon TaLos |

The Kalman gains need to be normed by correlation time respectively the rate by which the discrete
version of the matrix differential equation is solved. The reason becomes clear by considering the
discrete version of equation (11-103). For the discrete version it is assumed, that the integration period
equals the correlation time.

z. =(1+A T, )z +BT, -u

corr corr

- 4 22 0 - (2]
ot oA c ot o
nco O 1 0 O 0 Inco %A (I11-104)
Ap =k O 1 T, 0 Ap | + 0 “AY,
VLoS k21,k O 0 1 0 VLoS 0
_aLoS Ik +1 k31,k 0 0 0 1_ corr _aLoS k 0
L Z-aLoS a - B

Within the update equation of the Kalman filter, there is no multiplication of the Kalman gains
with the sample time. By solving the matrix differential equation q11-103) in discrete form, the Kalman
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gains will be multiplied by the correlation time. To avoid this multiplication, the Kalman gains need
to be divided by the correlation time.

Using the closed loop state space matrices introduced so far, the noise free pseudorange behavior

can be evaluated and also the dynamic caused tracking errors.

Error stimulation in centralized state space form

In order to evaluate the pseudorange error variance being caused by the received noise, the noise
has to be considered within the centralized state space matrix. Also, the clock error can be

stimulated.

The following matrix differential equation shows the noise and clock error stimulation within the
centralized state space form. The clock error states are implemented as consider states within the
state propagation of the Kalman filter. For state error covariance propagation, these consider states

are added to the measurement, using the following transformation

AP |

<>

N
Il
Q>
R
o
%)

LoS 1
hELLz[E 0 0 1 0} (I11-105)

S O
o h>
x

The real NCO control, derived from the Kalman filter state vector, does not include this consider

state.
Ap ]
1 OLOS
Afz{— 00O 0] 8,5 (I11-106)
C N
5 clk
_5fclk_

Therefore, the consider states do not appear within the closed loop steady state matrix, even if the
state propagation model of the corresponding Kalman filter is extended by the consider states. The
effect of the consider states is already included in the Kalman gains, used in the closed loop state

space matfix.

For simulation, additionally to the received equivalent base band code phase progress A,% , also the

noise and clock errors must be considered within the steady state space representation according

to the following equation.

n or
ot,clk

(111-107)

i:A-z+B~u+G~n=A~z+bM~A;2+[n& g&,c,k]-
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[ -2 2 2 4 ]
Tcorr fC .Tcorr c 'Tcorr
s 0 0 0 0 0 |[ of |
AZ NGO Kyy 0 1 0 AZnco
A'b = Tcorr Aﬁ
VALoS k 21 0 0 0 1 VALoS
éLos ] Tcorr aLOS i
k
2! 0 0 0 - 1
_Tcorr Talos ] (I11-108)
- 0 0 -
o2 ] 0 0
fCA 'Tcorr k11 k11
0 ~ Tcorr Tcorr n Sr
+ Ay + .
0 ky k| Lot.clk
0 Tcorr Tcorr
L O _ k 31 k 31
_Tcorr Tcorr i

The centralized state space approach offers now the possibility to simulate the tracking behavior
pre mission, like the distributed state space simulation. At this point, there is one major difference
regarding the Kalman gains. In case of the distributed state space simulation, the Kalman gains are
calculated online in the context of the step by step execution of the Kalman filter equations. The
centralized state space form does not calculate the Kalman gains. The Kalman gains must be
calculated in advance by using the distributed state space form.

But what is more important, this closed loop state space matrices can be used, to calculate the
closed loop tracking bandwidth and the closed loop tracking eigenvalues.

The closed loop tracking bandwidth is a SISO bandwidth of a defined path through the given
centralized state space system. The following SISO bandwidths are of interest

~ ~ -1
Ay —>Ap: G, =c; -(s-1-A) -b,,

A7 >V G, =€l -(s-1-A) b

Vios Vios Ay

ch:[O 010 0:' (IT1-109)
¢/ =[0 00 1 0]

b -|—2 0000
g fC .Tcorr

The bandwidth is defined as that frequency, where the closed loop amplification is 3 dB less then
at zero frequency. For Bode diagrams, usually the gain at zero frequency is 0 dB. To get this, the
output of the transfer function must be of the same physical unity then the input. As closed loop
tracking transfer function therefore, the following equation is used for Bode diagrams.
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1

Ay > Ay: GAp=[0 0 0 O](S-I—A)_1-bM (ITI-110)

/A

The following equation gives the analytic solution of the transfer function, depending on the

Kalman gains.

2k, ()87 + (2 Ky (£) + Koy (t)) -5+ (2 Ky () + Ky ()

G - -
v (S) by-s*+b, s’ +b,-s* + by -k (t)s* +(b4 Ky, () + by - ki (t))-s+(b2 ks, (t) + b, - ky, (t)) (-1t

The Laplace variable s in the transfer function above can be replaced by je if the system is stable.

50 T T T T T

-50 - B

Magnitude [dB]

100 F -

-150 1 L L 1 1

Phase [deg]
5 8

-200 1 L I 1 1
10° 10" 102 108 10
f[Hz]

111-43 Closed loop tracking bandwidth

The given Bode diagram example shows the closed loop tracking characteristic at time t = 60s, in
case of the DA42 approach.
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Il - 3.6 Steady state adaptive tuning vs. continuous adaptive tuning

In this chapter on unaided scalar total state optimal gain tracking, two different tunings where
considered. The natural online adaptive tuning with settling Kalman gains and the tuning which
uses the steady state Kalman gains at every time point. (For that, at every point on trajectory or
with a defined sample rate, the steady state Kalman gains are calculated and used in the tracking
filter). These two approaches will be compared in this section.
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For a better comparison, the following figures show normalized pseudorange error variances and
correlation time constants. The most right upper corner would be the best location, having long
correlation time and low error variance.

Longer correlation times are desirable from point of loss of lock perspective. Long correlated
errors, even having the same error variance, can be handled with much smaller bandwidth, as short
correlated errors. In case of long correlated errors, it takes much more time until the accumulated
phase difference between the replicated and received code phase, becomes a critical one for causing
loss of lock.
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CONCLUSION
Comparing:

e Unaided total state scalar optimal tracking

e Unaided total state scalar optimal tracking — moving steady state Kalman gains

As the simulations show, a steady state Kalman gain initialization at every point on trajectory,

considering the actual tuning figures, provides no benefit.

lll - 3.7 Classical scalar vs. optimal scalar tracking

UNJAMMED

In this section, the scalar fixed gain tracking architecture will be compared with the scalar optimal
total state tracking architecture. For tuning the scalar optimal tracking filter, scenario matched
adaptive tuning is used. The tuning of the fixed gain tracking loops is based on closed loop tracking
bandwidth. In order to make both tracking loops comparable, as tuning relevant closed loop
tracking bandwidth for the fixed gain tracking loops, the average closed loop tracking bandwidth
of the optimal filter-based tracking loop is used.
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JAMMED

In this section, the scalar fixed gain tracking architecture will be compared with the scalar optimal
tracking loop, given a jammed environment. As jammer, a 1kW white noise jammer is used, having
a jamming bandwidth of 2 MHz, together with an IF bandwidth of 10 MHz. A detailed jammer
link budget analysis is given for the DA42 and the fighter scenario in chapter IV - 2.6
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CONCLUSION

Comparing:
e Total state scalar optimal tracking - unaided
e Scalar fixed gain tracking - unaided

Comparing the scalar fixed gain tracking, using a classical loop filter and the total state optimal
tracking loop, using a Kalman filter as loop filter, there is only a small difference regarding tracking
performance. The reason is the used tuning bandwidth for the classical loop filter. As tuning
bandwidth, the mean bandwidth of the optimal gain tracking loop was selected.
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This result is not surprising, because after settling, the Kalman filter becomes steady state and can
be interpreted as a fixed gain classical loop filter.

It is even possible to represent a settled Kalman filter as a fixed gain loop structure, using a
corresponding set of proportional and integral gains. This relationship is shown in [14] and [22].

The real benefit is the applicable scenario matched tuning in case of total state scalar tracking. If
scenario parameters are available, together with some pre knowledge about the platform dynamic,
the dynamic model and Kalman tuning factors can be derived.

In case of classical fixed gain tracking loops, one major task is to define the general filter structure
and filter order. Given the information regarding the expected mission dynamic and selecting an
appropriate dynamic model for the Kalman filter, the optimal filter order is given inherently,
preventing remaining control deviations.

Online adaptive tuning, considering real signal to noise measurements, is easy to implement in case
of optimal filter-based tracking. Signal to noise measurements can directly be used as input for the
measurement error covariance matrix. In case of classical fixed gain tracking, there is no possibility
to map directly real signal to noise measurements on loop filter tuning parameters.

In case of jamming, the scalar optimal tracking approach shows a better performance, because of
a tuning setting, which matches better the real environment. The jamming simulations show, that
the predicted error variance information are only valid, as long as the tracking loop is locked.

The following table summarizes the pros and cons of the total state scalar unaided tracking
approach.
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Major pros and cons of scalar optimal tracking

Scalar fixed gain — unaided

o

o

The tracking filter order is an inherent result of the assumed platform dynamic by
using the corresponding dynamic model in the Kalman filter propagation equation.

Application of scenario matched tuning possible. All platform dynamic and noise
environment characteristics can be mapped bijective on the Kalman filter tuning
parameters. The closed loop tracking bandwidth is a direct consequence of the
selected dynamic model and the applied tuning parameters.

Especially in case of planned missions, the dynamic behavior is known and a
corresponding dynamic model can be selected. All deviations from this dynamic
model are also known pre mission and can be used to model the errors within the
Kalman filter. This approach gives an optimal tuning

Inherently available tracking error covariance information by the Kalman filter state
error covariance.

The error covariance includes noise caused errors and also dynamic caused errors.

Easy online adaptive tuning. Changing platform dynamic characteristics and a
changing signal to noise environment changes automatically the tuning, by mapping
these values on the Kalman filter tuning parameters
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lll - 4 Scalar optimal filter carrier smoothing

Il -4.1 Motivation

In the previous section, a Kalman filter was introduced and applied as an optimal loop filter in a

code tracking loop.

One main application field of Kalman filter is sensor fusion, which makes the application of the
Kalman filter perfect for carrier aided code tracking architectures.

The following literature gives examples of carrier aided code tracking architectures, where always
classical loop filter structures are discussed: [43], [44] and [45]. In [46], an optimal filter based carrier
tracking architecture is considered, but without any coupling to a code tracking loop.

This section provides the following contributions

Contribution 1: An optimal filter-based carrier aided code tracking loop will be developed, where
the applied Kalman filter works as a loop filter and additionally, realizes the fusion of code and
carrier tracking results. In contrast to fixed coupling between carrier and code tracking loop in
classical architectures, here an optimal adaptive coupling between carrier and code tracking loop is

realized.

Contribution 2: The already introduced novel scenario matched tuning is in this section extended
to carrier tracking and is applied to carrier aided code tracking.

Contribution 3: Because classical fixed gain carrier aided code solutions do not provide inherently
tracking error covariance information, an error covariance model will be developed, which can be
propagated standalone, in parallel to the tracking itself. Moreover, it will be shown that optimal
filter-based carrier aided code tracking do provide inherently tracking error covariance information,

considering the coupled solution.
lll - 4.2 Tracking architecture — classical fixed gain carrier smoothing
In this section, the principle structure of classical carrier smoothing, using fixed gain loop filters,

will be explained. A similar structure for dual frequency tracking can be found in [47] and [48].

Principally, there are two loops — the code tracking and the carrier tracking loop — which are

coupled, using a fixed factor feao . This coupling does not consider any actual error covariance
f
IF 0

information from code and carrier tracking loop.

The coupling factor can be derived by using the following relations.

AZ = AfC/A 'Tcorr
Ap=Af, -2-7-T,, (1-112)
. (1-113)
Ay < Ao 2.z

Of course, the coupling could be made adaptive, but there is no error information available which

can directly be mapped on the coupling factor.
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In order to compare optimal filter-based carrier smoothing and fixed gain carrier smoothing, this

section introduces at first an equivalent base band model of a carrier tracking loop and the tuning

of the carrier tracking loop.

Because there is no inherently provided error covariance information of the carrier tracking loop,

similar to equation (111-49), a separate error covariance propagation will be derived.

Carrier CIA
Replique Gen. Replique Gen.

AP, AZs

Carrier NCO

f

IF

Code NCO

Discriminator
-

Discriminator
-
&

cao L)€

2-7T,

corr

A

<>

v

| c
'W

111-70 Classical scalar PLL aided DLL

For loop tuning, the DLL and PLL are considered separately. For code tracking loop, the already
introduced tuning from chapter IIT - 3.4 is used. A similar approach will be used in the following
for the carrier tracking loop.
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corr

11I-71 Laplace representation - PLL

For the code tracking loop, a closed loop tracking bandwidth of 2 Hz was selected. For carrier
tracking, simulations show, that even for the DA42 approach, a 2 Hz bandwidth is too small in
otder to follow the line of sight dynamic. A closed loop tracking bandwidth of 4 Hz is necessary.

Using the same approach as inqi-18), the absolute value of the closed loop tracking bandwidth is
1

2
- , 2 2 2
|GF’LL (/ a))| - |KP jw+Ki| KP el - 1

—|—2'”'Tcorr'”2+Kp'fa’+Ki|_\/K§oa)2+(K,__2.,,.7- 'w2)2 o e

corr

requested to be , at the frequency 4 Hz.

The distributed state space simulation of the carrier tracking loop consists also out of the
correlation core and the loop filter.

Because in the previous chapter only code tracking was considered, in the following equations, the
corresponding equivalent base band equation for a distributed state space representation of the
carrier tracking loop is given.

The correlation core model for a carrier tracking loop gets, according to chapter IV - 2.9 .
: 2 2 2 N
p = = | | o9 — 0 A
Eﬂ =l Tor  Teor [ Aq +| Teor { Aq;fv } (1-115)
7100 o ? 2.z | LA

The distributed state space model of the loop filter is equivalent to the code tracking loop. The
coupling between the loop filter and the correlation core is different, as can be seen in the following
figure.
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111-72 Distributed state space - PLL

For tracking error covariance information, similar to equation @u-48), the error covariance
information for carrier tracking can be calculated, by using the centralized state space
representation of the given carrier tracking loop.

oz=A-5z+G-n,

B 2 B 2 0
6,:. Tcorr corr 5»- 0
(IT1-116)
?'\ Kp K, ({7\ Kp
A@ = T O T M A¢ + * n&(ﬂ
X corr corr X corr
1 0 0 1
The corresponding state uncertainty matrix @ gets
0
K K
Qk = G ) g{n«)‘(p ’ n;/’} ’ GT .Tcirr = = : 0-3«5(/) ) |:O T - 1:| 'Tc<2)rr (In-117)
1

The state error covariance can be propagated according to the next equation.

P.~1+AT, )P -1+AT, ) +Q, (1-118)

(ele] corr

The following figures compare the carrier solution with the pure code solution.
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111-73 Raw data error - DLL versus PLL

As the figures above show, the error variance of the carrier solution is much lower than the error
variance of the code solution, despite the closed loop tracking bandwidth of the carrier tracking
loop is 4 Hz compared to the closed loop tracking bandwidth of the code solution with 2 Hz.

The following figure shows the zoomed version of the pseudorange error from one satellite.

dp [m] Sat 1

110 115 120 125 130 135 140 145 150 155 160
time [s]

111-75 - Raw date error - DLL versus PLL - zoomed

Especially the zoomed figure shows that the separate pseudorange error covariance prediction
provides correct results. Nevertheless, the error variance needs to be calculated in parallel. Only
noise caused errors are considered, dynamic stress is not included in the error covariance
propagation.

Figure III-70 shows the tracking architecture, realizing classical fixed gain carrier aided code
tracking. For simulation and also for ongoing analysis, an equivalent base band Laplace
representation and distributed state space representation for this carrier aided code tracking will be
introduced.
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11I-76 Fixed gain crarrier aided code tracking - Laplace representation

The corresponding distributed state space realization of a carrier aided code tracking loop in

equivalent base band, is shown in the following architecture.
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111-77 Distributed state space realization - carrier aided code tracking (fixed gain)

Classical fixed gain carrier aided code tracking lacks the same disadvantage as classical fixed gain

code tracking. There is no inherently available error covariance, which is necessary for subsequent

positioning solution.

In the section on fixed gain scalar code tracking, already the centralized state space form was used

for a separate error covariance calculation. This approach is also applied in this case. Therefore, in

the following, the centralized state space representation for carrier aided code tracking is derived.

R ~2Tem 0 0 0 0 |
TCO!T Tcorr
[ 51": | ap. 'fC/A 'Kp,DLL 0 ap 'fC/A ‘Ki,DLL apy; ’2'”'fC/A 'KpPLL 0 ap '2'”'K1,PLL [ o7 |
A;Z Tcorr Tcon fIF .Tcorr fIF 'Tcorr A/%
X | 1 0 0 0 0 0 XpiL
P 0 0 0 _2 _.2 0 4
A@ TCOIT TCOI’f A(o
_X PLL ] 0 0 0 K pPLL 0 K i PLL | Xpue |
TCOIT TCO!Y
(111-119)
L 0 0 0 1 0 0 ]
- 5 . .
Tcorr 'fC/A
0 0
. 0 0 [A;Z}
0 Ti ap
0 0
L 0 0 .
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For a separate error covariance propagation, the inputs Ay and A¢ are assumed to be zero. The
whole system is driven by the discriminator measurement noise /7 and 1;. The only inputs to
the system are the phase discriminator noise and the code discriminator noise.

’z=A-5z+G-n

i _ 2 _ 2 'TC/AO 0 0 0 0 |
TCOVV Tcorr
i 51% ] fC/A 'Kp,DLL 0 fC/A 'Ki,DLL fC/A 'Kp,PLL 0 fC/A ‘Ki,PLL I ot ]
Ajg Tcorr Tcorr f IF 'Tcorr fIF 'Tcorr A/{/
X o | 1 0 0 0 0 0 Xpi1
5(/? 0 0 0 _L _i 0 54{’\
A@ TCOI’!‘ TCOI’I’ Aw
X K K. X
L PLL | 0 O O p.PLL O i,PLL L™ PLL | (III—1ZO)
L 0 0 0 1 0 0 i
_ 0 0
f C/A ‘K p DLL 0
TCOH’
. 1 0 {nf}
0 0 n,
0 K pPLL
TCOIT
. O 1 .
The state error uncertainty matrix @, is calculated according to next equation.
[0 0 [0 o T
fC/A 'Kp,DLL 0 fC/A 'Kp,DLL 0
TCOIT TCOfI’
1 0 o2, 0 1 0
Q -G 8{n-nT } G T2 = O T (11-121)
0 0 0 o7, 0 0
0 K p.PLL 0 K p.PLL
TCOIT TCOI’f
L 0 1] i 0 1]

Using equation (11-54), the state error covariance propagation can be derived.

Regarding tuning, in case of carrier aiding, the closed loop tracking bandwidth of the code tracking
loop must be reduced. In this example, the bandwidth is reduced to 1 Hz, in contrast to 2 Hz for
the unaided code tracking loop.

The following figure compares the pure code tracking with the carrier aided code tracking.
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111-78 PLL aided DLL - pseudoranges - DA42

The red curves represent the carrier aided code tracking. The error variance of the carrier aided
code tracking solution is smaller, compared to the pure code tracking solution. Despite the tracking
bandwidth of the code tracking loop was reduced from 2 Hz to 1 Hz, the dynamic stress errors are

even smaller than in the pure code tracking solution, which still uses a closed loop tracking
bandwidth of 2 Hz.

The closed loop tracking bandwidth of the code tracking loop could be reduced to a much lower
bandwidth than the applied 1 Hz. This would give even better results for the carrier aided code
architecture. Selecting the optimal code tracking bandwidth cannot be derived analytically. It is
much more an experience-based approach.

In the next section, an optimal filter-based approach is used for carrier smoothing. There, the
closed loop tracking bandwidth is inherently a function of the actual carrier tracking error variance,
which leads automatically to an optimal selection of the closed loop code tracking bandwidth.
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Il - 4.3 Tracking architecture — optimal filter carrier smoothing

In this section, carrier smoothing by using a combined optimal filter, will be developed. In the
previous section on fixed gain carrier aided code tracking, the carrier tracking loop and code
tracking loop are basically independent. The carrier loop is coupled with the code tracking loop by
using a fixed coupling. The coupling does not consider mutual error covariance information from

code or carrier tracking loop.

The optimal filter carrier aided code tracking loop adapts the coupling based on the inherently
available error covariance information from code and carrier tracking loop. Moreover, similar to
the already introduced pure optimal filter-based code tracking loop, scenario matched tuning can

be applied.

The following figure shows the corresponding tracking architecture.
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111-79 Scalar total state optimal PLL aided DLL

The line of sight dynamic model for the carrier tracking loop is equivalent to the line of sight
dynamic of the code dynamic. Also, the filter states are equal, because they represent the geometric

line of sight dynamic.

z=A-z+n
A | |0 1 0 Ap 0
X . a3 (IT1-122)
Vies |=]0 O 1 Wi |+ O |, @®=F"+A-AT
éLos 0 O _ 1 aLoS na LoS
L Ta LoS |
The only difference is the observation space transformation, given in the next equation.
Ap -f,
Ay = Ap AP Toa - Ar= A (I11-123)
/”'C/A c fC/A
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_2-m-Ap 2-7mw-fy-Ap (I11-124)

Ap
A c

In matrix form this transformation gets

. N 1 )
Az Ap h Ap - 0 0f|A4p
T | & T Y, c Y
AG =H - VLoS = hT ’ VLoS = 2 f ’ VLoS (II-125)
@ - ol |4 7l g9 ol |4
aLoS aLoS c aLoS
The update equation of the Kalman filter gets
T,
T 3x2 k+1
Z .. =Z ,+ Kk e 5 (I11-126)
k +1

For tuning, again the scenario matched tuning is applied, which was already introduced in the
previous chapter on scalar optimal code tracking. Additionally, to the code phase error
measurement variance, the carrier phase error measurement variance is necessary for setting up the

measurement error covariance mattix.

2
o 0
R=| ” ) (IT1-127)
0 o,

The model uncertainty matrix @ is equivalent to the already introduced matrix in the context of
pure code tracking.

The combination of carrier measurements and code measurements is based on the measurement
error variance information and also the actual state error covariance.

lll - 4.4 Equivalent base band dynamic state space simulation

For equivalent base band simulation, a distributed state space representation is introduced, which
is shown in the following figure.
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Il - 4.5 Classical fixed gain vs. optimal filter carrier smoothing
This section is on comparing optimal filter-based carrier smoothing and classical fixed gain carrier
aided code tracking.

As example, the DA4 approach is used. For tuning the Kalman filter, the already introduced
scenario matched tuning from the previous section is applied.
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The figures show that optimal filter-based carrier smoothing provides far more better tracking
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results. The error variance is much smaller than in case of classical PLL aided DLL tracking. A

similar result would be also possible with PLL aided DLL tracking, but finding the correct tuning
respectively tracking bandwidth for PLL and DLL is a tricky task. The optimal filter-based carrier

smoothing provides automatically the correct tracking bandwidth, by using scenario matched

tuning and considering the actual error variance in the carrier path for appropriate aiding of the

code path. And especially this inherent optimal tuning, given the actual mission and assumed or

measured signal to noise ratio, is the advantage of the optimal filter carrier smoothing.

In order to get an impression of the quality of optimal filter-based carrier smoothing, the following

figures show only this approach.
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Fixed carrier aided code tracking

Optimal filter carrier smoothing

@

Coupling of carrier and code tracking
loop using a fixed factor. The coupling
does not consider actual error variance
information in code and carrier tracking
loop.

o

The Kalman filter realizes the coupling
between code and carrier tracking loop as
a kind of signal fusion. The
measurements at the output of the code
discriminator and carrier discriminator
are  combined, based on  the
corresponding  measurement  error
covariance information.
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Carrier and code tracking loop are
basically tuned separately with focus on
closed loop tracking bandwidth.

For tuning, the scenario matched tuning
regarding line of sight dynamic model and
measurement error covariance is applied.

Based on that tuning information, the
Kalman filter inherently realizes the
optimal tuning and also closed loop
tracking bandwidth

But to get a significant improvement in
case of carrier aiding, the tuning of the
code tracking loop has to adapted
manually by reducing the closed loop
tracking bandwidth.

@ | No error covariance information | ) | Inherently —available tracking error
available. ~ For  error  covariance covariance information by the Kalman
propagation, a separate error model has filter state error covariance.

to be propagated in parallel. This error
covariance information only includes
noise caused errors and no errors due to

The error covariance includes noise
caused errors and also dynamic caused

, errofs.
dynamic.

© | Easy online adaptive tuning through
scenario matched tuning. Changing
platform dynamic characteristics and a
changing  signal to noise ratio,
automatically leads to adaption of the
tuning settings.

Il - 5 Scalar error state optimal filter tracking (unaided)

Il - 5.1 Motivation

In section IIT - 3 an unaided scalar optimal tracking architecture in total state representation was
developed. The whole platform dynamic was modeled within the dynamic model of the Kalman
filter. This section pursues the question, if there is some benefit, using a scalar error state approach,

even if there is no external aiding.
The contributions of this section are:
Contribution 1: Development of an error state optimal filter-based tracking architecture

Contribution 2: Evaluation if an error state realization in case of unaided scalar tracking provides

some advantages.
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Ill-5.2 Tracking Architecture

For the error state approach, within the dynamic model of the Kalman filter, only the error shall

be modeled. Therefore, the platform dynamic propagation must be realized outside the filter.
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111-85 Scalar error state - unaided

As total state platform dynamic model, the following differential equation system is used.

z=A; z

A | To 1 0] aAp
V;\LOS =0 0 1} VALoS
.| [0 0 0|4,

The acceleration is assumed to be constant.

(IT1-128)

All deviations from this constant acceleration assumption are in this case the error dynamic, the

error state Kalman filter has to deal with.

The remaining error components are summarized in the following equation.

ot =ot, —oty, +1 +T +n; + 5rdyn

(IT1-129)

92




ot = receiver clock error [s]

otg, = satellite clock error [s]
| := ionossphere error [s]
T := troposphere error [s]

n, = noise error [g]

(I11-130)

or,, = dynamic model error [s]

The noise error together with the dynamic model error are by far the biggest error components
and at the same time, having the highest dynamic.

The dynamic and error variance of the other error components is much lower. That’s why the error
state filter only cares about these two error components.

At this point, the clock error is not treated by the error state Kalman filter. On the one hand, the
clock error is not observable at a scalar tracking stage. On the other hand, the dynamic and error
variance of the clock error is much lower compared to the other error components, at least in case
of unaided architecture.

The following equation gives the error state dynamic model.

oz=A - 0Z+nNg

% | o1 o 5b 0
A N (IT1-131)
& =10 0 1 ||& |+ O
53A L0S 0 0 — 1 5éLoS n a,LoS
L z-a,LoS i

The system dynamic matrix used for discrete realization gets

_ g3x3
¢ES =1 +AES T (I11-132)

corr
The used error dynamic model is the same as it was already used for scalar total state tracking. The
acceleration error is modeled as Gauss Markov process 1% order with constant mean.

In section IIT - 3 on scalar total state tracking, the acceleration was also modeled as a Gauss Markov
process 1% order with constant mean.

The main difference between the total state and error state approach is the validity in the Kalman
filter, assuming that the measurement error dynamic equals a zero mean Gauss Markov process.
In case of the total state approach, this assumption is not fully true, whereas in case of the error

state approach it is.
The correlation time and variance of the modeled acceleration error are determined by using the

already introduced scenario matched tuning. The discriminator error variance O, is determined

C
by using N from the link budget model according to IV - 2.7 .
IF
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The measurement error variance matrix for error state scalar optimal filter gets

2
Rou = Op,se (I11-133)

For calculating the model error covariance matrix, the dynamic error of the applied line of sight
dynamic model must be considered.

Despite here an error state approach is considered, the error dynamic of the acceleration equals the
total state line of sight acceleration discussed in section III - 3 , because within the external total

state dynamic model A the acceleration is modeled as constant. All deviations of the

75 ?

acceleration from this constant value manifest within the error state dynamic model.

Therefore, the acceleration error 0d,,5 can be modeled as Gauss Markov process, similar to Owith

equal error variance and correlation time constant.

The model error covariance matrix gets

0 0 0
Q =10 0 0 (I11-134)
AT? AT? AT? AT?
0 o2 Y L R | AT — +
matos 2 3 Ta,LoS nates Ta,Los 3 Ts,LoS

The observation matrix for the error state filter can be written as

h,z:{l 0 0} (I11-135)
C

For setting up a closed loop system, the estimated error state must be used to update the total states
as given below.

Z-—Z+5Z (IT1-136)

After updating the total states, the error states are set to zero.

oz=0 (I11-137)

Il - 5.3 Equivalent base band dynamic state space simulation

Il - 5.3.1 Distributed state space realization

The distributed state space realization consists in this case out of 4 components. These are the
correlation core in state space form, the error state filter, the total state propagation and the total
state update. The following architecture shows these 4 components together with their

interconnections.
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Il - 5.3.2 Centralized state space representation and bandwidth calculation

For closed loop bandwidth calculation, a centralized state space realization of the above system is
detived.

For that, the 4 separated components above are combined into one centralized state space mattix.

Zs =Acs 25 +Bg U (III-138)
—L - 2 0 0 0 - 2 00
corr f CA 'Tcorr c- corr
0 0 0 0 0 0 00
ot ut 0 LI 0 0 0 0|[ o7 ] 2
A " Tcorr Tcorr ~ fCA 'Tcorr
lN.CO k 1 AZNCO O
%p —2 0 0 T‘— 1 0 0 0|| & 0
a/.LoS _ ;orr corr » ; ) a/:Los i 0 . AZ (I11-139)
Fhys | | 7 0 0 0 - 0 0 0| dd,, .
A corr TaLoS corr N
Ap Ap
. 1 . 0
¢ 0 0 - 0 0 0 10|V, 0
2 a
a, L “Los |
S B 0 0 Ti 0 0o 0 1 L0
0 0 0 o0 Ti 0O 00

The state update of the total states and the state reset of the error states after the update, are two
particularities which need to be modeled within the centralized state space matrix.
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The blue matrix entries in previous equation realize the state update. The red entries realize the

error state reset.

The derived centralized state space form can be used for calculating the closed loop tracking
bandwidth.

Because the error states are reset after updating the total states, it is possible to get a shorter form
of the centralized state space representation, without mentioning the error states. The effect of the

error states is already included in the Kalman gains.

A A 1 . . k -
Ap=V, s +——0p=V, —I—TL 0T (IT1-140)

corr corr

The equation above shows the example relation between the total state pseudorange change and
the error state pseudorange. Because the error states are reset, there is no error state propagation
and 0T can directly be used to update the pseudorange estimation. The reduced centralized state

space representation gets:

22 2 409
_ _ Tcorr fCA .Tcorr c .Tcorr
ot 0 0 0 0 0|[ oF |
A;’ZN?O k 11 0 0 10 AJZNCO
Ap |=|T,, | AP (I11-141)
VALoS k21 0 0 0 1 ALoS
ALoS i TC"” L @ios
k
= 0 0 00
L Tcorr a
The interesting path through the system is
Ay — Ap (I11-142)

In order to norm the bode diagram, the output variable is transformed to code phase.

Ay — Ap- fosn (I11-143)
C

The transfer function is calculated according to the next equation

G, =c, (s-1-Ag) b,

Ap v4

c1p=oo1ooooo}

i /A (I11-144)
2

b,-|—=—— 0000000

g _fCA' corr
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Il - 5.4 Scalar total state vs. scalar error state tracking

The following simulation scenarios compare the scalar total state unaided architecture and the

scalar error state unaided architecture.
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This section shows, for scalar unaided tracking, an error state realization provides no advantages
compared to the total state approach. The error state tracking filter still needs to track the full line
of sight dynamic. The additional implemented total state dynamic propagation, outside of the error
state filter, only assumes a constant line of sight acceleration. All deviations from this constant line
of sight acceleration need to be tracked by the error state filter. Without aiding, there is no
possibility to predict the actual line of sight dynamic.
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lll - 6 Positioning solution using optimal filter

Il - 6.1 Motivation

This thesis compares different tracking architectures, which are scalar architectures and also vector
tracking architectures. Vector tracking architectures provide in case of position state formulation
already the final positioning solution. In order to compare scalar tracking architectures with vector
tracking architectures, an optimal filter-based positioning solution for scalar tracking architectures
is developed in this section. For the positioning solution in the previous section, already the

approach from this section was used.

A positioning solution would be also possible by using a Newton method based solving of the
nonlinear relation between pseudoranges and position [2, p. 258]. But optimal filter-based
positioning solution shows a better performance compared to classical positioning solution.
Moreover, the optimal filter-based approach is more comparable to vector tracking which delivers

inherently a positioning solution — also by using optimal filters.
There are already many papers on optimal filter-based positioning solution, like [49], [50], [51], [52]
and [53].

The contribution of this section is the coupling of optimal scalar filters with an optimal positioning
filter. The provided raw data error variances of the scalar optimal filter state error covariance

matrices are directly used within the measurement error variance of the positioning filter.

Additionally, the novel concept of scenario matched tuning, which was introduced in the context
of scalar optimal filter tracking, will be also applied to positioning solution.

Il - 6.2 Filter architecture

As positioning filter, a Kalman Filter is used to calculate the positioning solution and estimate the
clock error, by using the available raw data from scalar tracking filters. This filtered solution
approach offers a huge advantage, especially if it is used in combination with scalar optimal filter-

based tracking loops, as they were introduced above.

The following figure shows the corresponding architecture.
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. Navigation Filter ECEF frame
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[11-103 Filtered navigation solution

Each scalar optimal tracking filter provides the actual pseudorange together with the inherently
available error covariance information. (This error covariance information can be taken from the

state error covariance matrix P of the local Kalman filter).

Filtered navigation solution in ECEF frame

In the following, the equations for filtered navigation solution based on a Kalman filter, will be
derived. The navigation solution can be calculated by using the available pseudoranges from the
local filters. If a frequency aided code tracking loop or carrier aided code tracking loop is used, the
navigation solution can also be calculated by using the pseudoranges and the range rates. The
following equations assume a pure code tracking approach. Because this thesis is about comparing
different architectures, only code tracking is considered.

The dynamic model used within the navigation filter is given according to [2, p. 264]. The dynamic
model is written in coordinates of ECEF frame.

Zoor = Acoer  Zeoer e (111-145)
r X, T 0> P* 0*° 0¥ 0*'] [ g3
v 0%° 03 pP° ¥ 0¥ (1 Sl
Z. .= aze AECEF - 0> 0*° A33 0> 0¥ n. - nige 1 (T1146)
c-dt, o*® o*® o*° 0 1 N
_C . 5fdk | _o1x 3 o‘lx 3 o‘lx 3 0 0 | _ncﬁf o |
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The platform acceleration in ECEF coordinate axis will be modeled as a Gauss Markov process

with constant mean. Furthermore, the acceleration in x, y and z direction of the ECEF coordinate

axis will be assumed to be uncorrelated.

The clock error is modeled as a second order process according to equation (vil-2).

Scenario matched tuning

_i 0 0
Taee
A-| 0o -1 o
Taee
0 0 _L
Taée

(I11-147)

The driving noise for the Gauss Markov process R ac’ together with the correlation time

constants in equation (i-14¢) are derived by applying the already introduced scenario matched

tuning.

The mean value of the accelerations towards the coordinate axis of the e-frame is calculated. The

deviation from the mean values is modeled as a Gauss Markov process. The correlation time and

variance of each process are determined by analyzing the pre mission available platform

acceleration dynamic.

Especially in case of planned missions or even in case of auto landing, the flight trajectories are pre

known and the needed variances and correlation time constants can be calculated in advance. The

following figure shows the assumed variances and correlation time constants in case of the DA42

approach.
Gazx ,LoS = g {af,LoS (t ) - 52 ax,LoS (t )}}
Ga2y LoS — & {af,LoS (t ) - 52 {ay,LoS (t )}}
Ga22 ,LoS = 5 {az2,LoS (t ) - 52 {az ,LoS (t )}}

(IT1-148)

A vital parameter is the window time, used for variance calculation. The acceleration variances

from equation (11-148) give constant values for the whole mission. For adaptive tuning, the following

variance calculation approach is used.

o tos (t) =
O-azy LoS (t ) =

o—azz ,LoS (t ) =

£{atsus (t) = [£{a0ses O} }IW

startMission t

tenamission (AT
efaris (- [efn, OF]7 |]

startMission t

£latius (t) - (£, 00 ()} }TAT

startMission t

(IT1-149)
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The variance is calculated for a moving time window along the mission. The time window for
adaptive tuning is selected to 20s. The following figures give the correlation time and variance of
the Gauss Markov process, along the trajectory.

e
e 4

AN o N
Tax

- N w £

0 100 200 300 400

o

100 200 300 400

€
Qey
’{) o N
Tay
- N w

0 100 200 300 400

o

100 200 300 400

e
Qe

N o N} IS
Ta7

N £

0 100 200 300 400 100 200 300 400
time [s] time [s]

o

111-104 ECEF acceleration characteristics - DA42

€
ae,m
-
o o
o o o
Tam
- N o

-50

0 50 100 150 200 0 50 100 1 50 200

100 25

50

-50

-100

e
CLe,y
o
o %
Tay
= o N

50 100 150 200 0 50 100 150 200

[
Qe
P =)
o o o
Ta7
N w

100 150 200 ) 100 150 200
time [s] time [s]

o
o
o
o
o
o

111I-105ECEF acceleration characteristics - high dynamic

These correlation time constants, taken from the simulated mission dynamic, are used within matrix
A33 ‘
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The typical clock error can be described using a second order differential equation, as given in state
space form in (vii-2. This clock error model is also used in the simulation to generate a
corresponding clock error.

The driving noise for the clock error model is chosen according to appendix VII - 1.1 . Using this
information, the model error covariance matrix can be written as follows.

2.0°2
r T ax
o3x3 o3x3 03x3 o3x1 o3x1 0 0
°3x3 oaxs osxs °3x1 °3x1 Tax
2.0°
-
Q- 5{" n } _ osxs osxs 2;3 °3x1 °3x1 ’ st _ 0 ay 0
T
o1x3 o1x3 o1x3 C2 . Gst » O ay
’ 2
_o1x3 0" Q" 0 c? 'O-sf,clk_ 0 0 2.0,
Taz

Usage of extended Kalman Filter

Within the state correction

+

Z, .1 ecer — &pqecer T K. (p - h(zk+1,ECEF ))

(III-151)

the innovation @ — h(zk+1,ECEF) is calculated using a nonlinear relationship.

The nonlinear transformation from the filter states to the observation space is given by the
following equation.

5§:§_h(z;+1,ECEF):6_6

15#1 \/(cz (7#1)')(#1@' (te,#1)_xe (tr ))T (cZ (7#1)'x#1,e' (te,#1)_xe (tr )) +C '5tc/k Y '5t#1

Pom \/(cz (T#n ) Ky e (te,#n ) - X, (tr ))T ’ (cZ' (T#n ) Ky (te,#n ) - X, (tr )) +C- éTclk -C- 5t#n

The matrix ce. rotates the satellite position from e-frame at emission time into e-frame at

reception time.

In order to set up the Kalman filter observation matrix H , the nonlinear transformation

h(z; “, ECEF) is linearized at the every point along trajectory.
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The linearization is justified, because the deviation of &gpgr from the true trajectory is very small.

This Kalman filter approach is named ,,extended Kalman filter".

The real innovation is calculated using the nonlinear relation

‘3 —h (z; +1,ECEF ) (11-154)

Benefits from combining optimal filter scalar loops and optimal filter positioning solution

The usage of optimal scalar tracking loops provides especially with regard to the optimal filter
based navigation solution, an advantage. For setting up the measurement error variance matrix R
of the navigation filter, the estimated pseudorange error variances, contained in the state error
covariance matrices of the optimal scalar tracking filters, can be used.

2 _ -
Osun = Pi1gn > Tasn (LI-155)

Generally, also classical fixed gain tracking loops would provide the pseudorange error variance
information, if a parallel error variance propagation according section III - 2.5 is used. But as it
was already mentioned, this error variance information considers only errors due to noise. Errors
caused by dynamic stress are not included. The pseudorange error variances within the matrix IP
of the optimal scalar tracking filters consider both errors very well.

The Kalman filter is optimal only if the measurement errors are white, respective uncorrelated in
time space. The pseudorange errors, which are at the same time the measurement errors, are
correlated due to the low bandwidth of the scalar tracking loop. In order to take this fact into
account, the measurement error can be modeled by additional states as Gauss Markov process. Or
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on the other side, the measurement error variances can be simply increased in order to consider

the nonwhite measurement errors.

The following figure shows the positioning solution, calculated by using the specified optimal filter
based filtered solution.

At this point there will be no simulation because the positioning solutions are considered for every
analyzed tracking architecture.

CONCLUSION

Major pros and cons of scalar optimal tracking

Filtered positioning solution

@ The filtered positioning solution is supported by a dynamic model, which can be
selected correspondingly to the actual mission. Due to this model, the solution at
every time step benefits from solutions of previous time steps. This additional
information makes the solution more robust

@ Scenario matched tuning can directly be applied to the tuning figures of the Kalman
filter

@ Optimal filter based scalar tracking loops provide inherently the error covariance
information of the pseudoranges. This information can directly be used as

measurement error variance in the measurement error variance matrix of the Kalman
filter.

@ The provided state error covariance information includes the errors caused by noise
and also dynamic stress. (In contrast to the least squares approach for positioning
calculation. There the separately calculated state error covariance information does
not contain any information on dynamic stress)

@ Not applicable for an initial guess of position after acquisition. For that, the least
squares approach is necessary anyway.

lll - 7 Total state vector tracking - unaided

lll-7.1 Motivation

In previous sections, only scalar tracking was considered, with one separate tracking channel for
each satellite.

This section is about vector tracking, where all satellites are tracked by one tracking filter. This
architecture benefits from the fact, that for positioning only 4 satellites are necessary and every
turther satellite makes an over determined system.
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The satellite respectively the line of sight vectors from the receiver to the satellites are not
orthogonal. The line of sight dynamic of one satellite is correlated with the line of sight dynamic
of another satellite, depending on the mutual elevation. Exactly this advantage, besides others, is
exploited by a vector tracking approach. This joint tracking of all satellites and the mutual aiding,
help reducing the closed loop tracking bandwidth of each single channel.

Moreover, if for one satellite, loss of lock occurs, the phase reference for the corresponding
replique is kept. Immediately after the conditions for this satellite improve, its NCO is
synchronized again.

Vector tracking can be realized in error state space or in the total state space. In this section, at first
the total space realization will be analyzed.

Some sources for total state vector tracking in literature are given in [22], [54], [1], [55], [19] and
[56]. A special total state vector tracking approach is given in [57], using a differential tracking
approach. In [58], a combination of an extended Kalman filter-based vector tracking filter and
scalar tracking loops is used. Both work in parallel and compared to each other. In case of failures
in the scalar loops, the vector loop assists the scalar loops. There is also some literature, comparing
some special realizations of vector tracking loops to some selected other tracking approaches as in
[59], [60], [61], [62] and [63]. But there is no structured comparison. Moreover, no defined tunings

are given in the literature examples.
Nevertheless, this section provides some contributions.

Contribution 1: Development of a centralized state space representation of the whole tracking
architecture in equivalent base band, providing the possibility to calculate poles for each tracking
channels and also the closed loop tracking bandwidth for each tracking channel.

Contribution 2: Application of the already introduced scenario matched tuning to vector tracking
filters.

Contribution 3: At the end of this section, in detail the differences between an unaided scalar
tracking approach and the here developed unaided total state vector tracking approach will be
worked out. The tracking behavior will be compared, given also jammed scenarios.

lll-7.2 Tracking architecture

The total state vector delay locked loop (VDLL) using position state formulation, is the most
obvious realization of such a tracking architecture. But having a look into literature, if it is about
vector tracking, typically error state tracking architectures are analyzed. Total state vector tracking
architectures are quite rare. In [22] a total state vector tracking architecture is shown. But even here,
no explicit realization is given. Also, no tuning approach is discussed, nor is any resilient simulation
provided for comparing the performance of the total state vector tracking architecture with other
tracking architectures. Therefore, at the end of this section, different total state and later, also

different error state vector tracking architectures will be compared.

The following figure shows the standard correlation core together with an abstract model of the
vector tracking filter. Similar to scalar tracking loops, in vector tracking, each satellite channel has

its own cotrtelation core.
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The vector tracking filter is realized in position state formulation. The platform dynamic is modeled
using a second order dynamic, whereas the acceleration is modeled as a zero mean Gauss Markov
process. The correlation time constants as well as the driving noise of this Gauss Markov process,
describing the platform acceleration, are derived using the already introduced scenario matched
tuning. The filter states are with reference to the ECEF coordinate system. For each coordinate
direction, an own Gauss Markov process is used. These three processes are assumed to be

uncorrelated.

The following equation describes the dynamic model, used in the vector delay locked loop.

N>-

03)(3 I;S;:B 03)(3 °3x1
3x3 3x3 3x3 3x1
0 0°° E° 0
3x3 3x3 3x3 3x1
0 0°° A 0
o1x3 °1x3 °1x3 0
_°1x3 °1x3 °1x3 0
1
-—— 0
Ta,x
1
3x3 __ _
AX=| 0 -——
ay
0 0

03)(1 xe 03x1
Ty C
03)(1 ve 03x1
0% a’ |+ n, (I1-156)
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Taz ]

The clock error is modeled according to the derived clock error model in VII - 1.1

The process error covariance matrix is given as
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The discrete process error covariance matrix can be approximated as
Qk ~ Q : 7—corr (1117159)

The following sequence describes the closed loop application of the extended Kalman filter, used
for signal tracking.

1) State propagation:

~— 11x11 o+
z = (I +A-T )-zk (ITL-160)

COl

For state propagation, no linearization is necessary. The dynamic model is already linear.
2) Nonlinear NCO control

The NCO control command is formed by using the estimated receiver position, together with the
satellite position and the estimated clock error.

‘A’;n :h(i;n)
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(IT1-161)
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Because the signal travel time from the satellite to the receiver is not negligible and vector
operations are only possible within the same coordinate system, the satellite position in the e-frame
at transmission time must be transformed into the e-frame at reception time. For that the so called
Sagnac correction is used.

The Sagnac correction G, (z'; #1) needs the knowledge of signal travel time 7 . For calculating the
pseudorange estimation and also the signal travel time, additionally the satellite position
X, o (t#n,e) at signal transmission time ¢, _ is necessary. For a first guess, as transmission time

the reception time is used, which is known in the receiver.
esn = L, (I11-162)

The reception time is equal for all satellites. With this reception time, the satellite position can be
calculated by using the ephemeris data, received within the navigation message.
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Using these assumptions, the first guess for the pseudorange estimation is calculated as
p;+1 = h(z;ﬂ)

\I(xM,e' (tr ) - *;H,e )T : (x#1,e' (tr ) - ﬁ;ﬂ,e ) +C - 5t’l\(7+1,clk —-C- 5t#1

(IT1-163)
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\/(x#n,e' (tr ) Xy e ) ’ (x#1,e' (tr ) X, e ) +C -0t ek —C Ay,

With this first guess, the signal travel time and thus a better approximation of the signal
transmission time for the corresponding satellite can be calculated.

- P, .. .

Tk +1,#n = = g te #n :tr - z-k +1,#n

pl;ﬂ = h(z;H)

(IT1-164)
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Now again, the estimated pseudorange P, is used, to calculate an even better approximation for

the signal travel time. This improved signal travel time is again used for transmission time
calculation, which in turn is used in a following iteration for pseudorange estimation and so on.
Usually 3 to 5 iterations are enough to get a very good result for the pseudorange.

This estimated pseudorange can now be used in the feedback path to control the NCO in order to
keep the replicated code phase aligned with the received code phase.

For direct phase control, only the relative pseudorange change AP, ., since the start of tracking is

needed.

Aﬁ;-ﬂ = ﬁ;-ﬂ - 6O

1 A
= 1 APy

C/A

AY (I11-165)

Alkﬂ,#n

The initial pseudorange 60 is calculated by the navigation processor. This first pseudorange is

more or less a first guess, which is calculated based on the transmission time (being coded in the
navigation message) and the reception time. There is no clock error correction.

3) Update step

The classical update equation is given below

112



AL n

zZ . =Z. .t K

(11-166)
ATy 4 4n

Because the Kalman filter is used in a feedback system, the innovation is calculated within the

correlation core. The measurements 5Tk+1 are already the innovation.

5Tk+1,#1

L A ‘ .

z =2z +K . (I11-167)
OTh\14n

The transformation of the Kalman filter state into measurement space is in this approach a

nonlinear transformation. For calculation of the Kalman gains, the measurement model is
linearized about the actual position and clock error estimation.

- (IT1-168)
k+le |.
This approach assumes that the deviation o0X, +1e between the true position x_ and the estimated

position )A(;%e is very small. If this assumption does not apply, this could lead to divergent filter
states.

" 2(C2 (51) Ry (tar) K] o g 1 o
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As tracking error measurement in this approach, the discriminator outputs are used, which give the
tracking error as time error in seconds, between the replicated C/A code and the received one.

0Ty, 0Ty — Oty +0tg, ., +1+T +e+n;
or=| @ |= :

or #1
= (I11-170)
ot,,

oty,, — ot +dtg, . + I+T +e+ Ny 4n

Within the measurement error covariance matrix R | only the noise like error parts n_ are

considered. The measurement errors caused by ephemeris errors e, receiver clock error st

clk >
satellite clock error st , ionosphere and troposphere error, are considered by an own error model

113




within the state space model of the Kalman filter. This is necessary because these error components
are nonwhite. The Kalman filter is an optimal filter only for white measurement errors. The
corresponding nonwhite, respectively time correlated errors must be decorrelated by a
corresponding error model. Therefore, a first approach for the measurement error covariance

matrix is

R=| : : (1-171)
2
0 o O-n,&#n
The channel wise measurement error variances are derived pre mission by using link budget models
and the discriminator error model given in IV - 2.7 . Even online tuning is possible, by measuring
the actual signal to noise ratio and using it in the discriminator error variance formula.

lll-7.3 Error modeling and tuning

The already introduced scenario matched tuning can also be used for optimal tuning of vector
tracking loops. This is a tremendous advantage in case of planned missions or known flight
trajectories. Platform dynamic and signal to noise environment can be used to determine the tuning
setup for the vector tracking loops.

As was already mentioned, the platform acceleration is modeled as a zero mean Gauss Markov
process. It’s variance and correlation time constants are determined by using scenario matched
tuning, according to equation (111-149).

For calculation of the correlation time constants as well as the variances, a time window has to be
defined, for which the derived constants are calculated. The length of this time window is also a
vital figure. As the following two examples for the DA42 approach show, a short time window of
5s leads to shorter correlation times and also smaller variances. In contrast, a time window of 20s
gives longer correlation times and higher variances. It’s up to the filter designer, to select the
appropriate time window.

Calculating the Allan deviation might help to identify the correlation time constants and error
variances, predominantly occur in the acceleration dynamic. The Allan deviation gives the process
variance, depending on the considered correlation time window, [64].

The principle of the Allan deviation can also be used to calculate a kind of Allan correlation time.

O-a2 (Twindow )

3 (T

(I1-172)
a window )

The measurement error variances are determined similar to the scalar code tracking loops, by using
transmission path models and signal to noise power predictions.

The tuning parameters, describing the clock error in equation (11-158), are selected according to the
clock error model in VII - 1.1
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lll - 7.4 Equivalent base band dynamic state space simulation

Il - 7.4.1 Distributed state space realization

This section derives an equivalent base band solution for the given total state vector tracking
architecture. The following figure shows the corresponding architecture.
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Each satellite has its own correlation core. Whereby the NCO control commands, respectively

direct phase controls, are derived by the vector tracking filter.

The difference between real tracking and equivalent base band simulation is only in the correlation
core. The tracking filter itself, which is realized by the Kalman filter, is the same.

Even in equivalent base band simulation, the necessary Kalman filter equations are executed for
online calculation of the Kalman gain and state error covariance matrix.

Besides the pure tracking, also the error behavior can be evaluated. For that the discriminator noise
and the clock error is stimulated at the output of the discriminator.

Il - 7.4.2 Centralized state space realization

The concept of a centralized state space representation was already introduced in the context of
optimal scalar tracking loops. In this section, a centralized state space representation of the total

state vector tracking loop in position state formulation will be derived.

The state space form is set up by combining the different components of the distributed state space
formulation, together with all couplings, into one 1* order differential equation system.

The vector tracking loop poses a MIMO system. One main benefit of the centralized state space
form is calculating the closed loop tracking bandwidth for a selected single path through the MIMO
system. For that, the matrix differential equation system is transformed into Laplace space.

In [65] already an approach is described for deriving a transfer function of a vector delay locked
loop and a vector frequency locked loop by writing the vector and frequency tracking loop as a
parametric model. But the derived model does not consider the correlation core.

Due to the selected position state formulation, the transformation from the estimated position to
the needed pseudorange for NCO, respectively direct phase control, is a nonlinear operation.

In the following, the nonlinear coupled differential equation system is given, describing the
closed loop vector tracking in state space form.

z =F(z,u(t),K(t),x(t )SV#1 - X (t )Sv#n)+n

u =[A)Z#1 A}Z#N:I

(IT1-173)

The nonlinear differential equation system is time dependent, due to the nonlinear
transformation from position to pseudoranges and also due to time dependent Kalman gains.
The Kalman gains, used within the centralized state space representation, are derived by
calculating the distributed state space simulation. The settling Kalman gains are stored and used

within the centralized state space formulation.
The time dependence of the Kalman gains is not explicitly written in the following equations.

The following equations define the 1 order differential equations of the centralized state space

form.
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The state space differential equation system is linearized about the actual point.

For that, equation a11-174) will be linearized.

oF oF

z-F(zuKXx_,...X,, )+—| -6z+— -su+n
oz|,p o, 11-176)

)=6z=A-5z+B-5u+n

z-F(zuKx,,..X

sv #n
At every time step, the linearization is done about the linearization point (WP) given as

WP =2,u,KK, x

SO SERLE

X

SV #n

(T1-177)

The linearized closed loop state space representation is given in the next equation.
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The derived centralized state space representation is a MIMO system.
In the following, the SISO transfer functions for one channel are derived.

In case of position state formulation, the NCO command is derived from the states of the vector
tracking filter, using a nonlinear transformation. Besides the already linearized centralized state
space matrix, also the observation function must be linearized, in order to get a linear observation

vectoft.
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The corresponding transfer function is again calculated, using
Gase (S) Cis, - (S - A) ‘b, (U11-186)

Il - 7.5 Scalar total state tracking vs. Vector total state tracking

In this section, the previous architecture of unaided total state scalar tracking will be compared to

total state unaided vector tracking.

The following simulations show the DA42 scenario and the high dynamic scenario.

UNJAMMED

10 10
— o
5 N 3 ud
x g?,—.Lr--a-q‘L JZ g-—‘-l’-‘ -L
E OM’VW*WBW £ °‘MW
: : Y
) o

-10 -10

100 300 10
_ 10 & 10
(}? 0‘."'-. -Lh ‘ :5‘3 On.w.-l.h —ﬁ #
3 ? E Wﬂ“"‘”ﬂ
S 10 <
0 0 100 200
- 10 o 10
— [a\
5k ot bt 3 = ittt
E “'W i "I 'v E) ” m' I
QU QU
°°-10 “ .10
200 300 100
o 10
2 |
& Omnu—m‘ -L,-*lu
il \a s ddad *-' TSS
%_10 1 TSV pos
0 100 200 300

time [s]

111-110 pseudorange error - DA42 - unjammed

- * 50
2 M“w_r‘}'ij % ‘J
2 CFRETREIARINE 2 opbeadanadie
S B
-20 -50
0 50 100 150
— 10 < 10 .
= : f Lt |
3 .-\.« R
= of = 3 L
T H_._-_ i10-, A 1L
s »% ‘J
"% 50 100 150 2% 50 100 150
- 20 ~ 20
;;3 - ...p..h C% Ob uﬂh—“ﬂ\d—--
— 0 '- — - -~ =
= TP r"’.w Sl e
QU QL '
20 20
) 0 50 100 150

10
0;‘ -ll- --

N’V';H ’lv l“ﬂ
-10
-20

0 50 100 150
time [s]

TSS

dp [m] Sat 32

TSV pos

111-111 pseudorange error - high dynamic - unjammed

121



o o

a1 oo IR s e I B L o |
.:m. AL BT

L af g | AE || St
e = AF |- [ 5
“Ar S w5

L.Aae 1| "amn 12 [ 4> |
iy au a1 K
M 0o @ e

[« sl!-ul.m .ﬂwi\.m.o.a? 1
nE an :
ar g . g | A

[ 18 | Sl 1S Faw W
v i AL

L WF lo L @k lo | .-ﬂw J
. ® it ° 1r

IRELE Sl PR I = R P L
1V © AL | e
Far [ 2 T an

L 4o F 4o 4
11§ < ‘13 Sl . ¥
(8] ) 10

R LS ST S A SR R e X R
LV e V] “

L . i v " W
:tor _ gmmw_ :Bou_

o o
mEt A ENC S annaE AN = aay
15| R i
1> | |11 la ]
=% 1% Fa (8 [ a8 ]
e | | e
ES SN B - = T
SNEINE:

15 ! 1
Fool 48 18 F &
\_W T -
1 a
S5 - SER: BN %
| Tkl [P
ah | || o
I aF]= [ © 1° [ T ]
s )
1= 1 a1

-
L -1 o | B {g 71
Ly g k1
[ 2] _Sw i.n
b Wl o LSS LS ]

180

160

60 80 100 120

40

20

100 150 200 250 300 350

50

time [s]

time [s]

111-113 positioning error - high dynamic - unjammed

111-112 positioning error - DA42 - unjammed

E 3 8
o o o
g g S
8 8 8
€ 9eg [zH] Md ¥ 1S [zH] M4 g 1S [zH] Md
3 3 8 3
3 3 ] S
8 8 8 8
m n 00 m n 00 m wn 00 m n 00
T 9eS [zH] Mg 1T 9eS [zH] Mg 6T 9eS [zH] Mg € 1S [zH] md
o o o
~ 8 8 2
o o o
] S S
S 3 S
3] o~ ~ 00 3] o~ ~ 00 (3] o~ -~ 00
€ 9eg [zH] Md ¥ 1S [zH] Md &g 1S [7H] Md
o o o o
8 8 ] 3
o o o o
< 5 5] <
o o o o
= E S g
o o o o

T %S [zH) Md 1T %S [zH]

o

- o

© N - o

ME 6T 78S [zH] Mg ¢ 1S [zH] Md

time [s]

time [s]

111-115 bandwidth - high dynamic - unjammed

111-114 bandwidth - DA42 - unjammed

122




pseudorange error correlation time [s]

o o o o o o o o
N WA~ Ol O N 0 O =
L ]
o

o
N

=)
[$)]

1 0.5
pseudorange error variance [m]

111-116 Comparing raw date - DA42 - unjammed

3 . . . . —
251
TSS
2r TSV pos
o = | | | | |
0 50 100 150 200 250 300 3

111-118 PDOP - DA42 - unjammed

N

I
©
T

o
3

pseudorange error correlation time [s]

o
o

111-117 Comparing raw date - high dynamic - unjammed

o
©
T

o
o
T

o
3}
T

o
IS
T

o
w
:

o
N
T

4 3 2 1
pseudorange error variance [m]

10 T T
TSS
TSV pos e
8 -
o Of
(@)
a
o
4 +
2 j— — —-— —
0 1 1
0 50 100 2

111-119 PDOP - high dynamic - unjammed

In the following, a zoomed example of the positioning error in north direction for the DA42

approach is shown. The long-correlated errors of the vector tracking approach are similar to the

long-correlated errors of the scalar case. Upon the long-correlated errors, the vector tracking

approach shows very short correlated errors. This is due to the single filter stage.

The scalar tracking approach consists out of two filter stages. The first one, tracking the different

pseudoranges and the second one for positioning solution. The vector tracking approach only has

one tracking stage in contrast.

111-120 DA42 - total state vector position - zoomed
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Out of these two architectures, the total state vector tracking approach shows the best tracking
results.

As the bandwidth analysis shows, the closed loop tracking bandwidth of the vector tracking
approach is much smaller compared to the scalar tracking approach.

Nevertheless, the dynamic stress error is even smaller.

The huge advantage of the total state position state form is its low closed loop tracking bandwidth,
making this architecture robust against jamming. Through the mutual aiding of the satellite
channels, the remaining dynamic stress error becomes low, despite the low bandwidth.

The figures I11-114 and I11-115 on closed loop tracking bandwidth show quite well, which satellite
channel benefits most from inter satellite aiding. Channel 1, 3, 22 and 32 show a very small closed
loop tracking bandwidth, because the line of sight dynamic of these channels is correlated very well
and therefore the line of sight dynamic of one satellite is used for aiding the other one and vice
versa. Channel 11 and 19 for example show a higher closed loop tracking bandwidth. Their line of
sight dynamic is less correlated with the others.

. i 5 _, 400 m L, 500 7 T
- - A= 200
s omESIETRT\ 1 = P 5 200 ; i'}é A
% VW @ oemn oAt o B larms e mhecfix STl ﬁ.‘,“,_\_(‘.-,\a;,
= -200 N = TS = TERTTEAAEL | = CRERROARR A
£ £ -200 \ £ 200 N E N v "el“ “}
(R
S -400 S 400 S 400 " \ ||
-500
0 100 200 300 0 100 200 300 0 50 100 150 0 50 100 150
400 —
— ~ - = W, A7
Z omEmeEnE T o 200 T 20 P o2y L oghdade sirlinte
I ’ 4 = 3 < % \w F2 72 Py ~ an
n "\\m 0 ferRuE S TS T o okiElE i T oA 1%} Jywg ™ ",“7\
= 7200 = e = = YIRM — 200 Wy
g g -200 g -200 ' B y W
S 400 S 400 2 -400 s} & 00
0 100 200 300 0 100 200 300 0 50 100 150 0 50 100 150
- -
= R = 20 LS & 200 . J'Ih-\,‘l
- ! : ~ -
k] 01—_--....~_- B 200 , 2 O‘:ﬁx:-:d.'-v 8 0‘\,‘31\_—-}' S et
0 ~\\ n _-', n <l ’\\ir\‘\‘ 0 l"t\ﬁh'\q'.—'-
— — - - - ' — — Fo~
g 20 g OeEESTE a=kl ) 5 -200 “' ¥ E 200 VUV
= = =< = = 1 W
S ~400 S 200 R S 400 WS 400 }
0 100 200 300 0 100 200 300 0 50 100 150 0 50 100 150
00—
S P & 200 LI
© -l ™ - '\1 ./
7 O esgE S aR = oc"‘-"""z'“""’
9] e w0 Frlmann AN
=200 S Tss " -200 U TSS
—_ —_ \
= -400 TSV pos S 400 i TSV pos
0 100 200 300 0 50 100 150
time [s] time [s]
111-121 pseudorange error - DA42 - jammed 111-122 pseudorange error - high dynamic - jammed

124



200

400

600
pseudorange error variance [m]

800

1000

125

20

40
pseudorange error variance [m]

60

o8 & 8
\ - -~ -~ o o o
=7 KR A 8 2 8
e - A B v Y- | e
’ o ! o 8 g g )
~ 7 =) Lr =) 2 o c - - -
I - TR A | S b E Q 2
o
13 [ ] c o o o £ L w >
v ° o L - > il o o © » D
fero 18 TUFSS 98 B S s
of 4]
—T oo =
| {F 18 U]W L ¢y s = ® ~ « of o~ -~ o° « -~ o° |mb °
m:. - i |- 2 S A € 9es [zH] Ma 7T %S [ZH] M4 ¢z S [zH] ma £ I e
o )
e As oW dg b Y o 1gE £
N i n Iy 5
r ] n ¥ 8 8 8 8 3 ,
| 1o L&0 lg L e = - ~ - - ¢
i © b © ,«; © 5 ..m b
e A D F g g g gz 2o :
il = ¥ N o N 2 E a r o
(% J 1] & ] < = o
L 1o L Jo L n Jlo N 3 3 3 3 =
u.» Y fl—- Y . I3 - = °
i 1 ‘n = .
Yy . o h'J o | 4 o | o o o ) < o~ - © © < SN
2 S v © e © T 9eS [zH] Md 1T %eS [ZH] Md 6T 988 [2H] M4 c€ S [2H] md [s] ewiny uoneaLi02 Jolse sbuelopnesd
ypou Jses umop
o o o L4
Y IT 77 8 YN TT7 |8 — K T8 S s 3
\J B0 s 11 « @ ©
Wi o | win , _ , _ ,
ounm 183 [ wh ] 8 g g
(]} ny
o u Y] o'no W
L 18 | 1 < S S S A A 0 >
i (N wm < b - T 8 I e
[ 1} o ' <
H 4 1S n 18 ] S o~ - o « ~ o° < ~ =h D_ ¢
1 N 1 N 1 N M = o o o o o o o =
Q ® V4 154 Z e Z
3 3 ' ® o €908 [zH] Ma 7T 9eS [zH] Ma @2 jeS [zH] Mg m
o o o = N
= 1 BRI | 1o F 11{° ‘e
= - < °
_w _u u S g g g g < oo
o ‘» <
[ |m [ nm B “ .m Mr o o o o — E '
g g g g gz o |
[2g] [} '
J o o LB n. m =
Ty 18T 81§18 2 g g g g
1 [ ] ¢
R N P N IS D VR B N - - o - ~ - p © < ~
[==R==] o O o o o o o @ - =] < N =] « N - o « N - o — o o o o
Y ¥ Y umop T9eS [2H] Md 1T %8S [2H] Md 6T 9eS [2H] Md &€ 1S [ZH] md [s] swr} uopeja.i00 Jous sbuelopnasd

yuou jses

80




111-127 Comparing raw date - DA42 111-128 Comparing raw date - high dynamic
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The simulations above show that vector tracking, even in the unaided case, provides better tracking
results and interference benefits, which is in accordance with [66].

Major Pros and Cons of Total State Vector Tracking

Total State Vector Tracking - unaided

© Small closed loop tracking bandwidth for most satellite channels due to inter satellite
aiding.

© Immediate reacquisition after tracking outage of one satellite

(+)

Due to low closed loop tracking bandwidth high robustness against jamming

@ The simulation of jammed scenarios shows the superiority of total state vector
tracking. Although the vector tracking approach loses lock when jamming power
becomes large, but can resist much longer than the total state scalar approach.

Especially in case of jamming and high dynamic scenarios, the vector tracking
approach can withstand much longer at an increasing jamming power.
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lll - 8 Error state vector tracking - unaided

Il - 8.1 Motivation

In the previous section, vector tracking in a total state formulation was analyzed. The whole
platform dynamic must be handled within the total state dynamic filter.

This section develops a tracking architecture, where the main tracking filter has an error state
formulation. Some very general error state vector tracking architectures are given in [67], [56], [68]
and [69] but there, only the error state dynamic model are given without the needed additional filter

equations and tunings.
The main contributions of this section are:

Contribution 1: Development of an unaided error state vector tracking approach. The architecture
in this section stands out from the given architectures by improved coupling between the error
state tracking filter and the total state dynamic propagation. Additionally, detailed tuning measures

are given.

Contribution 2: Evaluation if an error state vector tracking approach provides benefits, even if

there is no aiding,.

lll - 8.2 Tracking architecture

In the previous section, the dynamic model used within the vector tracking has to consider the
whole platform dynamic respectively whole line of sight dynamic in case of pseudorange state
formulation. The acceleration was modeled as a Gauss Markov process with zero mean.

For the error state approach, there is an external model necessary, propagating the estimated
PP > Y, propagating
platform dynamic. As total state line of sight dynamic, a constant acceleration is assumed.

)T(e B “e ] —°3><3 P2 0% 0 0" B )"(e 7
p ‘“,Z 0°° 0 P® 0 0 ‘“,Z
z=| a® |=A, a® (=|0*>® 0> 0> 0 ol | & (ITI-187)
c 'ti,k c-t, 0°° 0% 0> 0 1 c-t,
.. ,.\CIk c- d, J _°3><3 0%° 0% 0 0_ c- d, |

The dynamic model within the error state Kalman filter shall only consider the residual errors of
the external platform dynamic. For that, the acceleration error is again modeled as a zero mean

Gauss Markov process.
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1
— 0 0
Tax
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A=l0 — o0
Tay
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L Taz .
The following figure shows the corresponding tracking architecture.
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111-131 Error state vector tracking - unaided

The estimated tracking errors are used to correct the total states, which are propagated with their

own dynamic model. After correction, the error states are reset.

For tuning, again scenario matched tuning is used. The acceleration dynamic is modeled as a Gauss

Markov process with zero mean.
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The propagated total states are used to calculate the NCO commands.

~

~n _ — T N A7
Piniss =h (zk+1’xSv,#n) = \/(XSV,#H - xe,k+1) '(xs\/,#n - xe,k+1) +C T gt = C Ly (Ir-189)

This absolute pseudorange Py, is converted into a relative pseudorange progress A0 1 since

the beginning of tracking at time fo . This initial pseudorange is determined by the acquisition

algorithm.

APyp kit = Punkt — Pun (to) (I11-190)

The innovation is equally to previous architectures, calculated within the correlation core. At first,
the discriminator outputs get

- - 1 .
0T =Tg,, ‘(AXM - APMJ (I11-191)

The model error covatriance matrix Qk is given as

'osxs 03¢ 0% 03~ 0 7 2;_0- 0 0
03)(3 °3x3 03x3 °3x1 03x1 ax 2 ,
Qk -0 0 g;s 0% 0% , st _ 0 Oy 0 (111192
0" 0" 0" 2 'G(?t,c/k 0 Tay 2
_o1x3 0"° 0" 0 c? .ngf‘dk_ 0 0 2.0,
L Tz |

lll - 8.3 Equivalent base band dynamic state space simulation

11l - 8.3.1 Distributed state space model

For equivalent base band simulation, also the error state vector tracking loop can be represented
in a distributed state space realization. The following figure shows the corresponding architecture.
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11l - 8.3.2 Centralized state space representation

For closed loop tracking bandwidth calculation, a centralized state space representation of the error

state vector tracking loop will be developed in this section.

Within the centralized state space matrix, besides the error states, also the external total state

propagation must be included.

In the following, the state vector of the centralized state space representation is given.

A

iTz[é'ﬁﬂ Moo Oty AXyowy OX, OV 5&° c-ot, c-od, %, V. & ct, c-ddk] (111-193)

e e e

The necessary NCO command, respectively feedback, is a nonlinear function of the estimated

positioning solution.

Generally, the centralized state space form in nonlinear form gets
zZ= F(z,u) (I11-194)

Most equations are linear. Only the equations incorporating the feedback are nonlinear, as given

below.
. 2 2 S 2 N N -
0Ty =——— 00y = ——— Mo + T A2y — (h (xs\/#wxe) - h(xs‘m,o’xe,o ) +C Ty
corr fC ’ 7—corr fC ’ Tcorr c- Tcorr ( )
AXNCO,#1 =0
(I11-195)
- 2 . 2 S 2 - . N -
OTyy == 0Ty — T AXpncosn + T Alin — T (h(xSv#N’xe) - h(xSv#N,O’xe,O) +tC- tc/k)
corr cA " cor cA " corr c- corr
AXNCO,#n =0

For bandwidth calculation and observability analysis, a linear state space system is necessary. For
that, the differential equation system needs to be linearized at every sample point #, about the

actual values at that time.

oF (z,u)
_— oz+——~=~ -ou
oz ou (I11-196)

ik A ik Ul

z-F(z,,u )=0z=A-5z+B-su

In modeling the differential equations, two special features of the error state tracking architecture

must be considered.

The first one is the correction of the total states

A +

Z —Z -+ 5Zk (I11-197)

Writing equation (11-197) in continuous form, it gets
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A 1 R
zZ=—-0Z (I11-198)

corr

The other feature is the state reset of the error states, after correction of the total states.
oz, =0 (I11-199)

In continuous form this gets
Sz = e} 4 (L11-200)

The linearized steady state space differential equation system is given in the next equation. Due to

the linearization, all states are error states. The states, which already have been error states like 5xe

would have to be written now with a second & . For simplicity, this additional o is neglected.
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0

1102

R
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The orange colored matrix elements are for "zero reset" of the error states after the total state

update. The green colored elements are responsible for state update of the total states. The single

sub matrices used within qi1-201) are given below.
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2 2T,

2xN 2xN
Ab‘r#1 == Ab‘r#N = Tcorr Tcorr (111-202)
0 0
~ ~ (II1-203)
8(/’) (xSv#‘l’xe ) —h (xSv#1,0’xe,O))|
2x3 .
A= X, ‘ =
X, k
o1><3
- — - A .
B 2 ] a\/(xSv #1 xe ) ' (xSv #1 xe ) _ 2 (XSV#1,k - xek )
c 'Tcorr axe ‘A B = c 'Tcorr ||xSv #1k _xe,k |
e ! 13
°1><3 0
B N T
2 (XSV Nk ~ Kok )
2x3  _ | T : ~
Ah#N - c 'Tcorr ||xSv vk~ Kok |
o1><3
r N r 7 r 7 r T (II1-204)
k11 0 ktN 0 k41 0 k4N 0
Tcorr Tcorr Tcorr Tcorr
A3><2 _ k21 O 3x2 _ k2,N 0 3x2 _ k51 O 3x2 _ k5,N O
kSx#1 — T kOX#N — T kov#l — T ’ kOov#N — T
corr corr corr corr
k31 O kS,N 0 k61 0 k6 N 0
L TCOFF . L Tcorr _ L TCOI’ r . L Tcorr _
Kk, 0 Kin 0
Tcorr Tcorr
k k
3x2 _ 81 3x2 _ 8,N
Akéa#‘l - T 0 ’ koa#N — O
corr corr
k91 0 k9,N 0
_TCO” . _Tcorr a
- 111-205)
K k k k (
1x2 10,1 1x2 _{ Mon =2 11,1 1x2 IR EAREY
Ak(it#1 :|:T 0, Al = 0, Aiym= T 0| Akéd#N T 0
corr corr corr corr
— ’ — (I1I-206)
— 0 0
Ta X
3x3 _1
A¥=| 0 — 0
7, v
1
0 0o —
L Ta’z .
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2x2 2x2 (I11-207)
Bsub o 2‘TC/A 0
2NxN __ : .. . 2x2
B‘I‘I - : ' : ’ Bsub - Tcorr
2x2 2x2
0> ... B 0 0

The wanted SISO closed loop tracking bandwidth can be calculated according to next equation.

- 1 n - . 1
AYp = F APy S Ay > Ayt Gy (S) = c; ’(S - ACLSS) ‘b, (I11-208)

C/A

. T . . .
The transformation €4 is a nonlinear function of the filter state. In order to calculate the transfer

function, a linearization of this observation is necessary.

. . A oh(z
Afy, =h(Z2)=h(Z, )+ ( ) .0z
oz |,
z,
. .. oh(2) )
MAZsn = A4y —h (&, )=——| -dZ=¢] -5z
oz 2, (I11-209)
°Z :[°1sz °1><11 c;\ﬁ”( °1><6 0 0]
n T
®3 1 (X#SV k _xe,k)
Cpnik =~ ’ ~
/‘{C/A ||x#Sv,k X, ”
The input vector can be written as
[ ga2x1
bsub#‘l
°2><1
°2><1
0> ﬂ
2x1
b#1 = 02X1 ’ sub Tcorr (I1-210)
°2><1 O
°2><1
02>

The input vector in equation 2100 is for the SISO transfer function of channel 1, which
corresponds in this example with satellite #1.

The Kalman gains used within equations (11-204) and (11-205) are time dependent. For calculating these
Kalman gains, at first the distributed state space simulation done, where the settling Kalman gains
are stored.
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Il - 8.4 Vector error state vs. vector total state (unaided)

In this section, the total state unaided vector tracking architecture will be compared to the error
state unaided vector tracking architecture.
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111-134 pseudorange error - high dynamic - unjammed
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CONCLUSION: Error State Vector unaided vs. Total State Vector unaided

The comparison of the error state vector tracking architecture against the total state vector tracking

architecture gives similar results as the comparison of the scalar error state tracking architecture

with the scalar total state tracking architecture.

In case of no aiding, the error state approach does not provide any huge advantages. Without the

pre knowledge from aiding, the error state tracking filter still must follow the full line of sight

dynamic.

Pros

Cons

o

Partly better usage of inter satellite aiding
and less dynamic stress, mostly in low
dynamic trajectories.

Higher complexity and higher processing
load do not provide much performance
improvement

If the raw data are used in a tightly
coupled navigation system, the error
correlation times are shorter compared to
the total state approach. This fact makes
it easier for error consideration within the
integration filter.

Higher raw data error variance

Less dynamic stress errors in low dynamic
scenarios.
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Il - 9 Aided tracking - aiding error modeling

Il1-9.1 Motivation

In the previous sections, only unaided tracking was considered. In the following sections, aided

tracking will be considered.

The aiding information is usually taken out of an integration filter, like a tightly coupled filter or
other external aiding sources. Aiding comes along with different kind of error which need to be

modeled, estimated or considered within the tracking architecture.

In literature, there is surprisingly little discussion about aided GPS tracking architectures. But
precisely for aiding, the selected tracking architecture, the way of aiding application respectively
integration into the tracking architecture and the appropriate consideration of aiding errors, is

important to get good results.

This and the following sections provide therefore the following vital contributions in order to

design and setup a tracking architecture for optimal aiding application.

Contribution 1: A detailed derivation of aiding errors is given and simultaneously, aiding error
models are developed with regard to scalar tracking architectures and vector tracking architectures.

Contribution 2: Novel tracking architectures are developed with different kinds of aiding
integration and aiding error modeling.

Contribution 3: Aided tracking architectures need some special tuning, which is discussed in detail.
Also some tuning pitfalls are discussed and evaluated.

Contribution 4: Depending on the type of aiding error and the type of used tracking architecture,
it does sometimes make sense to estimate the aiding errors or just only consider the aiding errors.
There will be an analysis and decision guideline about the optimal proceeding for different aiding

error types and tracking architectures.

Contribution 5: Given some decentralized tracking filter architecture, where aiding errors are
estimated in some local filters, the question will be answered, in which cases a feedback of aiding

errors to superior filter improves the overall results.

Contribution 6: Aiding can be of good or bad quality. It is important to which aiding quality is at
least necessary in order to improve tracking results. This thesis develops a decision matrix for
different tracking architecture and dynamic ranges, which minimum aiding quality is necessary. The

same decision matrix is also developed regarding the aiding rate.

ll1-9.2 Aiding source

As external aiding source, velocity aiding in “NED” coordinates is used.

The aiding velocity is assumed to be the output of an inertial navigation system (INS). Typically,
as aiding information for GPS receivers, is the velocity of an INS given in coordinates of the

n . .
"north-east-down" frame or short n-frame V.. Internally, the receiver converts the velocity from
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n-frame coordinates to e-frame coordinates in order to apply a line of sight transformation to get

V#n,LoS .

e _ . n
ve‘aiding - Ren (ﬂ"¢) ve,aiding (111-211)

The transformation can be realized by using geodetic position information regarding longitude and
latitude A,¢ from the INS through an additional aiding interface, or by using the receiver internal

available position solution.

The transformation matrix Ren is calculated by using the receiver internal position estimation

X_. The transformation from n-frame to e-frame is

—sin(¢,)cos(4,) -—sin(4,) —cos(g,)cos(4,)
R, =| —sin(4,)sin(4,) cos(4,) —cos(g,)sin(4,) (111-212)
cos (4, ) 0 —sin(g,)

For calculation of Cartesian coordinates from geodetic coordinates, the following expression can
be used. [34, p. 35]

v T, COS(¢k )Sin(/lk) (IT1-213)

The reverse transformation is more difficult, because an iterative approach must be used.

In the first run, the values can be calculated according to next equations, which are given in [2, p.
42].

sin(¢k)=(

1-¢?). +h,

ye,k

ek

h - \fxi,k +Yex B

“ cos(¢,)

tan (/Ik ) = (IT1-214)

Because the ellipsoid normal radius Ry (¢k) being a function of the latitude, the geodetic

coordinates must be calculated iteratively. This iteration must be realized within the GPS receiver,
if for aiding transformation the own positioning solution is used.

g . n . . . . -
The aiding velocity Vg 4ging contains errors of different characteristics. Additionally, the

. e n . .. . .
transformation Vg siging =R,, (/1,¢)'Ve,a,-d,-,,g couples actual receiver positioning errors into the
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aiding velocity, if A, ¢ are derived out of the receiver internal available position.

The following equation specifies the different error parts within the aiding velocity.

) _ e e
ve aiding v:aiding + 5v:,At + 5ve Ow + 5ve N (IL-215)
oV, . = velocity error caused by time delay (out of sequence aiding)
ov; ,, = velocity error caused by tilt errors -
oV, , = noise like errors
OV, , = errors caused by low aiding rate

In the following subsections, these errors will be considered in detail.

ll1- 9.3 Noise like aiding error

The aiding velocity is given in n-frame coordinates. Its components show zero mean noise like
errors being correlated in time. These error components are typically approximated by a Gauss
Markov process of 1 order. The Gauss Markov process is characterized by its correlation time

constant and its error variance.

In this thesis the following characteristics are used.

m m m
., =01—, 0., =01—, 0., =01—
Ve n N S Neen S NVedn S (111-217)
Ton = 50s, T =50s, T =50s

These parameters depend on the used INS and also on the IMU, which is used for the INS. The
selected parameters, being used in this work, are based on an INS system analyzed in [33, p. 253].

n  _ AN n n
5"9,/\/ - A&v,N '5ve,N + né‘v,N

1
0 0
T.n
SV e 5V
e,n,N _1 e,n,N (I11-218)
§Vge N | T 0 - 0 é‘vge N
V. Fove, oVl iy
e d, e,a,
0 o
L To‘vg,d

It is assumed, that in n-frame, the noise like error components in north, east and down direction
are uncorrelated.
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5Vg,n N
Em_, N, =] O o’ 0 (111-219)
SVl N SVeN Ve en
0 0 2

n
Ve a N

Moreover, it is assumed that n,, n,, n, are uncorrelated and are white Gaussian noise processes,

having a variance of 1.

The tracking is realized in e-frame. Therefore, the derived n-frame Gauss Markov process must be

transformed into e-frame according to the following equations.

ove, =R, (/1 (t),¢(t)) OV (111-220)

eN —

The original uncorrelated errors in n-frame become correlated in e-frame. In order to consider this
correlation in the right way within the corresponding tracking filters, the differential equation
system, describing the Gauss Markov process, will be transformed.

5v2 N — Ren ’ §vg N + Ren ’ §vg N (I-221)
By using
. _ n
R_,=R_, - Q] (111-222)

together with au-220) and qu-221), the Gauss Markov process in e-frame coordinates gets

e T n T n
é‘ve,N - (Ren ) ngn ’ Ren + Ren ) A5v,N ’ Ren) ) 5v2,N + Ren ’ név,N (II1-223)

Important to notice is, that the transformation matrix Ren is time dependent.

g 02 $ 02 . . .
'8 3 dv_=R__*dv
< Z e en n
Z 0 -0 dv
I e
S S
o g2 L L L L L L S 0.2 L L L L L
0 50 100 150 200 250 300 0 50 100 150 200 250 300
% T T T T T § T T T T
2 3
= =
> S
SN . . . . . . S 0.2 . . . ; . .
0 50 100 150 200 250 300 0 50 100 150 200 250 300
2 2
= =
< N
S 3
i S -0
0 50 100 150 200 250 300 0 50 100 150 200 250 300
time [s] time [s]
111-153 Gauss Markov ode in n-frame 111-154 Gauss Markov in e-frame

The left figure above shows the uncorrelated Gauss Markov processes in n-frame. The right figure
compares the Gauss Markov process, generated according to equation (u-223) with the Gauss
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Markov process, being transformed from n-frame to e-frame by using
n
ovey =R, -0V, (111-224)

This representation of the Gauss Markov process, using n-frame characteristics and e-frame
coordinates, is necessary for aided vector tracking approach. There, this model can directly be
integrated in the Kalman filter state space system.

Il1-9.4 Low aiding rate

The dynamic model within an optimal filter-based tracking architecture is propagated at a defined
rate. In this thesis, the propagation rate equals the used correlation time of 1 kHz. In the optimal
case, the aiding should be available and applied with the same rate.

But the typical aiding rate is lower, mostly 1 Hz. Between two subsequent aiding updates, the aiding

input ‘72, aidx 18 kept constant. The following figures show the resulting aiding error if the aiding

rate is 1Hz, compared to an optimal aiding rate of 1kHz.

@ of w u u
\ \ v Ref 1kHz
8 20t = v Aiding 1Hz | |
407 5 _'_,_l_'_
“@” -60 | “ab 10 | . . . . . .
0 50 284 285 286 287 288 289 290 291 292
"n o 86 . T ! ! : : .
Bl E
=60t Mgl i
w5 40L . el . . . ‘ ‘ . .
0 50 100 150 200 250 300 350 284 285 286 287 288 289 290 291 292
L 40F &
g 20 & 20 ]
0 .
N» N» )
w J-20F = RS
Qﬁ“ L L L L L P Qﬁ“ -30 L L L L L L !
0 50 100 150 200 250 300 350 284 285 286 287 288 289 290 291 292
111-155 Comparing aiding 1kHz vs. 1Hz 111I-156 Comparing aiding 1kHz vs. 1Hz - ZOOMED

The resulting error between the high rate velocity propagation and the low aiding rate must be
considered within the tracking filters. An estimation of this error does not make sense, because the
error becomes zero at every new aiding update.

The error due to low aiding rate will be modeled as a Gauss Markov process.

The rate aiding error is written as

e _ ~ N _ . ~ n ]
§ve,R _Ren ve,Aid,1kHz Ren ve,Aid’*]Hz (I11-225)

For tuning the corresponding Gauss Markov process, the characteristic figures like correlation time
constant and error variance of this error must be determined.

The following two figures show the estimated correlation time constants and the variance of the
error processes for the DA42 scenario and for the high dynamic trajectory.
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The aiding error caused by a low aiding rate becomes high, every time the platform dynamic

changes very fast.

The remaining dynamic between the aiding updates is modeled as a Gauss Markov process using

the following system model.

y __ A€ e e
5"2,3 _A&/,R '5ve,R +ne,&/R

;e
&/e,x R

.o _
a/e,y,l? -
ov'e

e,z,R

-1 0
T&/ee,x R
0 -1
T‘i/:,y R
0 0

e
e xR
e
0 |"|dvg, p |t
e
a/e,z,R
n. -
e,y R 3

(IT1-226)

The characteristic figures for the Gauss Markov process are derived out of the derived velocity

ov; g error in e-frame. Given some approximate trajectory, the characteristics can be derived pre

mission.
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ll1-9.5 Aiding delay

The velocity aiding information available at the receiver, typically has a time delay At -
Depending on the sampling rate, this time delay equals j samples. The available aiding information

at time K is valid for time k — j, due to transmission delay or internal processing delay of the INS.

The graphic below visualizes the effect of delayed aiding information. The true velocity at time K

would be Vz,k , but available is only Vz,k_ j » which will be written as Vz_k_ ik

The velocity error at time K, caused by the delayed measurement, is 5"003,;( .

e A
ve(t)
. e
ve,k ,—5’ e
e ‘ e, Atoos K
Vo koik X
’
”
!
’
;
""""""" S
A .
»
Lot t

111-161 Delayed aiding

The following two figures show the aiding velocity error, caused by the delayed aiding.

5"2,003 (t ) =V, (t ) -V, (t — Atoos ) (I1I-227)
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11 -9.6 Tilt error

The aiding velocity is related to the ECEF coordinates, but represented in n-frame coordinates,
because typically the IMU mechanization is realized in n-frame coordinates. In case of any
misalignment of IMU axis with regard to the vehicle body frame axis, there will be some tilt errors
in the n-frame velocity. For IMU misalignment only pitch and role angle errors are considered.

Starting from a theoretical correct n-frame velocity, the tilted aiding velocity gets
vV =R_ -V (IT1-228)

cosAY - cos A® sSinAY -cos A® -sinA®
R,, =| COSAY -SINA® - sSiNAD —SiNAY - cos A®  sinAY - SinA® - SINAD + COSAY - coOSAD  CcosSA® - sinAD (111_229)
cosAY -sinA® - cos AD —sinAY - SinA®  sinAY - SinA® - cos AD + cosAY - SinAD cosAB - cos AD

The angles are defined as

AY = azimuth angle tilt — is assumed to be zero
A® = ptich angle tilt 11230
A® := bank angle tilt (H1-230)
Positive angles are defined forn —n
With the azimuth angle being zero, equation (III-229) becomes
COS A® 0 —-sinA®
R,, =| SINA®-SiNA® cosAD cosAO-sinAD (III-231)

SiINA®-cosA® sSinNA® cosA® -cos AD

The estimated tilt angle errors are assumed to be AD and AG . In order to get the residual velocity
error, caused by the difference between the real tilt angle errors and the estimated one, the following

equation is introduced.

oVl =v] -R,, (AD,A®)-R,, -V (I11-232)

e

This error, in e-frame coordinates gets

ov;; =R, ‘R, (AD,A0)-6v] =R, -R,, (AD,A) - V] —¥; (I11-233)

e

The following figures show the resulting velocity error in ECEF coordinates, given the following
tilt errors

AD = —1°

N6 — 20 (IT1-234)

The estimated tilt errors are assumed as
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AD = 0°

. (I11-235)
A® =0°
The resulting error in NED coordinates gets
oVl; =R, (AD=0°A0=0°)-v] -V =V —V] (I11-236)
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I -10 Aided error state vector tracking

lll-10.1 Motivation
The part on aided tracking architectures starts with the tracking architecture, providing the best
results, being the aided error state vector tracking approach.

In literature some publications can be found on error state vector tracking, as for example in [70]
[19], [71] and [72], but all these publications do not consider in detail the different aiding errors.

In this section, for all introduced aiding errors, an appropriate modeling, consideration or
estimation concept within the error state tracking architecture, will be developed and analyzed.

Moreover, two different approaches, of how aiding can be applied to the tracking filter, are
developed and compared.

Also special tuning measures are evaluated, improving the aided tracking performance.

There will be an evaluation, what’s the minimum necessary aiding quality to outperform the best
unaided tracking architecture.
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In subsequent sections, also other aided tracking architectures are developed, like a total state aided
vector approach or even some scalar aided architectures. For all those different aided tracking
architectures, the error state vector tracking approach is used as reference, in order to show the
disadvantages of all others.

lll - 10.2 Tracking architecture — Aiding as “control input”

-10.2.1 Noise like aiding error + Rate aiding error

In this section, an aided error state architecture will be developed, consisting out of an error state
vector tracking filter and an external total state dynamic model.

The aiding is applied to the total state dynamic model as a kind of “control input”.

An essential difference of the aided error state approach compared to the unaided error state
approach is, that within the error state Kalman filter, no platform dynamic is present. The error
state Kalman filter above only has to care about the aiding error dynamic, the receiver and satellite
clock errors, as well as the dynamic of ionosphere and troposphere errors and ephemeris errors.

An optimal tuning regarding the aiding errors to be estimated or considered is possible and the
error state filter can differ between the different error components.

In the following, step by step, the filter equations will be developed for different aiding error types.
In the first step, only noise like aiding errors and rate aiding errors are assumed.
The following equation gives the external total state dynamic model, with applied aiding as control

input.
z=A, z+B, -u
3x3 o o

0
C -ty |= o1><3 0 1 |-c o |+ °3x1 Ve Aig
0., 0 0 C-dgy 0.,

x R (111-237)

3x1 3x1 e en

The error state tracking filter is given below.
oz=A,,-oz+n,

é‘).(e o3><3 sts I3><3 °3><1 °3x1 5xe °3><1
& \":R 03><3 Az)‘ve,Ft‘ °3><1 °3><1 °3><1 & VZ,R "Zm (III-238)
5‘7§,N = 03><3 °3><3 Aj‘v,/v °3><1 °3x1 ‘|6 VZ,N + Ren ’ nZ‘vN
¢ 5tclk °1><3 o1><3 °1><3 0 1 c-ot Nt
1C- o dc/k 1 L °1><3 °1><3 °1x3 0 0 1 LC o d_ L Dsaen

The only errors being considered within this first error state tracking approach are
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clock error: At

clock drift: Ad

o ] (111-239)
noise like aiding error: v

.- e
rate aiding error: OV 5

Modeling of noise like aiding error

The noise like aiding error cannot be estimated, it is only realized as a consider state. The noise like
aiding error is brought to the tracking system via the total state dynamic model and therefore leads
to a noisy NCO command. Finally, the noise like aiding error shows up as an error component in
the discriminator measurement, besides the noise component caused by the received noise at the
GPS antenna.

As already introduced in IIT - 9.3 , the noise like aiding error is modeled as a Gauss Markov process.

e T n T n
§ve,N - (Ren ' ngn : Ren + Ren : AE)‘v,N . Ren) : 5VZ,N + Ren : n&v,N (111-240)
In order to consider this error within the measurement, the modeled error velocity is coupled with
the positioning error within the error dynamic model.

Despite this coupling, the velocity error is only a consider state, because there is no propagation of
error dynamics. After each innovation update, only some error states are used to update the total
states. But all error states are set to zero after update. Because the velocity error sve ,, 1s not used

for update, the error itself and its coupling within the error state dynamic model, is only considered
in the error covariance propagation and Kalman gain calculation.

The reason why it makes sense to consider the noise aiding error within the error dynamic model

L. . . T . .
and not within the observation matrix H5z becomes clear by the following argumentation. If the

error is coupled within the dynamic model, given a high noise like aiding error variance, the
modeled positioning error state s, becomes more uncertain and the Kalman filter relies more

on the discriminator measurement. Due to the architecture, were aiding is applied to the NCO
command by the total state aiding integration dynamic model, the NCO command itself contains
the noise like aiding error and therefore also the discriminator measurement. Due to the modeled
dynamic characteristics of the aiding error within the error state dynamic model, the Kalman filter
finds the optimal balance between discriminator noise caused by normal antenna noise and
discriminator noise caused by aiding. In case of low noise like aiding error variance and for example
high antenna noise, the Kalman filter trusts its own error dynamic model and less the discriminator

. e - . .
measurement. If the aiding error OV, would be coupled within the observation matrix, the

Kalman filter cannot differ between measurement noise caused by noise GPS signals and a noisy
aiding error.

Modeling of rate aiding error

The rate aiding error is also modeled as Gauss Markov process according to following equation.
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e
R OVep I 4p (1-241)
One might ask, why the Gauss Markov characteristics are written in ECEF frame, in contrast to
the characteristics of the noise like aiding error. The reason is, that for the noise like aiding error,
the Gauss Markov characteristics are given in NED frame. The characteristics for the rate aiding
error are derived directly in ECEF frame.

The rate aiding error will be also implemented as a consider state.

For considering the effect of the rate aiding error in the estimated position error, sw? ,, is also

coupled within the error dynamic model with the estimated position error. Due to this coupling, a
low aiding rate and respectively high rate error forces the Kalman filter to rely less on the error
dynamic model but much more on the measurement. As a result, the Kalman filter compensates
the residual dynamic caused by low aiding rate, with the drawback of a higher closed loop tracking
bandwidth and therefore less improvement regarding antijam.

After each innovation update, all error states are set to zero, therefore the modeled rate aiding error

behaves as a consider state, because it is not used to update the external total states.

The other option would be considering the rate aiding error within the observation matrix H,.

But in this case, a high rate aiding error and therefore a high rate aiding error variance would force
the Kalman filter, rely less on the discriminator measurement. The total state would be not
compensated in a proper way to counteract the rate aiding errors. The tracking loop and therefore
the discriminator measurement show the resulting code phase deviation, which is not compensated
by aiding. Therefore, it is important that the Kalman filter takes the discriminator measurements
to update the states in order to compensate the rate aiding error.

Error components within discriminator measurement

The discriminator measurement contains in this scenario the following error components

- o)
OTys, = P és" + 6t + St +0t, +n,, (111-242)

In this scenario, only the clock error, the noise like aiding error and the rate aiding error are
stimulated. All other error components, like satellite clock error, ionosphere error, troposphere

error or ephemeris errors, are not considered.

The observation equation for the error state tracking filter gets

1 1
T
g "% Los #1 o1><3 °1x3 E
T . . . . .
H;, = : : : o (I11-243)
1

LoS #Nsat
K

O|a

1x3 1x3

The model error covariance matrix is given as
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03><3 o3><3 °3><3 °3><1 °3><1
03><3 Q&/N o3><3 o3><‘I o3><‘I
Q=0 0, Q,, 0., 0., (I1-244)
2_2
°1><3 °1><3 o‘1><3 % Gé‘tclk 0
242
_o1><3 o1><3 o1><3 0 c détc/k i
-, -
O-b‘v” 2
e,n,N 0 0
Tsvg,n,N
o’ 2
Q, =R_| o0 Ponn 0 |R!
SYN — ®Ren r en s
5vg,n,N
2 .
0 0 Vg g
Svgan
— Z (IT1-245)
ij 2
e, x,R 0 O
T
5ve,x,R
6;/9 2
— ey.R
Q5VR - 0 7 0
Ny R
O-az‘ve 2
0 0 e,z,R
L Tav:,z,ﬁ

For NCO control, a nonlinear transformation from the position x_, in ECEF coordinates to the

pseudoranges is necessary.

+C- tc/k,k+1

R a R T N
Priti h,, (xe,k+1’tclk,k+1) \/(xsm - xe,k+1) ) (xSv#1 - xe,k+1)
: = : = : (I11-246)
15k+1 #Nsat h ()A( f ) S T > n
#Nsat \ e k17 "alk o+t (xSv#Nsat - xe,k+1) ‘(xSv#Nsat - xe,k+1) +C oy ha

For NCO control only the pseudorange change since the beginning of tracking is relevant.
Therefore, the applied NCO control gets

. R
5 A 5 A XK, ) (X, -X,,)
APy 1 P 11 Po 1 P 11 \/( #10 Te0 #10 - Te0
: — : _ : — : _ : (I11-247)
AP 1 pnsat P s1#Nsat Po#nsat P s1#Nsat

T ~
0 ) ’ (xx#Nsat,o*’n‘e,o B xe!k +1 )

\/(X#Nsat,o - X,

The following sequence shows the explicit realization of the different steps while filter execution.
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#1 total state propagation: Z, , = (l8X8 +AT -A, ) -Z, +AT ‘B, -u,
Aﬁk +1,#1
#2 NCO command application:

Albk +1,#Nsat
#3 error state propagation: Oy ;= P, oz
) ) T
#4 error state covariance propagation: P§z =P sz 'P§z -® sz T Q§z
-1
. ) T T
#5 calculation of Kalman gain: K(;z = (P(;z 'Hﬁz) . (H[;z 'Pb‘z -H(;z + Rgz)

#06 error ate update: 52; - 52/; at K11><Nsat ) (5 T) = K11stat ) (5 T)

x | [ x | [ox |
#7 total state correction: | C -t | =|C-t, | +|/C-ot
C-dy |, |C-dy | |C-od]
[ ox, 17 T 0 ]
OV; 0 only when new aiding update is applied
#8 error state reset: | SV, | = 0
c-ot 0
|c-od |, | 0 ]

The estimated position error, estimated clock error and estimated clock error drift, are used after
each Kalman filter update, to correct the total states.

The estimated position error 0X, is st to zero after each update, like the estimated clock error

and estimated clock drift.

The estimated noise aiding error ov; ~ 1s also set to zero after each Kalman filter update. But the
noise aiding error is not stored in some external total state. Due to this, the noise aiding error is
only a consider state.

The estimated rate aiding error sv¢, is not set to zero within the aiding interval. The aiding error
is estimated. After a new aiding update is applied, the rate aiding error is zero and the estimated

error is also set to zero.

The following figure shows the introduced aided error state tracking architecture, where the aiding
is applied as a control input.
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111-166 ESV aided (aiding as control input)

Problems of this architecture

This first error state architecture suffers two major drawbacks. At first, because the aiding enters

the tracking loop as a kind of control input, it is not possible to prevent aiding of bad quality from

entering the tracking loop and deteriorating the tracking performance. The aiding errors are

included in the discriminator measurement, because the integrated velocity aiding is applied as

NCO command. In case of bad aiding quality, the only option for the error state Kalman filter is

to separate the aiding errors within the discriminator measurements from all the other error

components like receiver clock error and UERE's (ionosphere error, troposphere error, ephemeris

error, satellite clock error). Additionally, using this architecture, it is not possible to estimate the

actual platform acceleration, which is a mandatory information in order to make tilt aiding errors

and delay aiding errors observable, as will be shown in the next sections.

Il - 10.3 Equivalent base band dynamic state space simulation — aiding as control input

i-10.3.1

Distributed state space simulation

In the following the already introduced distributed state space simulation approach in equivalent

base band is used, to evaluate the behavior of this tracking architecture pre mission, in different

noise and dynamic scenarios.

The following figure shows the non-steady state space simulation set up.
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11I-167 Distributed state space representation - including noise and low aiding rate error

The only difference between the real tracking implementation and the distributed state space

simulation, is the equivalent base band representation of the correlation core. The error state filter
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and external total state dynamic implementations are equal.

Within the distributed state space simulation, also the aiding errors are stimulated, as given in the

yellow marked box.

1l -10.3.2 Centralized state space representation

In order to get a centralized stat space representation or parametric model of the aided error state
vector tracking loop, at first all differential equations will be written down, which are necessary to
describe the complete behavior of the tracking architecture.

The differential equations describing the correlation core are given below.

. 2 2 S 2 2 R . A
0Ty =—— 0T, ——— AX +— Ay, ———— | N (g, ., X ) — h(X X _.)+cC-t
#1 - #1 fc ] Tcorr NCO #1 fCA T YAy c. Tcorr ( ( svit1r Me ) ( Sv#1,00 Me0 ) clk )
AXNCO,#1 =0
: (I11-248)
: 2 - 2 A 2 - . . -
OTyy =——— 0Ty — T “AXvcoun T T “Ayn — T : (h(xSv#N’xe) - h(xSv#N,O’xe,O) +C -ty )
corr cA " cor cA " Tcor c- corr
AXNCO,#n =0

The line of sight transformation from the positioning solution to the estimated pseudorange in
equation (11-248) is nonlinear.

The differential equations describing the total state aiding integration are given in equation (111-237)
zZ= AZ -Z+ BZ -u (I11-249)

The continuous Kalman filter differential equation gets
; .1 N
oZz=A -0z+— K- (T (IT1-250)
6z AT ( )

The Kalman gain matrix K is the one of the discrete Kalman filter. For continuous Kalman filters,
the Kalman gain must be normed by the sampling time of discrete Kalman filter implementation.

All these differential equations are now combined in one matrix differential equation system of 1st
order, whereby also the correction of the total states with the error states and the subsequent zero
reset of the error states need to be considered.

The correction of the total states with the actual error states is given below.

+ - +
X, X, OX,
Cty | =|C-ly | +|C-ot (111-251)
C-dy |, |Cdu | [C-0d]

In the continuous differential equations, the correction of the total states by the error states and

the total state propagation can be combined.
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v 3x 3 3x3 3x 3
X, b & ; 1 0 0
! _ 1x 3 1x 3 1x 3
c-t, |=A,-|ct, |[+—-|0 0 0
j corr 1x 3 1x 3 1x 3
c-d, c-d, o o o
In discrete form of equation qi-252) gets
3x 3
X, X, X, - I
— corr 1x 3
c 'tclk =|C 'tclk +Tcorr ’ Az | C ‘tc/k + ’ o
corr 1x 3
Y 'dc/k K +1 Y 'dc/k K ¢ 'dc/k k 0

The zero reset of the error states, after updating the
continuous differential equation.

B B 03x3 03x3 03x1
°3X 3 I3X 3 03)( 3 03)(1
’z=A. - 5z- 1 . °3x3 03x3 I3x3 03x1
oz
corr 01X3 03X1 03X1 1
_03)(1 03x1 03)(1 O

Due to equations (11-248), the centralized state space di
z=F(z,u)

For tracking bandwidth calculation, the nonlinear
linearized for every point on trajectory.

oF (z,u)
i oz

z, u

— 5xe -
°3x1 03x1 §VZ R
1 0 ove, |+B, Vg (252
0 1 c-ot
c-od |
- §xe -
03)(3 03)(3 °3x1 03x1 5ve
eN
o1x 3 °1X 3 1 0 | 5vz R +Tcorr . Bz . VZ Ald
o1x3 °1x3 0 1 C- 51.
[c-od |,

external total states, can also be written as a

°3X1_ §xe
03)(1 5v<ee N 1
0" || oV, |+ — K- (o) (I11-254)
0 C . 51. corr
1 | |c-&d |
fferential equation is nonlinear.
(IT1-255)

differential equation system needs to be

oF (z,u)
ou

-ou

Z, u,

oz +

z-F(z,,u )=5z=A-52+B 5u

The detailed structure of the linearized state space
following equation.
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2x3 o -
Ah #1 axe ‘ R -
X, Kk
o1><3
o o .\
_ 2 a\/(xSv#1 _xe ) '(XSV#1 _xe ) 2 (xSv#1,k —)(e,k )
Ceor axe ‘ P = c 'Tcorr ||xSv #1k X, K
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A1><2

_ k10,1
K ot #1 T

corr

k k k
0:| ALX;#N =|:T1O!7 0:|, Alx(gdm :|:7# O:| Allxézd#N :|:7¥

corr

d

(I11-258)

(111-259)

(111-260)
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r 7 (I11-261)
-1
0 0
Fagas
-1 n Rl T
A&/R = 0 . 0 ’ A&/N = (Ren 'nen 'Ren +Ren .A&/,N 'Ren)
Yeny
-1
0 0
I Fatn, |
2 2 (IT1-262)
Bsub 0 2'TC/A
14x7 _ : 2x1
B11 - . : : ’ sub T Tcorr
2x1 2x1
0 Bsub 0
-1
. . 3x3 . .
The grey colored term in equation (111-257) —I"" is because of the reset mechanism of the

corr
velocity error due to a low aiding rate. The reset is carried out only at the aiding rate and not at the
filter execution rate.

lll - 10.4 Tracking architecture — Aiding as measurement

In the previous section, an aided error state architecture was developed, where the aiding was
applied as a control input to an external total state dynamic model. One big disadvantage of this
approach is, that there is no estimated platform acceleration available as filter state. The platform
acceleration is necessary for estimating aiding delay and tilt aiding errors. Therefore, in this section,
a second aided error state vector tracking approach will be derived, where aiding is applied as a
measurement to an external total state dynamic filter.

-10.4.1 Noise like aiding error and rate aiding error

Modeling and filter integration of these two error types were already analyzed in the previous aided
error state vector tracking architecture, where the aiding was applied as a control input.

In this section, a new tracking architecture will be developed, which applies aiding as a
measurement. The modeling and tuning of error types in this architecture is different. Therefore,
this section derives at first a tracking architecture, considering only these two error types again.

This architecture contains an error state Kalman filter, but additionally a total state Kalman filter,
where the velocity aiding is applied as a measurement.

In the following, the dynamic model of the total state Kalman filter is given.
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111-168 Total state Kalman filter for error separation
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ai1-237, the velocity aiding is handled as a measurement.

°3><3 Rne °3><1 °3><1 :I

R,Aid’

plattform dynamic: v; ,,

oV

(111-263)

(I11-264)

(IT1-265)

As dynamic model, a 2nd order singer filter is used, whereby the acceleration is modeled as a Gauss
Markov process as in previous chapters. The characteristic figures of the Gauss Markov process,
which are the correlation time constant and the error variance, are derived using scenario matched

. . . . - .
The velocity aiding contains besides the platform dynamic V, 44, different types of errors.
Basically, the errors can be clustered into two categories, which are noise like aiding etrors sw,, .,

and non-noise errors, like aiding delay errors, tilt errors and errors due to a low aiding rate. The
task of the total state Kalman filter is, to separate the noise like error from the platform dynamic

Noise like aiding error: 5vN,A,.d

AT ,Aid? 5vA‘-Y,Aid

As the following observation matrix of the total state Kalman filter shows, contrary to equation

(IT1-266)




Because the noise like aiding error shall only be handled as a consider state, the coupling of this
noise like error is only within the observation matrix used for Kalman gain calculation. For
calculating the real innovation, the estimated noise like aiding error is not mapped to the

measurement space.
+ - B . Y — . -
z, . =z ,+K (vg,Aid |:03><3 R. 0, 0, O,k oan] z ) (II1-267)

The Kalman filter needs the information, of how to separate the platform dynamic and non-noise
like errors from the noise like errors. This information is provided to the Kalman filter by the
dynamic model, which models the acceleration as a Gauss Markov process.

Because the noise like aiding error is not white, its variance cannot just be considered in the
measurement error variance matrix R, of the total state Kalman filter. This noise like measurement

error must be modeled as an own Gauss Markov process within the total state dynamic model and
coupled into the observation within the observation matrix. Therefore, the total state measurement

error covariance mattix gets
R, =0_, (I11-268)

If the error variance of the noise like aiding error becomes very large, the aiding is used less by the
Kalman filter, due to the coupling of the modeled noise like aiding error into the measurement.

Applying aiding according to this architecture prevents bad aiding information from entering the
tracking architecture. This is a huge advantage compared to the previous approach, where aiding
was applied as a control input, with no mechanism, preventing aiding of bad quality from entering
the tracking filter.

In this application, after settling is completed, the total state Kalman filter works as a Wiener filter.
Similar Kalman filter architectures can be found in [73]. The platform dynamic is separated from
the noise like errors, based on the different spectral characteristics. The noise like errors are
modeled as a Gauss Markov process with a short correlation time, which means that the main
energy of this process is located at higher frequencies. The platform dynamic itself and the non-
noise like errors, are of a far lower dynamic than the noise process. Their main energy is located at
lower frequencies. The total state Kalman filter therefore can separate the two components, by
realizing a high pass channel from the aiding measurement to the state, representing the noise like
error and a low pass channel from the velocity aiding measurement to the estimated total state
velocity.

The model error covariance matrix @, is given in the following equation.

. 0, 0, O, O, O,
¢, 0, O, O, O, O,
Q- .0, @ 0, O, O, (111.269)
2. 0., 0,, @, O, O,
o, 0, 0, O, 0
o o o o 0 0

1x3 1x3
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The estimated position of the total state Kalman filter is used for calculating the NCO command,
by using the following nonlinear line of sight transformation.

N .
APy 1 P 11 Po 1 P 11 \/()(#1’0 X0 ) ' ()(#w X0 )
: = : - : = : - : (111-272)

ADy st P +14Nsat Po #nsat P +14Nsat X % Y (x -x
#Nsat ,0 e ,0 Xy nsat 0~ Xe 0 e k +1

Besides the total state Kalman filter, an error state Kalman filter is used to process the discriminator
measurements and to estimate GPS errors and aiding errors.

The discriminator measurements contain the following error components

receiver clock error: £,

satellite clock error: t, ,q,
GPS system errors: ’ (I11-273)

Ionosphere-, Troposphere- and Ephemeris Error

Disctiminator noise: N,

Low aiding rate error: Vg 4

.. . Out of sequence error: OV, ,.
Remaining aiding errors: 9 AT Ald (1-274)
Tilt error: OV AV Aid

Long correlated remaining total state error: 5XTS

The long-correlated error 53, is an effect of the total state Kalman filter. Because the total state

Kalman filter separates the noise like aiding error from the real platform dynamic based on a singer
filter like dynamic model and a model for the noise characteristics, the separation is not perfect.
The dynamic, which is mapped from the total state Kalman filter on the positioning state, is not
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the full dynamic and has still some small parts of noise like aiding errors. These errors are highly
correlated. Because the positioning state is used to generate the NCO command, also the long-
correlated errors are included in the NCO command and therefore also included in the
discriminator measurements. It is necessary to consider these long-correlated aiding errors within
the error state dynamic model.

The following equation shows the error state Kalman filter dynamic model.

oz=A, -5Z+n,
oX, A, L. 0, 0, X, n, (11-275)
6v:F?’,\Aid _ °3x3 A&v,ﬁ‘ Aid 03><1 °3><1 . 5"::’?;/‘/"’ Ny A 4id
c -t 0. 0. 0 1 C - oty P
c-od,, 0. 0. 0 0 c-od, P

The long-correlated errors are modeled as a Gauss Markov process by the matrix A _ .

__1 0 0
Tyrs
A =0 Ll 0 (I11-276)
TyTS
0 0 __1
L TZTS

. 2 2 2 : .
The variances 0,75, O, 15 and 0, g are taken out of the total state error covariance matrix P,

iz
. The correlation time constants must be selected based on measurements, which can also be done
in real time.

The error caused by the low aiding rate 5"\’2,9, aid » 1S only observable within the error state Kalman
filter, where the code phase errors between the received code phase and commanded code phase
are available within the discriminator measurement. A high rate aiding error increases the
uncertainty of the estimated positioning error 5)“(6. As a result, the Kalman filter puts more
weight on the discriminator measurement, which is the right behavior in order to compensate rate

aiding errors.

Within the total state Kalman filter, the singer filter dynamic model has not the needed constraint
to extract this error type from the aiding velocity.

The rate aiding error is again modeled as a Gauss Markov process, similar to the previous section.

L] . . .. . . . 1. .
The error OV g aig is coupled with the positioning error. This rate aiding error is nevertheless

handled as a consider state, because the real state propagation is not realized. Every time after the
error state update equation is carried out, the error states are stored within the total states by the
following equation and afterwards the error states are set to zero. (The estimated rate aiding error
is not used to update the total state velocity).
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The error state Kalman filter update equation gets:
5[#1
oz, =oz,  +K, - 5 (111-278)
5T#Nsat

As in previous architecture, also here the innovation is calculated within the correlation core.

The corresponding linearized observation matrix gets

_ ; _
Xop1 ~ )A(e 1
— ¢ - 0. — 0
c: ”xsm -X, " " c
H, = : : Do (I11-279)
T
Xy ynsat — *e 1
Xonat "X | g 1 g
L c- "xSv#Nsat - xe" " ]

This "storing" or correction of the total states, is mathematical equivalent with a perfect
measurement within the total state Kalman filter update equation as written below.

) &
¢ 5tclk
-z +K 11-280)
zk+1 zk+1 + z oy a
c-od,,
~h _
ve,Aid _|:°3><3 Rne 03><3 °3><3 03><1 °3><1:|. zTS,k+1
The observation matrix belonging to the update equation (1-280) gets
I3><3 03><3 03><3 °3><3 03><1 03><1
H — o1><3 o1><3 o1><3 o1><3 1 0 (1117281)
V4
°1><3 °1><3 °1><3 o1><3 0 1

°3x3 Rne °3><3 R °3><1 o3><1
This perfect measurement can also be interpreted as a constrained Kalman filter implementation
as given in [39, p. 212].
The problem of this implementation are the zero entries within the measurement error covariance
matrix Rz , which can lead to instabilities. Therefore, the better approach is a direct correction of

the total states, outside the total state Kalman filter.

In case of updating the total states by the estimated error states according to equation (11-277),

outside the Kalman filter equations, the total state update equation and observation matrix is given
by the following equation.
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e ~n -
z =z  +K - (ve,Aid _[03><3 R 0. 0. O, 03x1:|‘ zk+1) (111-282)

ne

— (111-283)
I.Iz _[OSXS Rne 03><3 Rne 03><1 °3x1]
Compared to the previous section, where aiding was applied to the total state dynamic as a control
input, the architecture developed in this chapter has the essential advantage, that despite only a

velocity aiding is available, also the acceleration is estimated.

As will be seen in the next section, where additional aiding errors like delay errors or tilt errors are

included, the actual acceleration is a vital figure for estimating these error components.

The combination of a total state Kalman filter, separating noise like errors from the vehicle dynamic
and other non-noise like errors, together with an error state Kalman filter has additionally the

advantage, that estimation of the acceleration is independent of the discriminator noise.

Regarding the acceleration, the quality of the estimated acceleration deteriorates in case of low

aiding rates.

L . 2 2 2 : : 1
The total state positioning error variances 0,, 0, and 0, are diverging, because only the aiding

velocity is as measurement available and the position is not stabilized. The stabilization takes place
by the state correction outside the total state Kalman filter, which is not considered in the total
state error covariance propagation. Therefore, for the error covariance prediction of the
positioning solution, respectively the GDOP value, the entries of the state error covariance matrix
P

» _ of the error state Kalman filter are used. (If the storing of the error states within the total

states would be implemented according to equation i1-280), the total state positioning error

variances would also be stable.).

The model error covariance matrix of the error state filter is given below.

Q °3x 3 °3x 1 on 1
X
on 3 Q ‘ °3x 1 on 1
VR

Q. = (I11-284)
oz %3 %3 2
0 0 O steik 0
1x 3 1x 3 2
0 0 0 Tl
_ - 111-285
O_;/s ) ( )
e.x R 0 0
g n
6;/9 o 2
= _YeyR
Q,; = 0 . 0
‘Svee,y R
o2, 2
O 0 ‘i/e.z R
T
L 2Wee,z R
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The following equations show the explicit realization of the discrete filter execution.
- (y4xis +
zk+1—(l +AT-AZ)-zk

#1 total state propagation: -
- _ +
Pz,k +1 ¢z ’ Pz,k ’ oz + Qz

(I11-286)

#2 total state Kalman gain calculation: K_ = (Pz -HL ) . (Hz ‘P, -H, +R, )71

#3 update of total states:
b e ~ -
z..=z .,+K '(VZ,Aid _[osxa R 03><3 03><3 °3><1 03x1:|' z, +1)

ne

#4 update total state error covariance: P, ., = (|14X14 -K, -H, ) ‘P
APy 11

#5 NCO command application:

Ab\k +1,#Nsat
#6 error state propagation: 0Z; ., = ®, - 02,
#7 error state covariance propagation: P,.=®_. P, 'Pﬁrz +Q,,
#8 error state Kalman gain calculation: K, = (sz ‘H, ) . (Hﬁz ‘P, -H,

. + _ (y14x14 -
#9 update error state error covariance: Py, ., = (I -K,, -H, )~P§z Ko

#9 error state update: oz, =oz,  +K, '(51')

+ + +
X, X, OX,
#10 total state cotrection: | C -t =|c-t, +|Cc-ot
Cdu by L€ e,y (€700 ],
sx, | [0
411 OV 5 o
error state reset: | =
c-ot 0
c -od 0

k

-
+R52)
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The following figure shows the introduced tracking architecture.
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Problems of this architecture

In contrast to the previous architecture, where aiding was used as a control input, here it is possible
to prevent aiding with high noise like aiding errors from entering the tracking loop, because in case
of high aiding noise, the total state Kalman filter puts more weight on its own dynamic model.

The challenge of this architecture is the coupling of an error state and total state Kalman filter.
Some of the total states are measurements of the error state filter, via the feedback path through
the NCO command and discriminator measurement. The errors of the total states are correlated,
which need to be considered in the design of the error state filter. Moreover, the aiding error
estimation needs to be separated about the two filters.

It is for example necessary, to consider the rate aiding error within the error state Kalman filter
and not in the total state Kalman filter, because given low aiding rate and therefore high rate aiding
errors, it is important to put more weight on the discriminator measurement to compensate the
low aiding rate. Exactly this happens if the rate aiding error is considered in the error states.

If the rate aiding error would be considered in the total state filter, the filter puts more weight on
its own dynamic model in case of low aiding rates. This would be indeed the correct behavior, but
this does not force the error state Kalman filter to put more weight on the discriminator
measurement in order to compensate the error caused by low aiding rates.

Due to the two Kalman filter, there are two error state covariance matrices, P,gz and Pz . Valid
for the estimated position error variance is sz , because the total state errors are considered in the

error state Kalman filter through A and Qx .

Estimation of acceleration

One advantage of this aided error state approach is the capability to estimate the platform
acceleration. The acceleration is vital for estimating some specific aiding errors, as will be shown
in the following sections.

The following figures compare the real acceleration with the estimated acceleration for low and
high aiding rates.
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The simulations above show, that the platform acceleration can be estimated, given an appropriate
aiding rate. An aiding rate of only 1Hz is not enough, estimating the platform acceleration.

The simulations above are unjammed scenarios. But even in case of jammed scenarios, the
estimated acceleration is equal. Jamming has no influence on the quality of the estimated
acceleration, because discriminator error variance is not coupled in some way with the estimated
total state acceleration.

lll - 10.5 Equivalent space band dynamic state space simulation — aiding as measurement

1l-10.5.1 Distributed state space realization

The distributed state space representation is like the architecture given in figure II1-169. The
Kalman filter realization is the same. The only difference is the correlation core formulation in state
space form, as already given in figure I11-169.

1l -10.5.2 Centralized state space realization

For calculating the closed loop tracking bandwidth of selected tracking channels, in the following,
the centralized state space realization for the error state vector tracking form is given, whereby the

aiding information is applied as measurement.
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7 (111-292)

-1 —
0 0 il 0 O
Tyrs Tax
Ax = 0 __1 0 > Aa =0 __1 0
TyTS Tay
0 0 __1 0 0 _—1
L TZTS L Taz -
i K K K, . (111-293)
TCOIT TCOIT TCOFF
K K K
ASS =| D 15 5|, AY® ... have a similar structure
TCOIT TCOI'I' 7-00”
K17 K18 K19
_Tcorr Tcorr Tcorr .

All Kalman gains within the total state matrices are taken from K, and all Kalman gains in the

error state matrices are taken from K -

The orange colored entries in the centralized state space matrix, are for realizing the error state
reset after update. The green entries are realizing the total state correction by selected error states.

lll - 10.6 Aiding as control input vs. aiding as measurement

In the previous two sections, two different approaches for an aided error state vector tracking
architecture were developed. The first one applies aiding as a control input to a total state dynamic
propagation. The second approach applies aiding as a measurement to a separate total state Kalman

filter.

In this section, these two different types of aided error state vector tracking architectures will be

compared.

The aiding rate is a vital parameter, defining the tracking performance. Therefore, in the following,
both aided error state architectures will be compared for an aiding rate of 1Hz and an aiding rate

of 40 Hz, also in unjammed and jammed scenarios.
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CONCLUSION: Comparing “Aided Error State Vector Tracking — 1 Hz Aiding Rate”
with “Aided Error State Vector Tracking — 40 Hz Aiding Rate”

The simulations above show that using aiding as a control input or aiding as a measurement gives
almost equal tracking results. Therefore, it makes absolutely sense, using the architecture where
aiding is used as a measurement, because in this case, also the acceleration can be estimated.

Using an appropriate aiding rate is important for good tracking results. As the simulations show,
an aiding rate of 1Hz is insufficient, whereby 40Hz aiding gives even in jammed scenarios, good

results.

Aiding as control input Aiding as measurement

@ | Aiding of bad quality enters the tracking | €) | Because aiding is applied as measurement,

filter ~and  worsens the overall low quality aiding information are
performance. There is no filter discarded.

mechanism to prevent bad aiding

information.

© | Only one Kalman filter. No difficult | @ | Coupling of two Kalman filters makes
coupling between the two filters tuning more complicated and sensitive.

© | Estimation of platform acceleration
possible. This acceleration is vital for
estimating tilt aiding errors and aiding
delay.

© | Estimation of platform acceleration is
independent of actual signal to noise ratio

In the following sections on comparing different tracking architectures, only the approach using
aiding as measurement is used, due to its capability of estimating the platform acceleration.

lll - 10.7 Estimation of aiding delay

In the previous section, only noise like aiding errors together with a low aiding rate were considered.
In this section, delay aiding errors will be introduced. As aiding rate, 40 Hz is used.

l-10.7.1 Aiding delay

There exist different methods for considering delayed aiding in the innovation within the update
step of a Kalman filter. Often used methods are given in [74] and [75]. These methods are
compared in [33, p. 182]. An additional method is given by Larsen [76], which represents an

suboptimal method with the basic idea, that the innovation at time k — Ai% =k —j,
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ik—j = yk,k—/ -H 'xk-/ (111—294)
shall be the same as the innovation

ik =¥~ H X, (111—295)

with ¥, being an extrapolated measurement value. The term At . tepresents the aiding delay.

oos
The measurement ¥y _; is received at time step k, but valid for the time step k-j, being j samples

in the past.
A slightly modified version of [70] is used in [75, p. 234].

But all these examples of dealing with delayed measurements, cannot be applied to Kalman filter-
based tracking. Here, the aiding is not a direct measurement of the Kalman filter. As measurements
for the Kalman filter, only the discriminator measurements are used. These discriminator
measurements always show the phase error between the received code phase and replicated code
phase at the valid time. The discriminator measurement is not “delayed”. But the aiding delay error
is part of the discriminator measurement errors.

Therefore, the delay aiding error is at the measurement time of the discriminator measurement an

in-time or in-sequence error.

This delayed aiding velocity error can be approximated in discrete time space as

Oy € _ aee -
OV, 005k = Ay " AToos (I1I-296)
Because the aiding delay AT s is a constant value, it makes sense to estimate this error in the error

state Kalman filter. The estimation must be implemented within the error state Kalman filter,
because only the discriminator measurements give the necessary constraints for observing the

aiding delay.

From equation (III-2906) it gets obvious, that for observing the aiding delay by measuring the
velocity error, the actual platform acceleration is necessary. At this point it becomes obvious, why
the aided error state vector tracking architecture, using the aiding as a measurement in an additional
total state Kalman filter, makes sense. This architecture can estimate the actual line of sight

acceleration.

l-10.7.2 Filter architecture with consideration of delayed aiding
The error state dynamic model in this section is based on the error state dynamic model, derived

in equation @u-275) . This model is expanded about the aiding delay error 5A7A-OOS . The aiding delay

is modeled as a constant value.
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§A7A'OOS =1 0,4 0. 0 0 0 | é‘ATvos *| Mar00s
c-5 léc,k 0, 0, 0 0 1 c-o l:clk Nsto (111-297)
C-é‘ac,k L 0,5 0. 0 0 0| €6y | L Mogon
éX
A, -|a
_éz

For the Kalman filter being able to estimate the aiding delay, some uncertainty must be added to

the dynamic model. This is realized by some white noise error belonging to the state 5Afoos C(1f

no error variance would be realized, the Kalman filter assumes the model to be exact and there
would be no necessity to correct the delayed aiding by the measurement within the Kalman filter

update equation.

As measurement only the pseudorange errors at the output of the discriminators are available. In
order to make this aiding delay error observable, it must be coupled with the positioning state. This
is realized by multiplication with the actual total state acceleration estimation according to equation
(I11-296).

The error state observation matrix is given as

-
X, 41 _)A(e 1
o Te | Q. 0 — 0
[C ! ||xSv#1 - xe"] e c

H. = : R (IT1-298)

ES
" T
[ xSv#Nsat _xi ] °1x3 0 l 0
C- "xSv#Nsat - xe" c

As total state dynamic model, the already derived model from equation 1263 is expanded about
the estimated aiding delay.
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OV 1 | = oV, ,.
N.aid °3><3 °3><3 °3><3 Asve,N °3><1 03><1 °3><1 Naid | (Mg,
A7-003 °1><3 °1><3 °1><3 o1><3 0 0 0 A7-OOS 0
C.flk 0, 0, 0, O, 0 0 1 C-lo 0
c ~
c a _o1><3 0, 0, O, 0 0 0 J1¢-ay | L 0 |
L~ ek |
1 1
— 0 0 0 0
a,x 2-ﬁve,N,x
A =0 il 0o|A, ,=| O . 0 11-300
a — sve,N — (III-300)
z-él,y z-§ve,N,)<
1 1
0 0o — 0 0
L Z-a z | L Z-()'ve,N,x i

The resulting positioning error caused by the delayed aiding velocity is the integral of the following

velocity error.
AXoos (1) = [ &% (1) - ATousdlt (111-301)

For compensation, it is therefore necessary to couple the estimated aiding delay into the positioning
error differential equation for integration. A disadvantage is the resulting nonlinear total state

dynamic model through the multiplication of ar AT,

The correction of the total states by the error states is given below.

X, X, X,
Afoos | _| AToos |, | 98T oos (111-302)
c- tclk c- tclk c- 5tclk
c- aclk c- aclk C- 5aclk

In the previous sections on aided error state vector tracking architecture, no aiding delay error was

stimulated for simulations. In the following examples, an aiding delay with A7, _ =0.2s is
stimulated.

The following figures show the aiding delay estimation.
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The developed tracking architecture can estimate the aiding delay. As equation (I1I-296) shows, the

aiding delay is only observable, if the platform acceleration is not equal to zero. This can be

observed very well from the estimated aiding delay in case of the DA42 scenario. Only after some

dynamic, the delay is estimated properly.

The tuning of the fighter dynamic need to be modified in order to get appropriate values. Due to

modeling the aiding delay as a constant value with additional white noise, the Kalman filter maps

some clock error on to this aiding delay. The error variance for clock error must be reduced in case

of high dynamic scenarios.

In order to show the necessity of estimating the aiding delay, the following simulations show the

results, if the aided error state vector tracking architecture does not care about the aiding delay.
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In case of low dynamic trajectories, the delayed aiding causes only small positioning errors, but in

high dynamic situation, figure I11-197 shows that it's mandatory to estimate the aiding delay.
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Il - 10.8 Tilt error estimation

In this section, an additional aiding error will be introduced — the tilt aiding error. Typically, the
aiding is provided in NES coordinates, w?. Tilt aiding errors occur, if GPS receiver expects aiding

in NES coordinates, but the provided aiding is in a tilted n-frame, VZ. This is the case, if in the
external aiding system, which could be a tightly coupled INS system, exist some tilt errors.

This section develops the corresponding filter architecture to estimate tilt aiding errors, given an
aided error state vector tracking architecture.

1l-10.8.1 Filter architecture with integrated tilt error model

In order to get the dependency of the tilt angles, equation (I11-233) is linearized about these angles.

65"8 |:5A(i):| {Ren : aRnﬁ (A(i)! Aé) ~J [Ren ' 8Rnﬁ (A(i)’ Aé) ~J |:5Aq’\)j|

5‘,: =—¢ _ . = S . v’e’ > . vg . .

o(ad,A8) | on6 oAD OA® SAO
2,46 (I11-303)

SAD
=[P @] { m}
R (AqB,Aé)) 0 sin(A(:).)-co?(A(i)) —sin(A(:))-sii}(Ati))

— =0 —sin(Ad) —cos(Ad) (I11-304)

OAD
0 cos(A@) .Ccos (Aé)) —cos (Aé)) : sin(Aci))
—sin(A@) cos(A(:))-sin(Ati)) cos(A@)-cos(A(i))
-| o 0 0 (111-305)
—cos(A@) sin(A@)-sin(Aé)) —sin(A@)-cos(Aé)

0R,; (AD,A0)
OAO

The error state dynamic model in this section is based on the error state dynamic model, derived
in equation (11-275) . This error dynamic model is expanded about the derived tilt error model.

sz=A,, -5Z+n,,

oxX - o ]
5 .. e AxTS I3x3 ‘PACﬁ ‘pA(:) °3x1 03X1 5xe nx,TS
v L ~e
e'RiA,d 0. Ab‘v,Ff,Afd o, 0, 0, O, g ve,R;Aid N, 5,40 (I11-306)
oA _ 0. 0. 0 0 0 0 OAD N Ny,
oA® 0., 0. 0 0 0 0 5A(:) n,
c-8 tA 0. 0. 0 0 0 1 C- 6ty Nt
clk A
J o x o X 0 0 0 0 c-od n
LC 0dy, 1 " v 4L chk L Nsaene |

The error angles are assumed as constant. In order to enable the Kalman filter to estimate these

184



errors, a small model uncertainty must be added, which is done by white noise.

The observation matrix is given as

R T
Xsvin = Xo 0,00 1o
c "xSv#‘l xe" Y
H, - : SRR (1307,
R T
xSv#Nsat_xc::: 01X3 00 1 0
L C.”xSv#Nsat_xe” c |

The measurement error covariance matrix for the error state filter is equal to the previous chapter.

The update equation of the error state filter gets

0Ty,
o Sy :
oz, =0z, +K,- : (I11-308)
§T#Nsat
The corresponding total state filter gets
zZ=A, z+n,
Ge °3><3 I3><3 °3><3 o3><3 o3><2 03><1 03><1 € °3><1
e
e
JUR °3><3 °3><3 I3><3 °3><3 03x2 03><1 °3><1 ve °3><1
a o £
e °3><3 °3><3 Aa °3><3 °3><2 03><1 03><1 a, n, (111-309)
5vaAfd = °3><3 °3><3 °3><3 Adve,N °3><2 °3><1 °3x1 5vaA"d RELLYWY
AP 9.,0,0, O, 0,0, O, AW 0,
C'{:/k o1><3 o1><3 o1><3 o1><3 o1><2 O 1 c tclk 0
Cl ~
A _°1><3 9, 0, O, O, O 0 ]|c dy L 0 ]
_C' clk -
o [AD
A=, (IT1-310)
A®

The tilt aiding errors are modeled as constant values within the total state Kalman filter.

In order to estimate the tilt angles, they must be used to correct the external aiding. In contrast to
the aiding delay, which was coupled within the total state dynamic model, the estimated tilt angle
errors are coupled within the total state observation equation, by transforming the aiding velocity

into the correct n-frame.

k+1 nA

o+ - § ~ A -
zZ. .-z . +KZ -(R " (A‘I’)-ve —Hz -zkﬂ) (IT1-311)
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The total state observation matrix is given as

H :[OSX3 R

z

o, R. 0, O, osn] (HI-312)

ne
Important to note is, that the estimated tilt angles are used to correct directly the incoming velocity
aiding. The tilt angles are not considered within the total state observation matrix.

The rate aiding error is only implemented as a consider state. The impact of the estimated rate
aiding error on the measurement is considered in equation 1-312), but it is not used in the real

feedback.

The total states are corrected by the error states according to the following equation.

>
>

X, R oX,
AD AD NP
AG |=| AO |+| oA (I11-313)
C -l C -ty c: 5tclk
_C : aclk a _C : aclk i _C : 5aclk a

The following tilt errors are used in simulation.

AD = -1°

(111-314)
AB® =2°

The following figures show the estimated tilt errors, given the DA42 approach and the high
dynamic trajectory.

AO[°]

<
-3 : . : : : : -3 3! : : ; -3
0 50 100 150 200 250 300 350 0 50 100 150
time [s] time [s]
111-198 Estimated tilt errors - DA42 111-199 Estimated tilt errors - high dynamic scenario

In order to show the importance of estimating tilt errors within the tracking filter, the following
simulations show the tracking behavior, if a tilt error is present, but not considered respectively
estimated within the tracking filter.
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As the positioning errors in figures 111-200 and III-201 show, already small tilt errors lead to
unusable tracking results.

Il - 10.9 Aided vs. unaided tracking

Out of the up to now analyzed unaided tracking architectures, the unaided total state vector
tracking approach gives the best results. Therefore, this tracking architecture will be used as a
representative of the unaided architectures.

In case of aiding, the error state vector tracking architecture, where aiding is used as measurement,
provides the best results.

Therefore, in this section, the unaided total state tracking architecture will be compared to the aided
error state vector tracking architecture.

The previous comparing of two different aided error state vector tracking approaches, using aiding
as a control input and aiding as a measurement, shows that both give similar results. Because the
architecture, which applies aiding as a measurement also is able to estimate the platform
acceleration, this architecture will be used as a representative for the aided error state vector
tracking approach.

An important question in comparing aided and unaided tracking is the needed aiding rate, in order
the aided architecture outperforms the unaided one. Therefore, in the following, unaided total state
vector tracking is compared with aided error state vector tracking, given 1Hz aiding rate and 40Hz
aiding rate.
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CONCLUSION: Etror State Vector aided vs. Total State Vector unaided

The unjammed simulation shows that the aided error state vector tracking approach, using a 40Hz
aiding, gives in both simulation scenarios the best results.

If only a 1Hz aiding rate is used, in high dynamic situation, the unaided vector tracking approach
gives better results. Using 1Hz aiding in low dynamic situations, the aided error state vector
approach is almost similar to the unaided total state vector tracking approach. But even here, if
short maneuvers with higher dynamic occur, the dynamic stress error of the unaided vector tracking
approach is smaller than the error of 1Hz aided error state vector tracking architecture. (Even if
the aided tracking architecture is also a vector tracking architecture, given only a 1 Hz aiding rate,
it performs in general worse than the unaided architecture, because the aided architecture must
consider also aiding errors and has a different tuning setup).

Considering the closed loop tracking bandwidth in the unjammed case in combination with low
dynamic situations, the bandwidth of the aided error state approach is even in the 1Hz case, lower
than the bandwidth of the unaided total state vector tracking approach. But in higher dynamic
situations, when only 1Hz aiding is available, the closed loop tracking bandwidth is, despite the
aiding, higher than in case of the unaided vector tracking approach.

If there is some jamming, the aided error state vector tracking approach, using 40Hz aiding,
provides stable and good tracking results. The aided error state vector tracking, using 1Hz aiding,
also provides stable tracking in all channels, without loss of lock, but with worse performance. The
total state unaided architecture loses the lock, as the aircraft approaches the jammer and the jammer
power becomes larger.

In jammed environments, the aided error state Kalman filter relies mostly on the aiding, which
lowers the tracking bandwidth beyond the resolution limit of 0.001 Hz. Only in high dynamic
scenarios and 1Hz aiding rate, the tracking bandwidth of the aided error state approach is slightly
higher, but still below the bandwidth of the unaided vector tracking approach.
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ESV aided TSV unaided

© | Almost no influence of jamming. | ) | Independent standalone architecture.
Especially given a 40 Hz aiding rate. Robust tracking results — even in case of
low power jamming — without the need
for an external aiding interface.

@ | Aiding errors must be known and
considered, respectively estimated for
good results.

@ | Appropriate aiding rates are necessary. As
simulations show, 1Hz is not enough.

The following table compares the performance of unaided total state vector tracking against aided
error state vector tracking in case of 1Hz aiding and 40 Hz aiding.

TSV unaided ESV aided ESV aided
1Hz 40Hz
+- +- ++ DA42
Unjammed
+- - ++ Fighter
+- ++ DA42
jammed
+- ++ Fighter

111-222 Conclusion unaided TSV - aided ESV (1Hz, 40Hz)
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i - 11 Aided total state vector tracking

Il1-11.1 Motivation

In the previous section, aided error state vector tracking was introduced together with methods for
estimating, or at least considering different kind of aiding errors. The error state vector tracking
approach might give the best results. Nevertheless, aiding is also possible for total state vector
tracking architectures. In chapter III - 7 already an unaided total state tracking architecture was
developed. Based on that, in this section, an aided total state vector tracking architecture will be

developed.

For estimating aiding delay, the estimation of the platform acceleration is necessary. For that, in
case of aided error state vector tracking, the aiding had to be applied as measurement to an
additional total state Kalman filter. A disadvantage of this approach is the coupling between two
Kalman filters, which requires special tuning measures in the error state Kalman filter.

The aided total state approach does not require an additional total state space filter. The aiding can
directly be applied as measurement within the total state Kalman filter update equation.

Il - 11.2 Tracking architecture

In this section at first the tracking architecture together with the Kalman filter equations are
derived. The following figure shows the corresponding tracking architecture. At first only noise

like aiding errors and rate aiding errors are introduced.

Total State Propagation & Update
Correlation Core #1 I

o 5%, X, X,
Se(t H v; v;
H a a
Oy, > o o

oV p =@, oV p
' '

L#n ] c~f‘N c~t"'N

clk clk

C‘dc/k i1 C'dc/k P

External Aiding

n
ve JAid

LoS transformation
Apy, h (i;wxsmn)"'c tokk =C sy 1 = Pown
Aﬁ#n

h (z;wxs‘/,»n)*'c Tok g1 =C sy an = Posn

Aynia| == Mg

111-223 Total state vector tracking - aided

As tracking filter, also for this total state approach, a Kalman filter is used. The dynamic differential

equation system is given below.
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\'/ ~e
. € °3><3 °3><3 ISXS °3><3 °3><3 °3><1 03><1 ve o
aee o CE
° 0. 0., AL O, 0, 0, O, a, n, (HI-315)
Ao €
V.p |= °3x3 °3x3 °3x3 Aév,R °3><3 °3><1 °3><1 5ve,ﬁ' | My
Ao e o
OV, 0., 0., 0,, O, A5, 0, 0, ||V, LLEPY
c- Ac/k 9, 0, 0, O, O, O 1 C o Dt
CAf _°1><3 o, 0, 0, O, 0 0 IR dy 1 [Nsaci ]
1 C Qo
-1 -1 -1
— 0 0 0 0 0 0
a,x T()‘V,R,x T5V,N,X
A-lo = oA, -l o i 0 ny= 0 i 0
a ov,R T SYIN (II1-316)
Ta,y T(Yv,ﬁ',y 2-(Yv,N,y
-1 .| 1
0 0o — 0 0 0 0
L Ta z | L To‘v,ﬁ’,z a L 7’-z)'v,N,z i
A . . . .
The matrix R, y is derived in section III - 9.3 .
e _ gl T T
Ab‘v,N - (Ren : nen : Ren + Ren : A6v,N ' Ren) (11-317)

. . . q. 6 . 1. 6 e q . .
The noise like aiding error 0¥, and the rate aiding error 0V;5 are not coupled within the dynamic

equation. Both errors are only implemented as consider states and considered within the

measurement equation.
The acceleration is assumed as Gauss Markov process, having a zero mean.

The corresponding model error covariance matrix is given as:

¢%., 0, 0, O, O, O, 0.,

¢, 0,0, 0, 0, O 0,,

¢, 0, @ O, 0, O 0,
Q,=0,0,80,Q,0, O, 0, (II-318)

¢, 0,60,0,Q, O, 0.,

o, 0, 0, O, O, C2G§tclk 0

o, 0, 0, 0, O, 0 C* e i
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This architecture uses two measurements within the update step of the Kalman filter.

The first measurement is the discriminator output 6F. This is already the innovation, which is

calculated within the tracking core.

T T
~ — €541 £ ~ — € s £
ATy, o, o fon ATy, o, o clk
OF = - AX, + = - (%, —%,, )+ (I11-320)
Az—#Nsat 1 . eT tc/k Az-#Nsat l . eT clk
c LoS, #Nsat c LoS,#Nsat

The second measurement is the aiding velocity. The innovation for the aiding velocity is calculated

within the update equation.

sz _ wa! _ . 1y € -~
oV = ve,Aid Rne ve (I-321)
The update equation gets
N - K oT
z . =2z +K.| _ . (I11-322)
k+1 k+1 n e
ve,Aid - Rne Vv,

In order to consider the rate aiding error and the noise like aiding error within the update equation,

the observation matrix gets.

1, 1
— @541 °1><3 °1x3 °1><3 °1x3 - 0
(o} (o}
H= 1 ) (111-323)
T
- eLoS,#Nsat °1x3 1x3 °1><3 °1x3 - 0
C C
L °3><3 Rne onS Rne Rne o3x1 °3><1 _

Because these two aiding error components shall only be realized as consider states, they are not
used in the real update equationqi-321). They are only used within the observation matrix, used for

Kalman gain calculation.
Because the transformation from the position state to the pseudoranges is nonlinear, the

observation matrix (1-323) is lineatized about the actual position X,.

The real feedback for NCO command is calculated according to the next equation.
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Pinjss =h (zk+1’xSv,#n) = \/(XSV,#H - xe,k+1) '(XSV,#n - xe,k+1) +C Lok (H1-324)

The considered rate and noise like aiding errors deteriorate the aiding quality, which in turn causes
the Kalman filter to rely less on the aiding information and put higher weight on the discriminator

measurement.

Because the noise like aiding error and rate aiding error are already considered within the

observation equation, they do not appear in the measurement error variance matrix.

The measurement error variance matrix gets

2
O .41 0 0,
: o
R= ) >3 (I11-325)
0 O #nsat 0.
°3><1 T 03><1 °3><3

For tuning the Kalman filter, the already developed scenario matched tuning is applied together
with the known information about the aiding errors.

lll-11.3 Equivalent base band dynamic state space simulation

1-11.3.1 Distributed state space simulation

For equivalent base band simulation, the distributed state space formulation is used. There, besides
the discriminator noise, also aiding together with aiding errors is simulated.

The following figure shows the corresponding concept.
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111-224 Distributed state space form
1-11.3.2 Centralized state space representation

In this section, the centralized state space form for the aided total state vector tracking approach
will be derived.

Out of this, the closed loop tracking bandwidth for every satellite channel can be calculated.
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0 0
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Bsub 0 2: TC/A
2:NxN __ : .. : 21
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2x1 2x1
0 vee Bsub 0

In order to get the closed loop tracking bandwidth for one satellite channel, the following SISO
transfer function is needed.

~ 1 A ~ a T -1
X 25 P X 2 X G (S) =€y '(S 1- A) by, (ITI-338)
CIA

Due to position state formulation, the observation is nonlinear and needs to be linearized about
the actual positioning estimation.

}2#n = C(x#n’i) = x#n - X

e

. A T
55 - oc(x,.2) 1 (x,-X%X,) 5
G T A
e X, C/A ||x#n - xe (III1-339)
T 1x2Nsat 1 (XSV#n,k - )A(e,k )T 13 13 ) 13
c’ =0 - 0 0" 0" 0™ 0 0

ﬂ'C/A ||xSv#n,k X

With Xy, being the actual satellite position of satellite n.

The corresponding input vector gets
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°2><1
b, = (I11-340)

°2><1
02><1
02><1
°2><1
°2><1

°2><1

lll-11.4 Aiding delay estimation

The aiding delay 5‘1\’2,00\9,,( was already introduced in chapter IIT - 10.7.2.
The applied aiding, which is delayed about Afoos can be written as:

2

—_ w e — w® ee
Ve, =Voi =~V 005k = Voi — gk " Aloos (III-341)

e,k

In order to estimate the aiding delay, ATOOS is modeled as an own state in the dynamic model.

Regarding the feedback respectively coupling of the estimated aiding delay, there are two
possibilities. The following state space differential equation shows the first one, where the
estimated aiding delay is not coupled in the state matrix, but only within the observation equation.
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Z, =R Z N

X. 0,, I, 0,, 0., O, O0_0,_ 0.1 %X | [ o0,

‘A, : 3x3  M3x3 3x3 3x3 3x3 31 31 3x1 A : 3x1

A oo °3><3 osxs I3><3 onS °3><3 °3><1 03x1 °3><1 Ye 03x1

aAZ 03x3 03><3 Aa 03><3 03><3 03><1 03x1 °3x1 Aaze n, (IT1-342)
5‘.’9’9 _ °3><3 °3><3 °3><3 AZV,H °3x3 °3><1 °3x1 °3><1 ) 5"\’;3/\"’ n Ny, g oA ‘
5‘7:N °3><3 °3><3 °3><3 °3><3 Agv,N °3><1 03><1 °3><1 6V%NvAfd N, v A

ATA'OOS . 0, 0, O, O, 0 0 0 AT(zOS M7 005

c- fdk °1><3 o1x3 °1><3 °1><3 °1><3 0 0 1 ¢ l:c/k Msteik

c a -o1x3 o, 0, O, O, 0 0 0 L € gy J L Msacn
L clk

Despite ATOOS is typically a constant value, it has to be modeled as a Wiener process, to add a little

uncertainty which enables the Kalman filter to estimate the value. If no noise term My g5 would
be added, the value remains zero or at its initial one.

According to equation (1-341), the estimated aiding delay is used within the innovation.

The update equation gets

oT
z -z . +K. A (111-343)
k+1 k+1 ] Sy € = €€
ve,Aid - (Rne : ve - Rne : ae : A7-003)
Based on @i1-323), the observation matrix gets
I 1 e’ o 0 o o o 1 0 |
LoS #1 1x3 1x3 1x3 1x3 1x3
c c
H- 1 : : : : : : 1 : s
-
- eLoS,#Nsat o1><3 o‘1><3 o1><3 o1><3 °1><3 - 0
c c
- E€
L °3><3 Rne 3x3 ne Rne _Rne : ae °3x1 °3><1 a

The noise like aiding error as well as the error due to a low aiding rate are only modeled as consider

states. These terms are considered within the observation matrix M but not in the real innovation

. . . - EE . . . .
in equation (1-237). Because the actual total state acceleration @, is needed within the observation

equation, it gets nonlinear.

The second possibility of coupling the estimated aiding delay with the other states is shown below.
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nb‘ tclk
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(IT1-345)

In equation (11-345), the estimated aiding delay is coupled within the state transition matrix. The state

transition matrix becomes nonlinear, through its dependence on the actual acceleration.

. . yC . . .
The estimated velocity V, is the delayed one. To get the correct velocity, it needs to be

compensated by the estimated aiding delay.
~fe e ~ce -
ve - ve + ae A 00s

The corresponding observation equation and innovation gets

oT

1 or
E'eLos,m o1><3 o1x3 o1><3 o1><3 °1x3

H-= 1
T
E : eLoS,#Nsat o1><3 o1><3 °1><3 o‘1><3 °1><3
o3x3 Rne onS ne ne 3x1

1

C
o3><1

0

°3><1 _

(IT1-346)

(IT1-347)

(IT1-348)

The aiding error caused by low aiding rate and the noise like aiding error are only modeled as

consider states. Therefore, in the innovation in equation (11-347), these two errors are not included.

A suitable tuning of the uncertainty M7 g5 tespectively its error vatiance Oy, in the model error

covariance mattix QTS is important.
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i
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[N

For Qa again the scenario matched tuning is used to determine the corresponding acceleration

model error variance. The given state error covariance matrix is valid for both aiding delay error
couplings.

. 2 . . . . .
Regarding 0,7y, a very low assumed error variance would lead to long estimation times until the

correct aiding delay is estimated. Moreover, high velocity variations are necessary to estimate the
aiding delay. On the other side, in case of a very high aiding delay error variance, some dynamic
will be coupled into the delay estimation.

Comparing “aiding delay estimation” given the aided vector total state architecture and
the aided vector error state architecture

Compared to the aided error state vector tracking approach, the tuning of the aided total state
vector tracking approach is much more complicated, because the total state filter has to care about
the whole platform dynamic and at the same, has to estimate the aiding and tracking errors.

Given the aided vector total state approach, coupling the estimated aiding delay within the state
transition matrix, turned out to be the better approach, especially in scenarios of higher dynamic.
The figures below show the tracking results for the low dynamic DA42 approach and for the high
dynamic scenario.
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The simulations above show a worse aiding delay estimation performance for the DA42 approach.

But this result is only valid for the actual used tuning. As already mentioned, the tuning of the aided

total state tracking loop is very sensitive and may be further optimized to get similar estimation

results.

But as a conclusion, the tuning sensitivity regarding aiding delay estimation, makes the aided total

state tracking unpracticable for real scenarios, where the exact mission dynamic is not always

known precisely, pre mission.

Il - 11.5 Tilt error estimation

The tilt angle errors are already introduced in the previous section. The estimated tilt angle errors

are modeled as constant values.

sAG| [0 O
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In order to enable the Kalman filter, estimating the constant tilt angle errors, some small portion
of white noise must be added in order add some model uncertainty, which forces the Kalman filter
to adapt the values, based on actual measurements. Without any white noise, the Kalman filter

would consider the model as absolutely true and therefore, would not adapt the values.

The dynamic model used for the tracking filter, extended about the tilt angle errors, is given in the

following equation.

zZ, = ATS "Zrg Mg

xe ~ - F A - - _
ﬁ: °3><3 I3><3 °3><3 °3><3 onS °3><1 °3><1 °3x1 °3><1 ¥z on‘l
4 %, o0, 1, 0, O, O, O, O, O, Yeee 0.,

Aee 0., 0., A, O, O, O, 0,6 O,6 O,k a, n,
5‘;’9'R 0., 0,, 0, Azm o, 0,0, 0, O, 5‘72,1? LB (I-351)
5";’\’ =10, 0., 0., O, sz,/v o, 0,0, O, 5‘7;N | My v a0
AD o, 0, 0, O, O, 0 0 0 0 AdA) N
Aé o, 0, 0, O, O, 0 0 0 0 A(:) N
c- léc/k o, 0, 0, O, O, 0 0 0 1 c liclk Dsten

R _°1x3 o, 0, 0, O, 0 0 0 0 ] _C'dc/k_ L Moo
| €T

Within the dynamic model, the tilt angle errors are not coupled. Instead they are used in the
measurement equation to transform the estimated velocity in e-frame into the tilted n-frame of

aiding velocity.
The nonlinear update equation gets

N oT
z .=z . +K-| _ " oA .
e o vg,Aid -R;, (Aq)’ A®) ) Rne ) "2
~ (IT1-352)
oT
=Z,,,+K-| _ oA
o vg,Aid - htilt (Aq)’ AO, Vz )
For Kalman gain calculation, a linearized observation matrix is necessary.
. oh(AD,A,V) . oh(AD,A,V?) .
SV = - - SAD + . PN
oAD A oA®
AdD e IR/
o (IT1-353)
oh(Ad,A0,v?) i
.t — - OV,
v,
AD,AO

The linearized observation matrix, used for Kalman gain calculation gets:
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Equivalent base band simulations show that in general it is also possible to estimate tilt aiding errors
using a total state vector tracking approach. But tuning is very sensitive for getting stable estimation
results. In case of higher dynamic, the tilt error estimation becomes even unstable as the following

simulation shows. The reason is given by the non-linearity of the observation matrix.

For comparison, the following figures show the estimated tilt angles of the total state vector
tracking approach together with the much better tilt angle estimation of the error state vector

tracking approach.
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lll-11.6 Aided total state vector tracking vs. aided error state vector tracking
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Conclusion: TSV aided against ESV aided

If there are only noise like aiding errors and rate aiding errors, the aided total state approach gives
similar results as the aided error state approach.

Differences arise in case of aiding delays or tilt aiding errors.

Aiding delay can be estimated even with the total state approach, but worse, compared to error
state approach.

The estimation of tilt aiding errors respectively tilt angles is in general possible in case of aided total
state vector tracking. But the estimation is very instable and also the corresponding tuning is very
sensitive. The dynamics within the total state filter are to restless for an appropriate tilt error
estimation, respectively for mapping the tilt error parts within the discriminator measurements on
the right state. As a conclusion, for aiding, always an error state vector tracking architecture should
be used.
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i -12 Aided scalar state tracking

Ill-12.1 Motivation

In the previous sections, aided vector tracking architectures were considered. This section develops
an aided scalar tracking loop. Only a total state aided scalar tracking architecture is developed and
analyzed. An error state aided scalar approach will not be considered, because it would need a
cascade of three Kalman filters. The aided scalar total state approach already needs a cascaded
Kalman filter structure and thus a mutual coupling. Already here, the outputs of the first stage —
being the total state scalar filters — are correlated in time. This correlation must be considered in
the superior positioning filter. In case of the error state approach, one coupling stage more would

exist, causing a to strong temporal correlation.

Aided scalar tracking is a decentralized approach. There are local tracking filters for each satellite
and a superior positioning filter. In [77] an unaided conjoint architecture of scalar and vector
tracking filters are given. In this section, a similar conjoint approach for an aided scalar tracking is

developed.
Il - 12.2 Tracking architecture

For scalar tracking, always the combination of scalar tracking loops for each satellite are necessary,
together with a subsequent positioning filter. The scalar tracking filter as well as the positioning

filter are realized by using optimal filters.

This section develops an aided scalar tracking architecture by using the combination of a total state
scalar tracking filter, where aiding is used as an additional measurement. The positioning solution

is derived by a subsequent total state Kalman filter.

After deriving the tracking respectively filter equations, the reasons are explained, why especially

this combination is chosen.

In this first section on aided scalar tracking, only rate aiding errors and noise aiding error are

considered.

The following equation gives the total state dynamic model of the used Kalman filter for a single

satellite channel.

Z,s=A s Z+N;
- - T 1x3 T S ]
bros o 1 o o e/ (X, . X)| - 510 0 ]
Los
R 0 0 -1 °1x3 o1x3 . 0,
Vies 1 Vs 0 (IT1-356)
A - 1x3 1x3 ~
805 =/ 0 0 0 0 ‘| Gos | Maros
X 7’-a,LoS 5"\,e n
OV, osn 0> 0> 0% A° 033 e,LoS,N S5VN,LoS
s e’ ’ oV ove n
oV 3x1 3x1 3x1 3x3 e L “YeLos,r | [ "svRLoS |
|Versn] [0 0% 0% 0 A,

The line of sight dynamic is modeled again as a second order dynamic, using a constant mean,
Gauss Markov like acceleration process.
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. . . q. C ..
The noise like aiding errors are modeled as a Gauss Markov process 5VeyL03‘N . The characteristics

of the noise like aiding error are given in n-frame, whereas the noise like aiding error is needed in
e-frame coordinates. Therefore, equivalent to equation ai-265, a Gauss Markov process is
developed, being able to transform within the differential equations, the n-frame noise
characteristics into an e-frame Gauss Markov process. The noise like aiding error is considered
within the observation equation. Thus, given very bad aiding quality with high noise, the aiding will
be less considered, respectively the bad aiding is prevented from entering the tracking loop.

P ] . .
The rate aiding error 5Ve’L05,R is also modeled as a Gauss Markov process. But in contrast to the

noise like aiding error, the rate aiding error is mapped within the dynamic matrix A onto to the

. . . L T -
pseudorange, by using the line of sight direction vector € ,s (x#swx) .

Given high rate aiding error variances, respectively low aiding rates, the dynamic model becomes
more uncertain and the Kalman filter puts more weight on the measurements. Due to the mapping
on the pseudorange, only the estimated pseudoranges becomes more uncertain, the estimated line
of sight velocity remains at the given uncertainty. That’s why the Kalman filter puts only more
weight on the discriminator measurements, while keeping the weights on the aiding inputs at the
same level. Putting more weights on the discriminator measurements is the correct behavior,
because the discriminator provides the necessary pseudorange correction, caused by low aiding
rates.

If the rate aiding error would be considered within the observation equation, high rate aiding error
variances would force the Kalman filter, to put less weight on the aiding input. But the weights on
the discriminator measurement would remain at the same level. Given low aiding rates, aiding
cannot cover higher dynamics. The Kalman filter must put higher weights on the discriminator
measurements, which is reached by the coupling within the state dynamic matrix.

The following equation shows the Kalman filter update equation.

ot
+ -2 .
LoS,k+1 — ®™LoS,k+1 LoS T

A e ~n A
€ s (xswx) ’ (ve,SV -R,,-V ) ~Vies

en e,aiding

Zz +K (IT1-357)

The estimated line of sight velocity V|45 contains the receiver velocity mapped onto the line of

sight vector and the satellite velocity, also mapped onto the line of sight vector. The external aiding
velocity ‘ngya,-d,-ng contains only the receiver velocity. In order to get the aided line of sight velocity,
also the actual satellite velocity must be mapped onto the line of sight vector and added with the
appropriate sign. The actual satellite velocity VZYSV is available through the ephemeris. The

ephemeris must be evaluated at the signal transmission time t5, . This transmission time is available

from the positioning filter.
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H.=|c (IT1-358)
0

10 e (x,,%) 0%

The observation matrix M, , includes the mapping of the noise like aiding error, whereas within

the update equation, the noise like aiding error is not mapped onto the estimated velocity. That’s
why the noise like aiding error is only realized as a consider state.

The following figure shows the scalar aided tracking architecture.
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111-247 Scalar aided tracking architecture

As the architecture shows, the scalar tracking filter needs the satellite position and the actual
estimated receiver position for mapping the e-frame noise like aiding error onto the line of sight
dynamic.

The total state positioning solution is calculated by using a total state Kalman filter. The
corresponding dynamic model and update equation are given below.
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The measurements of the positioning filter are the pseudoranges, which are states of the

independent scalar tracking filters.

The pseudorange errors and therefore the measurement errors of the positioning filter are highly

correlated in time due to the aiding of the scalar tracking loop.

The already derived positioning solution in section III - 6 has a similar structure and uses as

measurements also pseudoranges from independent scalar tracking filters. But there, the

pseudorange errors are much less correlated, because there is no aiding and therefore a higher

closed loop bandwidth. The applied velocity aiding in this section leads to very low tracking

bandwidth of the scalar tracking filter, which in turn causes long correlated pseudorange errors.

In order to consider this effect in the positioning solution, the measurement errors are modeled as

long correlated Gauss Markov processes by dp.

op

! 0
Top 1
0 1
Tsp 42
0 0

The state error covariance matrix is given as
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03x3 03)(3 onS °3x1 °3X1 onNsat
03)(3 03)(3 o3x3 03)(1 03)(1 onNsat

3x3 3x3 3x1 3x1 3xNsat
(] (] Q o0 ] (]

o1x3 °1x3 o1x3 C2 'O-i/k 0 °1stat
o1x3 01)(3 o1x3 0 C2 . O-jc/k °1stat
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0 0 0 0 0 Q,
— - (III-361)
r T 2 Py, Los 41
2 —optoowT 0 .o 0
2.0
= 0 0 T
T Sp 1
ax
2 2- Psy 1os 42
2.0 0 = Toplosar .. 0
Q = 0 . 0 Qsp = Tsp 42
ay . .
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0 O 0 0 2 p()‘p,LoS,#Nsat
T e T T
L az .
L Tsp #Nsat

For tuning, scenario matched tuning is used. The values Py, 0545, are taken from the state error

covariance matrix, available in each scalar tracking filter.

The Kalman filter update equation of the positioning solution gets

+ e ~ -
k+1,,0s = ®ki1,p0s T Koos - (p —hs (zk+1,POS )) (1-362)

the innovation P—hpg (z;+1 POS) is calculated using the nonlinear relationship.

The nonlinear transformation from the filter states to the observation space is given by the
following equation.

op=p—hy (zI;+1,POS) =p-P

15#1 \/(ci (7#1) XKyie (te,#1 ) - X, (tr ))T ’ (ci (7#1 ) Ky (te,#1 ) - X, (tr )) +C- 5tclk -C- §t#1

Pun \/(cz (T#n ) XKype (te,#n ) -X, (tr ))T ’ (cZ' (T#n ) Kype (te,#n ) - X, (tr )) +C- 5tclk —-C: 5t#n

In order to set up the Kalman filter observation matrix HPOS , the nonlinear transformation

| T (z;+1,POS> is linearized at the every point on the trajectory.

The linearized observation equation gets
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h . (x,) O 0 11 h,
H, = : : R : (II1-364)
S 1x3 1x3
h . (%) O o 11 h,,,

p,#Sv

h. :[1 0 - 0] (I11-365)

p.#1
Within the linearized observation equation, the pseudorange errors are considered, but not in the
real feedback calculation.

Calculating the estimated pseudorange requires the corresponding satellite position in the e-frame
at time of signal reception in the receiver. For that, an iterative procedure is necessary, given in
section IIT - 7.

A comparison of the aided scalar approach with the aided vector tracking architectures will be
given at the end of this chapter.

ll1-12.3 Aiding delay estimation

Up to now, only noise like aiding errors and aiding errors caused by low aiding rates are considered.
This section develops a method to estimate and also compensate aiding errors, caused by delayed

aiding information.

Generally, the delay error is caused by transmission delays and can therefore be found in almost

every navigation architecture. The delay error can be written as:

5":005 (t) =V (t) -V (t - Atoos) (111-366)

The corresponding line of sight delay velocity error gets
T
OV 45,008 (t) =@s5 "9V 005 (t) =805 *Moos (ILL-367)

Equation @1-367) shows that for estimating the delay error Ao, the line of sight acceleration is

necessary.

The delay is modeled as a constant value within the line of sight state dynamic model.
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The coupling of the delay is realized within the state dynamic matrix, marked by the red entry. Due
to this coupling, the state dynamic matrix becomes nonlinear.

The Kalman filter update equation gets

or
+
Z osket = Eroska T K- e’ ()( )A() R iy (HI-369)
LoS Sv? e, Sv e aldlng LoS
with the corresponding observation matrix
1
_ 0 0 o1x3 °1x3 O
H,=|cC (I11-370)
0O 10 ezos (xSV,)“() 0> 0

An alternative approach is, coupling the delay within the observation equation instead of the system
dynamic model. The system dynamic matrix would in this case be linear, instead the observation

matrix HLoS would become nonlinear, as shown below.

or
zZoS kel = zLoS ket T K- T o -~ 2 y
eLoS (xSv’x) : ( eSv R e a/dlng) (VLOS - aLoS : Atoos)
(III-371)
1
o O 0 o1x3 o1x3 0
H=|c

T S 1x3 A

0 10 e/ s(xg.%x) O ~8, s

An observability analysis of the last realization shows that the delay error is not observable. The
reason is that there is no coupling of delay error with the pseudorange and therefore the
discriminator error measurement. Only the discriminator error measurement poses the needed
constraint to make the aiding delay observable.

The following two figures compare aiding delay estimation of the aided ESV and aided TSS
architectures.
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The DA42 scenario shows that an estimation of the delay is only possible if there is some dynamic.
Both architectures are able to estimate the delay error. In case of the aided scalar approach, every
scalar tracking filter estimates the delay. In case of aided error state vector approach, there is only

one estimation of the aiding delay.

The simulations show that the aided error state vector approach shows better aiding delay
estimation performance in the selected examples. Important to notice is that the estimation
performance depends on the selected tuning parameter and also the special scenario. Therefore,
the given examples are not valid in general.

Il -12.4 Tilt error estimation

Each scalar tracking loop is aided separately within the local update equation of the scalar tracking
according to equation (11-357), by mapping the n-frame aiding velocity onto the corresponding line
of sight vector.

T

—_ - e ~n
Y 08,Aiding = ©L0s (XSV,X) Voo, R,V (I11-372)

" Vesv e,aiding

Within the local scalar tracking loop, there is no possibility to estimate tilt aiding errors, respectively
tilt angles. Through the Kalman filter update equation

or
+ = - .
zLOS,k+1 - zLoS,k+1 + KLoS T

) . _; ) (111-373)
€ s (xSv’x) ' (ve,Sv - Ren " Ve aiding ) ~Vies
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the pseudoranges become false due to the wrong transformation of aiding velocity into e-frame.
The discriminator measutement 07 would give the needed cotrection. Because the tilt aiding error
is not modeled, the Kalman filter does not fully correct the line of sight states. Part’s of the tilt

aiding error are within the estimated pseudorange states.
p=p+C-At, +0p, +N, +. (I11-374)

As positioning filter, an error state structure will be used.

The error state dynamic model is given as

5zPos = A&z '5zPos +Mpos

5)A(e 1 [ g3x3 3x3 3x3 3x1 3x1 3xNsat | [ S T [ en3x17]
o 0 I 0 0 0 @, @, O sx, | [0
ve °3x3 03)(3 I3x3 °3x1 °3x1 03)(1 °3x1 o3stat 5"‘,9 °3x1
A ee e
5ae °3x3 o3x3 Aa °3x1 03)(1 °3x1 03x1 onNsat 5aze .
7 1x3 1x3 1x3 1xNsat £ (I-375)
c-ot,, B o~ 0 o 0 1 0 0 ) R C- oty + My
A - 1x3 1x3 1x3 1xNsat | -~
c-6d,, 0 o o 0 0 0 0 0o c-6d,, Ny
. 1x3 1x3 1x3 1xNsat 2
OAD [ 1 1 o 0 0 0 0 o™ OAD Ny
§A(:) °1x3 01)(3 o1x3 0 0 0 0 °1stat 5A@ nA@
Nsatx 3 Nsatx 3 Nsatx 3 Nsatx1 Nsatx1 Nsatx1 Nsatx 1 ~
D | |oume grems g gt g gt g A, || op | |m,
. P |
The terms @,; and @4, being used to couple the tilt angles with the positional error.
AD A6 > g p g p
The Kalman filter update equation gets
p q g
3Py
+ - :
OZpos ki1 = OZpos iy + K- : (1-376)
5p#Nsat
A total state model integrates the error states.
g
Zpos = Az “Zpos
)‘( T - . -
'e o3x3 on1 03x1 03x1 o3x1 xe
C o 0" 0 0 0 0 c-t, (IT1-377)
A _ | ;1x3 -
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X 0°* 0 o0 o0 O AG
| A® | ~ - - -
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The measurements 510#Sv of the error state Kalman filter are calculated separately out of the

difference between the estimated pseudoranges provided by the scalar tracking loops and the
estimated pseudoranges, calculated out of the estimated total state position.

Py Pt \/(CZ (7#1 ) Ky (te,#1 ) -X, (tr))T (cZ (7#1 ) Ko (te,#1 ) - X, (tr )) +C- fclk

N : (I11-378)

ép#Nsat ﬁ#Nsat \/(cz (T#n ) ' x#n,e‘ (te,#n ) - *e (tr ))T ’ (c:' (T#n ) ’ x#n,e' (te,#n ) B ﬁe (tr )) +C: tc/k

The total states are updated by the error states

e e e
b = l’:clk +0 i:clk

d, =d,, +0d,, (111-379)
AD = AD + SAD

AO = AG + 5O

Simulations show that using this approach, no estimation of tilt angles is possible. The reason is,
that within the estimated pseudoranges, provided by the independent aided scalar tracking loops,
only parts of the tilt aiding error are included. Partly the aiding errors are already corrected by the

discriminator measurements.

An estimation of tilt aiding errors within the independent scalar tracking loops is also not possible,

because there, the tilt angles are not observable.

lll-12.5 Aided scalar tracking vs. aided vector tracking

This section compares the aided scalar tracking architecture with the aided error state vector
tracking architecture. Both architectures will be compared for aiding without tilt aiding errors,

because the scalar aided architecture is not able to estimate them.
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CONCLUSION: Aided scalar tracking vs. aided error state vector tracking

Both tracking architectures give good tracking results, as well in the unjammed as in the jammed
scenario. But simulations show that the aided error state vector tracking approach gives definitely
better tracking results for the positioning solution and in jammed scenarios.

Moreover, the aided scalar approach is not able to estimate and compensate tilt aiding errors.
Therefore, if cannot be excluded that the aiding source has no tilt errors, the aided error state vector
tracking approach should be chosen.
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i -13 Summary of tracking architectures

Many different tracking architectures were derived in this chapter. The tracking architectures are
compared to each other step wise, starting from unaided scalar tracking, unaided vector tracking
to aided scalar and aided vector tracking.

In order to get a comprehensive and summary overview, this section compares all tracking
architectures by using the raw data error variance and error correlation times for pseudoranges and
the error variances and error correlation times of the ECEF frame positioning solution.
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In the unjammed case, all architectures provide appropriate tracking solution. The unaided scalar
total state and unaided scalar error state give the worst solutions. An improved tracking solution is
provided by the unaided vector tracking architectures.
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A significant improvement is possible by using aided tracking architectures. All three analyzed aided
variants show a very small pseudorange and position error variance, together with long error
correlation times.
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In case of jamming, all unaided architectures lose the lock. The unaided vector tracking
architectures can withstand longer, respectively are able to keep lock at higher jamming to signal
ratios as the unaided scalar tracking approaches.

But as for simulations, the jammer is modeled at the destination and the jamming power becomes
higher the smaller the distance, only the aided architectures keep lock.

In jammed scenarios, especially in close distance to the jammer, the observed raw date error
characteristics and position error characteristics are mainly caused by the aiding errors. The
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discriminator errors only have a negligible influence due to the very low closed loop tracking
bandwidth.
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IV GPS Modeling and Simulation

IV - 1 Motivation

GPS navigation plays an always increasing role in many applications. Starting from civil applications
like car navigation to military applications like navigation of missiles. Especially upcoming
applications, like autonomous driving or autonomous air taxis, rely partly on GPS navigation. For
all these applications, it is important to know pre mission, the navigation performance, or to know
how robust the navigation is, in case of potential threats, like jamming. For developers of GPS
tracking kernels, it is important to know pre mission, the performance of the selected tracking
architecture itself, or how good is the selected tuning of the tracking loop.

All this can be evaluated pre mission, by using appropriate simulation concepts, which will be

developed and introduced in this chapter.

The major contribution of this chapter are different holistic tracking simulation concepts for
different analysis purposes.

In the following, different approaches are described, with each approach having its own application

focus.
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IV-1GPS simulation approaches

Simulation concept S1|Concept 1 is the realistic GPS positioning, using real GPS signals and a
real GPS receiver. The positioning is done in real time.

Simulation concept S2| The simulation concept is already a mixture between real hardware and
software receiver components. The real GPS signal is recorded using a mounted antenna on the
vehicle respectively aircraft. The received GPS signal is down converted to an intermediate
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trequency (IF), sampled and stored. Afterwards, the stored and sampled GPS signal at IF frequency
is forwarded to a software-based GPS receiver in Matlab, which could be run in post processing
on a standard computer or in real time, if the Matlab based software receiver is realized on a FPGA
board or digital signal processor. The Matlab based software receiver, developed in the context of
this work, allows the exchange of tracking modules. This means, different tracking cores, from
classical scalar fixed gain tracking, scalar optimal filter-based tracking over total state unaided vector
tracking up to aided vector error state tracking, can be used within the software receiver. By using
concept S2|, different tracking architectures can be compared to state-of-the-art receivers.

Simulation concept S3| This concept does not record real GPS signals. The GPS signals are
generated using a space segment simulator. The flight trajectories can be recorded, using a high-
performance navigation system or can be generated by using flight simulators. Using flight
simulators offers the advantage of generating different trajectories, even with high dynamic ranges,
where real recording would be very expensive and elaborate. The space segment simulator
generates the real GPS signals, which can afterwards be forwarded to the FPGA for down

conversion a sampling.

Simulation concept S4| IF band space segment and GPS software receiver S4 is purely software
based. The flight trajectories are generated using flight simulators, which provide the possibility to
generate very challenging trajectories for testing the limits of the tracking architecture. The flight
trajectory is forwarded to a Matlab based space segment simulator. There, real GPS signals are
generated, but already at an immediate frequency level and already sampled. This is a huge
advantage compared to S3 |, because no high frequency analog electronic is needed. The sampled
GPS signals at intermediate frequency can directly be used for tracking in the Matlab based software
receiver. A further advantage of this concept is the arbitrary generation of different jamming
scenarios. This concept is explained in detail in this chapter.

Simulation concept S5| Equivalent base band simulation. This concept is also purely software
based. The simulation is realized in equivalent base band, where only the code phase and carrier
phase dynamic matters. This approach enables fast tracking simulation of whole missions. This
concept is also optimal for pre mission tuning and tracking stability verification. This concept is
also explained in detail in this chapter.
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IV - 2 Equivalent base band dynamic state space simulation

IV-2.1 Motivation

Standalone GPS navigation or integrated GPS navigation systems are currently used at an
increasingly number in safety critical applications or at least applications, with safety related
requirements to GPS navigation. These include for example auto landing of civil aircrafts, UAV
missions in inhabited areas or even autonomous driving cars or positioning of high speed trains,
used within the train guard system. Even in military applications, GPS navigation plays an
important role, whereby the requirements in this context are mainly concerned about the
robustness in case of high noise environments or even GPS performance and robustness in case

of jamming and spoofing.

In all these applications, there are minimum requirements on the capability to follow a certain
trajectory dynamic and also there are requirements on the maximum allowed dynamic stress and
error variance of raw data and positioning solution. Moreover, especially for safety of life
applications, the performance of tracking in jammed environments is of great interest and to which
jamming power, the tracking can withstand.

All this information must be known before the real application of the receiver or before any real
mission. Therefore, in this section an equivalent base band simulation concept is developed,
providing the possibility to do a tracking simulation much faster than real time, before mission.
Moreover, a simulation concept is developed, providing deep insight into the tracking behavior,
like closed loop tracking bandwidth calculation along a selected mission and also analytical stability
verification using eigenvalue calculations.

The whole GPS tracking and positioning, respectively the whole chain, starting from the satellite
signals to GPS position and velocity solution, can be simulated and evaluated pre mission in a very
short time. In figure IV-2 this simulation architecture is shown. This pre mission simulation is
equivalent to real GPS receiver tracking. It considers real mission scenarios. This includes real
satellite positions, the planned flight trajectories, the received signal power at the antenna interface
depending on elevation and the real antenna gain pattern. Also, real noise environments are
considered and even jammers can be simulated, while exact jammer signal characteristics and the

real or assumed jammer positions are considered.

Especially for performance and robustness under jamming, this simulation approach provides the
huge advantage of short simulation times. Given some jamming signals, it is hardly possible to
calculate analytically the maximum possible jamming power before loss of lock occurs. For that, a
stochastic differential equation would have to be solved, which is done for few scenarios in [78] by
using the Langevin differential equation. Due to short simulation times of the equivalent base band
approach, many simulation runs are possible in a short time and therefore providing the possibility,
determining the maximum jamming power causing loss of lock, by simulation.
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One major intention of this work is the comparison of different tracking architectures, starting
from classical scalar fixed tracking loops, scalar optimal gain tracking loops, to the extent of
different forms of aided and non-aided vector tracking loops. For each tracking architecture, a
corresponding equivalent base band simulation model is developed and used for deep analysis of

tracking behavior, performance and robustness.

Another question is the correct tuning of all kinds of tracking loops. The introduced simulation
concept allows the validation of the tuning, pre mission. Tuning of a GPS tracking loop is always
a balance between optimal trajectory following capability and minimum tracking error variance and
thus robustness. Here also the introduced simulation concept allows the evaluation of the chosen
tuning settings. At each point on the trajectory, the trajectory following can be checked and also
the tracking error variance. Due to very short simulation times provided by this equivalent base
band approach, a lot of different tuning settings and parameter variations can be simulated pre

mission in short time.

The complete GPS simulation gives also the possibility to assess the impact of a suddenly appearing
jammer or unforeseen high dynamic maneuvers.

Also, if the GPS navigation is used in auto landing, where a minimum performance and accuracy
of the positioning solution has to be guaranteed under all possible circumstances, the derived
simulation concept can be used in the clearing process. The state space modeling provides the
possibility of analytical, eigenvalue based, tracking stability verifications.

Moreover, it can be used in a Monte Carlo approach, where many different worst-case parameter
variations and signal to noise or jamming to signal conditions are evaluated. Using this approach,
worst case performance and robustness boundaries of the tracking can be identified.
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IV -2.2 Simulation architecture and concept

The characteristic feature of equivalent base band simulation is the pure usage of code phase and
carrier phase dynamics. No carrier signal or code signal is used. In a first stage, used for tracking
simulation and mission planning, the correlation core for each satellite is represented as a first order
differential equation system, using the satellite code phase dynamic as one excitation and the
replicated respectively estimated code phase dynamic as second excitation. The output of this first
differential equation system is the misalignment between replicated and received code phase. Upon
this misalignment, real discriminator noise is superimposed, based on signal to noise models
between satellite and receiver and also based on jamming to signal models between defined
jammers and the receiver. The resulting real discriminator output is used by the tracking filter as
measurement. The tracking filters replique control — being the estimated code frequency or code
phase — is fed back and used as a time variable excitement in the correlation core model.

In a second stage, the differential equations of the correlation cores and the differential equations
of the tracking filter and the respective coupling between all equations are combined in one
linearized first order differential equation system. This combined or centralized differential
equation system describes the whole satellite signal tracking and can be used for closed loop
tracking bandwidth calculation of each satellite channel — even in case of vector tracking — and can
also be used for analytical stability evaluations by using eigen value decompositions of this
differential equation system.

For generating the real line of sight code and carrier phase dynamic, the whole signal transmission
chain between satellite and receiver must be modeled and considered. Moreover, for calculating
and simulating a realistic discriminator error variance, also a detailed signal to noise ratio model of
the whole signal transmission chain must be developed. In case of jamming, also a jamming to
signal model for the whole transmission chain must be developed.

This section develops the corresponding phase dynamic and signal to noise ratio models, as well
the differential equation system for a selected tracking architecture. Because for each tracking
architecture, a different differential equation system is necessary, the individual equivalent base
band equations are developed alongside of each introduced tracking architecture in chapter III.
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1| For line of sight geometry, respectively line of sight dynamic calculation, the actual satellite
position and satellite velocity is necessary. The GPS satellites are located at defined orbits around
the earth. On each orbit, 5 satellites are distributed. The actual position on the corresponding orbit
and the orbit location itself are specified by Keplerian orbit elements. These Keplerian elements
are transmitted via navigation message to the receiver. Additionally, they can be taken out of so
called “Receiver independent exchange format files” (Rinex). On
“ftp://cddis.nasa.gov/gnss/data/” Rinex files of past weeks with different accuracy can be

downloaded. A detailed explanation of the Rinex file content is given in [79]

Calculation of the corresponding satellite position, as it is used in this thesis, is already explained
in detail in [5, p. 114].

2| This component generates the flight trajectory and platform dynamic. There are different
possibilities for trajectory generation. The trajectory can be recorded in flight, by using high
performance navigation systems or can also be generated by a flight simulator. In all cases, the
trajectory is sampled with a defined sampling rate, which usually is different than the sampling rate
used for simulation. In order to match the sampling rates, the recorded or simulated trajectory is
approximated by splines, which allow resampling at any sampling rates needed. IV - 2.3

3| Using the satellite position and velocity, together with the platform position and velocity, the
line of sight range and line of sight dynamic is calculated.

4| The line of sight dynamic respectively velocity causes a Doppler shift of carrier and C/A-Code
frequency. Knowing the line of sight dynamic, the equivalent base band code- and carrier phase
progress can be calculated, depending on time and line of sight velocity.

5| For simulation, besides the code- and catrier phase progress, the signal to noise level C/N at
the antenna interface is an important figure. For that, a signal propagation model from satellite
antenna to receiver antenna is used. The major part of the noise at antenna interface is thermal
noise, having its origin in the antenna itself, but also additional noise sources contribute to the

noise at the antenna interface.

6| In order to consider also jammers within the holistic simulation approach, besides the line of
sight geometry between aircraft and satellites, also the line of sight geometry between the aircraft
and the jammer must be derived.

7| Because there are many different possible jamming signals, a separate module for simulating the
wanted jammer type with the corresponding signal characteristics is used. This is important for
modeling the jammer impact within the signal processing steps of the GPS receiver. Different
jamming signals give different impacts.

8| A huge influence on the received signal to noise level poses the gain pattern of the GPS
reception antenna. Classical antennas have a fixed gain pattern, whereby the reception gain is a
function of the satellite elevation in the antenna coordinate system. In order to increase the signal
to noise level or to decrease in case of jamming, the jamming to signal level, controlled radiation
patterns are used. There are different methods that can be applied. Methods like nulling don’t need
external information regarding elevation of the concerning signals, whereby beam steering or
beamforming require this information. The holistic simulation concept in this thesis simulates also
the corresponding CRPA algorithms. Therefore, the simulation module needs information about
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line of sight geometry to the satellites and also to jammers. By considering these CRPA algorithms
in the simulation, it is possible to evaluate pre mission, the improvement of different beam steering,
nulling or beam forming algorithms.

9| After having calculated the signal to noise level at the antenna interface, also the effect of the
receiver analog electronic must be considered, especially its influence on signal to noise level.

10| The effect of the receiver analog electronic on jammers need a separate analysis. Different
jammer signals with different signal characteristics and different frequency characteristics are
influenced in different ways by the receiver analog electronic and IF bandpass filter, which is
located at the end of the analog signal processing unit.

11| Knowing the signal to noise level, respectively the jamming to signal level at the GPS receiver
internal interface to the tracking core, the noise like errors at the output of the discriminators (the
discriminator error variance) can be predicted, based on correlation core models.

12| The tracking kernel itself, consisting out of a correlation core and the tracking filters, are a
major part of the GPS receiver and need to be simulated within the holistic equivalent base band
simulation concept. For simulation, for each tracking kernel derived in chapter IIl,a distributed
state space representation is developed, enabling tracking simulation in equivalent base band.

13| The simulation provides tracking results which are equivalent to real software receiver tracking.
In order to reach this goal, also realistic noise is stimulated. For that, based on the predicted
measurement error variances, at the output of the discriminators, noise is applied. (IV - 2.7 )

14| A feature of this dissertation is the usage of scenario matched tuning of the tracking loop,
based on pre mission available dynamic information and signal to noise prediction - also based on
corresponding signal propagation models. Even if pre mission tactical reconnaissance about
jammer is available, the tuning can be adapted to it. Besides pre mission tuning, also online adaptive
scenario matched tuning is realized within this simulation sub module, by considering online
variations of platform dynamic patterns and changing signal to noise environments. (III - 3.4 0)

15| This simulation module is the core module. The correlation core module together with the
tracking filter are stimulated by the derived code phase and carrier phase dynamic and also the
corresponding noise.

16| Given a vector tracking architecture, simulation module 15| already provides a positioning
solution together with error information and tracking status information. In case of scalar
architectures, an additional positioning filter is necessary to get a positioning solution. This is
realized within this simulation sub module.

17| Besides the tracking simulation, realized by simulation sub module 16|, a centralized state
space approach is developed. For that the whole tracking loop, including correlation core and
tracking filter are described as a differential equation system 1% order. Nonlinear equations are
linearized about the actual states for each point on trajectory. The resulting linear matrix differential
equation system is used to calculate closed loop tracking bandwidth for every satellite channel.
Also, the stability can be analyzed by eigenvalue prediction. A detailed derivation is given in III -
3.5.3.
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IV - 2.3 Flight trajectory generation

There are basically two different approaches to get flight trajectories. The first approach is flight
trajectory recording. For that, typically inertial measurement units of high accuracy are used to
record position, velocity, acceleration together with attitude, skew rates and further derivates. The
data are recorded at sampling rates, defined by the used inertial measurement unit. Becoming
independent of these rates is possible by using splines. The sampled data are approximated by

splines of high order. Afterwards, these splines can be sampled by using individual sampling rates,
corresponding to the simulation rate.

The second possibility is, generating the flight trajectory by simulation. In [80], a high accurate
approach is described, for getting real synthetic flight trajectories.

In the following, the flight trajectory of a DA42 approach and a high dynamic flight trajectory are
described, used in this thesis for tracking architecture evaluation.
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IV -2.4 Line of sight geometry

Essential for equivalent base band code phase and carrier phase dynamic calculation is the line of
sight dynamic. The carrier and code phase dynamic are the integrated code and carrier Doppler
frequency, which in turn are a result of the line of sight dynamic.

r
. . . . .. LoS4S
At first the line of sight range |[I, and the line of sight directional vector €, = ——" are
g 2C (TLos#sv g LoS
| LoS #Sv
calculated.
The satellite position and receiver position are given as
#Sv
X o X,
A #Sv #Sv )
Sate"lte. Xe = ye receiver: xe — ye av-1
#Sv
ze Ze

The line of sight range gets
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J—_17
re,LoS,#Sv =X, —X, (v-2)

The following figures shows the basic relations for elevation and nadir angle.

satellite

IV-11 nadir and elevation definition

For IF link budget calculation, the elevation of the satellite in the receiver antenna coordinate
system is necessary. For that, the line of sight range vector is written in b-frame coordinates of the
antenna coordinate system.

Folosssy = Rbn (¢b’ 0b’le) (ﬂ« ¢) e,LoS#Sv (1v-3)

Using equation (v-3), the elevation g, can be calculated as

bx LoS,#Sv

g, =sin”’ av-4)

H b,LoS,#Sv

For calculating the nadir angle, the line of sight vector is written in n-frame coordinates of the
satellite position, assuming that the antenna main direction is directed towards the d-axis of the n-

frame.
_ #Sv  #Sv
rn,LoS,#Sv - Rne (ﬂ’ ’¢ ) ) re,LoS,#Sv (Iv-5)
T 1| ok ros#
Xnadir = (_] —sin| keSS av-6)
2 I'n,LoS,#Sv

The following figures show the elevations and nadir angles for all satellites, having an elevation of
at least 5 degrees in the local antenna coordinate system and at the same time in the n-frame.

242



Satellite Elevation

90

Elevation [°]

0 50 100 150 200 250 300
SimTime [s]

15 Satellite Nadir Angle

10

Nadir [°]

0 50 100 150 200 250 300
SimTime [s]

IV-12 elevation & nadir angle satellite (DA42 approach)

Satellite Elevation

Elevation [°]

0 50 100 150
SimTime [s]

Satellite Nadir Angle

15

P —pg—y—y LN WL W Wy

e — S —

10

Nadir [°]

0 50 100 150
SimTime [s]
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A summary of the usable satellites in both scenarios is given by the following figures.
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IV -2.5 Satellite link budget model

In this section, an IF link budget model for a defined satellite will be introduced. The link budget
model describes the power relations between the satellite transmitter and the IF interface within a
GPS receiver.

244



noise
A
Ppsl - |
Shierp - I
53 free space path loss . ! GPS
____________ N ! Receiver
____________ 4
__________ F_’ ﬂ_SVr
el

Reciever Analog
Electronic

IV-16 satellite receiver scenery

The transmission antenna feeding power within the GPS receiver depends on the GPS satellite

generation and on the satellite age. The feeding power is denoted as P, .

Pisu Satellite Antenngd  p Free Space Path Loss | p Receiver P

- P,
Satellite Gain #Sverp & #sve | Antenna #SVant | paceiver Analog | | #SVIF
Amplifier

v Atmospheric v d Electronic
Attenuation

IV-17 generic satellite link budget model

A 4

The effective radiated power P,,s\/e,p depends on the directivity of the satellite antenna and the
antenna gain. The transmitted power is focused on a defined nadir angle range, as shown in the

following example satellite antenna gain pattern.
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IV-18 satellite antenna gain distribution

The effective radiated power R;SVerp gets

F)#SVerp = G#Sv (anadir) : F:#SVt av-7

The main signal power loss is caused by the free space loss, given below.
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1

AP 2
4'7z-'p#Sv

#SVsp — av-8)
Additional loss is caused by atmospheric attenuation. There is no mathematical expression, just
some empirical attenuation data, which can be described by an elevation dependent loss function.

Gatm ( ‘9) (IV-9)

The atmospheric attenuation depends on the signal travel distance through atmosphere, which in

turn can be expressed as a function of the satellite elevation § within the receiver antenna
coordinate system.

The available satellite signal power, received at the receiver antenna gets

1

472.10§Sv

P#SVr = P#SVerp ’ Gan‘m (9)

(IV-10)

The available satellite signal power at the antenna interface depends on the receiver antenna gain,
which can be a fixed one in case of normal GPS antennas or can be variable, in case of controlled
radiation pattern antennas (CRPA’s), being introduced in a following chapter.

The antenna gain consists out of the directional gain and the reciprocity respectively effective

antenna aperture.

2
P#SVr ) Gant (¢’ 9) ’ 4L (Iv-11)

T

P

#SVant =

A detailed consideration of the antenna gain G, (¢,9) in case of different controlled radiation

pattern antennas and algorithms, is provided by a following chapter.

The received signal after the antenna is still at L1 frequency. Before tracking, the signal must be
down converted to an intermediate frequency f/,c and amplified.

This down-conversion stage is called the receiver analog electronic, consisting out of at least three

down conversion, filtering and amplification stages. At the end is a band pass, being essential for
discriminator error variance.

What matters for tracking performance and robustness, is not the absolute power at IF frequency,
but the signal to noise ratio SNR,, .

For calculating the SNR,, besides the signal power at the output of the antenna interface, also the

noise power spectral density at the output of the antenna interface is necessary. The noise at
antenna interface is mainly caused by the thermal noise of the antenna itself. Additional sources
are radio interference and astronomical background radiation. In case of jamming, the jamming
signal provides the main part of the noise.

The thermal noise power spectral density at the antenna interface gets
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N

ant

—k-T

ant (v-12)

with K being the Boltzmann constant and Tant being the physical antenna temperature. The

following example shows a typical noise power spectral density
—k-T. = A0 B3Ws/ . =4.102"Ws = —2049BW g
N,=k-T,=1.3806503-10 A 290K =4-10""Ws =-204 %—Iz av-13)

In case of controlled radiation pattern antennas, the IF signal power and therefore the SNR,

changes.

The following figures show the SNR at the IF interface for the DA42 approach and the high
dynamic fighter trajectory, using a standard GPS reception antenna gain pattern, given in V - 6.1
and a receiver analog electronic noise figure of 2 dB.
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IV-2.6 Jammer link budget model

For the jammer link budget calculation, at first the line of sight geometry between the jammer and
the GPS receiver antenna is necessary. The following figure shows the corresponding geometry.
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IV-21 Jammer - Receiver geometry

The jammer position and GPS receiver antenna position are defined as

X

e,J e
X, =|VYeu X, =Y (IV-14)
ze,J Ze
The line of sight vector is defined as
re,JR = xe - xe,J (Iv-15)

Important for the link budget calculation is the line of sight vector between jammer and receiver
antenna, in the local receiver antenna coordinate system. This local system is called the antenna
body system.

Pour = R, (WF{’QR’¢R) ‘R, (l, ,U) ‘Ko r (IV-16)

The elevation 0 ,under which the jamming signal is received in the local antenna coordinate

system, can be calculated by using the components of T, j5 .

r
= arcsin| =8 av-17)
Il
The jammer azimuth angle Wi in the local antenna coordinate system is given as
Toy Jr
Y, = arctan| —— (IV-18)
rbX JR

The received jamming power at the receiver antenna can be calculated by using the free space
transmission equation as given in [81, p. 398].
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S > Gr (l//R’HR ) : LZ (IV-19)
47 [r,ua 4

Pra =P, -G, (v,.0,)-

P, = initial jammer transmission power
G, (v,,0,) = jammer transmission antenna gain (IV-20)

Gp (wg .6, ) = receiver reception antenna gain

Using the derived satellite signal power from the previous section together with equation av-19), the

jamming to signal ratio at the antenna interface can be predicted along the trajectory. The following

figures show the predicted jamming to signal ratio for the DA42 approach and the high dynamic

trajectory.

In this section, as receiving antenna characteristic, a normal GPS antenna according to section V -
6.1 is used. The advantage of this simulation approach is, that also the characteristics of CRPA’s
can be used. At every point on trajectory the dynamic beam forming or nulling pattern can be
calculated and the corresponding gain towards satellite and jammer can be used for signal to noise
ratio or jamming to signal ratio calculation.

In the following, the jamming to signal ratio is only shown for the satellites in view, having an
appropriate elevation. The given jamming to signal ratio and jamming power is valid for the
receiving antenna interface
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IV-22 Jamming to signal ratio at antenna interface - DA42
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IV-23 Jamming to signal ratio at antenna interface - Fighter

The figures above assume a jammer transmission power of 1 kW. As jammer transmission antenna
gain pattern, a spherical gain pattern with 0 dB is assumed.

IV - 2.7 Discriminator error variance prediction

The discriminator output provides the actual code and carrier phase deviation between the
replicated code or carrier phase and the received ones. It is used as measurement in the subsequent
tracking filter. The discriminator error variance is a vital tuning figure, if optimal filter-based
tracking is used. This error variance corresponds directly to the measurement error variance within

the matrix R of the tracking filter.

Pre mission prediction of the discriminator error variance is therefore essential for pre mission
tracking simulation and evaluation.

Within literature [82], the following formulas are given for calculating the discriminator error
variance, based on the known signal to noise ratio.

Early-Late code phase discriminator error variance:

2
2 _ d ’TCAchip
O-n,é'r -
C|F Iv-21)
4 Teorr - Ni
IF

Early-Late-Power code phase discriminator error variance:
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IEAm
O',i& ZLNE- 1+; d=1 (IV-22)
4'Tcorr [IFJ

)
T . CIF
N corr N
IF IF
The equations above can be used for pre mission discriminator error variance prediction. The

satellite link budget model is used to predict C”: . (Additionally the influence of the analog signal
processing unit on C”: and N I must be considered, which is derived in V - 5.

A further deeper analysis of discriminator error variances and especially jammer impact on it, is
given in section V - 2.5 .

IV-2.8 Code and carrier phase dynamic

The received signal at antenna interface is down converted to an intermediate frequency IF. The
following equation describes the signal for one satellite.

sie (1) = Ag (1)-D(t)-C(x(t))-sin(@e (t))+ I (t)+n(t)

Ap @ signal amplitude

D navigation message

C: C/A code (Iv-23)
J : jammer

. received code phase of CA-Code

@ - received carrier phase

The code phase dynamic and carrier phase dynamic depend on the line of sight dynamic between
the GPS receiver and the corresponding satellite.

f t
2(t) = x(ty) +fu-(t—1t,)+ CT/Aijosls (t)dt + Ay s, (tto) + Axgn (tts) + Az, o (8 1))
)

The clock drift within the satellite and the clock drift of the receiver NCO causes a phase shift

Alletsu (t) - fC/A - Olgy (t) - fC/A ' (tsv (t) B t) (Iv-25)
Mar (1) =Toyn - 5ta (t) =150 - (t5 (1) — 1) (1v-26)

One can see, that a constant line of sight velocity gives a linear code phase progression. An
accelerated line of sight dynamic gives a quadratic code phase progression.

The carrier phase dynamic can be written in a similar way.
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2.7-1f, !
o(t)=p(t,)+2-7-f,-(t—1t,)+ % [Vis,s (1)t + Mgy o, (tits) + Mgy o (1) + Ap,  (ti8,)  1v-22)

tU
The clock drift within the satellite and the clock drift of the receiver NCO causes a phase shift
A¢clk,sv (t) =2.7- fl_1 . 5tSV (t) =2.7- f;_1 . (tsv (t) _ t) (IV-28)
Ay, (1) =2 7 f - Sto(t) =27 F,-(t,(t) 1) (1v-29)

For equivalent base band simulation, only the code phase and carrier phase dynamic are necessary,
together with the signal amplitude respectively power. No time space signal representation is
necessary.

IV-2.9 State space representation of carrier wipe out, correlation and discrimination

This section derives an equivalent base band representation of the tracking loop. For that, the
tracking loop is divided in two parts. The correlation core and the loop filter. For both components,
a state space representation is derived.

The following figure shows the correlation core.

Discriminator

.
o
©
£
£
=
O
L
o

Carrier C/A
NCO Replique Gen.

Code

NCO

IV-24 Correlation core

Frequency
Discriminator

In the equivalent base band, the time space GPS carrier and code signal are not of interest. Only
the phase progress ot variation of received C/A code phase and cattier phase are relevant.
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This is due to the actual operation of the correlation core and its discriminator. The task of the
correlation core is to measure the phase difference between the received C/A code and the
replicated one as well as the phase difference between the received carrier and the replicated carrier.

The correlation core consists out of three components which must be considered in the equivalent
base band model.

Replique generation

The carrier NCO generates at its output a sine signal, which frequency and phase is controlled to
match the received cartier at IF frequency. Also, the code NCO generates at its output the C/A
code frequency, which is also controlled to generate a C/A code replique, matching the received
C/A code in phase and frequency. The transfer functions of the carrier and code NCO get

1

GNCO,C/A (5) = E (IV-30)

2.
GNCO,LlIF (S) = Tﬂ

The replicated carrier is used for down conversion of the received signal.

For equivalent base band simulation, the time space representation of the replicated carrier and
code signals are not necessary. Only the actual replicated code phase and carrier phase are needed.

Because the discriminator calculates the code phase error and the carrier phase error between the
replicated and the received signal, in equivalent base band, this can be realized instantaneously by
using the received code and carrier phase together with the replicated code and carrier phase.

Integrate and dump operation

The correlation consists out of the multiplication of the replicated code signal with the received
code signal. Afterwards the product is integrated over a defined time - the correlation time. The
multiplication is irrelevant in the base band model. Only the integration must be considered due to
its influence on dynamic behavior and bandwidth.

u(t) y(t)

——» Integrate & Dump —»

The integration can be expressed as a convolution with a rectangular impulse.

y(t) = TL : I u(t)dt =u(t)=* Tl - rect [TLJ (Iv-31)
corr <Teor> corr corr

-1 7-COFFS
y(t) o—e y(s) =u(s).i. loe ™ using Pade 1st order: e ="° ~ 2 (v-32)

Tcorr S , . 1+ 7—,—00" T S

2
1
Greo (S) = W (IV-33)
2

The following two figures show the equivalent base band approach for the correlation core,
including stimulation of the discriminator error.
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| Correlation Core Model — Carrier Phase | | Correlation Core Model — Code Phase |

Integrate & Dump Integrate & Dump
Apg, (t Gy = N 5(P(t) 5(/3(1’ AXsy (t) Giap = 1
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NCO n,, (t) NCO
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Af,j (1) AfcI (1)

IV-25 Correlation core in equivalent base band

In the next step, the correlation core will be developed as a state space model. The discriminator
output is converted in units of seconds.

The differential equation system describing the code correlation core gets

zDLLcorr = ADLLcorr ’ zDLLcorr + BDLLcorr ’ uDLLcorr
_ T
y DLLcorr — cDLLcorr ’ zDLLcorr + WDLLcorr
. 2 2- TC/A 2- TC/A
ot | T T or N 0| | Axsy (Iv-34)
A}? - corr corr ' A}? + corr ' A f.‘
0 0 0o 1) LTom
. ot
ot :[1 O]' .|+ Ny,
Ay
The differential equation system describing the carrier correlation core has a similar structure.
zPLLcorr = APLLcorr ' zPLLcorr + BPLLcorr ’ uPLLCOIT

_ T
y PLLcorr — cPLLcorr ’ zPLLz:orr + WPLLcorr

{‘%} T 1 _{5¢}+ T 0 {A%v} (Iv-35)
A corr corr AG corr A
AP 0 0 Il 0 2.2 LA
- op
5p =[1 o].L@_ +n,,

Nonlinear discriminator

In the previous section, the discriminator function was assumed to be linear. This is true, as long
as the deviation between the received code phase and replicated code phase is smaller than one
code phase chip (and if small discriminator spacing is used, even earlier). But beyond, the
discriminator becomes nonlinear. In case of a small early-late spacing, the nonlinear region starts
at even smaller phase deviations.
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(1+T°°”SJ
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GI&D =

Afs, 4 (1)

IV-26 Equivalent base band correlation core - nonlinear discriminator

Depending on the discriminator type, the nonlinearity looks different. In the following, an example
of a nonlinear "eatly-late" discriminator is shown.

5% [S]
A

TC/ A

-2 TC/A

> o7, [s]

TC/A 2 TC/A

IV-27 Nonlinear discriminator function

In order to consider this nonlinear discriminator characteristic in the equivalent base band
simulation, the output 07 is applied to the nonlinear disctiminator function, which is realized by
a section wise defined function.
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IV-2.10 Distributed state space representation
For equivalent base band tracking simulation, a state space representation of the whole tracking
loop is developed.

The tracking loop can be separated in two components. The correlation core, which was developed
in the previous section and the loop filter itself. Additionally, the coupling between the correlation
core and the loop filter must be considered within the state space representation.

For each architecture, the specific distributed state space matrices are derived in chapter III.

Therefore, in this section, only the basic principles of the distributed state space realization will be
developed, using one example tracking filter.

The state space representation of the correlation core is given by

iCOIT = ACOIT ' zcorr + Bcorr : ucorr
(IV-36)
T T
y = ccorr : zCOfT + dCOff : ucorr
As example, the correlation core of code tracking loop is given below
. 2 2-To4 2-Toa -
T -—— ——— | | o7 —=4 0| |A
|:§Z:\:| = Tcorr Tcorr . |:AZ,::| + Tcorr . A?SV (Iv-37)

4 0 0 %4 0 1 ci/A

As the following architecture in figure IV-28 shows, A;(SV is the input variable and Afy,, is the

feedback variable. This feedback variable is also the coupling between the equivalent base band
representation of the loop filter and the state space form of the correlation core.

The discriminator measurement, which is used as input to the loop filter, is given in the next

equation.
o7
ot :[1 O]- R (IV-38)
Ay
| Correlation Core |
A/%SV
2 2 2'TC/A ~ 2 'TC/A =~ [
|- i Zcn oA
{52} = TCO” TCO!I . [ 51:\} + TCO” : {SV
Ay 0 0 Ay Afoa

[ Eq. base band model Loop Filter |

1[0} [, 3+ [ ()

- fon K fon K ~
AfC/A=|:c;f I:|.[X1:|+|:C/7/j P .

corr

IV-28Distributed state space representation — scalar fixed gain DLL
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The state space representation of the loop filter is written in general as

Z, = ALF Z Tt BLF T V-39
T T .
Y =C, Z, +dLF U e

As example, the state space representation of a scalar fixed gain loop filter is given below. The
derivation of this and the detailed derivation of all other state space representations are given in
chapter I11.

[%,)=[0] [x, J+[1} {7

(IV-40)
s =| B | 1| ea e |

corr corr

IV-2.11 Centralized state space representation

Based on the developed distributed state space representation, a centralized state space
representation can be developed by combining the differential equations of the correlation core
and the tracking filter in one state space matrix respectively linearized 1% order differential equation
system. The coupling between the correlation core and the tracking filter is realized within this

matrix.

The centralized state space representation offers the advantage to evaluate the closed loop behavior
between any input — output combination. The centralized state space representation is a MIMO
system. It is possible, to calculate any possible SISO path, respectively transfer function of the

system.

The centralized state space representation will be used for closed loop tracking bandwidth
calculation, similar to [83], for eigenvalue calculation and for tracking stability verification

Like the distributed state space representation, also the centralized state space representation is
developed in chapter 11, in detail for every tracking architecture.

The equations below show an example centralized state space representation of a scalar fixed gain
tracking loop, based on the previous distributed state space form from equations (1v-37) to (1V-40).

z=A-z+B-u (Iv-41)

The matrices A, B can be time dependent if online gain scheduling is applied.
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2 2T

C/A0

57,'_; corr corr
A;’E _ fC/AO 'Kp (t) 0
)'(1 c:rr

0

IV-2.12 Closed loop tracking bandwidth

. )
57
£ K (t
C/A0 I() . A;? +
corr X
0 1
57
{0 ¢ 0] Ay
C/A0 X

: Ai(sv

(IV-42)

The closed loop tracking bandwidth can be derived by using the already introduced centralized

state space representation. In [65], a parametric tracking formulation is used for bandwidth

calculation, but without the consideration of the correlation core and only for a scalar Kalman filter

based tracking loop.

The bandwidth calculation derived in this chapter considers the correlation core and is able to

calculate the closed loop tracking bandwidth of all tracking channels in case of vector tracking due

to a state space approach.

The centralized state space representation is a MIMO system. In order to get the closed loop
tracking bandwidth for a single satellite channel, a SISO path through this MIMO system is needed.

In this case, the transfer function from the received code phase AZSV to the estimated

pseudorange A,O is of interest.

G(t): A7—>Ap

(IV-43)

The bandwidth is defined as the frequency, where the closed loop amplification is 3 dB less then

at zero frequency. Bode diagrams are typically normed to have a gain of 0 dB at 0 Hz. This is

realized by using the same physical unit for the input and output variable. As closed loop tracking

transfer function therefore, the following equation is used

1

G(t): A7->Ap—=A7 > A}

/IC/ A

(IV-44)

The introduced matrices can be used according to [32, p. 235], to calculate the closed loop transfer

function of the tracking loop.

258



C/ A0
TCOI'/’
- . -1 c -1
Ay > Ap: G:czp(t)-(s-l—A(t)) -bAj(t)={0 o 0}-(S-|—A(t)) : 0 (IV-45)
C/ A0
0

(IV-406)

A7 A7 G(t,s)=/1C17-czp(t)-(s-l—A(t))_1-bM(t)

The following equation shows the transfer function of the scalar fixed gain tracking loop.

05-5°- T +s°-T

corr corr

S =
( )A;;,A;},Scalarﬁxed@ain 0.5- S3 .T + S2 .T + Kp .S+ Ki

corr corr

(1IV-47)

The controller gains are selected to get a closed loop tracking bandwidth of 6 Hz. In this example,

K p = 0.0042 and K, = 0.009. A detailed derivation of the used gains is shown in detail in chapter
-2,

The following figure shows the corresponding bode diagram of the closed loop transfer function.

-15¢ 1 1 1l

Magnitude [dB]

-50 T

Phase [rad]

-100 ' !
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IV-29 Bode diagram - 6 Hz tuning

For tracking bandwidth simulation along trajectory, the centralized state space representation
respectively its system matrices are calculated at defined points along trajectory or at defined
discrete times.
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IV -2.13 Eigenvalue based stability analysis

Besides the closed loop tracking bandwidth, also the poles of code and carrier tracking loops are
very important regarding stability analysis.

One approach to get the poles of the closed loop tracking function, is to calculate the eigenvalues
of the centralized state spate matrix A(t).

Because the centralized state space system is a MIMO system, not all eigenvalues may be also poles
of the corresponding SISO transfer function.

In the following derived eigenvalue calculation, the closed loop centralized state space
representation of a scalar optimal total state code tracking loop (TSS) is used, which is derived
in detail in chapter III - 3.5.3.

-2 2 2 4 )
Tcorr fC ’ Tcorr c: Tcorr — -
[ st ] 0 0 00 0 s 2T
A/%N;\CO kDLL,11 (t) 0 0 1 0 A)Z/\/co C. O corr
AD |=| T, 1 oAp |+ o | Ay (1V-48)
v k t v
ALoS DLL,21 ( ) 0 0 0 1 ALoS 0
L a, s ) Tcorr L 8,05 | 0
kDLL,31 (t) 0 0 0 - 1 ) )
L corr z-arLoS i

The matrix A has full rank with 5 eigenvalues ﬂq,ﬂg,ﬂga/u,/%. These eigenvalues are calculated,
using Matlab.

Considering the poles in figure IV-30, the closed loop tracking transfer function

G = Ax (IV-49)

Ay
has only three poles, whereas there are 5 eigenvalues. The reason is that with the chosen output
y = Ap respectively y = Ay, not all modes of the state space system can be observed. In order to
identify the not observable modes, the time space solution of the differential equation given in
av-48) is considered. It is important to evaluate even non observable eigen modes in order to identify

possible instable internal states.

According to [84, p. 35], the general solution of the steady state closed loop state space differential

system can be written as

t
y(t) =C.e* .z, +jc~eA'(t_T) 'B~U(T)dZ'+D~U(T) (IV-50)

0
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In this case, the initial condition is given as Z, = @. The solution is composed out of a free
movement depending on the initial condition and a forced movement. The forced movement is

calculated as a convolution of the impulse response G(t) and the input signal W (t) .

() =6(t)-u(t)-

O ey ~+

(C-e“‘(”) -B+D-5(t—r))-u(7)dr (IV-51)

In Laplace space, the output is calculated using the well-known transfer function
y(s):(-E(S)-u(s):c-(s-l—A)f1 -B+D (1v-52)
The impulse response is the result, if the system is excited with an impulse.

The impulse response can be written in its eigenspace. In the eigenspace representation, the
eigenmodes of the closed loop state space system are becoming apparent. The following equation
shows the transformation of the transfer function matrix into eigen space representation.

G(t)=C-V-V'.e*". V.V .B+D-5(t-7)

5 ) e (IV-53)
=c-d/ag(e i )-B+D-5(t—r)
The SISO transfer function ;45 respectively Gy 45 is given in eigenspace representation as:
o~ n ~
Guya; =€’ -diag (ew) b=>¢, b, e (Iv-54)
=

Equation @v-54 shows, that only such eigenvalues are observable at the output for which

61’/ : 61‘1 * O iS Vahd

_2
T, 'fC/A

corr

gA;z,A;z (Iv-55)

=[0 0 1 0 0] V-diag(e*)-V"

o O O o
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The following figure shows the poles and the eigenvalues for the code tracking loop.
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IV-30 Poles and eigenvalues of optimal gain DLL

An additional pole and eigenvalue is located at -2000. But this pole respectively eigenvalue is
neglected, due to it’s fast decaying influence.

Example of an instable tracking architecture

The previous optimal scalar tracking architecture uses the estimated pseudorange in the feedback

path for NCO control.

All eigenvalues are in the left region — the tracking loop is stable.

Instead of using the estimated pseudorange, it would be also possible to use the estimated line of
sight velocity v in the feedback path to control the replique generation, as it is shown in the

tracking architecture of figure IV-31.
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Axsy Gip = T;
L [1 + ﬂs}
2
Ay
NCO
1
s

»
P

Total State Tracking Filter

Line of sight dynamic model

— A Tt
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g
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64
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[Af T |2 leia Av
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IV-31 Alternative feedback structure - Scalar optimal gain total state DLL
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The corresponding closed loop state space representation is given below.

_2 - 2 0O O 0
7-corr Tcorr -1 C/A
st f, o2
ot 0 0 0 <% 0 57 —
A/% o A% corr " 'C/A
N;\ kDLL,ll 0 0 1 0 ZN,\CO 0 ~
M= AP 0 Asy (Iv-56)
3 corr v ]
2| | Ko 0 0o 0o 1 s 0
FLos 7-corr - L 0 -
kDLL,31 0 0 O _ 1
Tcorr TaLoS _

The following figure shows the eigenvalues respectively poles of both feedback variants from v-4g)

and (v-56).
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IV-32 Eigenvalues - rho feedback (for all 9 satellites being IV-33 Eigenvalues - vLoS feedback (for all 9 satellites
used in tracking) being used in tracking)

Figure IV-33 shows that using the estimated line of sight velocity for NCO control, gives an
instable behavior. There are poles on the imaginary axis.

The following time space simulation confirms this instable behavior.
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dp |m] Sat 32

This example shows the importance of this approach, using a centralized closed loop state space
representation of tracking loops for stability evaluation. Besides the basic tracking and feedback
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IV-34 stable tracking behavior
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IV-35 instable tracking behavior

architecture, also different tuning settings can be evaluated regarding tracking stability.
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As already mentioned, not all eigenvalues may be at the same time be poles of the SISO transfer
function Ay — Ay . But for stability verification it is useful, to consider all eigenvalues and not only
the poles of the SISO transfer function, in order to be sure, that no internal instability would lead
to badly scaled matrices, especially in case of used optimal filters or even vector tracking filters.

The introduced eigenvalue stability analysis can also be used for “along track pre mission stability
evaluation”. For that, at defined points on trajectory or with a defined sampling rate, the
eigenvalues are calculated, using the Kalman gains together with the centralized state space matrix,
valid at the corresponding point.

The following figures show the pole movement along track, for the DA42 approach and the high
dynamic trajectory, using as tracking architecture the scalar optimal filter-based approach (TSS).
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IV-36 DA42 —TSS - Pole Movement IV-37 High dynamic — TSS — Pole Movement

The pole movement is caused through changing Kalman gains along trajectory, due to changing
dynamic parameters and changing signal to noise levels.
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IV - 3 Software-based IF space segment simulator and IF GPS receiver
IV-3.1 Introduction and motivation

In the forgoing section, an equivalent base band GPS receiver modeling and simulation concept
was developed. There, only code and carrier phase dynamic together with satellite signal power,
noise power and jammer power models were used for a realistic tracking simulation.

In this section, a software receiver and software based space segment simulator is introduced, in
order to verify the phase dynamic simulation approach by real signal tracking.

The focus of this software based GPS receiver is to verify the tracking behavior and to verify
pseudorange and positioning error covariance prediction, stated by the equivalent base band
scheme. Therefore, an IF band approach is developed.

Within a software defined space segment simulator, the civil spreading code is generated together
with a carrier at an IF frequency of almost 10 MHz.

For signal generation, at first the line of sight dynamic model, already used for phase dynamic
calculation in the previous section, is also used here for code and carrier Doppler calculation. Also
the already introduced satellite signal link budget model, introduced in the previous section is used
to calculate the satellite signal power at an assumed antenna interface. The IF band space segment
simulator generates the satellite signal as a GPS receiver would get at after the IF bandpass filter
within the reception chain.

No navigation message is modulated upon the satellite signal, because the ephemeris data are
already known and are used within the GPS receiver.

From the software defined GPS receiver only the correlation core and the tracking filter are
implemented. The correlation core can directly use the generated satellite signal in IF band from
the space segment simulator, because the signals equal the signals, a real receiver would get after
down conversion, IF bandpass filtering and automatic gain control.

The correlation core and replique generation are partly based on [5], [85] and [86].

In order to facilitate an easy exchange of tracking filters, a novel architecture and integration
scheme of tracking filter into the software receiver was developed. Moreover, a novel code phase
pointer and carrier phase pointer control was developed, enabling a direct phase control interface
for optimal filter based tracking.

All tracking filters developed in chapter I1I can be integrated into the software receiver architecture.

No expensive high frequency equipment is necessary, while the possibilities regarding tracking
behavior simulation are equal. Moreover, even multi frequency satellite simulations are possible
and also multi jammer scenarios. Regarding jamming scenarios, any jamming signals can be

stimulated.

266



IV -3.2 IF band Space Segment Simulator

IV - 3.2.1 Structure of signal generation

The following figure shows the satellite signal generation architecture, according to [5].
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1V-38 Satellite signal generation - L1 signal

The given signal processing architecture only shows the L1 signal generation. The L1 contains in
the in-phase component the C/A code and on the quadrature component the P(Y) signal.

For the IF band space segment simulator, the satellite signal processing part is given below.

BPSK )
> I
e modulator L1_IF signal—
> y ——1.023 MHz—)» C/A code generator
7| 9.3333 :

reference oscillator
fy = 9.548 MHz

IV-39 IF band satellite signal generation

The focus of this thesis is to analyze the C/A code tracking. Therefore, only the civil spreading
code is generated. The IF band satellite signal is given as

SiF sat (t) =A; C(t) . Sin(27rf,,_-t) av-57)

The given time t is the system reference time. The sampling frequency of the software space
segment simulation is given as

f, =38.192 MHz (IV-58)

The sampling frequency was selected to be 4 times the IF frequency.
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The system reference time t, is at the same time for all satellites the signal transmission time t, .
Without loss of generality, it is assumed that all satellites transmit the signals at the same common
transmission time.

The reception time ¢, at the GPS receiver differs due to the different distances between the GPS
receiver and the corresponding satellites. The signal travel time is defined as -.

ts

|
| tH,#1

12

g #
é #5 Tys J

Tyos

g #28

IV-40 Transmission and reception time

The following figure compares the real signal transmission path with the space segment simulation.
Given the space segment simulator, the signal is generated for the IF interface within the GPS
receiver, whereby the signal power, code-phase and carrier-phase are calculated by a corresponding
power transmission path model and phase transmission path model.
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IV-41 Comparing real signal transmission and space segment simulation
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The received signal at the receiver antenna interface can be written as

SR #sv (t) = A s 'CR,#SV (ZR,#SV (t)) -sin (¢R,#SV (t))

(IV-59)

For code phase Xg 4sy (t) and carrier phase @ g, (t) calculation, the actual range between the

satellite and receiver at the simulation start time is necessary, together with the ongoing line of sight
dynamic respectively line of sight velocity.

line of sight geometry simulation

A 4

initial phase
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JH#Sv
vLoS J#Sv
#Sv R
X, (X,
\ 4 A 4
I":f o S'th ionosphere model
lynamic
Adrasy (Atm )
A}(Iono#sv (tm )
AR #sv (TR‘#SV (tmo)) X
14 U
A
base frequency
phase progression
Axo(At,)

gR H#Sv

beam forming algorithm

w
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Wy

A 4

array

A4

simulation
[array element 1]
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A 4

A 4

array element
simulation
[array element N]

ZR,#SV,ArrayElememl (tm )
'

IV-42 Simulated code phase dynamic

>+ >
Y /F{R,#SV,ArrayElememN (tm )
+

The mission start time is given as t o At this time, the initial range is used to calculate the initial

code phase g ,q, (TR,#SV (tmO )) :

/”“C/A

c

Pisv (tno)  Pusy (o) f
ZR,#SV(TR,#SV(tmo)): #s( 0): #s( o) CIA

(IV-60)

Along mission, the code phase changes due to the normal time progression A, (Atm ) and due to

Doppler frequency shift A¥g 4, (Atm) . To a smaller amount, the code phase changes also due to

ionospheric caused frequency shifts A¥ g0 45y (tm) .
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IV - 3.2.2 Digital IF band signal synthetization

At first the CA code generation at base band will be discussed. The corresponding code-phase is
derived according to the given phase transmission model.

A

accelerated dynamic

AZR,#SV (Atm )

const. line of sight velocity

CA(;{)

»
»

0 1023 4 [code chips]

,,,,,,,,,,,,,,,,,,,,,,, > .bin File

IV-43 CA code generation

CA(zx

For each satellite, one CA code period is generated. One period consists out of 1023 chips. For
each code chip, one value is generated, which gives in total 1023 values.

With the given sampling rate of f_ = 38.192MHz, the code phase is calculated as

VLOS (tm )

ARtsv (tm) - fCA T+ ’ fCA Tt A;(Iono,#Sv (tm ) T Xrasy (TR,#SV (tmo )) (v-eb

n
VLoS [fj n n
XRitsy [n] = fea f_ + TS fea f_ + A jono s (f_j + Xrousy (TR,#SV (0))

S S S

(IV-62)

The start mission time {q is assumed to be 0. The term Xrisy (TR’#SV (tmo)) describes the initial

phase offset between transmitted phase and received phase based on the distance between satellite
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and GPS receiver.

As long as the actual code phase g x5y [n] <1, the value of the first CA code chip is stored in the
file for each sample n. For 1<y R #5v [n] <2, the valued of the second CA code chip is stored in
the file, also for each sample n.

After having generated the base band C/A code, it is upconverted to an intermediate frequency IF,
using in this thesis an intermediate frequency of 9.5486 MHz.

The carrier at IF frequency is generated in a similar way, also considering different types of phase

influences.

VLoS (tm )

c 2.7 fip b+ A s, (tm ) + Prasy (TR,#SV (tmO )) Av-63)

Proasy (tm):z'”' le 1, +

A@R,#SV (tm)

changing v, .

const. v,

é"" A% (tm ) =2z fIF 'tm

2

»
»

0
(pcarrier

A 4

Scarrier (?R,#Sv (tm ))

N
b » |.bin File

IV-44 Carrier generation

The following figure shows the discrete up-conversion.
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IV-45 Realization of discrete IF signal generation

The added standard noise is already at IF interface and shaped according the IF bandwidth filter.
The standard noise generated as a normal distributed process N (n | u=0,0" ) .

Given a wanted noise power spectral density N,, in discrete signal processing, the corresponding

variance is calculated as
2
o= No' f AV-64)

The variable f_ is the discrete sampling frequency, in this realization 38.192 MHz. The generated

noise is filtered by a bandpass, similar to the IF bandpass filter.

-180 T T T
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©
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. ;
S

-210

-220
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IV-46 noise power spectral density

The red colored noise is the filtered noise using an IF bandpass of 4 MHz, which corresponds 2
MHz in base band.

The following figure show’s the spectral representation of the received satellite signal after IF filter.

The noise part in the spectral representation is highlighted in red.
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IV-47 real IF signal

IV - 3.3 Software defined IF band GPS receiver with modular tracking kernels

IV - 3.3.1 Concept of IF band GPS software receiver

The IF band GPS software receiver takes sampled data at intermediate frequency for I1/Q
generation and correlation. For every satellite an own I/Q subsequent correlation unit is realized.
The realized Matlab based software receiver subsequently processes one sample block of each
satellite. A sample block consists out of all samples within one correlation period.

Notook = Teorr * (Iv-65)

corr s
In a FPGA realization, the I/Q and correlation units could be also realized in parallel for better
performance.

Digital Signal Processing Unit
(Correlation Core)

.bin File t
< 11Q o | spreading and N o
‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ i generation I correlation " dlscrlmlnator p
L SIF [ Nblock ] v
H Los .
H p Tracking
H Filter
» Q o spreading and ~ o
g generation v correlation L discriminator
A
A

1V-48 Basic structure Matlab based software receiver
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The actual part of the software receiver is the correlation core. This part realizes all digital signal
processing tasks. The subsequent tracking filter is equivalent with the equivalent base band
realization.

The focus of this thesis was to develop and analyze different tracking filter and to improve antijam
and evaluate the jammer impact at different stages within the GPS receiver, only the tracking part
of the software receiver was developed. The navigation and acquisition parts are not considered.

Because the developed software receiver is used together with the software based IF band space
segment simulator, the initial code and carrier phase relations are well known, which make
acquisition redundant. Also the satellite positions are well known, because they are already used in
the software based space segment simulator for data generation. Therefore, also the navigation
unit, extracting ephemeris data from the navigation message is not necessary.

IV - 3.3.21/Q generation and Correlation

The signal processing within the I/Q generation is also organized block-wise.

—> IJ:(Nblock :le'k orI‘k Dg]]]]]]
s:ll';;'?‘l?lock >
I — QlXNbIock =8 or. DQ:I:I:I:I:IJ
k IFk ° %ok
A
Carrier replique generateion
r, =sin(®,) r,, =cos(¢,)
— A(D#Lk

IV-49 Block-wise 1/Q generation

. . 1xN . . . . .
The input signal $¢ ™ is a row vector, having a length of Nyjock - The replicated carrier signals

IxN IxN . .
Fi ™ and Py, ™, are also vector having the size of N o -

275



: DNpjock
The operation I =S

xN : o e
«°F and Q" =8 °Fy realizes a bit-wise multiplication

within the given signal block k.

The phase @) is also a vector with mek entries. This phase vector is generated as given next.

P, :(t-2-7z- f,F)+A¢k_l+go0

Ag, =mod (‘Pk ( N ) ' 2”) (IV-66)
ok _ [0 i Nblk _1i|
f f

As already mentioned, in case of synchronized cartier replique, only the I signal contains the C/A

code, whereas the Q signal contains only noise.

The following example show’s the power spectral density of the I and Q signal.
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IV - 3.3.3 Spreading and Correlation

After I/Q generation, the so called “spreading operation” follows. There, the received signal is
multiplied with a replicated version of the C/A code. The received C/A code part within the

received signal is compressed to 0 Hz, whereas all other non-wanted signals are spread to a wider

frequency spectrum.

After the “spreading operation”, the correlation follows. This correlation equals in frequency space

a low pass filter with a cut-off frequency of —— . The compressed C/A code signal passes without

any damping the low pass

corr

filter. Because all other unwanted signals are spread over a wider
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frequency spectrum, the power spectral density in average is lowered. Therefore, within the passage
area of the low pass filter, only a small part of the original unwanted signal power remains.

The following figure shows the software receiver realization of spreading and correlation.
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IV-50 Block-wise spreading and correlation

The estimated code phase at time k is given as AY. For frequency correction, the code phase

variation between time k and time k-1 is needed, being calculated by using a discrete delay element.

The resulting frequency correction is given as
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. AR —AZ
Afepy = £ av-67)

T

corr

The actual C/A code frequency, needed for replique generation gets

fCA,k = fCA +AfCA,k (IV-68)

Instead of using a classic NCO, the phase progress per time sample is calculated as

(IV-69)

Using Ky, the actual code phase for replique generation is calculated according to next equation.

X = X T K av-70)

Due to the block wise processing, a vector containing the code phases for all block samples is
generated.

X :ceil(mod([)(k_l(Nblk)Jrzck_1 DKt i (N )+ (N —1)-Kk],1023)) vy

The code phase Xy _; ( Ny ) is the last entry of the generated code phase vector from the previous
block. Similar vectors are generated for the early and late code replique.
The calculated code phase vector xlgr';‘ﬂ:t’k has in the given realization Nblk = 38192 samples.

The time difference between two samples is in the given SW receiver, TS =26.183ns . For all
samples 7 of the code phase vector the following expression is valid: { 7107 31023} , with
1e€9Q .

In the next step, all elements 7 of the code phase vector are mapped onto the reference C/A
code vector, which defines for each element fca € /V( a binary value of +1 or -1. All samples

between for example 100< 7 <101 are mapped onto the same C/A code reference sample.

The resulting C/A replique vectors are given as

1xNblk 1xNblk 1xNblk
cearly,k ! c prompt,k ? cIate,k (av-72)

with each containing N pik samples.

The cortelation is realized by the dot product between the replicated C/A code vector and the
corresponding I or Q signal vector generated in the previous stage.
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| _ 1 ( IxNblk
pk — prompt,k
blk
Q — 1 (clbeIk
p.k N prompt,k
blk

r)

.QT)

(IV-73)

Similar dot products are also calculated for the eatly and late C/A replicas.

The following examples give an impression of the early and late signals in I and Q path after

correlation and already the corresponding early-late discriminator output, normed to range.

In order to show the pure dynamic behavior, tracking without noise was realized. For that, within

the space segment simulator, a received GPS signal without noise was generated.
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IV-51 Correlator output - no noise, perfect initialization
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IV-53 Correlator output - no noise, false initialization
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IV-52 Discriminator output - no noise, perfect
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IV-54 Discriminator Output - no noise, false

initialization

Given a perfect synchronized carrier tracking loop, all information is within the I path. The

correlator outputs for the Q path remain zero.

The next simulation shows the correlator outputs, given a not synchronized carrier tracking loop.

It gets obvious that the information oscillates between the I and Q path.
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IV-55 Correlator output - no noise, unsynchronized PLL
IV-56 Discriminator Output - no noise,

unsynchronized PLL

This example provides some further interesting details. As discriminator, again the early-late
discriminator was used. But in case of a not synchronized carrier tracking loop, early-late power
discriminators must be used in order to compensate the carrier phase influence. The early-late
discriminator gives wrong code phase error measurements, which lead to a general loop divergence.
This can be seen by a divergent behavior between IE and IL and between QE and QL.

If an early-late power discriminator is used, the missing carrier synchronizing does not have any
effect on the code phase measurement.
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IV-57 Correlator output - no noise, unsynchronized PLL, early-

late-power discriminator IV-58 Discriminator Output - no noise,

unsynchronized PLL, early-late-power discriminator

The next example shows the scenario, given a synchronized carrier tracking loop and real received
GPS signals in a standard noise environment.
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IV-59 Correlator output - real noise
IV-60 Discriminator Output — real noise

IV - 3.3.4 Short example tracking

In this section, an 8 second piece of the DA42 trajectory will be considered. Real GPS signals are
generated for this short mission excerpt. In order to emphasize the similarity between equivalent
base band simulation and software receiver-based tracking, noise free GPS signals for IF interface
are generated, using the IF space segment simulator.

The following figure compares the pseudorange error for one satellite — in this example, satellite
19 — of equivalent base band tracking and software receiver-based tracking.
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IV-61 Comparing software receiver - equivalent base band - No Noise

In the next figure, equivalent base band tracking is compared to software receiver-based tracking,
considering a real noise scenario.

Based on a link budget model, the signal to noise ratio at antenna interface is calculated along
trajectory. For the software receiver, real noise reception signals are generated by the space segment
simulator, based on the calculated link budget model. Within the equivalent base band simulation,
noise is stimulated, based on the link budget model and also based on the derived signal processing
model for all components within the GPS receiver.
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IV-62 Comparing software receiver - equivalent base band

As the simulation shows, the equivalent base band simulation and the software receiver tracking
show similar noise characteristics.
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V Reception Resilience

V -1 Motivation

GPS - and all other GNSS systems - are typically well functioning, but at the same time, they are
very vulnerable systems. The emitted power of a typical GPS satellite is round about 50W at an
altitude of 22 000 km. The received signal power at a GPS receiver is 1- e '°W and therefore below
the thermal noise power generated within the GPS antenna. Due to this low signal power, GPS is
very vulnerable to electromagnetic distortions like jamming.

Especially with the always increasing number of applications, using GPS navigation for safety
critical applications like auto landing in aircrafts, autonomous cars, VIOL or multicopter based air
taxis or even train protection systems, it is necessary to understand and analyze the effect of
jamming on different tracking architectures as well as the possible antijam measures at the different
stages within the reception chain.

There is already some literature on different jammer types and the impact of jamming within the
receiver, like [87], [88], [89], [87], [90], [91], [92], [93], [94] and [95]. In [96] and [97] different
methods for improving antijam are stated at a very general level. Nevertheless, some essential
questions are not discussed in literature.

e What is the exact influence of reducing the IF bandwidth on different jammer types

e For simulation purpose, tuning and loss of lock forecast, the discriminator error variance
must be calculated in advance. For that, the dependence of the discriminator error variance
on different jammer signal types must be derived in detail. For example, a detailed
derivation of the antijam, provided by spreading is necessary, given different jammer types
or different design variations within the GPS signal processing chain.

e What is more beneficiary, reducing the IF bandwidth or using longer correlation times

e Beam forming is promoted to be the better antijam measure, but being more relevant for
civil applications, is Nulling. In this section the question will be answered, under which
conditions, Nulling can provide similar antijam as beam forming.

In order to answer this question, representative for all others, two jammer types are analyzed in
detail at different stages within the reception chain. For that, the reception chain will be divided
into different stages, whereby at each stage, different antijam measures are discussed and the
remaining jamming power at the corresponding stage is derived.

Moreover, an interesting effect of PRN code jammers will be analyzed, exploring the dependence
of jammer severity on the number of equal PRN code sequences.

Further main topics are a “design guide” for the analog reception chain, in order to get maximum
antijam.

283




V - 2 Discriminator error variance in jammed environments

V -2.1 Introduction

The cotrelation core, consisting out of the I/Q generation (cattier wipe off), the despreading, the
correlation and the subsequent discriminator, is for calculating respectively measuring the
misalignment between the received code phase and the replicated code phase (and carrier phase).
This measured misalignment is the used by the tracking filter (which can be a scalar or vector, aided
or unaided tracking filter) as measurement. The tracking filter generates the appropriate correction
for the replicated code phase. Moreover, the tracking filter calculates the pseudorange and position
together with the raw data and position error covariance information.

The measured misalignment at the output of the discriminator is a noisy measurement. In literature
like [98], standard relations are given for error variance of this discriminator measurement,
depending on the signal to noise ratio at IF interface, the early late spacing, the discriminator type
itself and depending on the used correlation time.

For tracking filter tuning and also for simulation of tracking, especially with the purpose to
determine the maximum possible jamming power before loss of lock occurs, a precise calculation
of this discriminator error variance is vital.

This section will show, that using the standard formulas, in case of different jamming types, the
derived discriminator error variance is estimated with to high values. Therefore, in this section, a
modified discriminator error variance calculation is derived, providing more accurate results. This
modified discriminator error variance calculation uses an effective post correlation signal to noise
ratio, being derived in a similar way in [95].

The standard formulas are using the signal to noise ratio at IF frequency, this will also be assumed
to be available in this modified approach.

Estimating online the actual signal to noise ratio at the IF frequency, also in case of jamming, is an
already well discussed problem in literature as for example in [95], [99], [100] and [101].

V-2.2 Considered receiver stages

In this section, the remaining jamming power after correlation will be derived. The post correlation
jamming power is a vital figure, determining the discriminator error variance and therefore also the
pseudorange error variance.

For the holistic approach of pre mission equivalent base band simulation and tracking behavior
prediction, this section develops a method, providing an approximation of the post correlation
jamming power.

For calculating the post correlation jamming power, it is important to know the impact of different
stages within the signal processing chain on the jamming signal and spectrum. The following figure
shows these stages.
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V-1 Correlation core - stages

V-2.3 Jammer power atl and Q

In the first stage, the received GPS signal is down converted from an IF frequency to the base
band, which is also called “carrier wipe off”. Additionally, the received signal is split into its I and

Q parts.

The received signal at IF interface can be represented by the following equation.

sie (1) = Ag (1)-D(t)-C(x(t))-sin (@ (t))+ I (t)+n(t)

A | signal amplitude

D navigation message

C: C/A code (V-1
J  jammer

. received code phase of CA-Code

@\ . received carrier phase

For down conversion, a replicated carrier, synchronized in frequency and phase, is multiplied with

the received IF signal.

L (t)=s¢ (t)-sin (@ (1))

Q(t) = (t)-cos(@p (1)) (V-2)

1(t)=Ag (1) D(t)-C(;((t))-%-(COS(go,F (t)— @i (1)) +cos( @i (t)+ Py (t)))+(J,F ()+nie (t))-sin(@e (1))

Q(t)= A (1) D(t)-C(z(t))-%-(sin(golF (1) =i (1)) +sin(@ (1) + @y (t)))+(J,F (t)+ne (1)) cos(Pe (1)) w4
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The terms @\ (t) + O (t) represent the high frequency conversion parts, which are filtered out

1

by the subsequent correlation, acting as a low pass filter with an edge frequency of
corr

1 .
1(t)=Ag (1) D(t)-c(;((t))-E-cos(&p(t))Jr(J,F (t)+ne (t))-sin(ge (1))
(v-5)
1 . A
Q(t)=Ag (t)-D(t)-C (;((t))-5~3|n(5¢(t))+(J (1) +ne (1)) -cos(@ (1))
For post correlation power approximation, the spectral view is important.
The jammer spectra in frequency space at I and QQ are given below.
1y (t)=Jye (t)-sin (e (1))
Q, (t)= i (t)-cos( (1))
—> Fourier Transformation —
(V-6)

Ia(f):jm(f)*(%'é(f +f”:)_%.é‘(f —fu:)J
0, (1)= (1)¢( 50 + )+ 50(1 - )|

The corresponding power spectral densities get
2
¢|J,|J = ‘IJ ( f )‘
fs.00 =[Qu ()

‘2 V-7)

The spectra of different jammers at defined stages are shown at the end of the next section.

In case of perfect synchronization, 5(0(t) =0, only the in-phase component includes the satellite

signal. The following figure show’s this fact by considering an unjammed normal noise scenatrio.
The example uses an IF bandwidth of 10 MHz.
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In this thesis, two different jamming types will be considered. The following figures show these
jammers at IF band, before IF bandpass filtering and in the I/Q channel. The jamming, as well the
signal and noise power levels are taken from the link budget model, derived in the previous chapter.

The given values are from the high dynamic trajectory at time 50s.
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V-3 WGN jammer spectrum at IF and | stage (IF BW = V-4 PRN jammer spectrum at IF and | stage (IF BW =
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V- 2.4 Jammer power after correlation

After carrier down conversion, the I and Q signals are multiplied with a replicated C/A code

C( ;Z(t)) This multiplication in time domain equals a convolution in frequency domain. This
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operation is in literature often described as spreading, [102]. Convoluting small-bandwidth signals,
like small band jammers, with a large-bandwidth C/A code spectrum, spreads the jamming powet,
originally concentrated in a small band, over a much wider band. The overall signal energy remains
constant, whereby the power spectral density is reduced. The following integration, which equals a
low pass filter in frequency domain, is now able to cut off much of the jamming power, spread
beyond the low pass filter bandwidth. For simplicity, the time dependency is dropped in the

following equations.

>
=
O

-C(x)-C(x+Ax)-cos(6p)+(Jie+nig)-sin(@e)-C(z+Ax)

(2)-C(x)-cos(dp)+(J e +ne)-sin(@e)-C(7)

-
v
| Il
NP NP N
>
=
O
(@]

‘A -D-C(x)-C(7-Ax)-cos(6¢)+(J e +nic)-sin(@ )-C(7—-Ay)

ks
pt
|

(V-8)

>
M
O

-C(x)-C(x+Ax)-sin(6p)+(J\e +ng)-cos(de )-C(xr+Ax)

:C(x)-C(x)-sin(6¢)+(J e +ne)-cos(e)-C(7)

>
T
O

C(x)-C(z—Ax)-sin(p)+(Je +ne)-cos(@ )-C(7-Ax)

e L L
[ o m
Il Il Il
l\)!l—‘ NI N
>
=
O

Because the noise power after correlation is important for the following discriminator error
variance prediction, in the following equations, the noise power will be derived. Representative of
all I and Q signals, the correlation output is derived only for the prompt in phase signal in the

following.

ar = j ”“T (2)-C(3)-c0s(30)+ (3 +nye )-sin (¢4 )-C (7)ct

9
t V-9)

_%- j D-C(x)-C(%)-cos(dp)dt+ I (Jj +nie )-sin(@ye )-C(7)

t-Teorr t-Teorr

Assuming a perfectly synchronized code tracking loop with 7 = y and a perfectly synchronized

carrier tracking loop with &g =0, the correlation output gets

t
:%'Tcorr + J (Jie +1ie )-sin(@g )-C(7)dt

tTeorr

I3,P
(V-10)

I13,P,n+13,P,J

It is further assumed, that the navigation message is known and cancelled before correlation.

The noise power after correlation is calculated, using the variance.
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t t

P3,P,J+n:g{|32,P,J+n}:5 J. (Ju:+n|F)'Sin(@|F)'C(f)dt1' I (‘]IF+nIF)'Sin(¢IF)'C(72)dt2

I:)S,P,n

t=Teorr t=Teorr

The equation above can be split into a noise power part and a jamming power part, assuming that
there is no correlation between jammer and noise. At first, the noise power part will be considered.

2 j I e (8) N (8)- 6 (1 _tz)‘Sin((f’lF (H))‘Sin((f’u: (tz))~C(;2(t1))~C(;2(t2)) dtdt,

t=Tcorr t=Teorr

Because Nig being white caussian noise, it is uncorrelated if not t —t, = 0. Therefore, the noise
IF g g b l 2 b

power after correlation gets

t t

1 . n - 1 . n
Popn=¢€ T j Ni= -sin (¢ )-C* () dt =s I S{n,ZF}~8{S|n2(¢,F)}dt
O tTeorr T O t-Teorr
t t
S LY AL N PSRN N 1
Tcorr . 2 Tcorr 2 4'Tcorr Tcorr . 4'Tcorr Tcorr 4'Tcorr
t=Tc t=Teorr

The approximation 5{sin2 (D )} z% is valid, because the IF carrier frequency is much higher

compared to the correlation time.

The remaining jamming power after correlation can be calculated like the noise power approach
derived before.

Pips =€ J. J. JiF (tl)"]IF (tZ)'Sin((blF (H))'Sin(éuz (tz))'C(f(tl))'C(f(tz )) d,dt,

t-Teorr t-Tcorr

If the jamming signal can be approximated as white gaussian noise after spreading, then the post
correlation noise power caused by jamming, can be written as

_ Nir
g

corr

Py

If the white noise approach is not valid, there is in most cases no analytical solution.

In such scenarios, a different approach can help to get a rough estimation of the jammer induced

noise power after correlation.

At first, the jammer spectrum after spreading is considered. For that, it is assumed that the
navigation message is known and cancelled before spreading and the carrier tracking loop is locked.
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Iz,P,J(f):le(f)*(%'a(f + le)_%' (f - le)]*é(f) (V-16)

The subsequent integration can be considered as the convolution with a rectangular function.

t
1 1 t
lsps(t)= T _[ lopa (D)dt=1Tpp, (t)* T -I‘eCt( J (V-17)
corr t*Tcorr corr corr
In frequency space, the convolution with a rectangular function of duration T, , equals the

multiplication with a si function. The si function shapes the noise spectrum in frequency space.

—
/

corr

—

corr

T

corr

V-5 Fourier transformation of rectangular function

ZS,P’J(f):IZlP,J(f)-si[z—”} vy

The noise power after correlation gets

o 2 o 2
[ ZZea( )-s.Z(T—”J df = [ gy -sF(T—ﬂ] df

corr corr

]j{jm(f)*[%.é’(f " f,F)_%.a(f - fA,F)j*é(f)T.siZ[Tz_ﬂj of

e corr

P3,P,J

(V-19)

The squared si function is approximated by a rectangular function in frequency space, as the
following figure shows.

T

corr

V-6 rectangular approximation of sinc function
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)

J, the post correlation jamming power can be

If the power spectral density ¢2,p| = ‘I 2Pp,J ( f) ofthe jammer can be approximated as constant
1

‘] i)
within the small bandwidth of (—i,_
Tcorr T

corr

approximated as

oy
Pop, == (V-20)
3PS T

corr

The following figures show the jammer spectra for two different jammer types at the different
stages within the GPS receiver. As IF bandwidth, 6 MHz is used. For the WGN jammer, a one
side jamming bandwidth of 2 MHz is used.
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V-7 WGN jammer spectrum (IF BW = 10MHz) V-8 PRN jammer spectrum (IF BW = 10MHz)

The figures above show the spreading effect. The jammer power within the I channel is spread
about a greater bandwidth, by multiplication with the replicated C/A code. What matters is only
the remaining jammer power within the small bandwidth, due to the subsequent correlation. The
correlation can be approximated in frequency space as a low pass filter, having a single side

1
bandwidth of .

corr

The two examples above show already, that spreading works better in case of smaller spectra. The
jammer power spectral density of the white noise jammer after correlation is almost equal, whereby
the jammer power spectral density of the PRN jammer after correlation is reduced.

An evaluation of the influence of the IF bandwidth on post correlation jamming power for two
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different jammer types will be done in section V-3 and V - 4

The following tables compare at the example of a white gaussian noise jammer, the real measured
post correlation jamming power with the approximation, introduced above.

IF BW = 10 MHz WGN jammer
real power -147.4373 dBW
Approximated power -147.6784 dBW

Table 1 Real vs. approximated post correlation jamming power (IF BW 10MHz)

IF BW =1 MHz WGN jammer
real power -144.8505 dBW
Approximated power -145.0638 dBW

Table 2 Real vs. approximated post correlation jamming power (IF BW 1MHz)

The values above show, that the jamming power approximation is valid in case of white noise
jamming signals.

In case of non-white jammers, which is the case if the IF bandwidth is very low, the approximation

becomes less accurate.

V - 2.5 Discriminator error variance with spreading effect consideration

The discriminator output is a measurement of the phase deviation between the replicated code or
carrier phase and the received code or carrier phase. Its error variance has a high impact on the
pseudorange error variance and causes a loss of lock in case of high values. There are many types
of different discriminator. In the following, two mostly used discriminator types are analyzed.

In literature [103], [81, p. 502], the following expressions for the discriminator error variances are
given. In [104], an analytical derivation of the mean time to loss of lock, based on discriminator
error variance is calculated. But the given approach is only valid for a distinct tracking architecture
and distinct jammer type.

Eatrly-Late code phase discriminator

2 d 'TCZAchip
O-n,& -
4.T (C'F } A
corr N

Early-Late-Power code phase discriminator
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T
O-ri&'f = CAChIpC ' 1+ 2C I d = 1 (V’22>
4"Tcorr ’ Ni Tcorr ’ Ni
IF IF

As can be seen, there are different expressions, depending on the discriminator type.

The Early-Late discriminator is only possible in case of a locked carrier tracking loop. Otherwise,
the Harly-Late-Power discriminator must be used, having a higher discriminator error variance.

The two expressions above use the signal to noise power at IF interface, to calculate the

discriminator error variance.

But this assumption is valid only for white antenna noise or white jamming signals, together with
a large IF bandwidth. In case of non-white jammers or a small IF bandwidth, the calculated
discriminator error variances give to high values.

The noise power spectral density which matters for the discriminator error variance is the residual
noise power spectral density at the output of the correlator.

The used noise power spectral density at IF stage, before 1/Q generation, N IF , 1s higher than the

noise power spectral density after correlation, because spreading is not considered. Especially in
case of a small IF bandwidth or low-bandwidth jamming signals, spreading decreases the post

correlation noise power spectral density significantly.
As was shown in in section V - 3 the noise power spectral density after correlation, respectively
jamming power density after correlation |j3 e(f )| , given some white noise jammer in

combination with small IF bandwidth, is lower than the corresponding noise power spectral density

at IF interface. Especially within the small bandwidth region f < , being relevant for

corr

discriminator error variance.

This effect, which is caused by spreading, is not considered in expressions (v-21) and (v-22) on

discriminator error variance.

Instead using N IE in equations (v-21) or (v-22), the post correlation jamming power spectral density

|\73’E (f )|2 will be used.

In the following, there will be a comparison of the following discriminator error variances
respectively standard deviations.

(1) Real discriminator error variance measurement

(2) Analytic discriminator error vatiance calculation using | —1F

IF
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(3) Analytic discriminator error variance calculation using

2
[ Tse ()
IF BW 0.5 MHz IF BW 1 MHz IF BW 2 MHz
Real Measurement 2.1309 us 2.2024 us 2.1663 us
C
% 2.337 us 2.4255 us 2.4247 us
[ Tae (1)
C
[Nij 4.4339 us 3.6616 us 3.5319 us
IF

Table 3 EL discriminator — comparison of error standard deviation

The table above shows that calculating Oy, 5, by using { Cie . gives more accurate results,
[T (1))

compared to the calculation, which uses [”: . The last one estimates a to high discriminator
N
IF

error variance, because by using N IF , the jammer density peak power reduction by spreading is

not considered and N IF is higher compared to | Tae (f )|2 .
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V -3 Optimal IF bandwidth - given WGN jammer
This section is about the optimal IF bandwidth selection for maximum antijam.

The smaller the IF bandwidth, the less jamming power enters the subsequent signal processing

stages.

The previous section on post correlation jamming power shows that only a very small part of the
IF jamming spectrum enters the post correlation stage.

Toe(f) 0<fet

j3,E ( f ) ~ . corr V23
0 f>—o
T

corr

The condition is valid also for prompt and late components in I and Q path.

2 L.
, within

Without the spreading effect, the noise power spectral density after correlation |j3’E (f)

the small spectra range 0 < f < ——would be equal to the jamming power spectral density after
corr

IF filtering, |7, (f )|2 .

Spreading starts to add some antijam respectively lower the post correlation jammer power spectral
density, as soon as the jammer bandwidth before spreading is almost equal or lower as the
bandwidth of the replicated C/A code, which has a 1.023 MHz one-side bandwidth of the main
lobe.

Given white noise jammers, the IFF bandwidth must be smaller than ~ 2 MHz, in order to enable a

post correlation jamming power reduction by spreading.

The following figures visualize this effect.

-150 T T T : : -150
e |F 5 MHZz
-160 - — |F 2 MHz -160
170 + IF1MHz | | 470
i~ e |F 0.5 MHz i~
I 180 I 180
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T, -190 ¢ T, -190
3 -200 3 -200
o o
-210 - -210
-220 - -220
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-6 -4 2 0 2 4 6 g -
f [MHz] f [MHz]
V-9 WGN jamming spectra - after IF filtering V-10 WGN jamming spectra - after spreading

An IF bandwidth of 0.5 MHz shows the greatest spreading effect.
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Relevant for tracking stability and discriminator error variance is only the jamming power within

1
the small frequency range of 0 < f <———_ The examples above show that an IF bandwidth of 1
corr

MHz and 0.5 MHz reduce the power spectral density within the relevant spectral region.

The following figure shows the post correlation spectra, given different IF bandwidth’s and a
correlation time of 1ms.

-150

= |F 5 MHZz
——— |F 2 MHz

-160 IF 1 MHz

—|F 0.5 MHZz

-170 ¢

-180

PSD [dBW/Hz]

-190 r

f [kHz]
V-11 Post correlation spectra - WGN jammer - different IF BW
The downside of reducing the IF bandwidth is the reduced signal power, which comes with it.

Besides the IF bandwidth, also the correlation time has influence on the post correlation jamming
power and post correlation signal power.

For evaluation of the optimal IF bandwidth together with the corresponding optimal correlation
time, the following figure shows the post correlation signal to noise ratios for different correlation
times and IF bandwidths.
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V-12 Comparing C/N post correlation given different IF bandwidths
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Given white noise jammer, the simulations show that reducing the IF bandwidth provides no
additional antijam. On the contrary, the signal to noise ratio gets even worse, because the
correlation gain is lowered to higher extent than the jamming power is reduced.

Using longer correlation times provides far more antijam than reducing the IF bandwidth. But,
selecting a correlation time of 10 ms without the application of external aiding, the tracking loop
is not able to follow high dynamic trajectories.

V - 4 Optimal IF bandwidth - given different PRN jammer realizations

A special jammer type are pseudorandom code jammers. Their signal structure is similar to the real
C/A code. The jammer signals, even if they are of the same type as C/A code, are neither
orthogonal related to the different C/A signals, nor show any correlation with the real C/A code.
Nevertheless, this jammer type worsens the post correlation signal to noise level to a huge extent.

This section evaluates the post correlation, jammed signal to noise ratio, depending on the IF
bandwidth and the correlation time for pseudorandom code jammers.

Moreover, an interesting effect of pseudorandom code jammer will be analyzed in detail. The post
correlation signal to noise ratio shows a normal distribution, whereby the mean value and its
variance depend on the pseudorandom code structure, respectively the number of equal seeds and
the chosen IF bandwidth.

1023 pseudorandom
Chips
1.023 MHz

C/A code | C/Acode | C/Acode | C/A code
Seed1 Seed2 Seed3 Seed3 | --=--eee-e--

v

V-13 PRN jammer - 1 equal seed

C/A code | C/Acode | C/Acode | C/A code
Seedl Seed1 Seed?2 Seed2 | ------------

v

V-14 PRN jammer - 2 equal seeds

The following figures show the distribution of signal to noise ratios, given different IFF bandwidths.
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V-15 PRN jammer - IF BW 0.5 MHz - Tcorr 1ms
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V-16 PRN jammer - IF BW 3 MHz - Tcorr 1ms
PRN jammers, using a new seed after 1023 code chips, having a sharp probability density function.

The mean value depends slightly on the selected IF bandwidth. A wider IF bandwidth shifts the
jamming to signal ratio about 3 dB to higher levels.

The mote C/A code periods the seed is kept equal, the flatter the pdf becomes. This makes the

jammer more dangerous, because with a small probability, there are jamming to signal ratios, post
spreading, above -10 dB possible.
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V - 5 Overall noise figure minimization

The first signal processing stage within the GPS receiver, after the antenna, is the analog unit.
Within the analog unit, the received signal at L1 band is down converted and amplified by several
stages, to an intermediate frequency.

The analog unit does not provide antijam by itself, but it is vital to sustain the antijam provided by
other components within the signal processing chain. Every dB of additional noise, added by the
analog unit, would reduce the overall antijam. Therefore, it is the most important design criteria,
keeping the additional noise as small as possible.

In the following, a short introduction to noise figure calculations will be given. By using these
equations, design guidelines for the analog unit will be derived.

Basically, four different tools are necessary for calculating the noise figure of cascaded systems, like
the analog unit.

Noise figure of an active component

Active
component A

Ni, =k Ty —» —» N
FA(TO)’ GA’ TE,A

out

At the input of the active component, the following noise power density is assumed
N;, =Kk-T, (V-24

The active component amplifies the input noise with the gain Gy and is adding additional noise.

The output noise power density gets
Now =k-To-Gp+ Ny (V-25)
The output noise power can also be written, using a specific component temperature.
Noy =k -Gp '(To +TE,A) (V-26)

The active component is classified by three specific parameters. The one parameter is specific

temperature TE, A and the gain GA. The third parameter is the noise figure.

0

k-T

FA (TO) = = 0 = 1+ T (\7—27)
[CoutJ [ Ci,-Ga ] 0

k-Gp+(To+Te.n)
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The noise figure of an active component is related to a reference temperature TO . If the noise

figure is used for calculations in cascaded systems, this reference temperature may be adapted,
because all components must have the same reference temperature.

Adapting noise figure to different reference temperatures

The specific temperature of a component is independent of the noise figure reference
temperature. This fact is used for changing the noise figures reference temperature.

(V-28)

Noise figure of a passive component

Passive
component A

N;, =k-Ty —» —» N
in 0 FP (TO), GP, TE’P out

The following model helps, understanding the noise figure derivation of a passive component.

The input noise power density is generated for example by some copper line, according to its
temperature. Assuming, the passive component is also a copper line, connected to the first one
and having the same temperature. In this case, there is no additional noise, because both
connected lines can be considered as one line

The passive component is adding no additional noise, if its temperature equals the input noise
temperature. The gain of the passive component is smaller than one.

The noise figure of the passive component gets

Cin C|n

Fo (To) = Ni ) _ AKTo) _ 1 (V-29)
Cout Cin ’GP GP
Nout k ’TO

The input noise to a passive component is not attenuated, because the component generates
exactly the same noise power density as given at the input. A passive component only attenuates
the received signal power.

Using the following logical experiment, the result above gets obvious.

Assuming a one-meter piece of copper wire, this wire could be divided into an infinity number of

sections. Every section could now be considered as an own passive component. If every
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component would add the same amount of noise power density, at the end, an infinite amount of
noise power would be available.

Also, for passive components, an equivalent noise temperature can be calculated.

Tep :(F(TO)_]')'T :(1ESGP]'T0 (V-30)

P

Noise figure of cascaded systems

Up to now, only noise figures of single components were considered. For calculating the noise
figure of a cascaded system, consisting out of more components like the analog unit of the GPS
receiver, the “Friis Formula” can be used. A detailed derivation of this equation is given in [105].

Component 1 Component 2 Component 3

Nin :k'TO —

Yy
y
[
|
[

Fl(TO)' Gl' TE,l FZ(TO)' GZ’ TE,2 F3(T0)’ G3' TE,S

V-17 General example of a cascaded system

The output noise power density can be written, using on overall effective temperature TE,R .

Nou =K-G; -G, -G, '(To +TE,R)

T T (V=31)
Ter=Tes+—ot—=
G GG,
The cascaded noise figure gets
F(Ty)-1 F(Ty)-1

A detailed explanation of noise figure calculations can be found in [105] and [100].

Using the relations introduced so far, the cascaded noise figure of a typical analog unit can be
calculated.

Overall noise figure of using a passive antenna

The following figure shows the aggregation of the analog reception chain, using a passive

antenna.
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Passive Antenna
\/ Cable LNA Receiver Analog
Electronic C
> - Feable (TO)' Teable: I Fina (TO), Tinas > F (TO) T IF
CA Gcable GLNA G N IE
AE
Ny=k-T,

V-18 Analog receiver reception chain - passive antenna

The reference temperature for the components noise figure is T, , which is different from the
antenna temperature, being the first noise generator.

For calculating the cascaded noise figure, at first all component noise figures must be recalculated
to the noise temperature of the antenna, using equation (v-2s).
T,
Feabte (TA) =3 ( Feable (TO ) _1) +1

-
Fina (TA) = T_O : ( Fina (To ) —1) +1 (V-33)
A

If for each component the effective noise temperature is available, equation (v-31) should be used
for calculating the overall effective noise temperature. The effective noise temperature is
independent of the reference temperature. In the following, it is assumed that only the noise
figures are available, that’s why the classical Friis formula is used. Using this formula, all noise

figures must transformed to a similar reference temperature.

The cascaded noise figure of the reception chain above gets

Fun(Ta) =1 Foe (To)-1
Fie (Ta) = Feapie (Ta) + LNg( ) + e (Tn) (V-34)

cable C:"LNA ' Gcable

The following table gives the parameters of the components

Reference T. = 290K
Temperature 0
Cable dB 1

Cee =221 Fye=—

SEhE m cable Geavle

LNA Gcable =29dB Fcable (TO) =2dB
Analog Geaple = 0dB Feapie (To) =3.20B
Electronic
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Antenna

N,

dBW

200——=10

Hz

T, = 724K

=k T, =1.38064852-10% T,

As the cascaded noise figure shows, the longer the cable between antenna and LNA, the more
impact has the noise of the LNA. If a passive antenna is used, the cabling between antenna and
LNA must be as short as possible. The following figure shows the relation between cable length
and overall noise figure, using different LNA gains.

The analysis shows that the cable length has tremendous influence on the overall noise figure.

Overall Noise Figure [dB]

Table 4 Parameters reception chain

50

40

30

20

V-19 noise figure dependence on antenna cable length

15

length antenna cable [m]

Whereby the LNA gain has almost no influence on the overall noise figure.

Overall noise figure of using an active antenna

For a minimum noise figure, amplification within the antenna itself is the best solution, as will be
shown in the following section. This architecture is realized using a so-called active antenna. The

following figure shows the corresponding reception chain.

Passive Antenna

=z

a=k-Ty

FLNA (T O), TLNA'

GLNA

LNA

Cable

able (T O)’

The overall noise figure gets

V-20 reception chain - active antenna

Receiver Analog
Electronic

FAE (T O) ! TAE ’
GAE




Fope (Ta) =1 Fae (T2)-1
Frr (Ta) = Fina (Ta) + cave (Ta) + s (T2) (V-39)
Gina Gina * Geaple

The following figure shows the overall noise figure, depending on cable length and LNA gain.
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The figure shows the advantage of an active antenna. The influence of the antenna cable length
on the overall noise figure becomes less, the higher the gain within the active antenna.

For optimal tracking robustness it’s therefore a mandatory architecture recommendation to use

an active antenna.

It is desirable, choosing an antenna integrated LNA with high gain. But in the overall design, also
the maximum allowed signal amplification at the input of the receiver analog unit must be
considered. Otherwise there will be a signal override, which causes even more noise.

Noise figure of an active antenna with additional inline amplifier

If it is necessary to position the GPS antenna far from the receiver, even in case of active
antennas, an additional inline amplifier may be necessary. The following equation gives the
overall noise figure, considering also this inline amplifier.

Passive Antenna

LNA Cablel LNA inline Cable2 Receiver Analog
Electronic C
Foua (TO), Tias [, Feapier (T0) Teapies Lol Finai (T0), Tinair N Feate2 (T0): Teapieas | o (TO), T, IF
CA GLNA Gcablel GLNAi GcabIeZ G N IE
AE
Ny=k-T,
V-21 reception chain - active antenna - inline amplifier
_ I:cablel (TA ) -1 I:LNAi (TA ) -1 I:cablez (TA) -1 I:AE (TA) -1
Fue (Ta) = Fina (Ta) + + + + (V-36)
AEATAST TNARTA G Gua G Gina Geusier *Ounai - Guina Geapler - CLnai -G
LNA LNA cablel LNA cablel LNAI LNA cablel LNAI cable2

The following figure considers an example design, with a total cable length of 40m. The figure
shows the optimal position of the inline amplifier. As gain, 30dB for each LNA’s is used.
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The optimal position of the inline amplifier is within the first third of the total cable length. The
inline amplifier should not be positioned directly after the LNA in the active antenna, in order to
prevent a signal override in the inline amplifier.
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V -6 Jammer mitigation by beam forming and nulling

Reception pattern control is one of the most effective measures to increase antijam of a GNSS

receivet.

There are already many published approaches for reception pattern control. A large collection of
algorithms can be found in [107] and [108]. A detailed mathematical introduction to phased arrays
is given in [109], [110] and [111].

Nevertheless, there are some vital topics regarding reception pattern forming, which are not, or
only superficially discussed in literature. This chapter discusses exactly this very important topics.

After a short discussion of signal processing principles of reception pattern forming, this section
introduces one promising beam forming approach.

Beamforming needs a special GPS receiver with special interfaces and a special internal signal
processing architecture.

Another approach is nulling, which can be realized within a CRPA and thus can be used in
combination with a standard receiver. The literature provides only few publications regarding
nulling. This section introduces some nulling algorithms and suggests also a novel nulling approach.

One goal of this section is to identify the possible antijam which can be achieved by nulling in
contrast to beam forming.

Additionally, this section identifies the effects, having major impact on beam forming and nulling
performance.

A further important design criterion is the array geometry, which is also discussed very little in
literature. In this section, different array geometries will be introduced and their impact on antijam
in case of beam forming and nulling is analyzed.

Most discussions regarding beam forming and nulling in literature assume a uniform spherical
reception pattern for each single patch. This section evaluates the effect of a non-uniform spherical
patch reception pattern, being more realistic.

The theoretical antijam of different nulling algorithms and beam forming algorithms is very high.
This theoretical high antijam is achieved by assuming perfect array geometries without any errors
and also no attitude errors regarding the jammer and beam forming direction.

Array geometry errors and attitude errors worsen the resulting antijam of both, beam forming and
also nulling, tremendously. This section evaluates the resulting degradation and evaluates also the
differences in case of such errors between nulling and beam forming.

Finally, both approaches will be compared in case of more than one jammer.

V-6.1 Introduction to reception pattern shaping

This section introduces general reception pattern control. It starts with introduction of GPS
antenna reception pattern and single patch reception pattern definition. Afterwards, the underlying
signal processing for reception pattern control will be introduced.
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In the following, the gain pattern of a typical GPS antenna is shown. In this example, the GPS-
704x antenna from Novatel is used. The reception pattern is scaled to OdB.

CRPA’s consist out of a set of microstrip patch antennas. For that purpose, in the following, also
an example reception pattern of such a single patch is shown. In the example, the patch MPA 254
is used. This reception pattern is also scaled to 0dB.

N ™
AN\

-

V-24 reception pattern MPA 254 (scaled to 0dB) V-25reception pattern MPA 254 (scaled to 0dB)

This single antenna reception pattern has its maximum gain in zenith of the antenna hemisphere,
which is bad, if for example the satellite is at a low elevation angle or if in case of high bank angles,
a jammer points directly into the antenna zenith.

For this purpose, it is important to shape the reception pattern to get a maximum gain towards the
wanted satellite and a minimum gain towards an identified jammer.

For reception pattern shaping, an array antenna, consisting out of more single antenna patches, is
necessary.

There are basically three methods of reception pattern shaping.

I)  Beam steering: The main lobe of the reception pattern is steered towards the satellite
direction. Side lobes occur at arbitrary attitudes and may point directly towards a jammer
direction
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II)  Nulling: Towards one or more identified jammer directions, the reception pattern gain is
minimized. Because there are no gain constraints towards the satellite direction, the
antenna gain in satellite direction can be very low.

III)  Beamforming: The main lobe of the reception pattern is turned towards the satellite
whereby at the same time, the reception pattern is minimized towards one or more jammer
directions.

V -6.1.1 Signal processing architecture and array geometry

In this first section on controlled radiation pattern antennas, the general signal processing
architecture for beam steering is introduced. The following figures show the used array geometries

in this and the following sections.

For reception pattern shaping, the received signal from each array element is modified in amplitude

and phase. Afterwards all array elements are superimposed.

Patch 1

\/ X1 (t - Tpl) =R, ej(m“HFM) C o

E 6‘[#1
H i
: a et + (I Correlation  [RIM ,
Patch Np i Kernel #1 Tracking
ot y Core
o i@t -onpaten) !
\/XLl (t - TNpa‘ch) =X, € P _ : NCO Commar‘ldS Navigation
?A, ! Filter
I
_ I

CRPA
Processor

V-26 signal processing structure — reception pattern shaping

The signal processing architecture given in figure V-26, shows the typical approach for one tracking
channel. In the given architecture, the reception pattern shaping is realized in L1 band. Another
possibility is to realize the reception pattern shaping after the analog unit, at an intermediate
frequency. (In this case, each antenna element would need its own analog unit). The complex

— iAg . . . S
weighting factors &, '€ ™" are calculated by a reception pattern processing unit, which is called

“CRPA Processor” in the figure above.

In case of Nulling, this unit does not need any attitude information from the platform and can
therefore be implemented in a standalone antenna, without any additional adaptations in the GPS

receiver itself.

In case of beam forming, attitude and position information from the platform are needed, to
calculate the complex weights. This is a disadvantage of beam forming, because therefore it’s only
possible, if the GPS receiver provides a special interface. Another possibility is to realize beam
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forming within the receiver. For that, the GPS receiver would need as many antenna interfaces as

array elements.

V-6.1.2 Uniform weighted unsteered reception pattern at L1 frequency

Before starting with beam forming and Nulling, this section introduces the basics of array signal

processing and shows the natural unweighted reception pattern for the given antenna arrays.

This section considers only single frequencies or small bandwidth signals, for which the single
frequency assumption of the reception pattern is valid. Wide band jamming is considered in [112].

A very detailed derivation of the theory behind reception pattern control is given in [107].

The signals, received at the different antenna patches, are concentrated in one vector.

X1(t —T1)
f(t)= : (V-37)

X np (t —TNp)

For the array center, the signal delay, respectively signal phase, is defined as zero, without any
restrictions. The signal reception times at all other antenna patches are related to the array center.
Depending on the distances of each patch from the array center and the direction of signal arrival,
there will be some phase difference or delay T between the signal received at the array center and

the signal received at the corresponding patch.

ZA

array 9 o pach Y
centr /¢
-

-
V-27 Plan wave signal arrival

As input signal, a plane wave is assumed. The signal delay at the patch, related to the array center,

is given as
;2 9-00s(9) -
c
Using the spatial signal arrival direction vector,
—cos(6)-cos(¢)
a=| —cos(6)-sin(¢) (V-39)

—sin(8)




the delay at the corresponding antenna element gets

r = (V-40)
C

with P being the position vector of the array element within the antenna coordinate system.

Instead of using time space, it is better to do reception pattern control in frequency space.

X (a)):jx(t—rp)-e_j“’tdt =g "% X(a)) (v-41)

p

The received amplitude spectrum is equal at every antenna element. The only difference in
frequency space is the phase.

Using equation (v-40),

a .
0T, =0 P (V-42)
C
and defining the wave number K i
k:w a:2-7za V43

the signal in frequency domain can be written as

X (a)) —g P, X(a)) (v-44)

p

Similar to (v-37), all patch signals can be combined into one vector in frequency space.

e*/'kT P

F(o)= : X(w)=v, (k) - X(o) (V-45)

e—/kT‘PNp

The vector Vi (k) is defined as array manifold vector.

In general, the reception pattern is calculated according to the following equation, whereby W
is called the weight vector being calculated by the CRPA processor.

B(w,6,4)=wW'"-v, (k) (V-46)

In order to get the unsteered and uniformly weighted reception pattern, the weight vector is defined
as

w = 1% (V-47)
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The reception gain pattern is typically given as the power reception pattern which is calculated as

B(0,0.8) =(W v, (K)) (W -v, (K))=V] (k)-w-w v, (K) (v-49

Reception pattern forming causes a phase shift, with relation to the unmodified received signal.

These phase shift can be calculated according to the next equation.

Im{B(a), 9’¢)}} _atan Im {wT VW, (k)} v-a9)

¢(w,9,¢):atan{Re Blw Re{wT k(k)}

The reception pattern according to (v-48) assumes a uniform element reception pattern.

In case of high platform dynamic and therefore high dynamic in changing reception pattern
weights, the resulting phase shift may cause some tracking errors, because the tracking filter cannot
differ if the phase shift is due to line of sight dynamic or reception pattern control. An analysis to
which extent this effect worsens tracking is given in a later section.

The following equation shows a more realistic approach by considering for each array element its
real pattern. The gain a, (6,9) of a single element is not uniform across the hemisphere, it is

dependent on the elevation and if it is not a circular patch, also dependent on the azimuth.

a, ((9,¢)_e_,‘|(T,p1
B(w,0,4)=wW -v, (K 0,4)=wW - : (V-50)

aNp (0’¢) ‘e—l‘kT Pnp

The figures in the following section show the natural unweighted reception patterns of the array
geometries, which will be considered in this thesis. For each architecture, the natural reception

pattern with a uniform element gain & (9,(15) =1 and also with the real element gain is shown.

V - 6.2 Benefits of reception pattern control in unjammed scenarios

In this section, the unweighted reception pattern of different antenna array geometries will be
considered. It will be analyzed, which percentage of the hemisphere and therefore which

percentage the satellite positions are attenuated more than a defined value.

The question will be answered, if without any jammer, the single patch antenna reception pattern
provides a better hemisphere coverage than different uniformly weighted array reception pattern.

The following figures show the uniformly weighted reception pattern in a polar form, for all array

geometries considered in this thesis.

The figures compare the reception pattern, if perfect, uniform element reception pattern are used
and in the other case, if real non uniform element reception pattern are used, as given in figure
V-24.
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Array geometry: linear, 2 elements, radius % (lin2_05I1)

5 dB 3 dB

4 dB 2 dB
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-29 dB -29 dB

V-29 natural array pattern —uniform element gain V-30 natural array pattern —real element gain

-29 dB

V-31natural array pattern —uniform element gain V-32 natural array pattern —real element gain
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Array geometry: rectangular, 4 elements, radius % -4 (rect4_051)
2

V-33 array geometry
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A
Array geometry: y-shape, 4 elements, radius Py (y3m1_051)

V-38 array geometry
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Array geometry: hexagon with middle element, radius % (c6m1_0251)

V-43 array geometry
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Array geometry: hexagon with middle element, radius g (c6m1_051)

V-48 array geometry
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Array geometry: hexagon with middle element, radius / (c6m1_11)

V-53 array geometry
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Array geometry: rectangle field, spacing g (rect9_051)

V-58 array geometry
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Array geometry: rectangle field, spacing % (rect25_051)

V-63 array geometry
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The following two figures show the cumulative percentage of the hemisphere, having a gain less
than the given value on the abscissa.

319



100 ULA2 05lambda T B B R

[ ,_J
90| c4 rO5lambda Ly | I
Y3M1 05lambda _I
80— ¢6 m1 r025lambda e e
¢6 m1 r05lambda - f_/ éf_l_

f [
70 ¢6 m1 rllambda - ~
B Wz
60 rect9 1 |
rect25 1_‘5-"7” J).f
50l | = = = Single /
-4
40 l-)-l ‘J-‘f'/
i /
30

20
.
10 rk B

percentage of hemisphere [%)]

satellite damping [dB]
V-68 Satellite damping — unsteered array

In figure V-68, the unsteered, uniformly weighted array reception pattern is compared to a normal
GPS antenna reception pattern. The figure shows, which percentage of hemisphere has a damping
of more than the corresponding value of abscises.

Besides the very small array “c6m1_r025lambda”, all arrays show a damping of more than -10dB
on a significant part of the hemisphere. That means that for more than 10% of the satellite positions
on hemisphere, the signal to noise ratio is reduced by more than 10 dB, which increases the risk of
loss of lock tremendously. (The signal to noise ratio decreases due to satellite damping). The array
geometry “coml_r025lambda” shows a very small satellite damping, but this geometry shows a
bad performance in case of nulling, which will be shown in a following section.
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V-69 Satellite damping — array steering to elevation 5°
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In figure V-69, the array is steered towatrds an elevation of 5° and again compared to the normal
GPS antenna reception pattern.

All array geometries show a significant satellite damping on more than 10% of the hemisphere.

Up to a satellite damping of 12 dB, the array reception pattern shows less satellite damping than
the single element reception pattern.

But the single element reception pattern has no satellite damping beyond 12dB. That’s the real
advantage of the single element, because a satellite damping of more than 10dB poses already a
high risk for loss of lock in bad signal to noise environments.

All in all, if no jammer is present and the satellite position is not known within the local antenna

coordinate system, it’s better to switch to a single patch reception antenna.

Important to notice is, that if the satellite position is known, steering the reception pattern towards
the satellite, gives a higher gain as the normal GPS antenna reception pattern! This should only be
used if there is no jammer, because beam steering causes high-gain side lobes which could be
directed towards a potential jammer.

V- 6.3 Optimal array geometry with real gain patch reception pattern

V-6.3.1 Introduction to beam forming

Beam forming describes the most advantageous, but also complex method of reception pattern
shaping for array antennas. The goal of beam forming is to direct the main lobe of the antenna
towards a wanted satellite direction. At the same time, beam forming can minimize the reception

pattern gain respectively maximize damping towards Npatch - NMa,-nLobe -1 jammer directions.
The literature provides different approaches for beam forming. In [108], [113], [114], [115], [116],

[117] and [107] a comprehensive summary of many beam forming approaches together with a

comparison can be found.

The focus of this section is to evaluate the influence of the array geometry on beam forming
performance and to identify the effect of non-uniform, unknown element reception pattern. The
focus is not the comparing of different beam forming algorithm. Therefore, for further
considerations, a promising beam forming algorithm, the minimum variance distortion less beam

forming algorithm, will be used.

V - 6.3.2 Minimum variance distortion less response beam forming (MVDR)

This chapter derives the minimum variance distortion less response beam forming algorithm,
which can be also found in [107].

The received signal from one patch in frequency space can be written as

X (@)= Xg(@) + X e (@) (v-51)
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The received signals from all antenna elements of the array antenna can be written by the following
vector representation.

X(w)=XKs(w@)+ XK, (@) (V-52)

The vector X () contains the received satellite signals from all array elements. It can be split
into the absolute value of power spectral density F (@) and the array manifold vector v(Kks.P)>

containing the phase relationship.
xs(w):f(a))-v(ks,p) (V-53)

The received power spectral density is the same at all array elements. The only difference is the
phase relationship.

e—f kP

V(ks,p) = : (V-54)

e_j'kg 'pratch

The vector p_ is the vector, pointing from the array center to the corresponding position of the

patch element in the antenna array.

The noise consists out of the natural antenna noise, which power spectral density is typically

-200 dEIW . The noise signals from all array elements can also be combined in one vector.
1z
xnoise(a)):'/\/(a))'1+ :N(a))1+j(a)) (V-55)
ijatch (a)) e_j'kZ'pratch

The received jammer signal in frequency space is, except the phase relationship, also equal at every

antenna element.

The MVDR beam forming algorithm needs the noise covariance matrix, which can be written in
frequency space according to the next equation.

8 e = F (€ X (1) X (1))} = 7 (€ {m(t) w7 (1)} + 7 (1) T (1)

1 e K] (p-B1) e K] (Prpatcn P
(V-56)

2 e
_ 2 gNpatchxNpatch ( ) .
= Opoise 1 + “7 @

e/'k;'(l’w *PNpatcn) e/"kg '(Pz *PNparch) . 1
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The noise of two different array elements can assumed to be uncorrelated.

In the receiver, this noise covariance matrix is calculated using the fast Fourier transformation. For
that, the signal from each antenna element is sampled. By using a moving time window, the samples
within this window are used to calculate the frequency representation.

‘-71 (Nwindow ’ (0)
®)-1+ : (vV-57)

window ?

w)=N (N,

noise,record ( N window ?

j Npatch (N window ? a))

The windowed records in frequency space are multiplied afterwards according to the next equation,
which gives the noise covariance matrix.

_ T

sn - xnoise,record xnoise,record (V-58)
The line of sight direction to the jammer within the antenna coordinate system is included in the
noise covariance matrix. The more powerful the received jamming signal is, the better works the
direction estimation. Different methods for jammer attitude estimation is given in [118].

This noise covariance matrix is one advantage of this beam forming approach, because no separate
jammer direction of arrival estimation is necessary.

The goal of the minim variance distortion loss response beam former is, to find an antenna
weighting vector w , reducing the variance of the following expression.

Y(0)=w" X(o) (V-59)

In order to prevent the trivial solution and also to force the solution to build a main lobe towards
the satellite direction, the following side condition for the weighting vector is necessary.

w".v(kg,p)=1 (V-60)

Important to notice is, if the amplitude of the satellite directed main lobe is forced to be 1,
according to equation (v-60), the advantage of the natural array again is destroyed. Therefore,
depending on the array elements used for superposition, the following side condition should be
used.
H
w v(ks ’p) :G =10- log10 (Nelements ) (V-61)

Array

This gain is called “natural gain”, because no amplification is necessary. This gain is realized by a
phase synchronous superposition of the incoming signals from the different array elements. The
phase synchronous superposition increases the effective signal to noise ratio about the same
amount, because the noise of the different array elements is assumed to be uncorrelated and do

not add up.

A further amplification GA,,ay >10-log,, (Ne,emems) brings no benefit regarding the signal to noise
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ratio, because if a synthetic amplification factor is used, the noise is amplified about the same
amount and the signal to noise ratio remains unchanged.

The weighting vector is calculated by solving a Lagrange optimization problem according to the

next equation.

L=8{(w” -X(a)))-(w” -X(a)))H}Jr/l-(w” -v(ks,p)—1)+/1* -(v” (ks,p)-w—1)

(V-62)
=w”-sn(a))-w+/1-(w”-v(ks,p)—1)+/1*-(vH(kS,p)-w—1)
i=w” 8§ +1-v'=0 (V-63)
oW
%:w”-v—1:0 (V-64)

The gradient with respect to w and /1 gives two equations which need to be solved. From (v-63),

W is calculated and used in (v-64) to calculate 4.

1=—(v".8" .y 6
=—\V - n ') (V-65)

With (v-65), the weight vector gets

-1
w=(v'8'v) .v'.§ (V-66)

In order to evaluate the beam forming and nulling performance and to compare different array
geometries, the jammer is permuted over the hemisphere using a geodetic grid. For every jammer
position, also the satellite is permuted over the whole hemisphere, whereby the gain towards the
satellite, as well as the damping towards the jammer, is evaluated.

Generally, antijam is defined according to the next equation,
Antijlam(6,,4,,05,05) =G(0,,4,) - G(0s.¢5) (V-67)

with 6(9 J,(I5J) being the reception pattern gain respectively damping in [dB] towards the actual
jammer direction and G(0s,4s) being the reception pattern gain towards the actual satellite

direction.

V - 6.3.3 Optimal array geometry for MVDR beam forming

In this section, the optimal array geometry for MVDR beam forming will be identified.
Additionally, the effect of using non uniform and unknown real element reception pattern will be
analyzed.

The introduced minimum variance distortion less beam forming approach from the previous
section, assumes for each single array element a uniform gain reception pattern with a gain of 0 dB
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on the hemisphere. The real reception of each single array element is non uniform as given in figure
V-24.

In order to get an impression of different reception pattern, given uniform 0dB real element
reception pattern, the following figures show for a defined satellite — jammer position, the
corresponding MVDR reception pattern.

=135° = 45°
(: J % , 0, = & (V-68)
0, =60° 0, = 45°
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V-72 Uniform Patch Gain — y3m1_05I V-73Real Patch Gain —y3m1_05I
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-29 dB

10dB

-29 dB

V-75Real Patch Gain — cém1_025I

V-74 Uniform Patch Gain — cém1_025I

V-77Real Patch Gain — cém1_05I

V-76 Uniform Patch Gain — cém1_05I

V-79Real Patch Gain —cém1_1l

V-78 Uniform Patch Gain —céom1_1I
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9 dB
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4dB

1dB
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V-82 Uniform Patch Gain — rect25_05I V-83Real Patch Gain —rect25_05I

In the following figures, again the cumulative percentage of satellite damping and antijam across
the hemisphere is shown, for

e MVDR beam forming using 0dB uniform element reception pattern

e MVDR beam forming using non uniform real element reception pattern
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Satellite gain and antijam distribution — MVDR beam forming with uniform 0dB element reception

pattern
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Satellite gain and antijam distribution — MVDR beam forming with real non uniform element
reception pattern (maximum gain of single patch normed to 0dB)
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The figures V-87, V-88 and V-89 compare the performance of different array geometries for the

MVDR beam forming approach, where the real non uniform single element reception pattern was

used.

It gets obvious, that arrays having many array elements, show the best satellite gain. The satellite
gain is the most important criteria for pattern selection, because already 10dB damping towards a

satellite would increase the risk for loss of lock tremendously, given bad signal to noise

environments.

In figure V-84, the relationship GA,,ay =10-log,, (Ne,eme,,ts) gets obvious. Depending on the number

of array elements, the cumulated gain towards the satellite changes. Additionally, the analysis shows

that the gain towards the satellite does not depend on the satellite azimuth and elevation — given
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array elements with a uniform 0dB spherical gain pattern.

In case of non-uniform element reception pattern, the maximum satellite gain remains GA,,ay , but

depends on the satellite elevation within the antenna coordinate system. The maximum gain is not
changed, because even for real non uniform element reception pattern, the maximum gain for each
patch element is 0dB. At low elevations, the used non uniform element reception patterns have a
gain lower than 0dB, which lead also to a lower array reception gain. The steps in figure V-87
correlate with the number of different elevations used for analysis, on the geodetic dome.

The rectangular array having 25 elements is by far the best one, but difficult to implement on small
flight platforms. Therefore, for further analysis, the rectangular element with 9 elements and the
circular array “c6_m1_rllambda” will be used as MVDR beam forming reference.

Comparing the antijam in case of a uniform patch gain and a real patch gain, it gets obvious that
regarding antijam, an unknown respectively not considered non uniform patch gain has only little
influence. The antijam is still high enough. (Important to notice at this point is that the high antijam
is due to the assumption of antenna arrays having no geometry errors and due to the assumption
of no attitude error towards the satellite and jammer. In later sections, the antijam degradation will
be analyzed, given non-perfect antenna arrays and non-perfect attitude information)

In order to identify the best geometry, satellite gain is the most important criteria, because already
10dB lower satellite gain can cause loss of lock in bad signal to noise environments.

A compensation of the lower satellite gains provides no benefit regarding signal to noise ratio.
Applying some amplification would amplify the noise about the same amount and leaves the signal

to noise ratio therefore unchanged.

From that perspective, optimizing the element reception pattern is the only possibility, if large
arrays are not possible.

V- 6.4 Multi satellite beam forming

In the previous chapter, beam forming was introduced for one satellite and one jammer.
Beam forming for reception, differs fundamentally from beam forming for transmission.

The huge advantage of beam forming for receiving signals is, to calculate an optimal reception
pattern for each reception direction, respectively satellite. There is no need to superimpose or
heterodyne the different beam forming solutions, because for each satellite, an own signal
processing channel is available. This is also the huge advantage of reception pattern forming,
compared to transmission pattern forming.

In this section, this advantage shall be shown, by comparing the separate reception gains towards
all satellites with a beam forming solution, being calculated similarly to the transmission pattern
shaping.
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V- 6.4.1 Virtual superimposed multi satellite reception pattern

In the following approach, each satellite respectively tracking channel has its own beam forming
solution. The figure below shows the corresponding architecture.

Patch 1

Y nate-n)

: Beamformer Correlation
Patch Np Sat #1 Kernel #1
X, (t=1y,) NCO commands Tracking
Filter
Navigation
Processor
5T#Nsal
Beamformer t N Correlation
Sat #Nsat Kernel #Nsat
T 1
__________ - ] Xn
> | e
_______________ - e

V-90Separate satellite beam forming in L1 band

Beam forming is realized within L1 band. For every satellite channel an own beam forming solution
is calculated. For every single beam forming solution, an own analog unit with signal down
conversion to an intermediate frequency is necessary.

The different beam forming solutions are not combined.

This is the huge advantage of reception pattern shaping in contrast to transmission pattern shaping,
because in case of transmission pattern shaping there is only one solution, not a separate solution
for each source, respectively target.

In figure V-92, it is assumed that 5 satellites are in view. For each of these 5 satellites, an own beam
forming solution is calculated. Just to show the overall reception pattern, all independent reception
patterns are plotted into one polar plot. This polar plot is a virtual superposition according to

By (0,0,¢)=max(B,(@,0,) - By (@.0,4)) (V-69)

In signal processing, the different beam forming solutions are not superimposed, because every
beam forming solution is processed in its own tracking channel.
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V-6.4.2 Beam forming like transmission pattern shaping

Instead of calculating an independent beam forming solution for every satellite, it is possible to
calculate a single beam forming solution having more than one main lobe, steered towards the

wanted satellites. The following figure gives the corresponding signal processing architecture.
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V-91 Multibeam beam forming in L1 band

As can be seen from the given architecture, there is only one analog unit necessary, compared to
figure V-90, where for every satellite an own analog unit is needed. The multi beam MVDR beam
forming is therefore much more easier to implement from point of hardware design.

The derivation of the multibeam minimum variance distortion less response beam former is similar
to the derivation given in equations (v-62) to (v-66. Instead of one, now more constraints are given.

L=w"-8 (o) w+(W  -V-1"") AL N (V. w-1"") v-70)
The matrix V contains the array manifold vectors towards the different satellite directions.

VZ[V(k#vp) V(k#Nsat,p)J (V-71)

In order to find the array weighting vector w, the expression (v-70) has to be minimized.

aLH =8, -w+V.A=0""
ow (V-72)
i — vH W — 1Nsat><1 — oNsatx1
oA"

Equation (v-72) can be written as linear equation system and solved by using the pseudo inverse, or
also numerically.
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Npatchx1

S, V w0 -

Vv Q\Vsat<Nsat A - qVsat< (V-73)
(This approach can also be used for nulling, which will be discussed in a later section. In case of
nulling, fictive satellites are used in order to maximize the antenna gain over a wide part of the
hemisphere. The jammer direction is well known within the antenna coordinate system, even if
only nulling is applied.)
In order to compare the separate beam forming processing for each satellite and the above derived,
multi satellite beamforming solution, an example with 5 satellites is used. For the following

example, the real single patch, non-uniform reception pattern is used.

Comparing separate multi beam solution vs. transmission like beam forming solution
(using array architecture rect9_051)

V-92 virtual superposition V-93 transmission pattern approach

From the figures above it gets obvious, that calculating an independent beam forming solution for
every satellite, gives the best results with the already mentioned disadvantage of a higher processing

load.
The alternative approach, calculating only one beam forming solution, having main lobes to all

wanted satellites, suffers an important drawback. The number of main lobes and therefore the

number of satellites which can be considered is limited by the number of array elements.

N N. -1 (V-74)

NSat,Max = patch - jammer
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V -6.5 Performance of different nulling algorithms

V - 6.5.1 Introduction

In the previous sections on beam forming, the jammer and satellite position within the antenna
coordinate system were necessary.

The problem of beam forming is, it is not applicable as a standalone solution for example within
the antenna electronics. A special GPS receiver is needed for realization.

In this section, nulling will be introduced. The huge advantage of nulling is that this approach
minimizes the reception pattern gain towards the jammer direction, without the need of
information about the receiver position or the antenna attitude.

The huge disadvantage of nulling is the unwanted satellite damping. The reception pattern is
calculated only with the goal to minimize the gain towards the estimated line of sight to the jammer
in the local antenna coordinate system. The reception pattern is not optimized towards high gain
in satellite direction.

In the literature like in [119], [120], [121] and [107], mainly two basic Nulling approaches are
discussed, which will be introduced in the following.

Additionally, a novel method for nulling will be developed, based on superimposed MVDR beam
forming.

The main goal of this section is to figure out, to what extent nulling is comparable to beam forming,.

Moreover, the different nulling approaches will be compared and the optimal array geometry for
the different nulling approaches will be identified.

V -6.5.2 Nulling with a reference element

The first nulling approach being discussed in this section, is based on the idea of using a reference
element in the antenna array. The array weight for the defined reference element is set to 1. The
weights for all other array elements are calculated in that way to get a maximum cancellation
towards the assumed jammer direction.

The reception gain pattern can be written as

e*IkT P
B(a),é’,¢)=B(a),k)=wT- : ~X(a))=wT ‘W, (k)X(a)) (V-75)
e_jkT Prp
The amplitude of the received signal, respectively the received power spectral density /YZ(CU) is
equal at every element. The received signals at the different elements differ only within their relative

phase relationship.

In order to get a “Null” at a defined direction, the beam weights W must be calculated to get the
following result.
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e*/kT P

B(a),k) =w'. : . X(a)) =0 (V-76)

e_/kT 'pr

The trivial solution for equation (v-76) would be
w=0 V=77

to get a jammer damping as good as possible. But w=0 would not only reject jamming sources,
but also the satellite signal itself.

Without any side condition, like maximizing the reception gain towards the satellite direction, the

best solution for a minimum gain towards the jamming source, is a zero-weighting vector w .

Therefore, the challenge in case of completely independent nulling is, to find a weight vector, which
minimizes the reception gain towards the jamming source, without being zero. Moreover, the task
is to find an array weighting vector, which minimizes the reception pattern towards the jammer
direction and maximizes the array gain towards all other directions on the hemisphere.

The reference signal is defined as

Vs (1) =8, (t)-e =) v-78)

All other patch elements are the auxiliary elements. The received signals from all these auxiliary
elements are added using complex waiting coefficients
T

w =[awy1~e”"’“v-‘ - a

~ [P Npatch -1
'w,Npatch—1 e :| : (V-79)

The signal from an auxiliary element is defined according to the next equation.

.yaux,n (t) = éaux,n (t) ’ e_/(“’t+‘/’aux,n(t)) . (V-80)

The superposition of all auxiliary elements can be written as

Npatch—1
t) = é t). e_j(wt+¢aux,z(t)) — w. - é t)- e_j(wt+(/)aux.n(t)>
yaux,Z ( ) aux,>. ( ) HZ:; n aux,n ( )

(V-81)

Npatch—1

Yois (t) _ z a,, (t) Le i) EI (t) . @ (@t Paunn (1))
n=1
The goal is to find complex weighting coefficients w_ , which give a summarized signal Y,y (t)

being 180° phase shifted in relation to the received signal from the reference element. In the
following, the phase and amplitude conditions for the weighting coefficients for a N patch array
antenna are derived.

The direction of jamming signal arrival, respectively the corresponding wave vector, is given as
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' —cos(6,)-cos(¢,)
k, = -| —cos(6,)-sin(¢,) | - (V-82)
—sin(6,)

In order to get a “Null”, respectively minimum reception gain towards the jammer direction,
amplitude and a phase condition must be fulfilled.

The necessary phase relationship between the combined auxiliary signals and the reference signal
is given below.

NNpatch -1 y i ( ot+o, )
“JPwn | ] .a 'aux ,n
aw,n € aaux,n
n=1
(V-83)
NNpatch_1
— . ~Pw.n .3 Lot 7jk7J—'(pn’pref) — L@ ot ’fky‘pref a7
= > a,,-e 8,,, € e =la, -e’" e e
n=1

As reference element Prr = Pupaten is defined. All received signals from other patches are related to

this reference element and phase. The phase of reference element is defined as zero without any
restriction.

Dret (t) - kz (t ) ‘Prer =0 (V-84)

All auxiliary phases are refer to the phase of the reference element.

- Yawa
- Yret
- Yauz

s

yaux

\4

V-94 Phased array with three patches and reference element

NNpatch_1
phase condition: >’ ¢, +k}(p,)=7 (V-85)
n=1
Nigpaten =1 (V-86)
amplitude condition: Y a,,-4,,, =4,
n=1

Equation (v-85) shows that the degree of freedom is Npatch -1, which in turn gives the possibility to

realize Npatch -1 minima within the reception pattern.

Instead of solving the phase and amplitude condition separately, it is much easier to demand the
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absolute value of the following equation to be zero.

2

k,aux

Vir —W -V Kk,aux

T _ik’-
=c, v, = |:e—/k,; P e 7K Prpaten-1 :| (V-87)

K, B (V-88)
Ve =€ P
ref

In order to find a weighting vector W minimizing ¢, the least squares approach will be applied.

T 2 T T T (V-89)
Vref LA vk,aux = (Vref -W vk,aux ) ’ (Vref -wW vk,aux )
2 T T T T
Vit = Vier - W - vk,aux - vk,aux W+ vk,aux "W-W -V
0 - 2 (V-90)
awT ref w - vk,aux = O
(V-91)

-1
_ T
W= _(vk,aux ' vk,aux) ' vk,aux Vier

This nulling method assumes that an estimation of the jamming line of sight direction respectively
the jammer position within the antenna coordinate system is available. This can be realized within
the antenna itself, by setting up the noise covariance matrix between all array elements. This matrix

contains the jammer direction.

V - 6.5.3 Gram-Schmidt orthogonalization based nulling

This nulling approach introduced in this section is based on the Gram-Schmidt orthogonalization.
Similar nulling approaches are given in [122], [108] and [123]. In general, Gram-Schmidt

orthogonalization is given in [124].

Starting point is an arbitrary array weighting vector W#0, which could be for example
w'=[1 . 0] V-2

ot the weighting vector resulting from pure beam steering, to become a main lobe towards a wanted
satellite.

The array manifold vector towards the jammer direction, where the reception pattern shall be

minimized, is given as
vZJ - |:e]k§ P, e*!‘kg Phpatch-1 j| ) V-93)
The goal is to find an array weighting vector w, = @, for which holds

.
w,v,, =0 (V-94)

Equation (v-94) can also be represented in vector from, as the following figure shows.
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V-95 Gram-Schmidt orthogonalization

Starting with the arbitrary array weighting vector w, the difference vector OW, which is needed

to get the vector Wgg, is calculated according to following equation [108, p. 39].

W, =W+OW=W-+ " ”:k"” (V-95)
kJ
\'4
vl v
wGS — INpatcthpatch _ TkJ - ‘W (v-96)
v . Yk
< v

V -6.5.4 Heterodyned MVDR beam forming with synthetic satellites

As already mentioned, the advantage of nulling is, it can be realized completely within the antenna
and is therefore applicable to all GPS receivers without any need to modify the receiver itself. This
measure does not need any information about the antenna attitude or the receiver position. The
disadvantage of nulling is the damping of the satellite signal and therefore deterioration of the
signal to noise ratio.

Beamforming however needs the attitude information of the antenna and also the satellite position.
Beamforming is therefore only possible, if the GPS receiver provides this information.

A novel approach will be introduced in this section. Here, the advantage of nulling, working
without any knowledge about the actual antenna attitude, together with the advantage of
beamforming, causing almost no unwanted degradation of the satellite signal , will be combined.

338




Patch 1 81 (01.¢51) 1(6,.4,) Antenna

\/ Xu(t-7,)

Patch Np MVDR

: Beamformer
\/ X1 (l -7y ||

0ty

Correlation
Kernel #1

N

NCO commands

| Tracking
Analog | Filter
XIF‘Z (t) }
| Navigation
} Processor
|
|

ar,

#Nsat

MVDR Correlation  [E2¥WM
Beamformer Kernel #Nsat

,,,,,,,,,,,,,,,,

NCO commands

V-96 Signal processing architecture — heterodyned MVDR beam forming with synthetic satellites
The figure above shows the principle architecture of this novel approach.

For this method, a set of fictive satellites is defined within the local antenna coordinate system.
The angles @ and ¢ represent the attitude of the jammer and satellite in the local antenna
coordinate system. The fictive satellites are evenly distributed about the antenna hemisphere using
a geodetic grid. The number of fictive satellites is not limited by the array topology respectively
number of array patterns, because for every satellite an own MVDR beamforming solution is
calculated.

The only limit in high gain hemisphere coverage is the processing capability of the antenna, because
for every fictive satellite, an own beam forming solution must be calculated.

The MVDR beam forming solution is calculated with the already introduced equation
-
w = (v” -8 -v) v .8 (V-97)

whereby the jammer direction is a direct result of the measured noise covariance matrix S n , which

can be realized also within antenna electronic.

The output signals of all these independent beamforming solutions are superimposed afterwards
within the antenna electronics, to create a heterodyned reception pattern. The receiver gets at its
input only one cable with the already heterodyned solution.

All these measures can be implemented within the antenna electronics, with no need to
communicate with the GPS receiver.

In case of normal beam forming, the satellite and jammer position are known exactly within the
antenna coordinate system and within the platform coordinate system. Here, for every satellite, a
separate beam forming solution is calculated and used in the corresponding tracking channel. No
real superposition of the different beam forming solutions is necessary.

For the approach discussed here, the situation is different. All beam forming solutions for the
different fictive satellites need to be superimposed to get one combined reception pattern.

The superposition is realized according to the following equation. In order to get the heterodyned
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reception gain, again the frequency space representation is used.

Bn (C(), 9’¢)| . ej(a)t+(ﬂn(9,¢)) (V-98)

By (@.0.4) =2,

A disadvantage of this approach is the possibility of signal cancellation instead of superposition in
certain directions. This effect becomes obvious by considering an example of only two separate

beam forming solutions. Assuming a phase difference @, (19,¢) of 180 degrees between the two

independent MVDR beam forming solutions in a certain line of sight direction, the resulting
reception pattern gain would be zero in the corresponding direction, if both gain values are equal.

The resulting heterodyned signal in time space can be written as
FHBy (0,0,8)) =% (1.0,6) =% (1,6,8)- "2 —a (1,6,9)-x, (t-75 (6,8)) ¥

The factor dy (t,9,¢) affects the amplitude of the superimposed signal.

In the analysis used for comparing beam forming and nulling, 16 fictive satellites are used which
are evenly distributed over the hemisphere on a geodetic grid.

V-6.541 Necessary beam forming solutions for complete hemisphere coverage

In the previous section, nulling was realized by superimposing many beam-forming solutions,
having main lobes to different fictive satellites. All beam forming solutions have the same null

towards the identified jammer.

The solution becomes better, the more main lobes respectively fictive satellites are used. In this
section the question will be answered, how many fictive satellites respectively beam forming

solutions are necessary to get complete hemisphere coverage.

For calculation it is assumed, that a 3dB beam width of each single main lobe, provides a good

coverage.

The following figure shows the 3dB beam width of a single MVDR solution, based on a rectangular
array having 9 antenna elements.
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V-97 3dB beam width depending on elevation
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The complete surface of the hemisphere with a radius of 1 is given by

A=4-r-ré=4.r (V-100)

A spherical segment, covered by the 3dB beam width is given by
- o[ Oagp
A3dB =4.7-sin 5 (V-101)

Assuming ‘93d3 =17° , the total number of needed MVDR beam forming solutions is at least 23

for covering the hemisphere, in case of evenly distributed fictive satellites.

But even in case of 23 or much more fictive satellites, there may be areas on the hemisphere with
low gain, due to subtractive superposition.

V -6.5.5 Comparing different nulling algorithms — assuming uniform element reception pattern

In previous sections, three different nulling algorithms were introduced and developed. In this
section, the nulling algorithm, providing the best jammer damping and simultaneously minimum
satellite damping, will be identified. Additionally, the optimal array geometry for the different
nulling algorithms is determined.

This analysis is only done with uniform element reception pattern. The best performing algorithm
and geometry in case of uniform element reception pattern, would be also the best performing
algorithm, if non uniform element reception pattern are used.

For each array geometry and nulling algorithm, a fictive jammer is moved across the hemisphere.
In order to get good hemisphere coverage, the jammer is moved on a geodetic grid across the
hemisphere.

The following figure shows the architectures, used for nulling analysis.
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The figures above show, which percentage of the hemisphere has an antijam respectively satellite
gain, lower than the given value on the x axis.
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The antijam evaluation shows, that antenna arrays having different radii to the elements from the
reference element, are not suitable for the algorithm which uses a reference element.

Besides the jammer damping, it is very important to consider the unwanted satellite damping. An
unwanted satellite damping of more than 10dB may already be critical for loss of lock in bad signal
to noise environments.

One of the best performing array geometries is the circular“c6m1_05lambda” architecture.

Nulling Approach: Garm-Schmidt-Orthogonalization based Nulling
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Using Gram-Schmidt orthogonalization based nulling, all array architectures show a suitable
antijam and at the same time, an acceptable satellite damping. For further comparison with other
approaches, the architecture “Y3M1” will be used, because this architecture provides a high antijam
and also a low satellite damping. For some parts of the hemisphere, there is even some satellite
amplification.
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Nulling Approach: Heterodyned beamforming with synthetic satellites
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Using the novel nulling approach, which superimposes the beam forming solution to many fictive
satellites, the best performing array geometry regarding antijam would be the rectangular shaped
array, having 25 elements. As satellite damping is the more important criteria, the best performing
array geometry having acceptable antijam and at the same time a small satellite damping is the
Y3M1_05lambda.

For nulling in general, array geometries with less array elements provide better results than array
geometries having many patches. For beam forming, it’s exactly the opposite.

For nulling it is important that the lobes of the reception pattern are very broad. Thus, a large area
of hemisphere is covered by broad reception pattern with high gain, which is important, because
the satellite position in the antenna coordinate system is not known. By realizing a wide area of the
hemisphere with high gain, there is a high probability that the real satellite is within this high gain
patt.

In case of beam forming, the satellite position in the antenna coordinate system is known. The
main lobe is exactly steered towards the satellite. It is advantageous that all parts of the hemisphere
with no satellites have a reception gain as small as possible, in order to prevent also undetected
jammers from entering the signal processing chain.

In order to get an impression of the reception pattern shape in case of nulling, the following figures
show the polar reception pattern of the Gram-Schmidt-Orthogonalization based nulling approach
for different array geometries.
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The polar plots above show, that the null is very steep. Small attitude errors of the estimated
jammer direction would worsen the provided nulling capability tremendously.

All array geometries provide a very deep jammer damping of up to more than 140 dB. It is
important to keep in mind, that this is just a theoretical value, which can only be achieved in case
of perfectly known array geometry and perfectly known attitudes of the jammer. In case of attitude
errors, the provided antijam becomes worse due to the steep null characteristic. Also, in case of
unknown array geometry errors, the provided antijam becomes worse. These effects will be
analyzed in a following section.

As preparation for the following section on comparing nulling and beam forming, in this section
the best nulling algorithm together with the optimal array geometry shall be determined.

Up to now, three nulling algorithms were evaluated, where for each algorithm, also different array
types were used.

The following figure compares the performance of the three introduced nulling algorithms, using
for each the best performing array geometry.

The following list shows these combinations.
e Nulling with reference element: com1_05lambda
e Nulling with Gram-Schmidt orthogonalization: Y3M1

e Heterodyned Nulling: Y3M1
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The evaluations above show that the MVDR based nulling, using fictive satellites, provides with
respect to unwanted satellite damping, definitely the best results. The provided antijam is worse
compared to the other algorithms, but still high enough. The vital criteria for tracking robustness
is in this case the unwanted satellite damping, in order to enable tracking also in low signal to noise
environments.

The huge disadvantage of MVDR based nulling with fictive satellites, is the high processing load.
If for example 15 fictive satellites would be used, in parallel, 15 MVDR beam forming solutions
must be calculated in real time within the receiver.

Nulling with Gram-Schmidt based calculation of the array weighting vector, provides also a very
good performance. The satellite gain is lower than the MVDR based nulling approach, but the
antijam is much higher at a much lower processing demand.

In the following, the Gram-Schmidt based nulling algorithm will be used for further evaluations.

V-6.6 Comparing beam forming and nulling

In the following comparison, the two best nulling algorithms will be compared with beam forming.
For nulling, the following algorithm — array combinations will be used.

e Gram-Schmidt orthogonalization based nulling — Y3M1

e MVDR beam forming with fictive satellites — com1_05lambda

For beam forming, the “rectangle9” architecture and also the better “rectangle25” architecture will

be used. For both, nulling and beam forming, real non uniform element reception pattern are used.

The following figures show at first the Gram-Schmidt orthogonalization based nulling.
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The simulations above show that beam forming has a gain higher than zero towards the satellites,

whereas nulling worsens the received satellite signal. Regarding antijam, also the beam forming

approach provides better results.
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MVDR based beam forming with fictive satellites is comparable to beam forming regarding
unwanted satellite damping. The provided antijam is worse, but still high enough.

V-6.7 Comparing beam forming and nulling in case of more than one jammer

In the previous sections, the optimal array geometry for MVDR beam forming was identified,
which is the rectangular array with 9 elements. (Apart from the rectangular array with 25 elements,

being not practicable for small flying platforms)

Also, the most promising nulling algorithm together with best fitting array geometry was identified,
which is the orthogonalization based nulling together with the “c6m1_05lambda” array geometry.
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(The MVDR based beam forming with fictive satellites will not be used for further evaluation,
because at the time being, this approach is not practicable due to its high processing load)

Up to now, only one jammer was considered. In this section, the performance of beam forming
and nulling in case of two and three jammers will be evaluated. A analytical analysis of nulling
performance, given more than one jammer is given in [125].

MYVDR beam forming with more than one jammer

In equation (v-56), the noise covariance matrix was introduced, which is the central element of
information about the jammer within the MVDR beam forming algorithm.

If more than one jammer is received, the received noise for all array elements can be combined

into one vectot.

1 Jrs J2.

X o=N+i+kL=l [+ |+ °: (V-102)

noise

anatch j 1,Npatch ] 2,Npatch
For calculating the noise covariance matrix, at first it is assumed, that the different jamming signals
are uncorrelated. Also the noise components from the different antenna patches are assumed to

be uncorrelated.

1 1 . . 1 . .
Ceortiise (7) = 7 [ on(t)-on” (t-z)dt+—- [ k(1)K (t-r)at +—- [ 3(t)- B (t-7)at
corr Teor corr Toon corr T,
1 1 -0 (V-103)
+—- L (1) (t-7)at+ — [ 5 (t)- B (t-7)dt
corr Ty corr Teop
=0
By using
snoise = ‘F (ccorr,Noise (T)) (V-104)

the noise covariance matrix for multi jammer reception gets
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1 e/'sz‘(Pz -py) e/'kJZ'(prafch -»)
2 e/“kﬂz‘(m *Pz) 1
+ T (@) +..
ej'kEZ'(p1_pratch) ej'kZZ'(pz _pra(ch) . 1

Orthogonalization based nulling with more than one jammer
In equation (v-96), the array weighting vector was calculated, considering one received jammer. Basis

for derivation was the criteria WggV,, =0, which requests the array weighting vector being

orthogonal to the array manifold vector w, , of the jammer.

In case of more than one jammer, this criterion gets

T

Wes - I:vk.ﬁ V2

Y.
Vi |=0 (V-106

The vectors [V,m \' kaNj] span a N j dimensional subspace. In order to find a

weighting vector wés , being orthogonal to this subspace, also the Gram-Schmidt

orthogonalization is used.

At first, a set of orthogonal vectors is calculated, spanning the same subspace as the vectors

[vm Viu2 v

kJN/':| :

For this orthogonal set of vectors, a further orthogonal vector can be found, which can be used as
array weighting vector.

Such a set of orthogonal vectors [X1 X, :' can be calculated according to the following

equations, which are also given in [108, p. 42].

X, =V, (V-107)
x " (V-108)
x, =M, ()(1 ) Vo = [patenNpatch _ —”)(1” x Vo
x|
(V-109)

x, =M, (x1,x2)-M1 (x1)'ka3
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(V-110)
" M2 ’ M1 ' ka,Nj—1

The dependence of M on the already calculated orthogonal vectors is omitted, in order simplify
the expressions.

The orthogonal weighting vector is calculated according to next equation
T _
WGS—MM-...-MZ-M1-W (V-111)

with W being some arbitrary weighting vector.

The following example shows the polar reception pattern for the nulling approach and also for the
beam forming approach.

V-125 Nulling — 3 jammer — cém1_05lambda V-126 MVDR - 3 jammer — rect9

Additionally, to the polar reception pattern, in the following figures, the reception pattern in the

elevation — azimuth plane is shown. There it get’s obvious, the “Null” is located at the correct
elevation.

The jammer attitudes used for simulation, are given below

6,=40°) ( 6,=80°) (6, =60°
) ) (V-112)
4,=45° ' §,=140°)'| ¢,=0°
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V-127 Nulling — 2D jammer plane
V-128 MVDR - 2D jammer plane

In order compare the performance of nulling and beam forming in case of three jammers, similar
to previous sections, also here the satellites and jammers are permuted across the geodetic grid.

In the previous analysis, the jammer and satellite were moved across a set of geodetic grid points,
whereas for every jammer — satellite constellation, a beam forming or nulling solution was
calculated. In this section with three jammers, two of them are fixed, whereas the remaining jammer

is again moved across the geodetic dome.

For nulling, the Gram-Schmidt orthogonalization based nulling algorithm is used, together with
the circular array geometry “c6ml1_05lambda”. For beam forming, the MVDR algorithm is used,
together with the rectangular array “rect9”.
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The simulations above show, that in case of three jammers, the performance of both, nulling and
beam forming becomes worse regarding the provided antijam. But beam forming still provides a
better antijam than nulling.

More important than antijam, is the unwanted satellite damping. The simulation shows that the
satellite gain of beam forming remains independent on the number of jammers, contrary to nulling.
In case of nulling, there is already tremendous satellite damping, which becomes even worse if
more than one jammer must be considered

Maximum number of possible jammers

The maximum number of jammers which can be eliminated by nulling or beam forming is
1.

element

One of the best performing nulling arrays was the com1_05lambda, having 7 antenna elements.
One of the best performing beam-forming arrays was the rectangular array rect9, having 9 antenna
elements.

For comparing the performance of beam forming and nulling in case of maximum possible
jammers, 6 jammers are chosen. The following two figures show an example constellation with 6

jammers.
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V-131 Nulling - cem105lambda - 6 Jammer
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V-132 MVDR - rect9 - 6 Jammer

Additionally to the fixed constellation above, the following figures show a simulation, where one
jammer is moved together with a satellite about the hemisphere, considering all possible
permutations on a defined geodetic dome grid. All other 5 jammers remain fixed.
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V-134 Antijam — 6 Jammer

The simulation shows that in case of 6 jammers, the provided antijam becomes worse. But even in
case of 6 jammers, the beam forming solution using the MVDR approach, gives better results.
Especially in case of beam forming, there is no satellite signal degradation.

V - 6.8 Sensitivity of beam forming and nulling regarding array geometry errors

In the previous chapters, antenna arrays without any errors were assumed. The array element

positions are known perfectly.

But this does not correspond with the real world. In reality, the antenna array, respectively the
positions of the array elements have errors, which are not known exactly.
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This section evaluates beam forming and nulling with respect to such errors.

Principally, two error types for geometry errors are possible.

e Bias-like phase center errors of the antenna element: The phase center of the single element
is not located in the middle of the element. The phase center shifts can be assumed to be
random.

e Location errors of the single antenna element within the antenna array.

The following table lists the array geometries and error topologies, which will be analyzed.

C6M1_05lambda (for Nulling)

Bias like phase center shift of all T t
antenna elements, with arbitrary error 5
direction.

Phase shifts to be analyzed:

RECTY (for beam forming)
0.0001 4, 0.01 4

C6M1_05lambda
Wrong position of elements — radius
error of all elements ; g

Errors to be analyzed

0.0001 A, 0.01 A e + ........ TN,
ap
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Wrong position of two elements * t

Errors to be analyzed

0.0001 4, 0.01 A4

The following figures shall give an impression, to which extent the nulling performance becomes
worse, depending on geometry errors. The effect will be shown for Gram-Schmidt nulling
approach and MVDR beam forming, each with the corresponding optimal array geometry.
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The simulations show, that already small bias like errors of the phase center or radii errors, worsens
the nulling performance tremendously.

The gain towards the satellites are almost unaffected.

The following two figures give a visual example for the reception pattern, given geometry errors.
The figures below show the reception gain pattern in the azimuth plane of the jammer.

As example, the following jammer location was used.
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This section shows that the theoretical nulling performance with 140 dB null depth or more, is not

possible in real applications. Small array errors are not avoidable. In order to limit the effect of

such geometry errors, an antenna calibration is necessary. The other possibility is to use the

analytical derived nulling, respectively beam forming solution as a start solution and deepening the

null, by using a real time gradient search approach.

This analysis on unknown geometry errors shows, regarding antijam, beam forming has no

advantage compared to nulling anymore. Nevertheless, the gain towards satellites given beam

forming, remains almost unchanged. Therefore, beam forming should be preferred anyway.

V-6.9 Beam forming and nulling performance in case of jammer attitude error

In the previous sections, an error free knowledge of the jammer and satellite attitude was assumed.

But as the null is very steep within the reception pattern, already small attitude errors worsen the

nulling performance tremendously. Therefore, this section is to analyze the nulling performance

loss in case of small attitude errors towards the jammer. Moreover, also small attitude errors

towards the satellites are assumed, which worsens the satellite gain.

As attitude error in the following simulation, an elevation error of 1 degree is assumed.
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assumed attitude error. In both cases, an error free antenna array was assumed.

Because the null is very steep in the reception pattern, the impact of an attitude error on antijam is
very high. The antijam reduction is more than 100 dB; in case of nulling and in case of beam
forming. The attitude error towards the satellite direction has only minor influence on the satellite

gain, due to a relatively broad main lobe.

In the following, the impact of attitude errors will be analyzed in case of an antenna array with

unknown geometry errors, as they were introduced in the previous section.

The null depth in case of unknown array geometry errors is reduced anyway up to only -30dB. But
the null is much broader compared the sharp null, given error free array geometries. Therefore, the

impact of attitude errors in addition to already existing array geometry errors, is very small.
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V-6.10 Conclusion reception pattern shaping

The main intention of this section was to evaluate in depth, the advantages and disadvantages of
beam forming respectively nulling.

Nulling has the huge advantage that it can be implemented within the antenna electronics.
Therefore, nulling can be used to increase antijam of all standard GPS receivers. In order to realize
beam forming, a special receiver is necessary.

As the evaluation of nulling and beam forming has shown, beam forming provides a slightly better
jammer damping as nulling. But what is much more important, beam forming causes no satellite
damping as it is in case of nulling. Already 10 dB satellite damping could cause a loss of lock in bad
signal to noise environments.

An additional contribution of this section is the analysis of nulling respectively beam forming
performance, depending on the array topology. Many pattern geometries are possible. The analysis
of this section has shown that for nulling and beam forming, different array geometries must be
used to get optimal results.

Besides the influence of array geometry, beam forming and nulling were also evaluated with respect
to their sensitivity to unknown array geometry errors and jammer attitude errors.

Even here, beam forming is less sensitive regarding these errors.

If array geometry errors and attitude errors occur at the same time, there is only a small remaining
dependence on attitude errors. Unconsidered, respectively unknown geometry errors influence the
shape of the reception pattern. One major effect is that the “Null” at the estimated jammer attitude
becomes wider and less deep. As a result, even if the real jammer attitude deviates from the
estimated attitude, the “Null” shows almost the same damping.
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Additionally, this section developed a novel nulling approach, providing almost equal performance
as beam forming. Although this novel algorithm is based on beam forming, no pre knowledge of
the satellite positions within the antenna coordinate system is necessary.

The nulling and beam forming algorithms analyzed in this section, give analytical beam forming
and nulling solutions respectively, complex array weighting vectors. As the analysis in this section
has shown, given unknown phase center shifts of antenna pattern or in case of unknown pattern
position errors, the jammer nulling capability is worsened. In order to compensate these errors, an
array calibration is necessary, or an iterative nulling solution can be used, starting with the
analytically derived array weighting vector, as initial solution.

V - 7 Mission planning in jammed environments

Mission planning is a collective term for all necessary activities and steps in order to choose all
parameters of a planned flight, which could be a drone observation mission or even a military
operation, in such a way that the maximum possible quality of GPS navigation is available along
the mission.

The parameters to be selectable for the user are mission trajectory, which could in case of assumed
jammers, optimized to get a GPS aided navigation as long as possible. Moreover, the mission time
can be chosen in such a way to get a dense satellite coverage in the defined area. For system
developers, whose purpose is to set up an aided GPS navigation, the overall performance of the
combined GPS — Inertial Navigation system can be evaluated pre mission and improved.

This all is possible by using the equivalent base band simulation concept, developed in chapter IV.

Especially in safety critical applications like air taxi operations or flight auto landing, or in military
operations, jamming poses a vital security issue.

In section V - 2.5 of this chapter, the discriminator error variance in case of different jamming
scenarios was calculated. But even with this information, a deterministic loss of lock prediction
based on the assumed jamming power is not possible. The tracking loop is a closed loop system,
which can be represented as a nonlinear differential equation system. The nonlinearity is caused by
nonlinear tracking filter equations and — what is the vital nonlinearity with respect to loss of lock —
the nonlinear discriminator function. The discriminator noise, caused by jamming, can be viewed
as a superposition to the misalignment measurement of the discriminator and provides a stochastic
stimulus of the nonlinear differential equation — making a stochastic nonlinear differential equation.
In most cases there is no deterministic solution, which noise variance causes the system to become
instable. Selected examples are analyzed in [104] or [126], solving the Langevin differential
equation. But in most cases, a simulative determination of the loss of lock, doing many simulation
runs, is the best approach. This can be done by using the developed equivalent base band
simulation approach. Because even long missions can be simulated in very short times and many
different jamming realizations can be simulated.

The figure IV-2 summarizes all necessary steps for mission simulation. All these steps are already
developed in this thesis in previous chapters.
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The simulation must be carried out with different jammer realizations respectively in case of white

noise jamming, with different seeds.

In the following example, a jamming scenario with a white noise jammer is evaluated together with

the DA42 approach. The jammer is located at the final mission trajectory coordinates, at a height

of 10 km.

The jamming power is selected to be 1 kW. The used jammer is a noise jammer, whereby the power

is evenly distributed about 2 MHz.

Several simulation runs are evaluated with each having a new jammer signal realization.

The following figures show the tracking behavior and especially the loss of lock behavior.
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V-146 Position solution - given jammed environment

Each scenario uses equal dynamics and

equal jamming power. The only difference is the seed for

the Gaussian noise jammer. As the simulations show, the loss of lock occurs not deterministically,

but stochastically at some most probable value.
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VI Summary

Contributions from “Robust Accuracy and Dynamic Continuity”

This thesis classifies the possible GPS tracking architectures into categories and compares the best

performing and robust tracking architecture of each category against the best one of all others. This

procedure gives a structured and representative comparison of possible tracking architectures in

different scenarios and different environments. The categories being compared are:

» Classical scalar fixed gain tracking loops against scalar optimal filter tracking loops

> Scalar tracking against vector tracking

> Total state realizations against error state realizations

» Unaided tracking against aided tracking

For comparison, a metric based on error variances and error correlation times for raw data and

position solution is developed.

The following table summarizes the results of the comparison.

Classical scalar fixed gain

The loop filter order must be selected based on heuristic
methods. An analysis regarding some remaining control
error must be done.

Tuning of a tracking loop is a gradual walk between
minimum bandwidth in order to keep the raw data error
variance as small as possible and on the other side,
selecting a closed loop tracking bandwidth high enough,
to follow the line of sight dynamic. The tuning of the
scalar fixed tracking loop is mainly bandwidth oriented
and requires some experience, what an appropriate
bandwidth design is.

Classical scalar fixed gain tracking does not provide
inherently some error covariance information. This thesis
shows that in parallel to tracking, a dynamic state space
error covariance model can be derived, based on
interference. But it is not possible to consider within the
error covariance information the dynamic stress,
respectively the incapability of the tracking loop to follow
the line of sight dynamic.
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Scalar optimal filter tracking

The tracking filter order is an inherent result of the
assumed platform dynamic by using the corresponding
dynamic model in the Kalman filter propagation
equation.

Application of scenario matched tuning is possible. All
platform  dynamics and noise  environment
characteristics can be mapped bijective on the Kalman
filter tuning parameters. The closed loop tracking
bandwidth is a direct consequence of the selected
dynamic model and the applied tuning parameters.

Especially in case of planned missions, the dynamic
behavior is known and a corresponding dynamic model
can be selected. All deviations from this dynamic model
are also known pre mission and can be used to model
the errors within the Kalman filter. This approach gives
an optimal tuning

Inherently available tracking error covariance
information by the Kalman filter state error covariance.

The error covariance includes noise caused errors and
also dynamic caused errors.

Easy online adaptive tuning. Changing platform
dynamic characteristics and a changing signal to noise
environment, changes automatically the tuning, by
mapping these values on the Kalman filter tuning
parameters




Scalar optimal filter tracking

In case of tracking outage of one satellite, time-consuming
reacquisition is necessary.

No inter satellite aiding. Each channel-wise satellite
tracking loop works independent.

For positioning solution, two filter stages are cascaded.
Raw data tracking is the first filter stage. The scalar

tracking loops provide raw date error variance
information. Due to filtering, the raw data errors are
strongly correlated in time. The raw data are

measurements for the subsequent positioning filter.
There, the time cortelation of raw data errot’s must be
considered.

Cross cotrelation of raw date errors is not considered
within the positioning filter.

Unaided total state realizations

The platform dynamic model is integrated within the total
state tracking filter.

Errors of a wide dynamic range must be separated by the
tracking filter, which are the line of sight dynamic between
receiver and satellite and also for example the low
dynamic clock error or ionosphere delay. This wide range
of dynamics makes the filter very sensitive regarding
tuning. An optimal separation of different errors is not
always possible.
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Vector optimal filter tracking

As long as 4 or more satellites are available, immediate
reacquisition, if one satellite is temporarily not available

The line of sight dynamic of different satellites is
correlated. Due to vector tracking, the satellites aide
one another. A smaller closed loop tracking bandwidth
for each tracking channel is the consequence, with
higher robustness against interference.

Positioning solution and tracking within one filter
stage. No filter cascades and therefore no correlated
coupling errors.

Better results for position covariance
information, because it is derived directly, based on the

modeled dynamic and discriminator error covatiance.

€rror

Error cross correlations between different satellites are
considered.

Unaided error state realizations

In order to set up an error state filter without external
aiding, in addition to the error state tracking filter, a
total state model for dynamic propagation must be
realized.

Depending on the validity of the selected dynamic
model, the error state filter still has to cope with all
residual dynamic — which can be almost the total state
dynamic in high dynamic scenarios.

But nevertheless, tuning is simplified if an additional
external  total model for
propagation is used.

state dynamic state

In low dynamic scenatios, where the external total state
dynamic model fits more the real dynamic, better
tracking results with lower raw data and position error
variance are possible.




Unaided tracking Aided tracking

In case of a low aiding rate, the performance of an unaided  Aided vector tracking in error state realization provides
vector tracking approach, given low dynamic scenarios best tracking results.
like the used DA42 approach, is equivalent to the aided

o, (@l ekl fare e winfsmvaned| ezse) All possible aiding errors can be estimated by such a

tracking architecture and also compensated.
But already in high dynamic scenarios, like the F-22
fighter trajectory, the aided approach provides better
results, even with a 1 Hz aiding rate. (Only valid for the
unjammed case)

Aiding errors which matter are: Noise like aiding errors,
aiding errors due to low aiding rate, aiding delay and tilt
aiding errors.

Given a 40 Hz aiding rate, robust tracking, even in case
of high jamming attacks is given.

Aided vector tracking in total state realization is
possible, but the filter is very sensitive regarding tuning
of the implemented aiding error models.

The dynamic range within the total state filter is very
high, thus despite aiding, in the filter the full platform
dynamic is present.

Better results regarding aiding error estimation are
possible with an error state realization.

Aided tracking together with scalar tracking filters is
possible, but shows worse results in case of tilt aiding
errors.

It is not possible to estimate the tilt aiding etrors in the
scalar filter.

Estimation of the tilt aiding errors in the subsequent
positioning filter is possible, but the estimation results
are of bad quality. This is because parts of the tilt aiding
errors are already compensated by the scalar raw data
tracking filters, by mapping some parts on other errors
like the local estimated aiding delay. Thus, not the full
tilt aiding errors are included within the estimated
pseudoranges.

Besides the comparison of the mentioned tracking architectures, this thesis provides further vital
contributions.

For classical scalar fixed gain tracking loops, a state space representation is developed. Based on
this state space representation, an error covariance model is realized, providing the raw data error

covariances.

With focus on optimal filter tracking, a novel tuning approach is developed, being called “scenario
matched tuning”. The platform dynamic characteristics and also the assumed noise environment
is mapped directly onto the tuning figures of the Kalman filter. This approach realizes a kind of
“optimal tuning” and also adaptive tuning while being on a mission. Especially adaptive tuning is
very easy to implement, because actual signal to noise ratio measurements along the mission can
be directly mapped onto the corresponding Kalman filter parameters. Also estimated platform
dynamic, being derived for example online from flight control outputs, can directly be mapped on
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the Kalman filter dynamic model parameters. For all tracking architectures being developed, a
detailed discussion of the applied “scenario matched tuning” is provided.

In the context of scalar optimal filters, also an optimal filter-based carrier aided code tracking loop
is developed, where the applied Kalman filter works as a loop filter and additionally, realizes the
fusion of code and carrier tracking results. In contrast to fixed coupling between carrier and code
tracking loop in classical architectures, here an optimal adaptive coupling between carrier and code
tracking loop is realized, based on the respective state error covariances.

In order to realize an unaided scalar optimal filter-based error state approach, a new tracking
architecture is developed. The optimal filter is realized in error state space, while an external
additional total state dynamic model is used for state propagation.

An optimal filter-based positioning filter is developed, designed to interface the analyzed scalar
optimal filters. Especially the error covariance information, provided within the state error
covariance matrix of the scalar filters, can be used within the measurement error covariance matrix

of the positioning filter.

In literature, if unaided error state vector tracking architectures are given, only the error state filter
is discussed, but the whole tracking architecture is missing. This section develops in detail an error
state vector tracking approach, consisting out of an error state Kalman filter and an additional total
state filter for dynamic propagation.

For aided tracking architectures, it is of great importance to consider, estimate and compensate the
aiding errors. This thesis develops models for noise like aiding errors, for aiding errors due to low
aiding rate, for aiding delays and for tilt aiding errors. The mentioned aiding error models are
developed in such way to fit the following three aided tracking architectures. In each aided tracking
architecture, a detailed tuning discussion of the aiding error models is given.

At first an aided error state vector tracking architecture is developed. Two different approaches,
how aiding is integrated into the tracking architecture, are developed. The first approach uses an
additional total state propagation, where aiding is used as an excitation of the corresponding
additional, total state differential equation system. The second approach uses two coupled Kalman
filters. An error state Kalman filter and a total state Kalman filter. The total state Kalman filter
integrates the velocity aiding as a measurement. Within this additional total state Kalman filter,
already noise like aiding errors are modeled. Thus, this filter is able to prevent aiding with bad
quality from entering the tracking loop. Moreover, this additional total state filter is able to estimate
the platform acceleration based on the aiding velocity. This acceleration is necessary for estimating
aiding delay.

Contributions from “GPS Modeling and Simulation”

In this thesis, an equivalent base band simulation architecture is developed, being only based on
code- and carrier phase dynamic together with a realistic stimulation of discriminator noise or
interference caused error variance. Thus, tracking with all kinds of tracking filters can be simulated,
without the need of real signal or software space segment simulators and GPS receivers or software
receivers. Also, any signal to noise scenarios and interference scenarios are considered. Moreover,
this equivalent base band approach is much faster than real time, enabling pre mission simulation
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of tracking behavior and in case of jamming scenarios, also simulative loss of lock predictions. Due
to short simulation times, many scenarios can be simulated in short time in order to gain a deep
understanding of the tracking behavior in planned missions.

In a first stage, the correlation core is modeled as first order differential equation system, using the
measured line of sight code phase dynamic and the estimated code phase dynamic as an excitement.
For each satellite, such a differential equation system is set up. The discriminator measurement is
a state of such a differential equation system and equals the discriminator measurement, a real
discriminator provides. The tracking filter equations are the same as they are in a real receiver or
software receiver. Because the tracking filter equations are the one of the real tracking filter
implementations, the corresponding Kalman gains and state error covariances are calculated while
executing this simulation. These Kalman gains are stored and needed for the second stage of
simulation, as described below.

In a second stage, the tracking filter is also written as a coupled first order nonlinear differential
equation system and combined with all differential equations of the correlation cores, into one big
first order nonlinear differential equation system. This representation provides the advantage, that
the whole tracking loop, together with all mutual couplings, is represented in one state space
system. Using the corresponding linearized state space matrix, the closed loop tracking bandwidth
for each satellite channel can be calculated, also in case of vector tracking. Especially in vector
tracking, this special insight provides the information, which satellite is aided most and which is
less correlated with all other satellites. (A high closed loop tracking bandwidth suggests little aiding
by other satellites). Moreover, the eigenvalues of the system matrix can be used as an analytical
evaluation method of tracking stability. For receiver designers, this feature is highly valuable
because it provides the information, if the designed tracking architecture in general and the tuning
provides a stable tracking. Also, for mission planning and for homologation, this approach is
extremely helpful. For any trajectory, in advance, the stability can be verified and the closed loop
tracking bandwidth. It provides even the possibility to apply Monte Carlo methods, by varying all
possible tuning parameters and also mission parameters, like dynamic and interference in defined
limits, in order to evaluate the worst-case stability and bandwidth margins.

As well the closed loop tracking bandwidth and the eigenvalues can be calculated with a selectable
sampling rate along the mission, respectively trajectory. Thus, the bandwidth and eigenvalue

behavior along a planned trajectory can be evaluated pre mission.
This thesis develops for each tracking architecture, both mentioned state space realizations.

In addition to the equivalent base band simulation architecture, an IF band, software-based space
segment simulator and IF band GPS software receiver is developed. The major intention of this
software-based space segment simulation and GPS receiver is the verification of the developed
equivalent base band model and the analysis of non-stationary tracking situations, especially in case
of loss of lock. Because the focus is on analyzing tracking itself, the limitation to IF band is
absolutely sufficient. The space segment sided up conversion to L1 band and the GPS receiver
sided down conversion to IF band, would provide no benefit.

For both, the equivalent base band approach and the IF band space segment simulator, at first a
detailed model of the line of sight dynamic between satellite and receiver is derived, used for code

phase simulation and upon, code and carrier signal construction. For line of sight dynamic, besides
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the pure satellite and platform dynamic, also the phase influence of ionosphere is considered and
the phase influence of the antenna itself, which is especially very important, if beam forming or
nulling algorithms for antenna reception pattern forming are used. Besides the line of site phase
dynamic model, also a satellite signal link budget model and jammer signal link budget model are
developed, including besides the free space transmission, also the influence of the antenna
reception pattern and also receiver internal signal processing steps.

Contributions from “Reception Resilience”

For tracking filter tuning and for simulation of tracking, especially with the purpose to determine
the maximum possible jamming power before loss of lock occurs, a precise calculation of the
discriminator error variance is vital. Therefore, this thesis develops a modified discriminator error
variance calculation scheme, especially for high interference scenarios. For that, for a white noise
jammer and PN code jammer, the remaining jammer power and signal form in time and frequency
at different stages within the GPS receiver are calculated. As a result, the residual jamming power
after correlation is derived, considering also the de-spreading with the replicated spread spectrum
code. This residual post correlation jamming power, together with the satellite signal power at IF
interface, can be used for exact discriminator error variance calculation.

For antijam improvement within the GPS receiver, the optimal design of the IF filter bandwidth
in combination with selecting the correlation time, are important measures. For a white noise
jammer and PN code jammer, a combined optimal design of IFF bandwidth and correlation time is
analyzed in this thesis. For PN code jammer in particular, the impact of the special PN jammer
signal structure in combination with the IF bandwidth and correlation time, on the discriminator

error variance, are evaluated.

Moreover, the design of the down conversion stage from antenna interface till IF filter and
automatic gain control, are evaluated. This stage does not provide additional antijam, but
contributes to maximum antijam through a minimum noise figure design. Formulas for noise
figure, depending on an active antenna front end, in dependence of the amplifier position, are
developed. As well for one amplifier, or in case of long necessary cabling, also two amplifiers.

One of the most powerful resilience measures against antijam is active reception pattern control of
the antenna. This thesis starts with comparing different Nulling algorithms and develops upon a
novel Nulling algorithm, being based on beam forming with virtual satellites. The latter algorithm
performs better than Nulling algorithms suggested by literature, at the cost of high processing load
and carrier phase manipulations, varying across the hemisphere.

This thesis also introduces a beam forming algorithm, based on literature.

For Nulling and beam forming, different possible pattern array geometries are evaluated in order
to find the best fitting array geometry for Nulling and beam forming. Nulling performs best with
only few patch elements. In this case, the resulting main lobes are very broad and thus
compensating the main disadvantage of nulling, which is the unintentional satellite damping.
Nulling places the minimum reception gain towards the jammer, but does not maximize the
reception gain towards the satellites. Therefore, many broad main lobes ensure a good high gain
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coverage of the hemisphere. Moreover, besides the Nulling algorithm, being based on beam
forming with virtual satellites, an antenna array with a central element is best performing.

For beam forming, antenna arrays with many array elements are beneficiary. Here, there is no
unintentional satellite damping, because the reception pattern is maximized towards the known
satellites and minimized towards the jammer direction. Many array elements give very thin and
sharp main lobes, which minimizes the danger of unintentional amplification of a jammer, in case
the jammer attitude is similar to the satellite attitude, especially given low satellite elevations within
the antenna coordinate system.

Beam forming and also Nulling show a damping towards the interference, of more than 150 dB.
However, this damping is more theoretical in nature, due to perfect jammer attitude estimation and
a perfect array geometry.

Real arrays are imperfect due to small patch positioning errors of different characteristics. This
thesis does some detailed analysis, which impact do different geometry errors have on jammer
damping and satellite gain, given Nulling and Beam forming. The evaluations show that in case of
real, imperfect array geometries, the damping towards the jammer is reduced to only 30 to 50 dB,
with minima, being much broader. This is valid for beam forming, as well for Nulling. The satellite
gain is only slightly affected.

Due to very sharp minima in case of a perfect array geometry, already small attitude errors reduce
the damping to only about 30 to 50 dB. In case of real, imperfect array geometries and thus, much
broader minima, small attitude errors only have smaller effects. As conclusion, given real imperfect
arrays and small jammer attitude errors, Nulling can offer an almost comparable performance like
beam forming.

This thesis does additionally some comparing of beam forming and Nulling in case of more than
one jammer up to the maximum number of jammers, which depends on the array elements. In
such cases, beam forming always shows up to 10 dB better jammer damping than Nulling.
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VIl Appendix
Vil -1 Error modeling
VIl - 1.1 Receiver clock error model

Within tracking loops, the receiver clock error constitutes an essential error part. The code and
carrier tracking loops intend to keep the phase of the replicated code and carrier signal aligned with
the received code and carrier phase by controlling the NCO frequency.

The receiver internal clock provides the base frequency for the NCO. A deviation of this base
frequency caused by a receiver clock error leads to a phase error which must be compensated by
the code and carrier tracking loop.

This frequency adjustment cannot be distinguished from a necessary frequency adjustment due to
line of sight movement and the resulting doppler frequency in a single satellite tracking channel.

Depending on the oscillator type and the used crystal, the error characteristic is different. In [33]
can be found a detailed analysis of different clock error types. In this work, the clock error is
modeled with a bias and drift.

The following figure shows the composition of the receiver clock error.

1 é‘fdk (t) 5l:C/k (t 1 6tclk (t)
P — g g AN
77&'

VII-1 receiver clock error model
St (t) = clock error (VIL-1)
St ()= clock drift
S5t ()= changing clock drift
ny = clock drift noise

ns = frequency drift noise

The clock drift 5fc,k (t) is a combination of a clock drift noise and a changing clock oscillator

frequency ot (t) , whereby this changing frequency is modeled as a Wiener process. The

complete clock error model in state space form can be written according to the next equation.

5t:.c/k — 0 1 . 5tclk + 1.0 . Msi (VIL-2)
of,, 0 0] |of, 0 1] [ns
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As reference for the clock errors, a Novatel OEM628 GPS receiver is used. Real measurements

0.05°
given in [33, p. 122] show a clock drift noise variance 0'55,- = O-risi = 2 {;} .

The oscillator frequency change ot ( ) can be modeled as a Wiener process. The variance of this

Wiener process can be derived according to next equation.

ol (t)= {(5fc,k } {jm, )t - j 7y (7 dr}— {ii%, )1 (7 )dtdr}
{I Mo ()71 (7) 5 (t = r)dtdr}: {j;ndfdt} jg{qéf}d =02, -t

. . .. . 2
Using (vi1-3), the variance of the needed driving noise O, ¢ can be calculated. Measurements

(VII-3)

ot—y~

according to [33] show a frequency drift of 0.5 after 500 s.
S

2 G(?f (t = 500) =c? 'aiaf -500=0.5 (VIL-4)
o . = 65 05 (VIL-5)
e\t c-+/500

Matlab is used to generate many realizations of the clock error. As discrete implementation, the
following state space system is used.

Sty | _[1 AT [0ty ] [AT 07 [ i
St 0 1 2 fclk O AT | |75,
Considering the generation of the discrete seed noise, the following relationship between the time
continuous and time discrete variance must be kept in mind.

, N N N . > (VIL-7)
Ostk = {(éfclkk) } 5{£ZAT : naf,kj'(zAT "Mtk )} = 5{ZAT 'naf,k} N-AT 775fk
k=1 n=1 k=1
2 H t 2 1 2
N - AT n&fk_t Jﬂ&f US|ngN:E —> O-ryéf,k :E >
Within Matlab, the respective seed noise is generated using the following equation
o,
— - randn(1,N) v

Msrx = \/ﬁ

The following figure shows different realizations of 7.,

373




%)
s

C(sf;:u:l

time [s]

VII-2 Realizations: Changing clock frequency error
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VII-4 Single realization - clock drift
VII-3 Realizations: Clock error

The figures above show the characteristics of the clock error model used in this work. Figure VII-3
shows the clock error normed to meter. Depicted are many realizations of the clock error in order
to show the stochastic characteristics. In figure VII-2, the clock drift caused by the Wiener process
is shown. Also here many realizations have been generated in order to validate the analytic variance
prediction from equation (vir-5), represented by the dotted black line. Figure VII-4 shows a single
realization of the complete clock drift, which is a combination of the mentioned wiener process

and a noise like part.
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VII - 1.2 Tuning a Gauss Markov process corresponding to line of sight dynamics

In this work, a Gauss Markov process is used quite often in different models. One application is
the line of sight acceleration, which is modeled as a Gauss Markov process. Therefore, in this
section, the tuning of a Gauss Markov process will be discussed.

The Gauss Markov process is represented by the following differential equation, driven by the seed
noise (.

x(t)= _; x(t)+q(t) (VIL9)

Considering the line of sight acceleration as a Gauss Markov process, its variance 0, and

correlation time T was detived by evaluation the line of sight acceleration in a planned mission
according to scenario matched tuning in section III - 3.4 .

) . . 2 )
For tuning the Gauss Markov process, the variance of the seed noise 0, must be derived. From

scenario matched tuning — like in case of the acceleration — only available is the variance of the
acceleration process. The seed noise variance can be derived by calculating the variance of the
solution of the differential equation above.

The complete solution can be written as a superposition of a homogeneous and an inhomogeneous
solution according to 38, p. 33] as

x(1)=0(t,)-x(t,)+ [0(-£8,)-a(£)de
(VII-10)

It is assumed that x(t,) =0, which gives a zero homogeneous solution. Also, it is assumed that
t, = 0. The variance of the solution, which is also the variance of the Gauss Markov process, can

be written as follows

o? (t) =& {x* (1)) =5{j'j'e_f q(&)er -q(;()déd;(}

tt -y
elffe ™ aterater ot o] i
to-2¢ to-2¢ 2, -2t
o elat(@as o e Tae- T [1me

After settling, the steady state gauss Markov process variance can be derived from equation (vii-i1).
The result can be used to calculate the necessary variance of the seed noise, driving the Gauss
Markov process.
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2 2
. 0,7 o2
Gf =lim O'f (t) =1 B . (VIL-12)
t—w 2 T

For discrete realization in Matlab, the seed noise can be generated, using the following equation.

2

_%2 VAT -randn (VII-13)
7

9

A detailed derivation of the discrete variance can also be found in [34, p. 142].

As example, the tuning parameters derived in chapter III - 3.4 are used for the DA42 approach.
O'f = O-az,LoS = 0.79, T=T,005 = 7.083s (VII-14)

The simulation of the Gauss Markov process corresponding to the defined parameters can be
found in chapter III - 3.4 .
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