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Abstract

This doctoral thesis studies stochastic portfolio optimization problems with finite horizon in a
complete continuous-time financial market model that consists of multiple asset classes, where a
pension fund investor desires to maximize her expected utility assigned to the terminal wealth
and the intertemporal consumption/pension or buffer rate. We consider various model extensions
to traditional approaches such as a more realistic behavioral model for the investor’s risk pref-
erences, age-dependent risk aversion and the involvement of buffer mechanisms and pension ad-
justment rules. Moreover, economic interpretations and justifications of the proposed models are
provided. The associated portfolio selection problems are solved by applying case-specific opti-
mization methodologies; in particular we employ the Martingale method and Merton’s approach,
combined with suitable transformations of the optimization problems. The solutions in form of
optimal quantitative dynamic asset allocation and consumption strategies as well as corresponding
optimal replicating wealth processes are achieved for the flexible class of hyperbolic absolute risk
aversion (HARA) utility functions. The relevance of the proposed models is illustrated in numerical
optimization and simulation case studies which are carried out to elaborate on the characteristics
and impact of the determined optimal investment strategies.
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Zusammenfassung

Die vorliegende Dissertation befasst sich mit stochastischen Portfoliooptimierungsproblemen eines
Pensionsfonds-Investors, welcher den erwarteten Nutzen seines Endvermégens und seines intertem-
poralen Konsums oder seiner Pensions-/Pufferrate maximieren méchte, in einem vollstandigen, zeit-
stetigen und aus mehreren risikobehafteten Anlageklassen bestehenden Finanzmarktmodell. Die be-
trachteten verschiedenartigen Modelle erweitern bisher bekannte Ansétze hinsichtlich eines realitét-
snaheren verhaltensgesteuerten Modells fiir die Risikopréferenzen von Investoren, altersabhéngiger
Risikoaversion sowie der Einbindung von Pufferungsmechnismen und Regelungen zur Pensionsan-
passung. Dariiber hinaus werden 6konomische Interpretationen und Begriindungen der vorgeschla-
genen Modelle diskutiert. Zur Losung der zugehorigen Portfolioselektionsprobleme werden anwen-
dungsfallspeizische Optimierungsmethoden verwendet; insbesondere werden die Martingalmethode
und Merton’s Methode, in Kombination mit passenden Transformationen, angewandt. Die Losun-
gen in Gestalt der optimalen quantitativen dynamischen Vermogensanlage- und Konsumstrategien
sowie den zugehorigen replizierenden Vermogensprozessen werden fiir die flexible Klasse der ,,hyper-
bolic absolute risk aversion (HARA)“ Nutzenfunktionen hergeleitet. Die Relevanz und Bedeutung
der vorgeschlagenen Modelle werden durch numerische Optimierungs- und Simulationsstudien ver-
anschaulicht, welche zum Zweck der Analyse der Eigenschaften und Auswirkungen der bestimmten
optimalen Investmentstrategien durchgefithrt werden.
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1 Introduction

We motivate in Section the general topic and objective of this thesis and outline the relevance
of the general research subjects carried out in Chapters Furthermore, Section provides an
overview of the structure of this thesis. Section[I.3|contains a description of the applied optimization
techniques on a structural basis.

1.1 Motivation and objective

Private pension insurance and generally pension funds are of a particular interest not only because
of their economically important role for investors but also for the entire financial industry itself.
The Organisation for Economic Co-operation and Development (OECD), with exemplary member
countries Australia, Canada, France, Germany, Japan, Netherlands, Norway, United Kingdom and
the United States of America, published in 2019 that “Pension assets accumulated through pension
funds, pension insurance contracts and other retirement savings products amounted to USD 44.1
trillion at the end of 2018” (Organisation for Economic Co-operation and Development| (2019)).
According toInsitutional Investor| (2019)) and Willis Towers Watson, (2019)), the Government Pension
Investment Fund of Japan with pension assets amounting to more than USD 1.3 trillion is the world’s
largest pension fund in 2018 in terms of total assets under management. Moreover, the European
Central Bank (ECB) reported an amount of EUR 723.1 billion that corresponds to pension fund
assets in Germany at the end of the year 2019 (European Central Bank| (2020)). These large
numbers of assets under management show the relevance of institutional pension funds. Meaningful
pension fund strategies are therefore important and can generate significant benefits to customers
by enhancing portfolio returns. |Hensel et al.| (1991)) and Beath| (2014) highlight the impact of the
asset allocation decision on the performance of a pension fund. Empirical studies of the performance
and the asset allocation dynamics of pension funds is provided by Blake et al.| (1999) for the U.K.,
Beath| (2014]) for the U.S. and Bams et al.| (2016aib) for a global perspective. According to |Tirimba
(2013), one role of pension funds is the “provision of ways to manage uncertainty and control risk”.
The various roles of pension funds are examined and discussed in Davis| (2002), Meng and Pfau
(2010) and |Tirimba (2013).

Pension funds usually provide some portfolio insurance mechanism to their investors. Portfolio
insurance strategies, that ensure a certain minimum portfolio value or floor, are economically im-
portant and vital in particular for pension funds which have to meet certain payments or liabilities
in the future. The well-known Constant Proportion Portfolio Insurance (CPPI) and the Option-
based Portfolio Insurance (OBPI) are two prominent examples that are widely spread among the
banking and insurance industries. The CPPI strategy was introduced by |Perold| (1986) for the fixed
income asset class (see also [Perold and Sharpe (1988)) and Black and Jones (1987) for equities.
Additional analysis on CPPI can be found in Black and Rouhani (1989) and Black and Perold
(1992). Basically, the CPPI implements a strategy that allocates assets dynamically over time and
provides a certain downside protection (lower bound on the terminal wealth) in bearish times but
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also allows for some performance participation in bullish markets. The OBPI strategy, introduced
by |Leland and Rubinstein| (1976), simultaneously invests in a portfolio that consists of risky assets
and buys a put option written on it. One might have a look at Bertrand and Prigent| (2005]) or
Kraus and Zagst (2011) for a comparison between CPPI and OBPI.

In this thesis we consider the asset allocation strategy of a general investor and in particular of a
pension fund investor. A suitable management of an investor’s wealth is strongly connected with the
application of a proper dynamic investment strategy that generates desired return profiles such as a
performance seeking attribute while limiting the downside risk. As every investor has an individual
risk appetite or risk attitude, professional decision making under uncertainty needs to consider an
adequate modeling of a certain risk-reward-tradeoff. A more risk-averse investor generally prefers a
portfolio with a lower risk in terms of some risk measure, coming at the cost of smaller returns on
average. The question arises how the pension fund’s wealth is to be invested such that the benefits for
the investors are maximized. To address this question, we derive the optimal investment strategies
by maximizing the expected utility of an investor’s wealth, first studied by Merton (1969) and
Merton| (1971) in a continuous-time Black-Scholes framework, under three innovative models. Inside
every model, we consider different aspects that improve the findings in the existing literature and
generate meaningful benefits to investors. At this stage, we forego naming the relevant literature, it
is provided in the three main chapters of this thesis. We contribute to the literature by addressing
the following relevant questions in the field of sophisticated active asset management:

First, we introduce a pension plan that considers behavioral treats of the investor in form of a
behavioral finance conform utility function and individual probability weighting functions. In con-
sequence, the model for the investor’s preferences towards risk comes closer to the true behavior
which leads to a more sophisticated investment strategy in line with the observed behavioral as-
pects. Furthermore, the structural form of the derived strategy can be classified into the optimal
asset allocation for funded and underfunded portfolios; hence providing a solution for funded as
well as underfunded pension funds.

The second innovation addresses the issue that risk aversion naturally changes with the age of a
pension fund investor which typically goes hand in hand with a stepwise reduction of the relative
risky asset allocation over time. As most pension plans studied so far consider a constant coefficient
of risk aversion over all ages, determining and analyzing optimal asset allocation in a time-varying
risk preference model can lead to substantial portfolio improvements.

Last but not least, we model a new innovative pension product that comes with a buffer and a
pension adjustment mechanism to allow for higher expected returns on the investments particularly
within low interest rate environments. The upside potential and thus future annuity payments are
usually limited due to guarantees that can often be met only if a high proportion of the wealth is allo-
cated to defensive asset classes such as government bonds. Therefore, alternative strategies without
guarantees but with a certain limitation of the downside risk can provide a significant contribution.
The political starting point for this pension scheme, named “Nahles-Rente” or “Sozialpartnermod-
ell”] is the so-called “Betriebsrentenstarkungsgesetz (BRSG)” which came into force on January 1st,
2018. It allows company pension schemes to only make contribution-related promises but forbids
performance-related guarantees.

In all considered models we determine and analyze the theoretically founded optimal asset allocation
decision which moreover provides some portfolio insurance character in each case. The achieved
innovative investment strategies can be understood as single-investor specific or cohort-specific if a
pension fund cohort, commonly grouped by the age of the cohort members, is considered.
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1.2 Thesis structure

In what follows we provide an overview over the structure of the thesis and give a brief summary
of the conducted research and contributions to the existing literature.

Chapter [2] contains the basic financial market model and the considered utility function concept.
Further it covers useful mathematical results needed for later derivations.

Chapter [3| on Behavioral Portfolio Choice under Hyperbolic Absolute Risk Aversion deals with the
investment problem for a pension fund investor with probability distortion functions and an S-
shaped utility function whose utility on gains satisfies the Inada condition at infinity, albeit not
necessarily at zero, in a complete continuous-time financial market model. In particular, a piece-
wise utility function with hyperbolic absolute risk aversion (HARA) is applied. The considered
behavioral framework, Cumulative Prospect Theory (CPT), was originally introduced by Tversky
and Kahneman| (1992)). The utility model allows for increasing, constant or decreasing relative risk
aversion. The continuous-time portfolio selection problem under the S-shaped HARA utility func-
tion in combination with probability distortion functions on gains and losses is solved theoretically
for the first time, the optimal terminal wealth and its replicating wealth process and investment
strategy are stated. In addition, conditions on the utility and the probability distortion functions
for well-posedness and closed-form solutions are provided. A specific probability distortion function
family is presented which fulfills all those requirements. This generalizes the work by [Jin and Zhou
(2008). Finally, a numerical case study is carried out to illustrate the impact of the utility function
and the probability distortion functions. The general solution to the behavioral portfolio selection
problem particularly provides an optimal asset allocation strategy that covers both initially well-
funded and underfunded setups. This is due to the CPT approach which comprises a gain and a loss
area relative to some benchmark that could be interpreted as present value of outstanding future
liabilities of the pension fund.

In Chapter [4 on Optimal Life-Cycle Consumption and Investment Decisions under Age-Dependent
Risk Preferences we solve the problem of maximizing the expected utility of future consumption
and terminal wealth to determine the optimal pension or life-cycle fund strategy for a cohort of
pension fund investors. The setup is strongly related to a DC pension plan where additionally
(individual) consumption is taken into account. The consumption rate is subject to a time-varying
minimum level and terminal wealth is subject to a terminal floor. Moreover, the preference between
consumption and terminal wealth as well as the intertemporal coefficient of risk aversion are time-
varying and therefore depend on the age of the considered pension cohort. The optimal consumption
and investment policies are calculated in the case of a Black-Scholes financial market framework
and hyperbolic absolute risk aversion (HARA) utility functions. We generalize |Ye (2008) by adding
an age-dependent coefficient of risk aversion and extend Steffensen (2011]), Hentschel (2016) and
Aase| (2017) by considering consumption in combination with terminal wealth and allowing for
consumption and terminal wealth floors via an application of HARA utility functions. A case
study on fitting several models to realistic, time-dependent life-cycle consumption and relative
investment profiles shows that only our extended model with time-varying preference parameters
provides sufficient flexibility for an adequate fit. This is of particular interest to life-cycle products
for (private) pension investments or pension insurance in general.

In Chapter [5{on A new German Pension Product: “Nahles-Rente”/“Sozialpartnermodell” we study
a new, innovative pension product in Germany, called “Nahles-Rente” or “Sozialpartnermodell”,
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that is regulated by “Bundesanstalt fiir Finanzdienstleistungsaufsicht (BaFin)”. The product gen-
erally consists of two phases: the pre-retirement or accumulation phase and the post-retirement
or decumulation phase. The main novelty compared to usual pension plans is that the “Nahles-
Rente” product comes without any guarantee to enhance expected returns in a low interest rate
environment. In turn, annuity cash flows paid out in the post-retirement period will potentially
have to be decreased (or increased), depending on the funding ratio of the pension fund. Therefore,
i.e. for safety and stability reasons, there exist buffer processes in both phases to stabilize the
wealth and pension evolution. Due to the nature of the product, we consider the accumulation
and decumulation phase separately. In the accumulation phase, the pension fund investor generally
aims for maximizing her expected utility from wealth at retirement-entry time. We determine the
optimal investment strategy under a portfolio smoothing mechanism by solving the continuous-time
Hamilton-Jacobi-Bellman (HJB) equation in closed-form. In the decumulation phase, the investor
wants to maximize her expected utility from future pension cash flows; we solve the correspond-
ing discrete-time Bellman equation for the finite- and infinite-horizon problem and by this receive
the optimal investment strategy under a buffer mechanism and pension adjustments. Extensive
numerical case studies are carried out to illustrate the optimal controls and characteristics.

Chapter [6] finally concludes with a summary of the most important findings and possible future
research.

The detailed structures, targets and more in-depth details and motivation on the conducted re-
search, for instance on the behavioral concept in Chapter [3| the life-cycle model in Chapter [4] or
the dynamics and mechanism of the pension product in Chapter [5| are presented in the relevant
chapters.

The content in this thesis is based on the following research papers:
o Chapter 3

Escobar-Anel et al.| (2020a):

Escobar-Anel, M., A. Lichtenstern, and R. Zagst (2020). Behavioral Portfolio Choice under
Hyperbolic Absolute Risk Aversion. International Journal of Theoretical and Applied Finance.
https://doi.org/10.1142/50219024920500454.

Escobar-Anel et al.| (2020b)):

Escobar-Anel, M., A. Lichtenstern, and R. Zagst (2020). Behavioral Portfolio Insurance
Strategies. Financial Markets and Portfolio Management.
https://doi.org/10.1007/s11408-020-00353-5.

o Chapter

Lichtenstern et al.| (2020):

Lichtenstern, A., P. V. Shevchenko, and R. Zagst (2020). Optimal Life-Cycle Consumption
and Investment Decisions under Age-Dependent Risk Preferences. Mathematics and Financial
Economics. https://doi.org/10.1007/s11579-020-00276-9.

o Chapter

Lichtenstern and Zagst| (2020)):

Lichtenstern, A. and R. Zagst (2020). “Nahles-Rente”/“Sozialpartnermodell” - Optimal In-
vestment Strategies in the Accumulation and Decumulation Phase. Research report. ERGO
Center of Ezcellence in Insurance, Technical University of Munich.


https://doi.org/10.1142/S0219024920500454
https://doi.org/10.1007/s11408-020-00353-5
https://doi.org/10.1007/s11579-020-00276-9
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1.3 Applied optimization methods

We finish this introductory chapter with a short description of the applied optimization concepts in
Chapters which are of a diverse nature and highly application-specific. The general portfolio
optimization problem is about maximizing expected utility coming from terminal wealth and inter-
mediate consumption across all admissible investment strategies given an initial budget. We apply
the following two famous approaches for continuous-time dynamic portfolio optimization:

The martingale method decomposes the portfolio problem into a static optimization problem, where
one needs to determine the optimal consumption rate and the optimal terminal wealth, and a
representation problem, where one has to derive the replicating portfolio process or asset allocation
strategy. This approach is based on the completeness of the financial market model. Further details
can be found for instance in |Pliskal (1986]), Karatzas et al.| (1987)), |Cox and Huang (1989)), |Korn
(1997) and |[Karatzas and Shreve, (1998).

In Merton’s approach, the portfolio selection problem is interpreted as a stochastic control prob-
lem; this method remains applicable if the market is incomplete. The approach uses the so-called
Hamilton-Jacobi-Bellman (HJB) equation based on the Bellman principle of optimality. For further
readings we exemplarily refer to Bellman (1957), Merton (1969), [Merton (1971), [Merton| (1992),
Korn, (1997), Yong and Zhou (1999) and [Nisio| (2015).

In Chapter [3| we apply the martingale method to solve the respective problem of maximizing ex-
pected utility from terminal wealth subject to a CPT-conform S-shaped utility function and prob-
ability distortions. The martingale method is also used in Chapter [ where we maximize expected
utility from consumption and terminal wealth with age-dependent risk preferences. In contrast,
Chapter [5| applies Merton’s approach in continuous time as well as the discrete-time setting to
tackle the two considered problems (maximizing expected utility from terminal wealth; maximizing
expected utility from pension cash flows) with buffer mechanisms.

In Chapter [3| we moreover apply the following technique: First, following the line of |Jin and Zhou
(2008)), the problem with an S-shaped utility function is split into two sub-problems, one that
covers the concave and one that covers the convex part of the utility. Afterwards, those two
sub-problems are solved individually using the martingale method in a second step, where the
static terminal wealth problems are transferred into problems on the quantile function (quantile
transformation). At the end, the two individual solutions need to be merged in an optimal fashion.
In Chapterwe employ a similar technique, in line with Karatzas and Shreve| (1998) and |Lakner and
Nygren| (2006)), that divides the consumption-investment problem into a terminal wealth problem
and a separate consumption problem. Those two sub-problems can be solved individually and the
respective solutions need to be merged optimally at the end.






2 Mathematical Preliminaries

In this chapter we first introduce the basic financial market model in Section Afterwards we
present some mathematical tools applied later (Section and the replicating portfolio of claims
with a certain payoff structure (Section . Finally, we conclude this chapter with providing useful
definitions and properties of utility functions in Section

2.1 The basic financial market model

In this section we provide the basic underlying financial market model, based on Karatzas and
Shreve| (1998)), |Zagst (2002) and Bjork (2009). Specific deviations from this model, for instance the
notion of a consumption- and an income-rate process in Chapters [4] and [5| are introduced in the
relevant chapters.

Let W = (W(t))wor, W)= (Wi(t),..., Wnx(t)), N € N, be a standard F;-adapted
N-dimensional Brownian motion that is defined on a filtered complete probability space
(, F, (F)iejor) » P)- The time T" denotes a fixed terminal time or investment horizon. It is as-
sumed that F; is the natural filtration generated by W(s), 0 < s < ¢, augmented by all the null
sets. ) is the sample space and P denotes the real-world probability measure. Following Karatzas
and Shreve| (1998), a continuous-time financial market is defined that consists of N + 1 continu-
ously traded assets: one risk-free asset or bank account Py and N risky assets or asset classes P,
i =1,..., N, which might include e.g. stocks, real estate or commodities. We denote the price
processes by P = (P, P')’ for all assets in the market and P = (Py,..., Py) for the risky assets.
The financial market is supposed to be frictionless and satisfy the usual standard assumptions. Un-
certainty in the continuous-time financial market is introduced by (€, F, ("rt)te[(],T] ,P). The price
process Py(t), t € [0,T], of the bank account is subject to the equation

dP()(t) = T‘P(](t)dt, P()(O) = 1, (2.1)

with constant riskless interest rate » > 0. It is well-known that the solution to this ordinary
differential equation (ODE) is given by Py(t) = e™. The price processes P;(t), i = 1,...,N,
t € [0,T], of the remaining N risky assets are subject to the stochastic differential equations (SDE)

N
dP;(t) = Pi(t) (puidt + o;dW (t)) = Pi(t) (Midt + Z aidej(t)> , P;(0) =p; >0, (2.2)

j=1
where t := (p1,...,pn) € RY with g — 71 > 0 is the constant drift and o; = (01, ...,0:n) € R}rXN
denotes the constant volatility vector of assets ¢ = 1,..., N. The volatility matrix is defined as

o = (04j); J=1,N with corresponding covariance matrix ¥ = oo’ of the log-returns which is assumed
to be strongly positive definite, i.e. there exists K > 0 such that P-a.s. it holds 2'¥z > Ka'z,
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Yz e RN, From Eq. (3.2), p. 45, in |[Zagst, (2002) it follows for all i = 1,..., N:

sup P;(t) < o, P—as..

0<t<T

Within this framework, let 7y := ~! (1 — r1) denote the market price of risk. According to Karatzas
and Shreve| (1998)), in this case of Black-Scholes market dynamics, there exists a unique risk-neutral
probability measure Q ~ P defined by

daQf _ irywie
dP |,

Moreover, the financial market is complete which allows to value stochastic cash flow or payment
streams under the measure Q as expected discounted values, meaning that the cost of a portfolio
replicating the contract is given by its expected discounted value under Q. The associated pricing
kernel or state price deflator, which we denote by Z(t), t € [0,T], is defined as

Z(t) = e~ (rr3h?)t=yw® (2.3)

and can be used for the valuation of cash flow streams under the real-world probability measure P.
Its dynamics are subject to the stochastic differential equation

dZ(t) = —Z(t) (rdt ++'dW(t)), Z(0) = 1.

For the ease of notation we denote Z = Z(T) in what follows. It is SOT Iv2ds = |v|*T # 0 which im-
plies that the pricing kernel Z admits no atom and is a non-degenerate log-normal random variable,

ie. InZ~N (MZJ%) with pi; == — (r + |7|*) T and 022 = |y|?T. Let F; denote the distribu-
tion function of the pricing kernel and FZ_l its inverse. Further define yi5(t) := — (r + 3|v[?) (T —t)
and 022(25) := ||7||>(T — t) the respective parameters of the log-normal variable Z(t,T) = Z/Z(t).

In what follows we consider JFi-progressively measurable self-financing trading strategies or port-

folio processes ¢ = (po,9)’, @ = (¢1,...,¢n), such that P-a.s. it holds SoT lpo(t)|dt < oo and

SoT [p(t)|IPdt < o0, P-a.s.. @;(t) represents the number of individual shares of asset i held by the
investor at time ¢. The associated wealth process V = (V(t)),co17, V(1) = V(¢ ), with initial
wealth V(0) = v is defined by

N
V(t) =Y wit) Pi(t).
i=0
The self-financing property of ¢ further leads to
N rt
V(t)=vo+ ) f ©i(s)dPi(s).
i=0"0

A trading strategy ¢ is called admissible if it fulfills the aforementioned conditions, summarized by
the following set A*(vg) that contains all admissible strategies ¢ to the initial wealth vg:
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A (vg) = {(p ’ Vte [0,T]: o(t) e RVTL V(0) = vy, V(t) is P — a.s. bounded from below,

(p is progressively measurable and self-financing, (2.4)
T T

f |po(t)|dt < oo and J lp(®)|%dt < o0, P — a.s.}.
0 0

The corresponding Fi-progressively measurable self-financing relative portfolio process is denoted
by 7 = (m,#") with risky relative investment # = (my,...,7n)" and risk-free relative investment
mo(t) = 1 — #(t)'1, where 7;(t) denotes the fraction or proportion of wealth allocated to asset i at
time £. The relation between 7 and ¢ is described by

wi(t)Pi(t) -
m(t) = v o i V(t) #0,
0 V() = 0.

Accordingly, m;(t)V(t) denotes the time-t exposure to the asset i. The wealth process
V= (V())eqo,rp V() = V(t, ), associated with 7 satisfies the stochastic differential equation

dV(t) = V(&) [(r + #(t) (i — r1)) dt + #(t) cdW ()], V(0) = vo. (2.5)

A relative portfolio process 7 is called admissible to the initial wealth vg if it fulfills the following
conditions, summarized by the set A(vg) that is defined next:

mi(H)V ()

v € A" (vg) with ;(t) = B

A(vg) == {77

vt e [O,T]}. (2.6)

Note that the following characteristics of ¢ € A*(vg) are directly passed on to 7 € A(vg): = is
progressively measurable and self-financing, with Vt € [0,7] : m(t) € RN*! such that V() is P-a.s.
bounded from below and V(0) = vy. Furthermore, m € A(vg) is supposed to fulfill the conditions
§o [mo()V (1)|dt < oo and § |#()V (t)|2dt < o0, P-a.s., since

T T T
| ooV = | ool < (sup Po(s) [ lnto)idt < o, B,

0 0 0<s<T o .
<o LPE/\:((U())
<
T ) N T ) N T ) N ) T )
jwmwwﬁ=2jmmwmw=2jwmmmw<2uwa@y[mww
0 i=170 i=1Y0 ] 0<s<T 0

N T
< | sup (sup Pi(s))? ZJ lpi(t)|?dt < o0, P—a.s..
i=1,...,N 0<s<T i=1J0

— —_—

<0
- _ T . PEA* (vq)
p 7 ety Pt < oo

2.2 Basic mathematical tools

In this section we summarize for the convenience of the reader some basic mathematical tools that
will be used later. First, exchangeability of differentiation and integration or expectation is justified
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by the well-known Leibniz integral rule for continuous and continuously differentiable functions.

Theorem 2.1 (Leibniz integral rule (Protter and Morrey, Jr.| (1985)), Theorem 3, Chapter 8)). Let
g, h, F' be continuous and continuously differentiable functions. It then holds

qa
dt

For further readings we refer to Flanders (1973]). The continuity and differentiability conditions are
fulfilled in all cases where the rule is applied. Moreover, we have the well-known mean value result
for integrals.

h(t) MO 2p(a
f F(w,t)da:> — F(h(t), )N () — F(g(t), t)g'(t) +J oF(z,t) ,

o(t) oty Ot

Theorem 2.2 (First mean value theorem for integrals (Trench| (2003)), Theorem 3.3.7)). For two
integrable functions f(x) and g(x) on the interval (a,b), where f(x) is continuous and g(x) does
not change sign on (a,b), there exists d € (a,b) such that

[ @ = s [ oty

Furthermore, we later need the concept of diagonally dominant matrices and a certain property
that is linked to such matrices. Therefore, we define the notion of a (strictly) diagonally dominant
matrix next.

Definition 2.3 (Diagonally dominant matrix (Horn and Johnson (2013), Definition 6.1.9)). A

matriz A = (ai;); ;_y ., € R, n €N, is said to be diagonally dominant if

n

lai| = Z laij|, Yie{l,...,n}.
J=Tj#i

If the inequality is strict for all i € {1,...,n}, the matriz A is called strictly diagonally dominant.
It can be shown that every strictly diagonally dominant matrix is invertible.

Theorem 2.4 (Horn and Johnson| (2013), Theorem 6.1.10, part (a)). Let A = (a;;) e R»*n

Gj=1,.,n
be strictly diagonally dominant. Then A is non-singular.

Moerover, we later need a specific eigenvalue result for stochastic matrices which are also known as
probability or transition matrices.

Definition 2.5 (Stochastic matrix (Horn and Johnson| (2013), p. 547)). A matriz
A= (aij); ;- , € R, neN, a; >0, is a (row) stochastic matriz if Al = 1, i.e. if all
row sums of A are equal to one.



2.2 Basic mathematical tools 11

Definition 2.6 (Eigenvalue and eigenvector (Horn and Johnson| (2013), Definition 1.1.2)). Let
AeR™" neN. If a scalar A € R and a vector ve R", v # 0, satisfy the equation

Av = \v,

then X\ =: A\(A) is called an eigenvalue of A and v is called an eigenvector of A associated with A.
We have the following result for the eigenvalues of a stochastic matrix.

Theorem 2.7. The maximal absolute eigenvalue of a stochastic matrix A is equal to one, i.e.
max |[A(A)| = 1.

Proof. We prove that any stochastic matrix A has the eigenvalue A(A) = 1 and that the absolute
value of any eigenvalue A(A) of A is less than or equal to one.

1. Existence of eigenvalue A\(A4) = 1:

The vector 1 that consists of ones is an eigenvector to the eigenvalue A(A) = 1 for any
stochastic matrix A = (ai;); ;_, , because the rows of A sum up to one:

a;j a1z - Qg 1 Qi + a2+ ...+ aip 1
ar=| 0o = z =[:]=11

anl1 Ap2 - Aanpn 1 Apl +ap2 + ...+ App 1

2. Eigenvalue bound |A(A)| < 1:

Let A(A) be an eigenvalue of the stochastic matrix A and let v.= | : | # 0 be the corre-

Un
sponding eigenvector, i.e. Av = A\(A)v. When we compare the i-th row of both sides of the
equality, we obtain

Z a;jv; = M(A)v;, i =1,...,n. (2.7)

Further let

m = arg max{|v;|}
je{l7"'7n}

and thus vy, denotes the entry of the eigenvector v with the maximal absolute value: |v,,| > |vj]
Vje{l,...,n}. Due to v # 0 it is |v,| > 0. Inserting i« = m in Eq. (2.7 while considering
the absolute value leads to

triangle 1nequa11t " i — "
2 |amgv| "L Z amj ;]

AA)] - [om] = [A(A)vy] BDZ=

Z Am;jUj

7=1

n

n
Z Amj ‘Um‘ = ‘vm‘ Z Amj = "Um‘
j=1

v ‘<‘Um|
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Hence, as |v,,| > 0, we must have |A(A)| < 1 for any arbitrary eigenvalue A(A).

In total, this shows that max |[A\(A)| = 1 for any stochastic matrix A. O

For further readings on this topic we refer to Landau and Odlyzko| (1981), |Asmussen| (2003) and
the Perron-Frobenius theory.

Finally, we need the formula for truncated moments of a log-normally distributed random variable
for replication purposes, where ® denotes the distribution function of a standard normal random
variable.

Theorem 2.8. Let the random variable Z be log-normally distributed with In Z ~ N (uz,0%) and
ne€R, 21,20 € RT with 21 < 29. The formula for the truncated log-normal moment is:

1 - 1 -
E[2M ooy ap] = e 3050 [q, (nzzuz _ (,Zn) P (W - Jznﬂ .
' oz 0z

Proof. The density function fz, that is associated with Z, is

This implies

- [ [ AT,
| = fy(2)dz = ———e oz 2
Ze(z1,22) 21 21 \/%O'Z

Applying the substitution z = e#2 %72 Jeads to

22 ’V]—l 1(lnz—py 2
E[Zn]l ]: Z76_§< oz )dz

ZE(Zl,ZQ) 2
z1 Oz
Inzo—p
# e#Z(Tlfl)JFxOZ(n*l) 71(#2‘*’%02—#2)2 n

_ e 2 oy M2z 5 dy
Inz1—pg V2moy
oz

1 — 1 -
e bz

2
T x
= ———¢ 2 dx = etZ" e~ 2 T2y

Inzy—py ,/271- Inzy—py 1/271-
9z

oz
Inzo—py
= ehzn 7z 1 e—%(z2—2xaz77+‘7%772_‘7%772)dl«
Inzi—pngz /21
oz
Inzo—py
1.2 2 oz 1 1 2
— eMznt3zozm e~ 2(x—0ozn) dr
Inzy—pg \/ 27
O'Z o

~
density of a N (ozmn, 1)-random variable

1 — 1 —
= ehznt3ogn’ [<1> <n Ziz hz _ UZ77> - (nzlaz hz _ Uzn)] .
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2.3 Replication of Selected Payoffs

The following Theorem [2.9]states the formulas for the replicating strategy and the replicating wealth
process corresponding to a digital or binary option with payoff Z71 Ze(21,29) for 0 < z1 < z9 < o0 and
n € R, with ® and v denoting the distribution and density function of a standard normal random
variable:

1 1.2 . z
vla) = <= 0@ = | uld.

Theorem 2.9. Let a payoff of the form Z"]IZE(Zl 2) be given with 0 < z1 < z0 < 0 and n € R.

1. If z9 < o0, the replicating trading strategy ™ = (mwo, ') of the payoff and its corresponding
wealth process V (t) are given by

AOV(E) = {01 [z;i“w <ln22—ln2(t) —,uZ(t)> iy (ml —In Z(t) —,uZ~(t)>]

o5 (1) az(t)

vio - 200 [y (=0

o(t)

_ A1) OO o3 0 [@ <ln 222 —pp ) _ oy + 1))

o 5(t)

B Inz —InZ(t) — pz(t)
? ( a5(t)

~ o0+ 1) ]

2. If zo = o0, the replicating trading strategy m = (mo,#’)" of the payoff and its corresponding
wealth process V (t) are given by

oz (0Z(t)"
mo(t) =1 —#(t)'1,
V(t) _ Z(t)n JOO ynw (1Hy0-—~ /'LZ(t)> dy

Coz(t) )

Z(t)
= gy 0 [y g (RO 20 ) 4 )|

F(OV(E) - [—ﬁz”“w (1” a-lnZ() - “Z“)) - nvoﬂ (00') " (u—r1),

Proof. The pricing kernel is subject to the equations

Z(t) = et 3 P)=A WO g7y — —Z(t) (rdt + ~/dW (1)) ,
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for t € [0,T] with v = 0~ *(u —r1) and Z(0) = 1. Furthermore, define Z(t,T) := Z(T)/Z(t). In the
considered market it holds In Z (¢, T)|z, ~ N (M (1), ag(t)) with 15(t) € R and 0 5(t) > 0Vt € [0, T]
such that pi5(t) == — (r + 3[v]?) (T’ —t) and 022(75) = |y|2(T —t).

First assume 29 < o0. Due to the completeness of the considered market, the claim of the form
Z”]IZG(Zlm) is replicable and it is well-known (Karatzas and Shreve (1998)); |Bjork| (2009)) that in
this case, by employing Bayes’ Formula, the replicating wealth process, due to uniqueness of the
equivalent martingale measure Q, is uniquely determined by

PO (t) Bayes’iormula E [Z(T)

V(t) = Eq {P()(T)Z(T)WZ(T)E‘Z”””E}

2@ 2O 2weter o 7

£ 0
= Z(t)" mtl___— —e 2\ 7z d
®) =1 Y \/%02(75)3/ Y

_zay (7, 1 (M)

ozt J s Vo dy

— ~(t)77 % lny — MZ(t) B ~

~ o L e (M) o= s 200 23

with

Applying It6’s formula and comparing the diffusion part to the diffusion part of the general dynamics
of a wealth process dV (t) in Eq. (2.5 leads to

—Z()f:(t, Z(1)y = V(O)7(t)'o.
Together with v = o~ (u — r1) we conclude
ROV () = —Z(0) (1, Z(1)) (00") " (1 —r1). (2.9)
This implies that the investment strategy corresponding to V(t) is given by Eq. and

mo(t) =1 — #(t)'1. Let us additionally have a look at the expression for f, (¢, Z(t)). Using Leibniz
integral rule in Theorem [2.1 we receive:

fult,2) = of(t,z) 0 2" Lz S (lny—,uz(t)>dy

0z 0zay(t) Ja o5 (t)
_ My, 1 i+ Inzo —Inz— pz(t) s Inz —Inz— p;(t)
e e R e e R 1
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Hence, using Eq. ,
(6 2(0) = ==V (1)

- )1~( - [Zgﬂw <lnz2 —InZ(t) — MZ(t)) Ly (11121 —InZ(t) _MZ(t)ﬂ
oz Z(t

and one can write Eq. (2.9) as

AV (t) = {(12() [z;?ﬂd) (1112’2 ~InZ(t) - MZ(Q) Lty <ln21 ~InZ(t) - Mz(t)ﬂ
PROAC

o (1)
- nV(t)} (00") " (u —r1). (2.10)

Now assume zo = 00. Then V() = f(t, Z(t)) becomes to

and therefore

ROV (t) = [—32"% (

o7 (t)Z() ™ (t)> _”V(t)] (00") " (p—r1).  (211)
Z

In view of Z(t) being given at ¢t and Z(t,T) being independent of F; and log-normally distributed
with parameters p1;(t) and o ;(t), in view of Theorem [2.8 one can additionally reformulate V() as

Z(t)" (7 ny—pz @\ 1
V=0 [ yw( ) >dy 2 {Z(t D" s <z | t}

Z(t)
Thro: B8 7 pyn iz O+ 1) +305O)n+1)? [@ <ln 2 II;Z((;) —uz(0) az(t)(n + 1))
Z

e <lnz1 —InZ(t) — py(t) o)+ 1)> ]

o4(t)

for general z9. The result for zo = oo follows straightforward. Equations ({2.8] , , and
state the desired result.

(2.12)

2.4 Utility functions

In this section we introduce some usual characteristics of utility functions and define the applied
class of utility functions.

The risk preferences of an investor are characterized by a utility function U : D — R, v — U(v). In
accordance with |Korn (1997)), the usual assumptions on utility functions are: U is strictly increasing,
continuously differentiable and concave in its argument. Therefore, the investor generally prefers
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more to less, is risk-averse and her increase in the degree of happiness or satisfaction gets smaller
as wealth increases. In particular, Pratt| (1964) showed that an investor is (strictly) risk-averse
if and only if U is (strictly) concave. In contrast, a convex utility function implies a risk-seeking
behavior of the investor. Partially convex and concave utility functions are applied in Cumulative
Prospect Theory (CPT), see Chapter |3| Globally concave utility functions are applied in Ezpected
Utility Theory (EUT), see Chapters |4 and In addition, we assume U to be twice continuously
differentiable.

We define the Arrow-Pratt measure of absolute and relative risk aversion (also called coefficient of
absolute and relative risk aversion) as measures for risk aversion associated with utility functions,
developed by Pratt| (1964) and Arrow (1970).

Definition 2.10 (Arrow-Pratt measure of absolute risk aversion). The Arrow-Pratt measure of
absolute risk aversion of a utility function U is defined by
U"(v) 0

Av) = T(0) —%IHU/(’U).

Definition 2.11 (Arrow-Pratt measure of relative risk aversion). The Arrow-Pratt measure of
relative risk aversion of a utility function U is defined by
vU" (v)

R(v) := 07 (o) = vA(v).

A positive/zero/negative Arrow-Pratt measure generally indicates a risk-averse/risk-neutral/risk-
seeking attitude. Strictly increasing and concave utility functions provide positive Arrow-Pratt
measures.

Utility functions can then be classified in terms of having an increasing, constant or decreasing
Arrow-Pratt measure of absolute or relative risk aversion. In this thesis, we consider a popular and
flexible class or family of utility functions, the so-called hyperbolic absolute risk aversion (HARA)
utility functions, in line with the parameterization in Merton| (1971)) and Ingersoll (1987)).

Definition 2.12 (HARA utility function). The HARA utility function is defined by

B b
Uv) = o’ . b <1ib(v—F)> L ve (F,o0)

withb<1,b#0,a>0and F = 0.

b is called coefficient of risk aversion, F' denotes a floor. From the definition one can infer that HARA
utility function is increasing and strictly concave in the argument v. The associated Arrow-Pratt
measures are

1
U_

v
F>O.

A(v) = (1-0) > 0,

R(v) = (1-b)
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The Arrow-Pratt measure of absolute risk aversion A(v) admits a hyperbolic form, which represents
the name-giving characteristic of this utility class. Furthermore, both Arrow-Pratt measures are
positive due to b < 1 (risk aversion) and a smaller value for b is related to a higher degree of risk
aversion. The HARA utility function covers the special case of a linear utility as limiting case for
b — 1, the Logarithmic utility for b — 0 and the constant relative risk aversion (CRRA) or Power
utility for F' = 0:

1. Linear utility function (b — 1):

Uw)=a(v—F)

2. Logarithmic utility function (b — 0):

Uw)=aln(v—F)

3. CRRA utility function (F' = 0):

Uv) :alT_b <1ibv>b

which can be reduced to the usual form when selecting a = 5T

The associated Arrow-Pratt measures of risk aversion in these cases are given by:

1. Linear utility function (b — 1):

2. Logarithmic utility function (b — 0):

A(v)zv_lF>o, ’R(v)zvi}F>O.

3. CRRA utility function (F = 0):
1
Av) = (1—b);>0, R(v)=1—-b>0.

This particularly shows that an investor applying a linear utility function has a risk-neutral attitude,
while an investor with a CRRA utility function has a constant relative risk aversion.

A time-dependent HARA utility function is defined next analogically to the HARA utility function
given by Definition 2.12}
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Definition 2.13 (Time-dependent HARA utility function). The time-dependent HARA utility func-
tion is defined by

- bt
Ultv) = (e a(n)) * . (f)(t) <1 _1b - F(t))> we (F(t), )

with =0, b:[0,T] — (=00, 1)\{0}, a(t) > 0 and F(t) = 0.

b(t) is the coefficient of risk aversion that varies by time, F'(t) denotes a time-depending floor.
A time-dependent utility function is exemplarily used for assigning a utility to an intermediate
consumption-rate process. The time-dependent HARA utility function in Definition [2.13]is a usual,
time-independent HARA utility function in Definition for every fixed ¢t € [0,T]. By this,
analogue implications on the shape of the utility function and the measures of risk aversion as for
the time-independent HARA utility apply.



3 Behavioral Portfolio Choice under Hyperbolic
Absolute Risk Aversion

Human beings cannot comprehend
very large or very small numbers. It
would be useful for us to acknowledge
that fact.

Daniel Kahneman

This chapter considers the stochastic portfolio optimization problem for a pension fund investor
under the behavioral finance concept Cumulative Prospect Theory (CPT) and is a reproduction
of [Escobar-Anel et al. (2020a)), with minor changes, and few parts of Escobar-Anel et al. (2020b).
The motivation is two-fold: First, portfolio selection problems that maximize the expected utility
of a globally concave utility function, postulating a globally risk-averse behavior of investors, are
extensively studied in the literature. However, studies by Tversky and Kahneman| (1992) and
Abdellaoui et al.| (2013]) have shown that investors do not behave globally risk-averse. [Ariely]| (2008)
posed the legitimate question: “Wouldn’t economics make a lot more sense if it were based on
how people actually behave, instead of how they should behave?”. For this sake, we consider a
behavioral model that reflects investors’ true reactions more adequately; hence the considered model
comes closer to the true behavior of investors compared to the traditional expected utility theory
model. Another piece of motivation arise from a practical problem that pension funds have to face.
According to|Escobar-Anel et al.|(2020b)), pension funds have a need to insure their portfolios against
downside risk to meet their future liabilities especially in distress and volatile market environments.
Non-anticipated shocks or negative interest rates, jumps, crashes or overnight trading restrictions
in asset prices could drop pension fund portfolios below desired levels (present value of pension
obligations) making them underfunded with pension assets—to—pension liabilities ratio below 100%.
In particular within the current low interest rate environment, a high number of pension funds
happen to be underfunded which is a severe practical problem. Because of such scenarios there is a
need for an investment strategy which covers both the case of funded and underfunded portfolios. In
underfunded scenarios, the well-known Constant Proportion Portfolio Insurance (CPPI) strategies
cannot be applied anymore. Hence there is a need for alternative suitable investment strategies
for pension funds which work on both sides of the obligations, i.e. for funded and underfunded
funds. |Escobar-Anel et al. (2020b) study this practical problem of underfunded pension funds to
achieve their investment goals (becoming well-funded) in the specialized framework of a CRRA
utility function and provide economic insights into the properties and performance of the optimal
investment strategy that arise from the behavioral portfolio selection problem and its deviation from
a classical CPPI. In what follows we offer an optimal investment strategy for well-funded as well as
underfunded funds independently of the reason for falling in the underfunded area, that is founded
on Cumulative Prospect Theory (CPT).

19
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CPT was introduced by [Tversky and Kahneman| (1992) and overcomes some drawbacks of Expected
Utility Theory (see von Neumann and Morgenstern| (1944)); Merton| (1969); |Allais| (1953); [Ellsberg
(1961)); [Friedman and Savage| (1948)); Mehra and Prescott| (1985)). The experimental study on the
behavior of financial professionals by [Abdellaoui et al| (2013)) supports CPT as decision making
model. The novelties compared to the traditional Expected Utility Theory (EUT) are the follow-
ing:

1. People evaluate assets in terms of gains and losses (with respect to a reference wealth) and
not on total positions.

2. People behave risk-averse on gains and risk-seeking on losses, and not uniformly risk-averse.
3. People overweight small and underweight large probabilities.
4. People are more sensitive to losses than to gains, known as “loss aversion”.

If the reference wealth is interpreted as the value of the liabilities of a pension fund, then the above-
mentioned gains can be viewed as wealths of well-funded portfolios (sum of pension assets exceeds
liabilities), whereas losses are associated with wealths of underfunded portfolios (sum of pension
assets fails liabilities).

For academic literature on Cumulative Prospect Theory and related work we refer to
and Tversky| (1979), Tversky and Wakker| (1993), |[Fennema and Wakker (1997)), Chateauneuf and|
Wakker] (1999)), [Wu and Gonzalez (1999), Wakker and Zank| (2002), Baucells and Heukamp] (2006]),
Abdellaoui et al. (2007), [Schmidt and Zank| (2008) and Kontek and Lewandowskil (2018]). For some
published work on Cumulative Prospect Theory related to portfolio selection problems we refer to
Jin et al.| (2008), Jin and Zhou| (2008), Bernard and Ghossoub (2010), Zhou| (2010)), He and Zhou
2011a)), [He and Zhou| (2011D)), [Jin et al| (2011)), Résonyi and Rodrigues (2012), [Jin and Zhou
2013)), Rasonyi and Rodrigues| (2014) and (2016). In particular, [Jin and Zhoul (2008) provide
a solution to the behavioral portfolio selection problem in the special case of an infinite right-hand
limit of the utility function’s derivative at the point where the utility function turns from concavity
to convexity, i.e. the utility function on gains satisfies both Inada conditions. This solution, since
the utility function is of a general form, still depends on two unknown variables, called ¢ and v,.
¢ can be regarded as the threshold for distinguishing good states of the market from bad ones, vy
can be interpreted as initial budget distributed to a gain part problem, the remainder is distributed
to a loss part problem, both arising from separating the S-shaped utility function. For a specific
utility function, namely a CRRA or Power utility function, Jin and Zhou (2008) provide a closed-
form solution. The resulting general model, which consists of an S-shaped utility and probability
distortion functions, is described in Section Jin and Zhou| (2008)) were the first to present a
general solution to this kind of behavioral portfolio selection problem. Since they impose several
conditions in order to solve the problem, the possible choices for utility and probability distortion
functions are limited.

In particular, utility functions on gains which do not satisfy the Inada condition at zero, for instance
those with globally finite hyperbolic absolute risk aversion such as HARA utility, are not included in
their framework. Relaxing the Inada condition at zero leads to an increased complexity in obtaining
the optimal solution to the behavioral portfolio problem. Moreover, closed-form solutions are only
presented for CRRA utilities. In this chapter, this is extended to a broader class of investor’s risk
preferences, a utility function with positive but not necessarily infinite derivative at the arbitrary
reference wealth in general, and HARA utility in particular. The latter covers the constant as well as
the non-constant relative risk aversion coefficient case. More explicitly, the considered HARA utility
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function represents a utility function with increasing relative risk aversion, where the coefficient of
relative risk aversion increases and changes from negative (within losses) to positive (within gains).
Under an expected utility treatment of risk aversion, increasing relative risk aversion is known to
model a decrease in the fraction of the wealth or portfolio held in the risky asset when the (pension
fund) investor experiences an increase in the fund wealth. In addition to this expected utility view
on risk aversion, behavioral objects such as probability distortion functions and a reference wealth
are added which also affect risk aversion. In a standard Black-Scholes financial market model, the
main contributions of this chapter comprise

1. the main theoretical results in Corollary [3.6/and Theorems 3.8 and which state a paramet-
ric representation of and provide a closed-form solution to the portfolio optimization problem
in CPT in general and for HARA utility,

2. a full validation of a setting in Section i.e. utility and probability distortion function,
where a CRRA and HARA utility setup is to be shown feasible and closed-form solutions for
the optimal terminal fund wealth and replicating strategy in CPT are provided,

3. and the insight from the numerical case study in Section that HARA (CPT) investors
outperform CRRA (CPT) and HARA (EUT) investors in bull markets, but underperform in
bear markets when a concave probability distortion on the gains is applied. When the pension
fund applies a convex probability distortion on the gains, then she can benefit from her
behavioral trait within bear markets and suffers within bull markets compared to the HARA
(EUT) model. Moreover, the empirical study shows that CPT can lead to a mispricing or even
bubbles in stock markets when a concave distortion on the gains is considered, while investors
applying HARA utility stronger contribute to such mispricing or bubbles than CRRA utility
investors, both within CPT. In opposite, a convex distortion on the gains can help explaining
situations in which investors are underinvested in risky assets in their portfolios.

In summary, our work contributes compared to [Jin and Zhou (2008]) especially in the way that the
Inada condition at zero imposed on the gains utility is relaxed which allows for an application of
HARA utility. Thus the framework is generalized. The statements and proofs are to be modified
in a non-trivial way and we additionally apply a certain probability distortion function which is
analytically tractable and leads to a well-posed problem for some parameter choices when it is
applied on the positive and negative part. This is in contrast to the distortion proposed by |Jin and
Zhou| (2008) which leads to an ill-posed problem when applied on both parts.

Furthermore, we would like to mention the paper by Xu (2016)) which uses another ansatz for solving
the standalone positive part problem (concave utility with probability distortion function) that
allows for some further relaxations of assumptions. For our specifications, HARA utility function
and a certain probability distortion function family, this does not make a difference to our HARA
solution as all conditions are automatically fulfilled in both cases, i.e. Xu (2016)) and our technical
assumptions. Instead we do not stay with the theoretical concept but focus on a HARA utility and
a special distortion giving us existence and an easier closed-form solution. In addition, we also solve
the negative part. In particular, the consideration of the negative part with convex utility function
and therefore an overall S-shaped utility function with probability weighting functions on both gains
and losses is claimed by CPT. Moreover, we demonstrate how the separate or individual solutions
for the positive and negative part have to be glued together optimally and provide conditions under
which the pension fund always stays in the gain area. Additionally, we also provide the optimal
solution in terms of investment strategy and fund wealth process in case the pension fund does not
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stay in the positive part area for sure, which is not covered by Xu| (2016). Finally, we also give a
comparison to other strategies plus interpretation.

The remainder of this chapter is organized as follows. In Section [3.I] the considered Black-Scholes
financial market model, which consists of one risk-free asset and N risky assets, the general behav-
ioral model, the resulting behavioral portfolio optimization problem and its mathematical objectives
are introduced. Section represents the main part of this chapter. It covers the presentation of
the optimal form of the solution for a general S-shaped utility function which depends on two re-
maining and unknown parameters, called ¢ and v,. Moreover, explicit formulas are provided for
a HARA utility function. Sufficient conditions for well-posedness are stated, and additionally suf-
ficient conditions on the initial wealth and the probability distortion functions are given such that
the final solution is obtained analytically. In other cases, the solution is to be found numerically. Fi-
nally, a special probability distortion function family is shown to satisfy any placed assumption and
therefore leads to an analytical, closed-form solution of the behavioral portfolio selection problem.
In addition, a numerical case study in Section [3.3] empirically examines and visualizes the optimal
portfolios. The Appendix [A] to this chapter covers the proofs: the proofs of the main results for
general probability distortion functions are to be found in Appendix [A-T] the proofs with respect
to the special applied probability distortion function family are summarized in Appendix

3.1 CPT Model and Framework

Let us consider the financial market model introduced in Section The CPT objectives are
modeled in what follows. Let the reference point B = B(T') at terminal time 7' be a bounded and
Fr-measurable random variable which satisfies E[ZB] < o0. B determines the threshold between
gains and lossesE| at time T'. Pension funds with a wealth that is above/below the present value of B
(liabilities) can be interpreted as well-funded/underfunded portfolios. Next we are given two utility
functions U, and U_ and two distortions in probability w; and w_, one for the gains and one for
the losses, which are subject to the following assumption (cf. Rasonyi and Rodrigues| (2012); \Jin
and Zhou (2008)):

Assumption 3.1.

1. Uy, U_ : RT — R* are strictly increasing and concave, with U (0) = U_(0) = 0. Moreover,
U_ is strictly concave at 0, U, is strictly concave and twice differentiable with
Ul (o0) == lim U/ (v) = 0.

v,/'00

[ , 1] are differentiable and strictly increasing, with w4 (0) = w_(0) = 0 and

The positive utility U, does not need to satisfy the Inada condition U’ (0+) := li{‘% Ul (v) = 0. The
overall utility function U : R — R is S-shaped and defined by

v Uv) =Up(vt) —U_(v7).

!Terminal wealths above B are called gains, terminal wealths below B losses. Therefore, a gain is not always
associated with a positive return and a loss not always with a negative return, it depends on the reference point.
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This utility describes an investor who is risk-averse in the gains (v > 0, later v > B) and risk-seeking
in the losses (v < 0, later v < B). In accordance with Rasonyi and Rodrigues| (2012) and [Jin and
Zhou| (2008) the objective functional for any contingent claim X is J(X) = J4 (X)) — J-(X7)
with

Q0

T+ (XE) = j wy (P(UL(X*) > z))dz = E[Up (XF)w) (1 - Fx=(X5))] . (3.1)
0

The meaning of the functions w4 can be seen from Eq. (3.1). They distort the probabilities to

create the effect of overweighting extreme events while underweighting average events. The portfolio

selection problem then is maximizing J(V(T') — B) to the initial wealth vy under the condition of

admissible relative portfolio processes :

V(vo) = sup J(m;v0), J(m;v0) = T (V(T) - B). (3.2)

A denotes the set of admissible investment strategies 7 that satisfy the following set of Conditionsﬂ
A®): e Afwy).
B®): 7 admits a unique solution to Eq. .
C®): r fulfills the associated budget constraint
E[Z(T)V(T)] = vo. (3.3)

Problem (3.2)) is tackled by the Martingale approach. Without loss of generalityﬁ assume B = 0
throughout when not expressed otherwise. The associated terminal wealth problem is

V(vo) = Sup J(X)

Initial wealth vy, i.e. E[ZX] = vy, (P)

subject to )
X is Fr-measurable and almost surely bounded from below.

The optimal final payoff arises from solving Problem (]ED, replicating this payoff leads to the optimal
investment strategy. X to be a.s. lower bounded is required to obtain an admissible replicating
trading strategy.

HARA Utility Function. Let U, and U_ be selected out of the family of HARA utility functions,
defined in line with Section such that

1—bH amg bu 1—bH b
U, :RT 5 RY v U = d — dF
¥ v U (v) = = [1—bHU+ H] by H (3.4)
U_:RY > RT, v U_(v) = kg_Uy(v),

2The superscript (here: ~(3)) marks the chapter, or later also the section, in which the condition is introduced.

3Adding B and replacing vo by vo — E[ZB] in the solution for B = 0 is the solution for a non-zero B. Due to the
completeness of the market, there exist a replicating wealth process and trading strategy for any stochastic B. We
will include a general B if necessary and helpful when it comes to interpretation, for instance in the discussion
about risk aversion in the following paragraph.
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with parameters 0 < by < 1, ag > 0, dg = 0 and ky_ > 1. The latter parameter accounts for the
phenomenon of loss aversion. As mentioned in Section [2:4] the HARA utility covers the special
case of CRRA utility for dg = 0 and the Logarithmic utility as limiting case by — 0. Moreover,
HARA utility clearly satisfies Assumption [3.I] on the utility function. For the first derivative of U,
(UL = ky_U!) and its inverse it generally holds

ag
1—by

v+dyg

9

by —(1-bm)
U, :RY > (0,apdy; " ),vHUQ_(v)zaH[ }

(- 1— St
U5 s Oandy ™)~ Ry (U) M y) = - Ky) B _dH]'
ag ar

In accordance with Definition the associated Arrow-Pratt measure A of absolute risk aversion
for the gain and loss part admits the following hyperbolic representation

U% (v) 0 1 1—-by
Ar(v)=——"2 = — U\ (v) = = >0, veR".
+(v) Ul (v) ov +(v) 1_1bHv+% v+ 1;ZHdH

The overall Arrow-Pratt measure A which corresponds to U can be written as

1—bg

A) == Ay (v )1z — A_(v )1y = sgn(v) ———5—>
"U| + THHdH

=

(3.5)

where sgn denotes the standard sign function. One can observe A > 0 on gains (risk-averse behavior)
and A < 0 on losses (risk-seeking behavior). Moreover, A decreases for both gains and losses
because

Av) = — 11_121{ 5 <0, ve R\{0}.
(Il + 155 dn

The coefficient of relative risk aversion R, according to Definition [2.11}] is given by

[l

R(v) = vA(W) = vAL (v )lyz0 — vA_ (v )lyeo = (1 — b)) ———5——
"U| + THHdH

(3.6)

The first derivative of R(v) with respect to v can be calculated as

R/(v) = sgn(v)(1 — by)——H 1y e R\{0}.

This shows that HARA utility inside the CPT concept provides increasing relative risk aversion
R(v) on gains (v = 0) and decreasing relative risk aversion R(v) on losses (v < 0). The economic
intuition behind R is that increasing relative risk aversion means a decrease in the fraction of the
wealth allocated to the risky asset when the investor experiences an increase in wealth (see Pratt
(1964)), Eeckhoudt et al. (2005)). Inside the loss area, the decreasing R value therefore implies
that the relative risky exposure is raised if one comes closer to the gains in order to jump into the
gain area. This is also reflected by A which is negative and smallest in the loss region close to the
gain region. Moreover, notice that R > 0 on gains and losses. For losses, this is only due to the
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multiplication with v < 0 which changes the sign of R. Power utility (dg = 0) is referred to as
constant relative risk aversion (CRRA) because relative risk aversion is constant within gains and
within losses since R(v) = 1 — by. The corresponding coefficient of absolute risk aversion is given
by A(v) = =0,

Note that the general objective function to be maximized is J(V(T') — B). If now U is evaluated
at v — B instead of v, which we denote by U®) | i.e.

with

UP) () = U ((v—B)*) = Uy (v — B)Lysp,

U () = U_((v ~ B)") = U_(B — 0)lyep = kir—Us(B — 0)L,p,

~

then A4 simply generalizes to

U (v) 1—
.ASFB)(U) — ( +B )/ _ ll)fbH >0, v=B,
(UJ(r )) (’U) v — B + an dH
B\
U (v) _
A(_B)(v) _ < >/ — 1 ll)fbH >0, v<B.
(U,B)> (v) B—v+ an dy

(B) (B)

The overall Arrow-Pratt measure A\”) which corresponds to U'®’ can then be formulated as

1—by
jo— Bl + Z2dy

AB () = AP () 1yop — AP (0)1yop = sgn(v — B) (3.7)

We again observe A > 0 on gains (risk-averse behavior) and 4 < 0 on losses (risk-seeking behavior).
Likewise, A decreases for both gains and losses since

(A(B))' (v) = — (|U - B1| ; IfbH dH>2 <0, veR\{B}.

aH

Furthermore, the coefficient of relative risk aversion R becomes

v
1-b ’
|U — B| + THHdH

RB)(v) == v AP (v) = sgn(v — B)(1 — by) (3.8)

We now want to examine the slope of R(®)(v). We obtain the following for the gain part (v = B)
and the loss part (v < B):

, B — 1=t g
(R®) (0) = = (1 = bw) w T v>B,
1-b
(U — B + THHdH>
/ B + lfbHd
(R<B>) (0) = — (1— by) ar T, B

20
1-b
(B —v+ THdH>
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From this we infer that (R(B))/(U) % 0 if B g %d}] for the gain part and (R(B))/(U) % 0 if
BS — 1Zbmgy for the loss part. Thus, we detect that the applied HARA utility in the CPT

am
fra?nework can lead to either an increasing, constant or decreasing relative risk aversion coefficient
R®B) in the gain area. The same applies to the loss region independently of the gain area. In
addition, multiple pairwise combinations of different directions (different sign of the slopes) for the
gain and loss part are possible. Suppose exemplarily —%dh{ < B < %dH for the moment
(this covers the special case B = 0). Then R5)(v) increases on gains (v > B), but decreases on

losses (v < B). In opposite, CRRA utility inside CPT (dy = 0) always provides either globally

increasing, constant or decreasing relative risk aversion since (R(B))/ (v) % 0if B § 0 on both the

gains and losses. A sign change in (R(B))/ (v) from gains to losses is ruled out by CRRA utility
function. This shows the flexibility of HARA over CRRA.

3.2 Main Results

We derive the general solution to the terminal wealth problem for a general utility function satis-
tying U’ (0+) > 0, followed by stating the general solution, providing conditions for well-posedness
and closed-form solutions for HARA utility. In particular, we employ the classical martingale
method and adapt it to our special setup; for orientation we refer to Pliska (1986), |[Karatzas et al.
(1987) and |Cox and Huang (1989). In addition, a feasible probability distortion function family
is presented thereafter, which under some condition leads to a closed-form solution when HARA
utility is applied.

3.2.1 General Solution for U’ (0+) > 0

The solution for the special case where U’ (0+) = o0 is already given in |Jin and Zhou| (2008). For
instance, CRRA satisfies this condition. In opposite, HARA utility as defined in for dgp # 0
violates U’ (0+) = oo, but still fulfills U’ (0+) = aHd;I(l_bH) > 0. Therefore, let U’ (0+) € (0, 0)
from now on (the derived general solution turns out to cover U, (04) = oo as a limiting case). Let
us place the following two technical assumptions.

Assumption 3.2.

F;!
1. z— Z,i(z) is a continuous function in z € (0,1).
W, (2)

Assumption 3.3.

1. FZ_I(z)/wﬂr(z) is non-decreasing in z € (0,1] (monotonicity condition,).

2. E [U+ ((U;)‘1 <w+(g§(2))>> w;(FZ(Z))] <o ¥y > 0.



3.2 Main Results 27

3. There exists z € (0,1) with f(z) = 0 for any arbitrary a >0 and 0 <c <o, where
f:(0,1) > R is defined by

Z

with A\(z) = 0 solving the equation

FZ1
Assumptions and ensure continuity, suitable limits and monotonicity of the term wz,i((;))
+
Both assumptions are especially needed to obtain a closed-form representation to Problem (A.1]) in
Appendix [A ] obtaining an analytical expression would be an open problem otherwise. Assumption

[3-3|2] ensures that the problem is well-posed, [3-3][3] is a technical assumption.

Let J,(X) < oo for any non-negative, Fr-measurable random variable X satisfying E[ZX] < co.
In the following we modify and generalize the approach by Jin and Zhou (2008) which splits the
terminal wealth problem into three sub-problems; two of them have to be re-solved due to the
more general condition U’ (04) > 0. Let ¢ = 0 and v} > var . The main general result states the
optimal terminal wealth solution to Problem (]E[) in dependence of the solutions to the following
two sub-problems:

Vi(e,v4) = Sup J+(X)

X) = E[U,(X)w', (1 — Fx(X (P+)
subject to ‘7+S ) [U+( Jw( x( ))] ’ N
E[ZX]=vs, X >0as., X =0as. on {w: Z > c}.
Let ) (¢, v, ) denote the optimal value of (P.]) for given ¢ and v..

sup V(c,vs)

C, V4

V(c,v:) = Vi(e,vy) = U <EE}er]1—ZU>Oc]> w_(1—F5(c)), (P*)
subject to ¢ 0 < ¢ < w0, vy = Uar7

vy = 0 when ¢ =0, vy = vg when ¢ = 0,

where the convention

V+ — Vo
U_ (~> w_(1—-Fjz(c)) =0
E[Z1;._ ]
when ¢ = o0 and vy, = vg applies. The next theorem provides the solution to the terminal wealth
problem when Problems (P_|) and are solved. Its proof is analogue to the proof of Theorem

4.1(ii) in |Jin and Zhou| (2008), the required arguments still hold in our setup.

Theorem 3.4. Let (¢*,v%) be optimal for Problem and X7 optimal for Problem (P.|) with

parameters (c*,v%), then X* == X31,_ .. — 2 1. . is optimal for Problem ®).

E[Z1,..] Z>c
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We remind the reader that all proofs to this chapter are stored in Appendix [A] Theorem shows

that only ¢*, v} to Problem (P*) and X% to Problem (P.| with parameters (c¢*,v%}) need to be
determined. The solution to the last objective, X7, is given by the upcoming theorem.

Theorem 3.5. Let 0 < ¢ < w0, and vy > vy .
1. If vy =0, then the optimal solution of Problem (P is X5 =0 and Vi (c,v4) = 0.
2. If vy > 0 and ¢ = 0, then there is no feasible solution to Problem (P.|) and Y (c,vy) = —o0.

3. If vy >0 and 0 < ¢ < 0, then the optimal solution to Problem (P.)) is

Z
F (Z))) ﬂZéFgl(Fz"(C)(l—i))’

/

X5 = X300 = W) (A :

with the optimal value

Yi(e,v4) =E [U+ <(U/+)1 (A,Z(Z») ]lZsFZTI(FZ(c)(l—é))> w;(FZ(Z))]lkc] ;

w' (Fz
where A\ > 0 is the real number satisfying E[ZX%1(\)] = vy and 2 € (0,1) such that

FZ1(1-3)
Ay = U (0+).

The next corollary summarizes our findings for Problems (P*)) and (]ED in the non-trivial Case [3|in
Theorem

Corollary 3.6.
1. Let vy >0 and 0 < ¢ < 0. Then the objective function of Problem specializes to

Y(c,vy) =E [U+ ((U-,‘r)_l (Aw;(FZZ(Z))> 12<F21(F2(c)(1—2))> w;(FZ(Z))]IZ@}

U= (G ) w- - B,

Z>c

2. Let (c*,v}) denote the solution to Problem , and let v > 0 and 0 < ¢* < 0. Then the
solution to Problem is

VA vi —
* 7 \—1 *x = N _ +70 ~
A=) <A quZ(z»)“Z<F21<Fz<c*><1—é*>> R[Z1,.,.] 2

Z>c*
where \* > 0 and 2* € (0,1) are defined accordingly.

z* in Corollary determines the probability of ending in the gain, neutral or loss area to be

P(X*>0) =P(Z < F3' (Fz(c)(1 = £7))) = Fz(F5 (Fz(c)(1 - £2))) = Fz(c)(1 - 27),
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It is worth to mention that forcing £* := 0, which is equivalent to U’ (0+) = oo and means that the
utility on gains satisfies the Inada condition at zero, solves the problem in the |Jin and Zhou (2008)
world. When instead forcing ¢* := oo, this coincides with the Xu| (2016)) framework of a globally
concave utility function and we obtain the corresponding special solution. Hence, Corollary [3.6]
indeed is an extension of [Jin and Zhou (2008) and Xu, (2016]), but covers both situations as special
cases.

3.2.2 HARA Utility Function

Within this section an S-shaped HARA utility function as defined in is applied. We provide
the general solution to Problem (]ED, state conditions for well-posedness and provide conditions on
the probability distortion functions such that the solution can be expressed in closed-form. But
firstly, the following lemma shows how HARA utility simplifies placed assumptions.

Lemma 3.7. For the HARA utility function defined by (3.4), Assumption @ 1s fulfilled under
1
~ 5 T 1-b
Assumption (3.4, and Assumption|S. is fulfilled if B | Z | —2—— " < o
w'y (Fz(2))

General Solution (HARA Utility). The following theorem summarizes the formulas for the
objective value function of Problem and the optimal terminal wealth to Problem under
HARA utility.

Theorem 3.8.

1. The value function Y(c,vy) of Problem which is to be mazimized is given by

Vie,vs) = Vi (e,0s) U (Em‘ZO]) w_(1 - Fy(e)),
with
aby 1-b ~ b
Yi(e,v4) = (1- bH)l_bHﬁ <U+ + aHHdHIE [ZﬂZstl(Fz(c)(l—ﬁ))D
i Z - 1-by

ol KA <w+(F(Z))> Lz<r; (ry00-2)

— L [0 (D) gy -0 |
and

[ vy — Vg +1—bH
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2. The solution X} = Xi(c,vy) to Problem (P4)) for general ¢ and vy, with vy >0 and
0 < c< o, is given by

1-b 5 B
Uy + aHH dyE [Z]lzéFZ_l(FZ(c)(l—é))] Z “Tog

Xi =
" ~ Z T 1-by
BZ <w;<FZ(Z>>> La<r (rh00-2)

(3.9)

1—by
ag

Uit | Laar (rp(00-2)"

Let the optimal pair (c*,v) to Problem (P*)) be given with v} >0 and 0 < ¢* < co0. Then the
optimal terminal wealth to Problem is
v — g
X* = X (0 gy — —t 0 g

Z>c*

Replicating the optimal terminal wealth X* in Theorem gives the optimal asset allocation
strategy of the pension fund investor for a well-funded (v > 0) and an underfunded (vo < 0)
portfolio under HARA utility. Notice that the optimal investment strategy can easily be determined

by Section (cf. distortion function selection in Section |3.2.3)) if the expression —Z___
w', (Fz(2))

is of

the form Z" for some 7 € R because X* then becomes the sum of digital options.

Well-Posedness (HARA Utility). After stating the final main result for HARA utility, we
address the issue of well-posedness of Problem . Define

- 1 1-by
1—b .\ F _ (W (Fy(2))\ Ton
vi(e,vy) = <v+ + aHHdH]E[Z]) E|Z <+(Z())> Ty,
w— (1 — Fz(c
. (~ Z(b}z( +_,U0)bH
(E[Z12..])
for 0 <e< oo, vy >vf.
Lemma 3.9. Ifsup . - vi(e,v4) < o0, then Problem is well-posed.
Now define
(1 —F5
kr(c) =k w-(1 = F5()) Le=0.  (3.10)
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Then

1-by

=
N\
N
S
i~
g
N\

1
)) 1—-byy
Z ]lZ<c

by
« { <v+ L 1zt dHIE[Z]> ~ lw(e) (vy — vg)bH} .

aH

The next theorem, where the cases vy = 0 and vy < 0 are separated, provides sufficient conditions
for Problem (]ED to be well-posed.

Theorem 3.10.
1. Let vg = 0. Ifinfe~q ku(c) = 1, then the original Problem (P) is well-posed.

2. Let vg < 0. Ifinf.~o kg (c) > 1, then the original Problem (]E) is well-posed.

Conditions inf.~okg(c) = 1 and inf.~okg(c) > 1 ensure that vgy(c,v;) < oo and therefore
Y(e,v4) < 0. Note that the defined kf(c) coincides with the function k(c) in|Jin and Zhou| (2008).
But its characterization in Theorem [3.10] only leads to sufficient instead of equivalent conditions for
well-posedness since kg (c) is derived via an upper bound for the value function.

Closed-Form Solution (HARA Utility). In what follows we analytically prove (c¢*,v%) = (00, v9)
for Problem for a sufficiently wealthy investor, hence derive the solution to the portfolio selec-
tion problem in closed form. For tractability reasons we concentrate on the well-funded investor for
studying closed-form solutions in what follows and place the following additional assumption.

Assumption 3.11.

1-by —rT |4
1. vg > an dHe

2. infc>0 kH<C) > 1.

Assumption means that the investor needs to start off with a sufficiently high level of wealth
— determined by the preferences but non-depending on the perception of probabilities, Assumption
ensures well-posedness. Notice that Assumption does not demand for an isolated con-
dition on w_. Further note that both conditions in Assumption [3.11] are very similar to the ones
derived in Theorem 9.1 by Jin and Zhou| (2008) for a CRRA utility (dg = 0). Moreover, under
Assumption we are able to show that the value function )(c,v;) of Problem is strictly
monotone decreasing in vy, and Y(c,vg) is monotone increasing in c.

Theorem 3.12. Let Assumption hold. Then the value function Y(c,vy) of Problem 18
strictly monotone decreasing in vy for any ¢ > 0. Moreover, Y(c,vg) is monotone increasing in c,
strictly monotone increasing for almost every c, and Problem has the unique solution c¢* = o
and v} = vg. Moreover, Problem is well-posed and the optimal terminal wealth (B = 0) is

“The condition reads vo — E[ZB] > 1;2’{ dre™™" when a general B is considered.
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where 2(o0,vg) € (0,1) is such that the budget constraint E [ZX*] = vy holds and the relation to
A(o0,v9) > 0 is

F3' (1 - 2(,v))
(o0, vo) w, (1= 2(c0, vp))

= U (0+) = agdy "

Theorem [3.12] implies that an investor will always stay in the well-funded area when starting well-
funded. Assumption [3.11] describes sufficient but not necessarily required conditions on the involved
utility and probability distortion functions such that ¢* = oo and v} = vg is optimal to Problem .
Notice that Theorem [3.12]implies that only the distortion function on the positive part, i.e. w4, and
not w_ affects the final outcome, when the distortion function w_ on the negative part is suitably
selected according to Assumption

3.2.3 A Feasible Probability Distortion Function

Assumption [3.17] introduces an additional assumption made on the probability distortion functions
w4 and w_ in order to prove (¢*,v}) = (%0, vg) optimal for Problem for a sufficiently wealthy
investor who applies an S-shaped HARA utility function. In this work, a special probability dis-
tortion function family is considered and analyzed, which is constructed in a way such that the
monotonicity condition in Assumption is fulfilled. The distortion family is introduced by
Brummer et al.| (2018) and is inspired by the distortion in Wang| (2000). We analyze this distortion
family in view of Assumption [3.11] and show that the assumption is satisfied for some choice of
parameters.

Definition, Characteristics and Properties. Let ® denote the distribution function of a stan-
dard normal, ®~! its inverse. Let 7 = 0 and set o7, := 0 in the definition by [Brummer et al.| (2018).
The considered distortion is defined by

w(p) = ((I> (<I>_1(p) — 502))a, p e [0,1], (3.11)

with parameters « € (0, 1], § € R. The distortion in can be reduced to the distortion in Wang
(2000) when v = 1. Brummer et al.| (2018) show that w with « € (0,1] and § < 1 fulfills the mono-
tonicity condition in Assumption Moreover, w with a € (0,1) and 6 > 0 is reverse-S shaped.
Altogether, w with a € (0,1] and ¢ € (0, 1] satisfies the monotonicity condition in Assumption
and is furthermore reverse-S shaped if a € (0,1). As described in Brummer et al.| (2018), for a fixed
«, a decrease in § results in a mean shift to the left, hence increasing the left tail probabilities
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(downside risk). A decrease in the parameter « then leads to an increase in the upper tail of the
distribution. We further findP}

w(p) = e3P0 () 2T B p),
i > a-1 (3.12)
W (F(2)) = aedC-5)7% <q> <1j zZ_ (5 - ;) UZ>> 7.
Z

For simplicity, the case a =1 is considered later. « =1 immediately implies that w'(p) and
w'(Fz(Z)) reduce to

w'(p) = 2O TF ), W (Fy(2)) = 200075 20, (3.13)
Let w;, w— be selected according to (3.11) with parameters ay, d; and a—_, j_. It can be shown
that the placed Assumptions and and are generally fulfilled when 6, < 1. The
next theorem shows conditions on the distortion parameters such that Assumption holds for
this special probability distortion in the case where a;. = 1. Notice that under ay = 1, additionally
holds for HARA utility, thus any placed assumption is satisfied.

Theorem 3.13. Let the probability distortion functions wy, w—_ be defined according to (3.11) and

let oy = 1. If vy > I;IngHe*TT, a- <bpg, 0 < —1°and 64 € R such that — 2[ flf‘(l ; )2] > 1,
2%z T=bg V0t

then Assumption [3.11] is satisfied.

Theorem therefore shows that the distortion defined in (3.11)) is a proper choice and satisfies
all made assumptions under some parameter conditions.

Further note that there exist a variety of other probability distortion families besides the one in
, for instance the one by Tversky and Kahneman| (1992)) or |Jin and Zhoul (2008). The first
distortion family leads to undesired shapes of the distortion for some choice of parameters and is
not selected here for tractability reasons. The latter one by |Jin and Zhou (2008) does not lead to
a well-posed problem when applied on both the positive and negative part. Our applied distortion
is analytically tractable and leads to a well-posed problem for suitably chosen parameters when it
is applied on both the positive and negative part.

Replicating Wealth and Relative Portfolio Process. Let the reference wealth B be a constant
at terminal time 7', not necessarily zero, and additionally r = 0 as before, then E[Z] =1 and
E[ZB] = B. Moreover, let Assumption hold, and let 6, <1 and a; = 1 be the distortion
parameters of wy, 6_ and «_ the distortion parameters of w_. The next theorem presents the
formulas for the optimal final payoff X*, the wealth process V*(¢) and the corresponding relative

portfolio process 7*(t) which replicates X*.

Theorem 3.14. Let B be constant at time T and r = 0. Additionally, let Assumption hold,
and let 6+ <1 and ay = 1. Define

®The detailed calculations to Eq. (3.12) and (3.13) are given at the beginning of Appendix
55_ < 0 implies a globally concave probability distortion function on the losses, i.e. the small probabilities of large
losses are overweighted.
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and let ¢ denote the density function of a standard normal random variable. Then:

1. The optimal terminal wealth is given by:

LT -
X* — |:>'€A+Z 1_bH _ H

ag dH] ]lZsFZfl(lff(wva*B)) B

2. The expected value of the optimal terminal wealth is:

E[X*] = >~<A+e%”22[<1_;3)+(1_3,§)2]¢ (@‘1 (1= 2(o0,v — B)) + 05 <1 o ))

1—byg
_l—bH
ap

dp® (&7 (1 — 2(00,v0 — B)) — o) + B.

3. The replicating wealth process V*(t), t € [0,T], is given by:

* ~ * 1-— bH *
V) = R W (O = ——du Vi (1) + B.
with
L 170y
W) =2 "'u 12<F2—1(1—2(oo,v0—3))’
R B 5. by
Vi(t)=Z(t) "aE | Z(t,T) " 1 P - s(wg-B)) | T
Z(t’T)ng
_ Sp—byg\2 [é.-b
_ 2y A0 () ()
In (Fz_l(l — 5(o0, w9 — B))) — I Z(%) G by 1
<o —ap(t) (S -
o(t) 1—by 2
and

Vo (T) = 13 p=1(1-5(c0,00—B)):

Fi

szl(lfg@o,vofs))
Z(t)

Y (m <FZ~_1(1 300, v — B))> ~WZ(t)

o7 (t) ~ 3720
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4. The replicating relative portfolio process w(t), t € [0,T], is given by:

e R F;1(1 - 2(0,v9 — B))
V() = [xA+1_lm‘/1 (t) + 2 pnYIn
In (Fz_l(l — 3(00,v0 — B))) —ImZ(t)

X {)ZA+ (szl(l —é(oo,vo—B))) eE 1_bHdH}] (00')_1 (b —rl),

() =1—7*(t)1.

The formula for X* shows that the optimal payoff is the sum of shifted digital or binary options.
A similar form for the optimal terminal payoff is frequently achieved under an expected utility
maximizing framework. The formula on the expected final payoff can be used for performance/return
evaluation. From the replicating wealth process V*(t), with V*(T') = X*, we learn how the portfolio
wealth evolves over time and reacts to market changes. The last formula on the optimal risky
exposure 7*(t)V*(t) shows how the optimal final payout X* and its corresponding process V*(t)
can be replicated continuously in time.

3.2.4 Applications: two special cases

Under the setting and assumptions of Section we elaborate on two special cases where the
optimal investment strategy turns out to be a traditional Constant Proportion Portfolio Insurance
(CPPI) strategy that can easily be implemented.

Special case 1: CRRA utility within CPT. When dp is set to zero, HARA utility ends in a
simple CRRA utility. The definition of HARA utility within CPT in (3.4) evolves to
1-b bu b
Ui :RY 5> RY v Up(v) = H1_H 1 = (1—by)'~tn aiva,
b 1—by b
U_:RY 5> R", v U_(v) == ky_Uy(v),

with utility function U : R - R, v+ U(v) = Uy (v7)1ys0 — U— (v )1y<g. This definition implies
2(00,u9 — B) = 0. Hence, the corresponding optimal terminal wealth, its expectation and its repli-
cating processes directly follow by setting dp = 0 and 2(c0, vy — B) = 0 in Theorem

Corollary 3.15. Let x,, = % > 0. Then:
E Z 1-bp ]

1. The optimal terminal wealth is given by:

L 1-6y

7 1-u + B.

X" =%

A+
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2. The expected value of the optimal terminal wealth is:

L1704
E {Z_ 1-by ]

o TP = Xase
2|75

[N

E[X*] = (v — B) (=)= g

VAT

3. The replicating wealth process V*(t), t € [0,T], is given by:
V*(t) = x., Vi (t) + B,

with

Vi) = Z(t) TR E | Z(t,T) o | Fy| =

1-6, { 54—bp

- o]

4. The replicating relative portfolio process w*(t), t € [0,T], is given by:

ROV = 1 (V0 - B) (00') ™ (u—r1)

m(t) =1 — 7 (t)'1.

Therefore X* is larger than B almost surely, i.e. P(X* > B) =1 and P(X* = B) = 0. Moreover,
the resulting optimal allocation is a CPPI strategy to the floor B.

Special case 2: HARA utility within EUT. Let HARA utility function within Expected Utility
Theory (EUT) be defined by

1—by | anm bn by O b
U:[B,0) >R v Uv) = > [1_bH(va)] :(kb@*Hﬁ(va)H.

HARA within EUT is globally concave and no longer S-shaped. It coincides with CRRA utility
function (CPT) of the gains U, shifted to B instead of 0. The corresponding Arrow-Pratt measure
is given by A(v) = 11;1’5 , € [B,), and is positive. It is well-known that the solution to the
Expected Utility Theory problem with a globally concave HARA utility function (and no probability
distortion functions) is a CPPI strategy. The associated final wealth and its replicating processes
immediately follow from the above behavioral CRRA utility solution in Corollary when forcing

the probability distortion function to the identity function (ay =1, 4 = 0).

Corollary 3.16. Let x,, = ”07_511 > 0. Then:
E Zl—bH:|

1. The optimal terminal wealth is given by:

1

X*=%X,.Z T +B.

+
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2. The expected value of the optimal terminal wealth is:
~_ 1
E [Z 1-bpy ]

Ty TP X
Ekww}

2
o<
Z

N|=

() (=) L,

E[X*] = (v — B)

3. The replicating wealth process V*(t), t € [0,T], is given by:
V*(t) = x., V' (t) + B,

with

4. The replicating relative portfolio process w*(t), t € [0,T], is given by:

1 * n—1
— o 0= B) (00 (= r1)

m(t) =1 —#* (1)1,

OV

Corollary gives P(X* > B) =1 and P(X* = B) = 0. In addition, as already mentioned, the
relative portfolio process describes a CPPI strategy. Notice that the investment strategy for CRRA
utility within CPT is also a CPPI strategy to the same floor B. The difference between both lies in
the respective multiplier. The relation between the multipliers, let mcgracpr) denote the CPPI
multiplier for the CRRA (CPT) and my ara(guT) for the HARA (EUT) strategy, is the following:

MORRACPT) = MHARAEUT) (1 —04) . (3.14)

This means that the probability distortion function w,; does not change the structure or charac-
teristics of the optimal investment strategy, it is still of a CPPI type, but distorts the underlying
CPPI multiplier. When §; > 0 (w4 convex, i.e. underweighting of the probability of large gains),
the probability distortion reduces the multiplier and thus reduces the magnitude of the risky invest-
ments. When é; < 0 (w4 concave, i.e. overweighting of the probability of large gains), the opposite
is the case.

To conclude with, from the formulas in Corollaries and we learn the following: The CPT
problem with CRRA utility leads to a CPPI strategy as optimal portfolio. The EUT problem
with HARA utility also leads to a CPPI strategy as optimal portfolio. The difference between the
two optimal CPPI strategies is in the multiple, the CPT strategy’s multiple is a function of the
probability distortion parameter. Finally, the CPT problem with HARA utility does not lead to a
CPPI strategy as optimal investment strategy in general. The optimal portfolio can be regarded as
kind of a “distorted” CPPI strategy which reduces to a pure CPPI strategy in the two above special
cases.
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Remark 3.17 (Underfunded setup). From Assumption onward, we focused on an initially
well-funded investor with vg > 0, or vy > E[ZB] respectively, which allows for deriving the optimal
variables c*, vy and thus the optimal investment strategy explicitly. Nonetheless, we would like
to emphasize that the CPT approach allows for starting with an underfunded portfolio, i.e. with
indtially vy < 0, or vg < E[ZB] respectively. E[ZB] can exemplarily denote the present value of all
outstanding future liabilities of the pension fund.

Theorem provides the optimal terminal wealth V*(T) = X* = X*(c*,v}) for both the initially
well-funded and underfunded setup, given the optimal pair (c*,v%) to Problem with v} >0 and
0 <c* < o0.

If one now starts underfunded with vg < 0, i.e. IE[ZX*] = vo < 0, it must hold ¢* < o0, because
otherwise it would be X* = X7 (c*,v}) = 0, P-a.s., with then E[ZX*] > 0 which is a contradiction.
For this reason, it holds P(Z > ¢*) > 0 and the investor could possibly end up with a loss (wealth

below the benchmark). In such a case, the loss is fixed and is given by #

Z>c*
and thus v —vg > 0. This further shows that ¢* = o0 is only possible if vg = 0 (well-funded setting),
where the fized loss part then vanishes, also compare X* in Theorem (solution for general c*)

and Theorem (solution for c* = oo for a sufficiently wealthy investor).

. Note v} >0 > vy

In summary, Theorem states the optimal terminal wealth V*(T) = X* = X*(c*,v}) for general
probability distortion functions and general initial wealth vo. The associated optimal investment
strategy can be found by replication of V*(T'). We already mentioned that Section can be used

for replication if the term = Z

T (7)) is a digital option of the form Z" for some n € R.
+Wz

Highlighting particularly the difference between the funded and the underfunded setup, the optimal

terminal wealth can structurally only deviate in the presence of the fized loss part —]E[zfﬂi;}()*]]lzx*,
which can be present in the well-funded but must be present in the underfunded setup. Hogjcever, this
loss part admits the form of a simple digital option (Z" with n = 0) which can easily be replicated by
applying Theorem[2.9 in Section[2.3. Hence, the hedging strategy in the underfunded setup consists
of two parts: the first part for a general ¢* wvalue structurally coincides with the hedging strategy
from the well-funded setup with ¢* = o (cf. Theorem and can be determined analogously. The
second part (loss part), which vanishes in the situation where c* is infinite, can simply be replicated

using Theorem in Section [2.3

Ifdg =0 (CRRA utility within CPT), Corollary shows the optimal asset allocation strateqy for
a well-funded investor. |Escobar-Anel et al. (20200) study the special case of a CRRA utility within
CPT for both an initially well-funded as well as an underfunded portfolio and provide an economic
sound interpretation of the resulting optimal investment strategies. For further details we refer to
FEscobar-Anel et al.| (20200), additionally including a detailed derivation of the hedging strategy also
in the underfunded case.

3.3 Numerical Case Study

The last section has shown that Assumption allows for the application of the probability
distortion function defined in Eq. on both the positive and the negative part. In what
follows, the optimal terminal fund wealth X*, the corresponding replicating wealth process V*(t)
and the replicating investment strategy or relative portfolio process 7*(t) are examined numerically.
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In particular we intend to empirically compare HARA and CRRA utility within behavioral finance
(variation in the utility parameter dy; dg = 0 is CRRA utility), and to compare the resulting
optimal portfolio and allocation between the behavioral finance concept (S-shaped utility function
and distortions on the probabilities) and the solution for HARA utility in an Expected Utility
Theory framework (variation in the probability distortion parameters).

In the case study two different probability distortion functions on the gains are considered which
allow for a closed-form solution to the optimal terminal fund wealth, its replicating wealth and
relative portfolio process. Therefore, a globally concave as well as convex probability distortion
function on the gains together with a globally concave one on the losses are considered. The concave
distortion on the losses implies overweighting of tail probabilities in the losses (extremely large and
unlikely losses). The concave distortion on the gains implies overweighting of tail probabilities in
the gains (extremely large and unlikely gains), whereas the convex distortion on the gains implies
underweighting of tail probabilities in the gains. Hence the investor with a concave distortion on
the gains has an optimistic view about the future whereas the investor applying a convex distortion
has a pessimistic view and overweights the probability of a crash.

Throughout the whole numerical case study, one risky asset (N = 1) is considered. The solution for
the price process of the risky asset for general constant interest rate r is simply given by

Pi(t) = prelr=27)i+ WOy e [0, 7).

Then
_ -
e—'yW(t) _ (Pl(t)e—(u—ézﬁ)t) 7 _ (Pl(t)> 7 eg(u—%a2)t
b1 b1
with v = £ > 0. The relation between the pricing kernel Z and the underlying stock price Py (T

at terminal time 7T is then given as follows:

_p-r
7 = ¢ (rg7?)T—W(T) _ e%(u+r)(“§'—1)T <P1(T)> o 7
b1

52

P (T) = pleé(wr)(l_“”

Hence, Z can be regarded as a strictly monotone decreasing function in Py (T') since p > r is assumed

L) (Lt 1) T . " . .
and e? o > (0 is a positive constant, and vice versa. Therefore, with good states of the

world or market we mean high stock prices P;(T) and thus equivalently low values for the pricing
kernel Z.

The explicit setting to be considered in this numerical case study is as follows.
1. Market: r = 0%, u = 5%, o = 20%, T = 1.
2. Wealth: vg = 10; B = 9.
3. Utility function: by = 0.5, ag = 0.5, dg = 0.25, ky_ = 2.
4. Probability distortion functions:

a) Setting 1: wy concave with oy =1, §4 = —0.5, a— = 0.5, 6_ = —1.
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(a) HARA and CRRA utility func- (b) Probability distortion functions (c) HARA uwtility function U within
tions U within CPT (blue = HARA, w4, w— within CPT (blue|red = wy EUT.
red = CRRA). concave| convez, green = w_ ).

Figure 3.1: S-shaped utility functions and probability distortion functions within CPT, globally
concave utility function within EUT.

b) Setting 2: w4 convex with ay =1, 4 = 0.5, a— = 0.5, i_ = —1.

Figure [3.1] graphically visualizes the considered utility and probability distortion functions. Both
described setups fulfill Assumption [3.11] since Theorem [3.13] can be applied as

e vg— Be ™ =1>0.25 =176 and

ag
: 0 flf’ 7 = 1.8642 > 1 (w, concave) and —— lﬁf’ 7 =1.9844 > 1 (w4 convex).
65"2[@@—5# ] e?”z[l—bH(1_5+)

In summary, Assumption [3.11]is satisfied for both probability distortion cases and hence Theorems

[3:12] and [3:14] can be applied.

The CRRA utility (CPT) case can be obtained by setting dy = 0. The HARA utility function
(EUT) coincides with the positive part CRRA utility function (CPT) shiftedm to B =9 instead of
0. According to Eq. (A.5) in Appendix 2(00,v9 — B) is the root of the function

—(1-bg)

vo— B+ Lty [Z]lmz_l(l_z)]

1
- 7 D
e [Z (w’M(Fz(Z») 12<F51<1z>]

f(z) = (1 —bg)' " aby

_ aHdI—_I(l—bH)e%(1—53)022—(1—5902‘1)_1(1—3) )

"In CPT the S-shaped utility function is centered around 0, but the optimization is done on X — B. In EUT, the
optimization is under X. Therefore, the CPT CRRA utility function on the gains is equivalent to the EUT HARA
utility function.
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(a) Optimal terminal wealth X* and (b) Optimal terminal wealth X* and (c) Kernel density estimate of the op-
pricing kernel Z at T. final stock price Pi(T) at T. timal terminal wealth X™* at T (nor-
mal kernel).

Figure 3.2: Dependence between the optimal terminal wealth X* and the pricing kernel Z or re-
spectively the stock price Pi(T) at terminal time T (blue|magenta = HARA (CPT) with
w4 concave|convez, red|cyan = CRRA (CPT) with wy concave|convez, green = HARA

(EUT)).

Numerically, we obtain 2(c0,vg — B) = 2(0,1) = 0.0218, thus Fgl(l — 2(00,1)) = 1.6054 when w
is concave, and 2(c0,1) = 2.6273 x 1071, FZ1(1 — (o0, 1)) = 5.0010 when w, is convex. In view
of Theorem [3.14] and Corollaries [3.15] and the optimal terminal wealths for the three different
models turn out to be

Xiaraopr) = [1:0344 x Z73 = 0.25] 15, 6054 + 9,
Xtrrapr) = 08290 x 272 49,
Xiraraur) = 09394 x Z72 +9,

when w, is concave, and

* ~7—1
XHArA(CPT) = [1.25 x Z71 = 0.25] 1 55 gg10 + 9

* -1
XcrracPr) =4 +9,
Xiapaeur) = 09394 x Z72 +9,

when w, is convex. Notice that for the CRRA (CPT) and HARA (EUT) case it holds
P(X* > B) =1, whereas for HARA (CPT) we have P(X*> B)=1-—2%(c0,1) = 97.82%,
P(X*=B) = %(0,1) = 2.18% for the concave and P(X* > B) = (100 — 2.6273 x 10~)%,
P(X* = B) = 2.6273 x 107%% for the convex w.

Figure examines the three final payoffs X* in dependence of the pricing kernel Z as well as the
stock price P;(T') and further illustrates the kernel density estimates at the end of the investment
period T'. Figure shows that the final payoff is a strictly convex function of the final stock
price for the CRRA (CPT) and the HARA (EUT) case. For HARA (CPT), the final portfolio
value is a convex, but no longer strictly convex function of the terminal stock price, since the final
value equals B for Z > 1.6054 (Z > 5.0010) which is equivalent to P (T) < 6.8818 (Py(T) < 2.7729).
Figure shows the asymmetric, positively skewed density functions of the final portfolio values.
Table additionally provides the simulated values for the probabilities of a gain and a neutral
situation, as well as the empirical mean, standard deviation, Sharpe Ratio and Adjusted Sharpe
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HARA HARA CRRA CRRA HARA
(CPT) (CPT) (CPT) (CPT) (EUT)
(wy con- | (wy con- | (wy con- | (wy  con-
cave) vex) cave) vex)
Probability of a gain sit- || 97.82% X 100% 100% 100% 100%
uation P(X* > B):
Probability of a neutral || 2.18% < 0% 0% 0% 0%
situation P(X* = B):
Expectation E [rx«]: 2.68% 0.83% 2.16% 0.67% 1.38%
Standard deviation || 13.22% 3.40% 10.60% 2.72% 6.10%
Sd (rx»):
Sharpe Ratio SR (rx=): || 20.27% 24.51% 20.34% 24.51% 22.66%
Adjusted Sharpe Ratio || 21.78% 25.25% 21.86% 25.25% 23.89%
ASR (rx+):

Table 3.1: Estimated values for the probabilities of gain and neutral situations, average, standard
deviation, Sharpe Ratio and Adjusted Sharpe Ratio of the corresponding optimal port-
folios’ return for HARA and CRRA utility in a CPT and HARA utility in an EUT
setting.

Ratio of the final portfolio returns. The Adjusted Sharpe Ratio (see Leland (1999)) accounts for
skewness and kurtosis of a return distribution. The return is defined by ry» = = ;g”o, the number
of simulated paths is 10, 000.

After examining the objectives at terminal time 7', the focus lies on the behavior of the corresponding
replicating wealth and relative portfolio processes during the investment period. In general, the
initial relative capital allocation at ¢t = 0 is 46.51% (15.62%) in the stock and 53.49% (84.38%) in
the bank account for HARA (CPT), 37.50% (12.50%) in the stock and 62.50% (87.50%) in the bank
account for CRRA (CPT) for the concave (convex) w, and 25.00% in the stock and 75.00% in the
bank account for HARA (EUT). Hence, the HARA (EUT) strategy starts most defensive among
the considered models, the HARA (CPT) strategy starts more aggressive than the CRRA (CPT)
strategy. Note that, as already mentioned, only the HARA (CPT) strategy is not of a CPPI type.
Figure illustrates the objectives under an upward movement of the stock, Figure [3.4] presents
the same objectives under a downward movement of the underlying. It can be observed that the
CPT strategies with concave distortion outperform the CPT strategies with convex distortion in
uptrend and underperform them in downtrend markets. The optimal EUT strategy, for both #*(¢)
and V*(t), lies in the middle with the optimal CPT strategies for concave distortion on the one and
for convex distortion on the other side.

In summary, the empirical study shows the following message; notice that within the four different
CPT settings, same utility functions for different probability distortions as well as same probability
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(a) Risky relative portfolio processes (b) Replicating wealth processes (¢) Stock price process Pi(t).
A*(t). V().

Figure 3.3: Risky relative portfolio processes 7*(t) and replicating wealth processes V*(¢) under an
upward movement of the stock price process Py(t) (blue|magenta = HARA (CPT) with
w4 concave|convez, red|cyan = CRRA (CPT) with wi concave|convez, green = HARA
(EUT)).

0.1 6
0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1

(a) Risky relative portfolio processes (b) Replicating wealth processes (c) Stock price process Pi(t).
A*(t). V*(t).

Figure 3.4: Risky relative portfolio processes #*(t) and replicating wealth processes V*(¢) under an
downward movement of the stock price process Pi(t) (bluelmagenta = HARA (CPT)
with w4 concave|convex, red|cyan = CRRA (CPT) with wy concave|convex, green =
HARA (EUT)).

distortions for different utility functions are considered: Figure illustrates path-independently
that for a concave wy, the HARA (CPT) strategy outperforms within bull markets while it un-
derperforms within bear markets. Therefore, the investor benefits from her behavioral trait when
the market is bullish. Compared to the CRRA (CPT) strategy with concave wy this is due to the
less risk-averse selected utility function; compared to the HARA (EUT) strategy this is because
of the less risk-averse utility and the concave probability distortion function on the gains (64 < 0
selected), which lets the investor bet on larger probabilities of extreme positive events. The CPT
strategies with a convex w, behave in an opposite manner. When 0, > 0 (w4 convex) is selected,
then the investor benefits from her behavior within bear markets and suffers within bull markets.
This characteristics can directly be seen in the formulas for the wealth and replicating strategy in
Theorem and Corollaries and First, when 04 < 0 (w4 concave), then the exponent
of Z which corresponds to the CPT strategies is more negative than the EUT exponent. Moreover,
a negative 04 leads to a higher multiplier of the resulting optimal CPPI strategy for the CRRA
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Figure 3.5: Terminal wealth and risky relative portfolio process under HARA (CPT) utility function
model and concave probability distortion w_ (default parameters) for three varying
convex probability distortions w, .

(CPT) setup, cf. Eq. . Second, when §, > 0 the picture turns to the opposite: the exponent
of Z which corresponds to the CPT strategies is now less negative than the EUT exponent, and the
CPPI multiplier of the CRRA (CPT) strategy is lower, thus less is invested risky. Moreover, the
CPT strategies with a convex wy provide the highest (Adjusted) Sharpe Ratios, followed by the
HARA (EUT) strategy and thereafter the CPT strategies with a concave w..

In addition, Figure [3.5 provides the target objectives under three different convex probability dis-
tortion functions wy, i.e. for different d; values (analogue for the concave w, case). For increasing
0+, the convexity of the distortion w4 becomes more pronounced with a lower slope close to 0 and
a higher slope close to 1 for w,. This has the effect that tail probabilities of large gains are under-
weighted (lower slope close to 0), but small probabilities for large losses are overweighted (higher
slope close to 1). Thus, by increasing 0., the degree of convexity of w; is increased and therefore
the subjectively perceived probability of large gains decreases and the probability of large losses
increases. The implication on the optimal portfolio is that more downside protection is needed, but
with a lower upside potential. Figure [3.5| quantifies this impact. It can be seen that a stronger
convexity leads to a less risky and volatile portfolio with a higher downside protection, which im-
plies a better performance in bearish markets with a reduced probability for big losses, and a worse
performance in bullish markets compared to a less convex w .
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Finally, Appendix provides some more figures and discussion on explaining mispricing of share
prices or unreasonable over-/underweighting of risky assets in investor portfolios.






4 Optimal Life-Cycle Consumption and
Investment Decisions under Age-Dependent
Risk Preferences

The special sphere of finance within
economics is the study of allocation
and deployment of economic resources,
both spatially and across time, in an
uncertain environment. To capture
the influence and interaction of time
and uncertainty effectively requires so-
phisticated mathematical and compu-
tational tools.

Robert C. Merton

A suitable management of pensions needs to consider earnings/contributions and investment, but
should also account for the required consumption during the accumulation and/or decumulation
phase. For this sake, in this chapter, which is a reproduction of [Lichtenstern et al. (2020 with
minor changes, we consider the finite-horizon portfolio problem of maximizing expected utility of
future consumption and terminal wealth to determine the optimal pension or life-cycle fund strat-
egy for a cohort of pension fund investors. The setup is strongly related to a DC pension plan
where additionally (individual) consumption is taken into account. Within this framework, [Lakner
and Nygren (2006]) describe the trade-off the investor faces as a compromise between “living well”
(consumption) and “becoming rich” (terminal wealth). Classical consumption-investment problems
consider constant risk aversion in the intertemporal utility functions for consumption besides a
personal discount rate or impatience factor, see |Merton| (1969) or Merton| (1971). Within classi-
cal models (where constant relative risk aversion (CRRA) utilities are applied), optimal portfolio
policies turn out to be constant over the life-cycle, meaning time and wealth independent. Accord-
ing to |Aase| (2017)) this is “against empirical evidence, and against the typical recommendations
of portfolio managers”. Furthermore, |Aase| (2017)) and [Yang et al.| (2014)) argue that the tendency
of stocks to outperform bonds over long horizons in the past is one of the reasons why people at
a younger age are advised to allocate a higher proportion of wealth to equities compared to older
people. In addition, Benzoni et al.|(2007) examine the impact of labor income on life-cycle strategies
and show the importance of dynamic strategies that change over time, thus motivate dynamic and
age-dependent strategies. Evidence for changing risk aversion over the life-cycle is reported in the
literature, although there is no broad agreement on its behavior: Morin and Suarez| (1983), [Bakshi
and Chen| (1994), Palsson| (1996)), [Bellante and Green| (2004)), |Al-Ajmi (2008]), Ho| (2009), |Yao et al.
(2011) and Albert and Duffy| (2012) observe increasing risk aversion by age, Bellante and Saba
(1986) and [Wang and Hanna| (1997) find risk aversion decreasing by age and Riley and Chow/ (1992)

47
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detect different behavior between the pre- and post-retirement phase. Age-depending risk prefer-
ences can economically be motivated by the observed behavior of people to stepwise reduce their
investment risk the closer they are to retirement. This behavior is reflected in many life-cycle fund
allocation policies, see for instance Gebler and Matterson| (2010) or Erickson and Cunniff] (2015).
An important economic reasoning behind this is that the older the person, the less time to retire-
ment entrance is left and therefore the less likely it is for her to overcome a potential market crash,
strongly connected to the fear of having an insufficient wealth left for retirement. Moreover, it is
reasonable that the closer to retirement time, the more satisfaction is connected with savings, i.e.
with a lower consumption surplus, which yields a higher initial wealth for the decumulation phase.
Based on these economic reasons, it is meaningful to consider age-varying preference parameters
(dependent on the age of the pension cohort or the individual investor) in form of a coefficient of
risk aversion, later called b(t), and a weighting factor, later referred to as a(t), that governs the
relative importance of consumption at different points in time. The latter has no impact on risk
aversion but can control for the varying preference between consumption and terminal wealth over
time. In an analysis of the optimal controls in Section [£.3] we show that our proposed model can
explain and describe people’s observed behavior of reducing relative risky investments over time
while simultaneously targeting a certain function for the consumption rate on average. In opposite,
we find that the previously described existing models are not able to capture this behavior. There-
fore, particularly Section shows that it is economically important to have separate functions or
parameters for risk aversion and preference of consumption over terminal wealth, a(t) and b(t).

In addition, consumption and wealth floors are introduced which have an economic meaning as
minimum required levels of consumption and wealth. This motivates the development of a dynamic
life-cycle model with time-varying risk preferences such as coefficient of risk aversion and consump-
tion and wealth floors which can capture age-depending consumption and investment behavior of
investors.

Related literature to this topic consider stochastic income and unemployment risks, see
(1992), Koo (1998)), Munk| (2000), Viceira| (2001), Huang and Milevsky| (2008), [Jang et al.| (2013),
Bensoussan et al| (2016]), Wang et al.| (2016) or [Chen et al| (2018)). Setups where the investor faces
uncertain lifetime, mortality and optimal life insurance are considered in [Yaari (1965)), Pliska and
Ye| (2007), Menoncin and Regis| (2017), [Zou and Cadenillag (2014), Duarte et al| (2014), [Huang
et al| (2012), Kronborg and Steffensen| (2015), [Shen and Wei| (2016), |Guasoni and Huang (2019)
and [Ye| (2008). Optimal consumption and investment under insurer default risk is studied by [Jang
et al| (2019). Kraft and Munk] (2011)), [Kraft et al.| (2018), |Andréasson et al|(2017)), |Cuoco and Liu
(2000) and Damgaard et al.| (2003) analyze optimal housing as a durable good. Constraints in the
optimization problem are considered in |Cvitanic and Karatzas (1992),|Cuoco (1997), [Elie and Touzi
(2008)) and |Grandits (2015). Moreover, Akian et al.|(1996), Altarovici et al.| (2017), |Dai et al.| (2009)
and [Hobson et al.| (2019) analyze the portfolio problem under transaction costs. The application of
HARA utility functions in a life-cycle context can be found in[Huang and Milevsky| (2008), |Ye| (2008),
\Chang and Rong| (2014)), |Chang and Chang (2017) and [Wang et al.| (2017). Moreover, Back et al.
(2019) study a life-cycle consumption problem for HARA utility with time-independent, increasing
risk aversion and examine the relation between age and portfolio risk by using Monte Carlo analysis.
'Tang et al|(2018) study an optimal consumption-investment problem under CRRA utility function
with age-independent risk aversion, but examine the impact of hyperbolic discounting, where the
rate of time preference is a function of time. We generalize this approach by considering general
a(t) or e~ Pta(t), respectively, and by introducing age-varying risk aversion.

In this chapter we apply HARA utility functions on both the consumption and terminal wealth and
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consider time-varying preferences: an age-depending preference between consumption and terminal
wealth and an age-depending coefficient of risk aversion in the intertemporal consumption utility.
For simplicity, income is treated as a deterministic process. Furthermore, we do not model mortality
and consider a fixed time horizon 7" that corresponds to a retirement age, thus we assume the agent to
survive up to the age of retirement. A positive, fixed floor in the terminal utility ensures a minimum
liquid asset wealth level at the age of retirement, which is meaningful as the retiree needs wealth to
live from and could possibly afford housing from this wealth. In addition, a positive, time-varying
floor in the consumption utility guarantees a minimum (time-dependent) consumption rate. This
is essential during the accumulation phase as for instance living expenses, rental payments when
home is rented or mortgage payments and maintenance costs when home is bought and financed by
debt or only maintenance costs when the agent already fully owns a house (e.g. inherited) need to
be covered. All of these needs motivate the economic demand for both a positive minimum level of
consumption and terminal wealth.

In summary, previous studies on age-depending risk preferences such as risk aversion have partic-
ularly shown the need of such age-varying preference coefficients. The studies moreover illustrate
that, depending on the investigated situation and use case, there exist real-world situations where
increasing as well as decreasing preferences over time can occur and can be meaningful. Beyond
that, even non-monotonic changes in risk aversion can be reasonable. This motivates the consider-
ation of a mathematical model that covers a very general structure for age-depending preferences:
represented by a(t) and b(t) in our proposed model. Building upon this we show that there is a
lack of a sound mathematical model for age-varying risk preferences in the existing literature and
therefore no solution is provided yet. Formulated differently, the existing models and solutions
to a consumption-investment problem are only provided in very restrictive settings. Most related
to our work are |Ye| (2008), |Steffensen| (2011), Hentschel (2016) and Aase| (2017). The difference
of our approach to these papers is as follows. [Ye| (2008) considers income, mortality and HARA
utilities for both consumption and terminal wealth under a constant coefficient of risk aversion,
i.e. constant b(t), but where the age-dependent preference between consumption and wealth a(t) is
incorporated. We generalize the results by introducing a time-dependent coefficient of risk aversion
b(t). Steffensen| (2011)) provides a first insight into the optimal policy when the utility parameters
of the intertemporal utility, which is of a CRRA type, are time-varying; thus a(t) and b(t) are
captured. But the model disregards terminal wealth, consumption floor and labor income. In a
similar fashion, Hentschel (2016) studies the consumption problem for CRRA utility with habit
formation and considers a(t) and b(¢). Similar to [Steffensen| (2011), neither terminal wealth nor
consumption floor nor income are included in their model. Finally, Aase|(2017) uses the martingale
method (that allows to reformulate the optimal stochastic control problem to a simpler maximiza-
tion problem with constraint) to determine optimal consumption and investment under mortality
risk and a CRRA utility with age-depending risk aversion b(t). But the model does not consider
terminal wealth, consumption floor, income or time-varying preference a(t).

The main contributions and innovations of this chapter can be summarized into two parts: a the-
oretical and a practical part. First, in the theoretical part we consider all the “ingredients” of
the models in the above mentioned papers (a(t), b(t), terminal wealth, floors for consumption and
terminal wealth via HARA utilities, income process) that lead to a novel, very flexible and more
realistic dynamic life-cycle model framework. We extend or generalize |Ye (2008) by adding an
age-dependent coefficient of risk aversion b(t) and Steffensen| (2011]), [Hentschel (2016) and |Aase
(2017) by considering terminal wealth and allowing for consumption and terminal wealth floors
via an application of HARA utility functions. The corresponding consumption-investment prob-
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lem is solved in closed-form and interpretations are given. A closed-form solution is particularly
beneficial for interpretation and implementation purposes. Second, in the practical part, we carry
out an exemplary numerical case study. Here, we first fit realistic predetermined target policies
for consumption and relative allocation to several models, showing how our proposed model can
be calibrated. Moreover, we realize that only our proposed and most general model is sufficiently
flexible to describe human preferences on consumption and investment in a suitable fashion. This
implies that modeling the agent’s preferences in an age-depending fashion is inevitable. In addition,
we provide interpretation and graphical visualization of the optimal controls under a bullish and
bearish market scenario. Therein we elaborate on the influence of a(t), b(t) and the wealth floor F'
on the optimal controls. In summary, we mathematically improve existing models and solutions to
the consumption-investment problem and furthermore demonstrate that our proposed model and
its solution can be used in real-world applications.

To solve the respective portfolio problem, we follow a separation approach similar to the ones de-
veloped by Karatzas and Shreve (1998) and Lakner and Nygren (2006). It divides the original
consumption-terminal wealth optimization problem into two sub-problems, the corresponding con-
sumption problem and the terminal wealth problem. These separate problems are to be solved
individually. Due to time-dependent preference parameters we apply the martingale method in line
with [Aase| (2017) to solve the individual problems in closed form. Afterwards, we show how the
individual solutions have to be glued together in order to obtain the general solution to the original
consumption-terminal wealth problem.

The remainder of this chapter is organized as follows. Section introduces the financial market
and the portfolio problem of interest, Section shows the separation approach and the solution
to the problem. A fit of the analytic strategy to suitable consumption and investment curves is
conducted in Section followed by an investigation of the optimal controls and corresponding
wealth process. Appendix [B|summarizes all proofs of the claimed statements: the proofs for Section
[4.2.T]on the consumption problem can be found in Appendix the proofs related to Section [4.2.2]
on the terminal wealth problem in Appendix and for the proofs associated with Section [4.2.3]
on merging both individual solutions, see Appendix

4.1 The financial market model and consumption-investment problem

Let us consider the financial market model introduced in Section Additionally to Chapter
we consider a consumption process. Let (C(t))te[O,T] denote a non-negative, progressively measur-
able, real-valued stochastic consumption-rate process with S(:)F c(t)dt < o, P-a.s., and (y(t))sefo,1)
a non-negative, deterministic income-rate process with S(:)F y(t)dt < oo. Those technical conditions
are assumed to ensure a solution for the subsequently formulated stochastic problem. The dy-

namics of the investor’s wealth process V' = (V/(t)),¢[o 7 under the strategy (7, c) to initial wealth
V(0) = vo > 0, including liquid assets, consumption and income, is then given by

dv(t) =V () [(r + &) (n—r1))dt + 7(t)' odW (t)] — c(t)dt + y(t)dt. (4.1)

The relative investment in the risk-free asset is mo(t) = 1 — 7(¢)’1. We consider the objective of
maximizing expected utility of future terminal wealth and consumption, starting at time 0 and
ending at T'. Hence the objective function to be maximized is
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T

Ftrci) = E | [ Otsctoyde + vav ()| (12
0

where vg > 0 denotes the initial endowment of the investor. All expectations in this chapter are

with respect to the real-world measure PP. The general portfolio optimization problem with initial

wealth V' (0) = vp > 0 to be solved is then given by

V(vg) = sup J(m,c;vp). (4.3)
(m,c)eA

V(vp) is the value function of the problem. Let N (vo) be defined as the set which deviates from
A(vg) only in the self-financing property that is adjusted for consumption and income:

Nt T T
V(t) =vg+ Z Jo wi(s)dP;(s) — Jo c(t)dt + f y(t)dt.
i=0

0

A then denotes the set of admissible investment and consumption strategies (7, c) that satisfy the
following conditions:

AW: (7, ¢) e N (wp).
BW: (7, ¢) admits a unique solution to Eq. (.1).

CW: (7, c) fulfills the associated budget constraint

T

E [ J 2ty + Z(T)V(T)] <w +E [ f Z(t)y(t)dt] — o+ f Ceryndn, (44)

0 0

DW: (7, ¢) is such that V(¢ ST —r(s=y(s)ds = 0, P-a.s., Yt € [0, T].

EW: (c(t))iefo,r) = 0 is progressively measurable with So t)dt < oo, P-a.s., and satisfies the
integrability condition E [SO |U1 (¢, c(t ))|dt] < 0.

F®: (y(t))tejo,r) = 0 is deterministic with So t)dt < o0.

We briefly compare the above conditions covered by A with the corresponding conditions in Chapter
that belong to the set A in Problem (3.2): First, Condition A®) (7 e A(vg)) is replaced by A®
((m,¢) € N(vg)), where the self-financing property is adjusted for consumption and income as
mentioned above. Moreover, Conditions E® and F*) generally introduce the consumption and
income process which were absent in Chapter 3] hence are newly added here. Conditions B ) and
C™ gubstitute B®) and C®) by the inclusion of consumption and income. Condition D™ is added
and introduces an explicit lower bound on the wealth.

The budget constraint describes the requirement that today’s value of future consumption
and terminal wealth, less income, must not exceed the initial endowment. It can be shown that for
the optimal investment and consumption strategy (7*,c*) to Problem , Eq. holds with
equality. We consider a preference utility model given by the HARA utility functions
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(e Pta(t)) 1-b(t) (171 o (c— 5(t))>b(t), for b(t) # 0

Ul(t, C) _ b(t) b
(e a(t)) In (e~ e(1)) , for b(t) =0, (4.5)
v)=eP &1 b ! Gl b
() = el (1_5< F)),

for 0 > 0,b:[0,T] —» (—0,1) continuou b<1,b+#0, a(t) > 0, a > 0, c(t) > ¢(t), e(t) =0
deterministic, and v > F with F' > 0. Uy is a continuously differentiable and strictly concave
terminal utility function, U; denotes a continuous (intertemporal consumption) utility function
which is continuously differentiable and strictly concave in the second argument. This utility model
accounts for several desired aspects: minimum liquid asset wealth level F' = 0 at the age of retirement
T, minimum consumption rate ¢(¢) > 0 and time-varying preference of consumption over terminal
wealth in terms of a(t). Moreover, the coefficient of risk aversion b(t) in the consumption utility
is now a continuous function in time. In the following, we omit the case where b(t) = 0 in Eq.
and concentrate on b(t) # 0 for ease of exposition. But we would like to highlight that all
expressions and statements are still valid when inserting b(¢t) = 0. This is due to the fact that
log-utility describes the limiting case of a HARA utility function when b(¢) — 0 with

0 1 0
_Bt .
% (UL(t, 0)lp(y=0) = (6 a(t)> c—e®) = b(ltl)mo <6cUl(t,C)|b(t)¢o> :

Therefore, the definition of Uy (¢, ¢) in Eq. describes a continuous extension in the first deriva-
tive of U (t,c) with respect to argument c. Since this derivative (and its inverse) is the only term
that enters the optimal consumption and investment strategy later, the solution derived for b(t) # 0
is also valid for the case b(t) = 0 and derived by simply inserting b(¢) = 0 at the very last step.

Remark 4.1. Notice that according to Section [2.7) the associated Arrow-Pratt measure of absolute
risk aversion A(v) admits the following hyperbolic representation

— b(t) 1—b

> 0, Ag(v)zv_F>O.

At ) = i_c(t)

For this reason, we use the notation of an increasing b(t) as a synonym for a decreasing coefficient of
risk aversion and vice versa. Further note that a(t) does not appear in A;(t,c). Therefore we have
two input functions a(t) and b(t) where a(t) has no influence on risk aversion, but b(t) determines
it; hence a very flexible model.

Since we have ¢(t) > ¢(t) and V(T') > F by definition of the utility functions in (4.5)), we restrict

T

v > J e (&(s) — y(s))ds + e "TF = F(0) (4.6)
0

on the initial endowment in (4.4)). It is useful to define

F(t) = E Uf g((g (s)ds + ZZ((?F - LT g((gy(s)ds‘ft]

!For completeness, we would like to emphasize that the continuity assumption is only required to find a nice repre-
sentation of the solution for the optimal investment strategy later (cf. Theorem |4.2). A generalized version in the
case of a discontinuous b(t) can be found at the end of the proof of Theorem [4.2
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| =l

= fe“st) (@(s) —y(s))ds + e "TDE, (4.7)

ft] (€(s) —y(s))ds + FE [ZZ((::)) ’ft]

F(t) can be interpreted as the time ¢ value of all future minimal liabilities less income. F(t)
equals the sum of the time ¢ wealth necessary to meet all the future minimum living expenses and
expenditures ¢(s), s € [t, T], during the remaining time and the time ¢ value of the minimum desired
terminal wealth level F'; future salary income is subtracted as it reduces the time ¢ value of the
minimum required capital.

4.2 Solution: Separation technique

In the sequel we follow the separation technique approach by Karatzas and Shreve| (1998)) and
Lakner and Nygren| (2006) for solving the consumption-terminal wealth problem as defined by
. We split the problem into two sub-problems: the consumption-only and terminal wealth-only
problem. Both individual problems are separately solved via the martingale method, similar to the
approach by Aase| (2017). We would like to mention that |Steffensen| (2011) employed the idea of
the above-named separation technique to find an appropriate ansatz for the value function of the
consumption-only problem with age-dependent risk aversion. In contrast, we apply this technique
to separate consumption from terminal wealth. The individual problem solutions are optimally
merged at the end. For this sake, let us consider the two individual problems first.

4.2.1 The consumption problem

The consumption-only problem is

Ji(m,c;v1) =E UT Ui (t, c(t))dt] ,

0

Vi(vi) = sup Ji(m, ¢ v1),
(m,c)eA1

(4.8)

where Ay covers all admissible investment and consumption strategies (m,c), where the conditions
coincide with the ones in A that belong to the general Problem of this Chapter {4}, except for
A® and C® which are replaced by A®21 and C*21) due to the splitting of Problem (4.3) into
a consumption and a terminal wealth problem:

AW2D: (7 ) e N(vy).
C“21): (7, ¢) fulfills the associated budget constraint

E [ f ' Z(t)c(t)dt] <o +E [ J ' Z(t)y(t)dt] - JT ey(M)dt. (4.9

0 0 0

In more detail, the initial wealth vy to the original problem is exchanged with v; which denotes
the initial wealth to the consumption-only problem. Furthermore, the terminal wealth V(T') in the
budget constraint is removed since we deal with the consumption-only problem.
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Steffensen| (2011)) provides a proof for CRRA utility functions by solving the associated Hamilton-
Jacobi-Bellman (HJB) equation. We follow the approach by |Aase (2017), likewise for a HARA
utility function. We extend the findings of |Aase| (2017) by introducing a time-varying, deterministic
consumption floor ¢(¢), a time-varying preference function a(t) of consumption over terminal wealth
and an income-rate process y(t).

In order to guarantee the consumption rate floor, note c(t) > ¢(t), let us assume the following lower
boundary for v; which equals the integral over the discounted consumption floor rate minus income
rate over the whole horizon of interest:

T
v > J e " (e(s) —y(s)) ds = F1(0),
0
T 2(s) T (4.10)
A0 = | [ 2 o)yl asf7i | = [ e ets) — o) as.

Notice that v; < 0 is possible since a sufficiently large positive income stream can be high enough
to finance consumption. Using the martingale method we solve the problem as summarized by the
theorem below.

Theorem 4.2. The solution to the optimal stochastic control problem (4.8) with intertemporal
utility function Uy in (4.5) is

Vi(t;vr) — Fi(?)

w1 (tv1) = 1—76(51)2_1@ —rl) Vito)
S eft B(H)—1
a(tio) = 9t to) ZOTT +o(0) = (1= (M 20) et
Vi(t;v) = Tgs t;v1)Z )ﬁds+F1(t),
Vi(T;v) = O,t

for all t € [0,T], where

1
GB5=b8) (r= g = 1) (s=0) \ PO o
g(S,t;Ul) = (1_b(5)) CL(S) )‘1 - :

A1 = A (v1) > 0 satisfies the budget constraint uniquely and is subject to the equation

T
J;) g(t,O; Ul)dt = V1 — Fl(O) (4.11)

t1 = t1(v1) € (t,T) is the solution to the equation

o o) 2071 L (7 gs,tionzyra 4.12
L b(s)—lg(s’ 7U1) ( ) sb(fl)—lft g(s, ,’Ul) ( ) s. ( . )
For the optimal c1(t;v1), Eq. ( is fulfilled with equality.

We remind the reader that all proofs to this chapter can be found in Appendix [B] It is clear that



4.2 Solution: Separation technique 55

c1(t;v1) > ¢(t), a.s.. We now aim to interpret the optimal investment strategy as Proportional
Portfolio Insurance (PPI) strategy. The CPPI strategy family corresponds to a constant multiple,
the PPI is more general and also covers proportional strategies with time-varying or even state-
dependent multiples. |Zieling et al. (2014) evaluate the performance of such strategies. Theorem
shows that the optimal investment strategy generally is a PPI strategy with time-varying floor
F1(t) at time ¢, equal to the time ¢ value of the accumulated outstanding future consumption floor
minus income. Notice that #; can firstly be determined at time ¢, since the value depends on the
stochastic Z(t) which is not known before time ¢. Hence, #; is time- and also state-dependent and
thus the optimal PPI strategy itself is time- and state-dependent through its PPI multiple. The
PPI multiple in summary is time-varying, state-dependent and depends on all future coefficients of
risk aversion via b(#).

Furthermore, V;(0;v1) > Fi(0) holds by the assumption in (4.10). In addition, #;(¢;v1) converges
to 0 when Vi (¢;v1) approaches Fi(t). Thus, Vi(t;v1) > Fi(t) a.s., which additionally follows directly
from the formula for Vi (¢;v1) in Theorem[d.2] This further implies that (#1, 1) is an admissible pair,
i.e. (@1,c1) € A1. The next remark provides the solution under time-independent risk aversion.

Remark 4.3. When b(t) = b, then

Vi(t;v) — Fi(t)

Vi(t;v1)

. .
1ty v1) = mﬁ Y —r1)

which is a conventional CPPI strategy with constant multiple. Moreover, if ¢(t) —y(t) =0, i.e. the
minimum consumption is eating up the whole income, then

R 1
Tt 1) = T3> Hp —r1),

which is a constant-mix strategy and represents the standard, well-known result for CRRA wutility
with constant risk-aversion parameter.

Some comments on the initial capital v; and the sign of the risky investments come next. As already
pointed out, a start with a negative initial capital V;(0;v1) = v1 < 0 to Problem is possible
and might be reasonable in a sense that accumulated income over the life-cycle is expected to exceed
total consumption. Hence, there is no need to require positive capital to this problem. For this
reason, Vi(t;v1) < 0 can happen and might be reasonable, too.

Theorem tells that the optimal relative investment strategy is given by

Vi(t;v1) — Fi(t)
Vi(tyv)

#1(t;01) = S p—r1)

1—b(t)

where Vi (t;v1) > Fi(t) a.s.. Let (X7 (u— rl))i > (0 forie {1,..., N}, which for instance is the case
when there is only one risky asset (N = 1) because then 71 (u —r) = &5 > 0 since pp— 71 > 0
was assumed. Then

(T1(t;01)); >0 < Vi(t;v1) >0,
(T1(t;01)); <0 < Vi(t;u1) <O.

>

>
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Even if we previously argued that Vi(t;v1) < 0 is a meaningful case, the conclusion (71 (t;v1)); <0
under (2*1(,u — rl))i > (0 sounds odd at a first glance. But when looking at the optimal exposure
to risky asset ¢, one finds that

1

(F1(t;01) Vi (t;01)), = 1—b(f1)

(E7Hp —r1)), Vi(to) — (1),

which, under (7! (u — rl))i > 0, is positive no matter if V4 (¢;v1) < 0 or Vi(¢t;v1) > 0. Therefore,
the amount of money invested in the risky assets is always positive. The opposite inequalities and
conclusions for (#1(¢;v1)); and (71 (¢;v1)Vi(t;v1)); apply if (57w — rl))z. < 0. In summary, the
sign of the optimal exposure to the single risky assets is determined by

(M Ev)Vin)), >0 < (57 (u— ’I“].))i > 0.

Thus, (71(t;v1)Vi(t;v1)); > 0 is possible although it might be (71 (t;v1)), < 0.

Finally, let (X7 (u — rl))i >0 for allie {1,...,N}. When Vi(t;v1) < 0, the optimal exposure to
the risk-free asset is negative because

Vi(t;o1) [ 1—#1(t01)1 | < Vi(t;01) < 0.
—_——— —_——

<0 <0

This in turn implies that in case of Vi (¢;v1) < 0, the investor takes leverage by borrowing from the
risk-free account to achieve her investment goals. Leverage at this point can make sense as future
income provides some security; note that V(¢;v1) < 0 immediately implies that the time ¢ value of
accumulated future income exceeds the expected value of consumption.

Some more properties of 71 (¢; v1) can be found analytically as follows. The first and second derivative
of (71(t;v1));, 4 =1,..., N, with respect to wealth Vi (t;v1) are

0 1 Fi(t)

Witron) e = Ty BT ) g e
2 1 ) 0
8V1(t;111)2 (Trl(tv Ul))i - 21 _ b(t~1) (2 1(:u - ’f’l))l Vl(t;’l)l)g.

Let (X7 (u — rl))i > ( forie{l,...,N}, then

(>)

. )

5 ) (<) ) (>) (<)
2. Siteone (f1(t;v1)); < 0 < either Fi(t) = 0and Vi(t;v1) > Oor Fi(t) < Oand Vi(t;v1) <O.
This implies that at time ¢:

1. (71(t;v1)), is increasing in Vi (¢;vy) if and only if Fy(t) > 0, and decreasing in Vi (t;v1) other-
wise.

2. (71(t;v1)), is concave in Vi(t;v1) if and only if
a) either Fy(t) = 0 and Vi(t;v1) >0
b) or Fi(t) < 0and Vi(t;v1) <O,



4.2 Solution: Separation technique 57

and convex in Vi (t;v1) otherwise.

The opposite inequalities and conclusions for (#1(t;v1)); and its derivatives apply if
(- rl))i < 0.

The optimal controls in Theorem determine the value function and the value for \; as follows.

Theorem 4.4. The optimal value function Vi (v1) to Problem (4.8)) is strictly increasing and concave
in vy. Its value and first and second derivative with respect to the initial budget v1 are given by

Vl (Ul) =

1
_ p—1_1 b(t)—
fT 1— b(t) 6['8 b(t)( 2 b(t)le'YHQHt R )\b(bt()tll dt
o b() a(t) ! ’

-1

1
T [ JBO(r—d5=h1?) [\ O s
I

4.2.2 The terminal wealth problem

The terminal wealth-only problem is

Ja(m, ¢;09) = E[U2(V(T))],

V2(U2) = Sup \72(77-76; UQ)a
(m,c)eN2

(4.13)

with As denoting the set of admissible investment and consumption strategies (m,c), where the
following conditions deviate from the conditions in A to the general Problem (4.3|) of Chapter

AB22): (1 ) e N(vy).
B®:22). (7. ¢) admits a unique solution to Eq. (1) for y(t) = 0.

C422): (7, ¢) fulfills the associated budget constraint

E[Z(T)V(T)] < va, v2=0. (4.14)

DW22): (7 ¢) is such that V(t) = 0, P-a.s., ¥t € [0,T].

Conditions B*22) and D*22) replace B and D® by simply forcing y(t) = 0 because the income-
rate process was already used in the consumption problem in Section[4.2.1] For the very same reason,
Condition F® is removed. In addition, the budget constraint in C'® is exchanged with the one in
C(*-22) gince the terminal wealth-only problem is considered with initial wealth vs. Therefore, also
A® gets replaced by A(422).

In order to guarantee the terminal wealth floor, note V(T') > F', let us assume the following lower
bound for vy which equals the discounted terminal floor:
Z(T

vy > e TTF = F»(0), Fa(t) =FE [ Z((t))F‘}—t] —e 7T >0. (4.15)
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Applying the martingale approach leads to the solution to the terminal wealth problem according
to the upcoming theorem.

Theorem 4.5. The solution to Problem (4.13)) with terminal utility function Us in (4.5)) is

for allt € [0, T]. For the optimal Ta(t;ve), Eq. (4.14) is fulfilled with equality.

Theorem [4.5 shows that the optimal fraction of wealth allocated to the risky assets follows a CPPI
strategy with floor Fy(t) > 0 at time ¢, with constant multiple. Moreover, Va(0;vs) > Fy(0) = e "1 F
by the assumption in ([4.15)). In addition, #2(¢;v2) converges to 0 when Va(t;v1) approaches Fa(t).
Thus, it follows Va(t;v2) > F5(t) a.s., which additionally yields that (72,0) is an admissible pair,
i.e. (72,0) € Ag. The characteristic Va(t;v2) > Fb(t) a.s. also directly follows from the formula for
Va(t; v2) in Theorem 4.5l The next remark shows that the optimal proportion allocated to the risky
assets is constant over time if one disregards the floor F'.

Remark 4.6. When F' = 0, then

. |
7'('2(1};1)2) = 1 IA)Z 1(/1’_T1)

which is a constant-mix strategy and equals the standard result for CRRA utility with constant risk-
aversion parameter, where the optimal fraction of wealth allocated to the single risky assets does not
depend on time or wealth.

In what follows we analyze some characteristics of the optimal strategy #2(t;v2). The first and

second derivative of (72(t;v2)),, ¢ = 1,..., N, with respect to wealth Va(t;v2) are
0 1 _ Fy(t)
[ — t' T = E 1 — 1 G E
ity P00 = g ) gy
02 1 _ Fy(t)
— (7 t .= — 2 = Z 1 — LT .
a‘/g(t, 1)2)2 (7T2( 7v2)>z 1-b ( (:u’ r ))Z ‘/2<t7 U2)3

Let (7'(u—71)),>0 for ie{l,...,N}. Then, it follows %(frg(t;vg))i >0 as well as

#12)2 (7ra(t;v2)); < 0, where the inequalities hold strictly when F > 0. Hence, (72(t;v2)), in-

creases and is concave in the wealth Va(t;v). Otherwise, if (X7'(u—r1)), <0 forie {1,...,N},
then (72(¢;v2)); decreases and is convex in the wealth Va(t;v2). For the optimal exposure to the
risky assets it therefore holds

(Fa(t;v2)Va(ti12)), >0 < (871 (u— r1)), > 0.
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Thus, either it is (f2(t;v2)); >0 and (F2(t;v2)Va(t;v2)), >0 or (@2(t;v2)), <0 and
(ﬁ'g(t; Ug)VQ(t; Ug))i < 0.

The optimal controls in Theorem [4.5 determine the value function and the value for \g.

Theorem 4.7. The optimal value function Va(vy) to Problem (4.13)) is strictly increasing and
concave in vy. Its value and first and second derivative with respect to the initial budget vy are given
by

N\ 1—b
. 1-0 .
V2(U2) _ 8[_ﬁ+b(r_%5—11’y”2>]T(8>& (’U2 . FQ(O))b,
Vé(vg) = )\2 > 0,
1.1

V@) = o2 = e PRI (1 8) a0, - 0 <00

The Lagrange multiplier is given by (B.8|) as

Ao = e_[ﬁ_g(r_%ﬁ”wpﬂj’ (1 — B) 175& (v2 — F2(0))l;_1 > 0.

4.2.3 Optimal merging of the individual solutions

Let (m1(t;v1),c1(t;v1)) denote the optimal controls to Problem with optimal wealth pro-
cess Vi(t;v1) to the initial wealth vy > SoT e "t (e(t) —y(t)) dt = F1(0) and (m2(t;ve), ca(t; v2)) the
optimal controls to Problem (4.13)) with optimal wealth process Va(t;v2) to the initial wealth
vg = e "TF = [%5(0). Then merging the two solutions to solve Problem is based on the follow-
ing theorem.

Theorem 4.8. The connection between the value functions is

V(Uo) = sup {Vl (’01) + VQ(UQ)} .

v1=2F1(0), v2=F>(0), vi+va=vg

Notice that F(t) = Fi(t) + F»(t), hence ensures that vg = v1 + v2 > F1(0) + F5(0) is claimed.
When discounted future income exceeds consumption over the considered period, i.e. when the
initial budget to the consumption problem is negative (v; < 0), then vo > vy and a higher amount
of money vy is invested according to the terminal wealth problem at initial time as the initial
endowment vg of the investor.

Theorem [£.8)shows that an optimal allocation to consumption and terminal wealth at ¢ = 0 together
with the solution to the two separate problems equals the solution to the original optimization
problem. The optimal initial budgets are denoted by v and v5. The next lemma provides the
solution for v} and v3 within our specified setup.

Lemma 4.9. The optimal v} generally solves

V{(Ul) — Vé(v() — 1)1) = 0. (4.16)
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The optimal v3 is given by vy = vo — v]. Moreover, vi exists uniquely and satisfies the boundary
condition F1(0) < v} < vy — F2(0). v} is the solution to the equation

T b—1
v — L X(t) (vo — v1 — F5(0))¥®=1 dt = Fy(0) (4.17)

with

> 0. (4.18)

i (A0 (s ) |t T
> G|B-b(r=3 511 |7

Moreover, the optimal Lagrange multiplier \} = A\ (v]) is given by

() = (- b0) (1-8)™ (@)

A= (1 —3)1 bae [/3 b(r—gb—lllvl\ )] (vo — F2(0))5 L

For general a(t) and b(t), vf as the unique solution to Eq. can for instance be determined
numerically. Denote by v = F1(0), v3 > F»(0) with v} + v3 = vy the optimal allocation of the
initial wealth according to Lemma [4.9]in what follows and denote A} = A1 (v}) and # = #;(v}). We
use the individual solutions to the two separate Problems and and merge both solutions
optimally according to Lemma to obtain the solution to the original Problem .

Theorem 4.10. The optimal wealth process is given by V*(t;v9) = Vi(t;v7) + Va(t;v3). The opti-
mal controls to Problem (4.3|) are

71 (t;07) Vit o) + Ra(t; v3) Va(t; vs)

C*(t; UO) = (t; UI): ﬁ-*(t; UO) = V'l(t UI) + ‘/'2(75 UE)

The optimal controls and the optimal wealth process to Problem (4.3) under the utility function setup

(4.5) are given by

e Vit 01) = Fi(0) + 745 (Va(t; 03) — Fat))

(o) = 2 (- 1)

- 1 eﬁt B Dt —
& (t00) = gt 601 Z() DT + (t) = (1— b(2)) A;QZ@)) ),

Valt;v3) = (v} — F5(0)) f’;l(r—%il”V“2>tZ(t)*i + Fy(t), Vt e [0,T], with

b(s)

(5.1:0%) = x(8)emo C—HE= 1) (0 o — By ()T and B = £y (u1) € (4,7 sol
g(s,t;07) = x(s)e (vo — v} 2(0)) , and t] = t1(vy) € (¢, T) solves
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St (s,t;0F)Z(t)™ T ds
St b(s s g(s, tv]) Z(t )b(s)—lds

For the optimal (7*(t;vo), c*(t;v0)), Fq. (4.4) holds with equality.

b)) =1+

It follows immediately that c¢;(¢;v1) > ¢(t), a.s.. Theorem furthermore proves that the general
optimal relative investment strategy can be written as a mixture of a PPI and a CPPI strategy, but
is not necessarily of a PPI or even CPPI type itself. The PPI comes from the consumption-only
problem, see Theorem [£.2] the CPPI arises as the solution to the terminal wealth-only problem, see
Theorem The way which of the two strategies dominates the overall optimal investment policy
is initially determined by the wealth distribution through v} and v} and later through V;(¢;v7) and
Va(t;v3). The special case where the coefficient of risk aversion b(t) from consumption equals the
one from terminal wealth b at any time is covered by the next remark.

Remark 4.11. Assume b(t) = b constant. Then the optimal controls turn into

. 1 "
Tioy= (B0 = 5= (0=1D) ((V(Z(w:zs)(t;vo) ’
Czb(t)Ei,) (t;v0) = C(¢) (V(Z(t)zzs) (t;v0) — F(t)) + &(t),
with
C(t) = x(0) >0
§7 x(s)ds + 1
where

x(t) = <a?t))b_1 o B i) o

The optimal investment strateqy 7 W(b(t) )(t; vo) now is a traditional CPPI strategy with floor F(t) and
constant multiple vector mi] Yu —r1). The optimal consumption rate CZb(t):E) (t;v0) is the sum of
the consumption floor ¢(t) and the time-varying proportion ((t) of the cushion V(Z(t)zl;) (t;v0) — F(t)

at time t. The fraction between the risky exposure (vector) and consumption is time-varying and it
holds

Tom=h b ) om=nEv0) 1 (1)

-1
- 1, ' |
czb(t)zg)(t,vo) BEp BZ (p—rl) (C(t) + Voo )(t vo) = F(t)> (4.19)

Optimal consumption c; (t;v0) as well as, under X71(u—1r1) > 0, optimal risky exposure

(b(t)=b)

W ot)=h) (t'vo)V(b(t) )(t vo) linearly increase in the cushion V(b(t) )(t vo) — F(t). Hence, the higher

the surplus V(b(t) i) (t;vo) — F(t), the more is invested risky and the more is consumed. The for-
1 . . . * . _
mula shows that, under 3~'(u —rl) > 0, an increase in the cushion V(b(t)zi;) (t;v9) — F(t)

leads to a stronger increase in the risky exposure (t;v0)V5, iy (t;v0) than in consumption

" b) (b(t)=

(b(t)=
Clo(ty=h) (t;v0). Therefore, for a larger surplus V., _5) (t;v9) — F(t), also the relative increase in the
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risky exposure is larger than the relative increase in consumption, thus investing money in stocks is
preferred to consuming.

The associated optimal wealth process is given as a function of the pricing kernel

Lz(t)rfl (vo — F(Q))e%(r Sl & +F().

Visty=h) (%) = 755 S0 x(t)dt + 1

(b(t)=b

This special case result coincides with the findings by Ye (2008), who used the HJB approach,
extended by additionally providing the optimal wealth process V(Z( H=h) (t;v0).

We aim to interpret the optimal #*(¢;vg) for time-varying b(¢) and particularly to point out the
difference to constant b(¢) in Remark Writing Vi (t;v7) = V*(¢;v0) — Va(t; v3) where Va(t;v3)
follows the wealth process of a standard CPPI strategy with floor Fy(t) at time ¢ to the initial en-
dowment v5 and constant multiplier vector %_82*1(/; —rl), we obtain the following representation
of the optimal investment decision

s (V*(tw0) = Vats0) = Fi(0) + 15 (Va(t; 03) — Fa(t))

#(tv0) = S (u—11)

V*(t;v0) )

e N O 0 20 o Y BN o MO LA =
- PN TR®E) T VeBeo) (1-b) (1—0b(#) V*(t;vo)
sy, 1 V*(tw) — F(t) b— b(#) Va(t; v3) — Fa(t)
= el { TR Vi) aSh) (—b@) V() }
=2 (p—r1)

1 V*(tw) — F(t) b—b(f1)  Va(t;us) Va(t;vs) — Fa(t)

{1 —0(t))  V*(t;vo) " (1—0) (1 —b(F)) V*(tvo)  Va(tsv) } - (4.20)

which can be implemented easily; F'(t) is defined in . Formula shows that the optimal
relative allocation 7*(¢;v9) can be written as a PPI strategy in V*(¢; vg) with floor F'(¢) plus a PPI
strategy in Va(t;v3) with floor Fy(t). Alternatively, write Va(t;v3) = V*(t;v9) — Vi(t;v7), where
Vi(t;v7) is the replicating wealth process of a PPI strategy with floor Fi(t) to the initial wealth v}
and now time- and state-varying multiplier vector —==%" Y — r1) and, in contrast to Va(t;v3),

( 1)

a non-zero consumption-rate process. Then 7*(¢; vo) can be reformulated as

s, e 1 1 Vi(t;vy) — Fi(t) 1 V*(t;v) — F(t)
i) =0 (g ) e T et
sy, 1 V*(t;o) - F(t) b— b(#) Vltvl h(t)
=E 1){1—6 V*(t; o) (1—b)(1 —b(E)) tvo }
sl L V(o) = F()  b=b(F)  Valt;e}) Valtsof) — Falt
== ”{1_3 V) (1B b@) ViEw)  Vie) }

This formula shows that the optimal relative investment 7* (¢; vg) is the sum of a conventional CPPI
strategy on V*(¢;vg) with floor F'(t) and a PPI strategy on Vi (¢; v}) with floor Fi(t).
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Recall from Remark4.11|that 7?(*b (1)=h)

V2 iy (B00)—F ()
ﬁZ_l(,u —rl) (b%ijizgj((:f?UO) to the floor F(t). The formula for #*(¢;vg) in ([4.21) shows that

the optimal strategy #*(¢; vp) for time-varying b(t) consists of two parts:

(t;v0) for constant b(t) = b follows a traditional CPPI strategy

1. The first part coincides with ﬁzb(t):é)(t; vg) and is a traditional CPPI strategy

lingl(ﬂ — rl)%w in V*(t;v9) to the floor F(t).

2. The second, additional part is a time- and state-varying term which can be either positive,
negative or zero; hence it can reduce or increase risky investments or can leave it unmodified
in comparison with #* . (¢;vp).

(b(t)=b)

It is the second part which leads to a deviation in #*(t; vo) compared to 77, (0)=h) (t;v0). For this sake,

we analyze this second piece in what follows. Note that by Theorem it holds Vi (t;v1) > Fi(t)
a.s..

1. If V*(t;v9) > 0, for instance this is reasonable for vg > 0 and an income rate that outweighs
or exceeds consumption, then it follows

Vi(t o) Va(tsof) — Fa(t) — Va(tso) — Fa(t)

= > 0.
V*(t;v9) Vi(t;vy) V*(t;v0)

This implies for 7 = 1,..., N at time t:

() < o (£ =), BRI (s ), > 0
b) b= b(f?)
() = = (e ) =
©) b < (i)
(#* (1 00)), > 1:3 (zl(u—rl))iv*(gfg’zw_j(“ o (3 7Yu-r1), <0,

2. If V*(t;v9) < 0, for instance this is reasonable for vy < 0 and a high demand for consumption
in the past, then it follows

Vi(t;o]) Vi(tiol) — Fi(t) _ Vatof) — Fi(t)

> 0.
V*(t;v0) Vi(t;v7) V*(t;v0)

This in turn implies for ¢ = 1,..., N at time ¢:
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~

a) b> b(t}):

—b V(5 vo)
b) b = b(7)
) = g e SR
c¢) b<b(i})
(o)) <5 i p (2 1), V*(gf?t);;o)F(t) < (37 (u-r1)), <0.

In particular, consider the situation V*(t;v9) > 0 and let (X7!(u — 1)), > 0 hold for risky asset

i. Under b> b(#}), the optimal relative investment in stock i, which is (A*(¢;vg)),, is reduced

79

compared to the relative investment decision (ﬁ-Zb(t)ElA)) (t;vg)) under b(t) = b. Since b > b(#}) can

be interpreted as higher risk aversion for consumption than terminal wealth, this is meaningful.

In the situation V*(t;v9) < 0 the interpretation seems counterintuitive at first glance. But when
looking at risky exposures rather than risky relative investments, analogue conclusions hold. The
same approach shall be used when considering V*(¢; vg) = 0.

Furthermore, it is worth to mention that 7*(¢;vg) approaches 0 when V*(¢;vg) approaches F'(t),
which can be observed in (4.20); the argument is the following: When V*(t;v0) falls towards F(t),
then automatically Vi (¢;v7) approaches Fi(t) and Va(t;v3) converges towards Fa(t) simultaneously,
since V*(t;v0) = Vi(t;v]) + Va(t;v3), F(t) = Fi(t) + Fa(t) and Vi(t;0]) > Fi(t), Va(t;vy) > Fa(t)
a.s. which was already shown in Sections [4.2.1] and [4.2.2 We moreover proved that in this case
71(t;v7) and 72(t; v3) approach 0. By Theorem it follows that also 7*(¢; vg) must converge to
0. Therefore, as vg > F(0) is assumed, it follows that V*(¢t;v9) > F(t) a.s., which can additionally
be seen in the respective formula in Theorem [£.10, and the optimal decision rules provide port-
folio insurance over the whole life-cycle. F(t) is called the minimum asset wealth level, it holds
F(T)=F.

The optimal exposure to the risky assets equals the sum of the optimal risky exposures of the two
sub-problems

7 (t00) V(B 00) = Fa (6 07) Vit v]) + Fa(t;03)Va(t; v3)
and by the findings in Sections and it holds
(7*(t;00)V*(t;v0));, >0 < (E_l(u - rl))i > 0.

For the ease of exposition we so far assumed that the income process is deterministic. The following
remark shows the solution for a stochastic income process.



4.3 Analysis of optimal controls and wealth process: A case study 65

Remark 4.12 (Stochastic income process). Let (y(t))[o,r] be a non-negative, stochastic income-

rate process with Sg y(t)dt < oo, P-a.s., that is perfectly hedgeable and measurable with respect to the
filtration (]:t)te[o,T] generated by the market. The stated results are still valid after replacing integrals

of the  form S;‘F e"’(s_t)y(s)ds by the more general  conditional  expectation

E [ ;F ?(i))y(s)ds‘ft] = S?E [gigy(s)‘}—t] ds = Sf e T TIE [y(s)‘]:t] ds by the Bayes formula for
arbitrary t € [0, T], in particular in the definition of Fi(t) and F(t). If (y(t))iwjo,r) is supposed to
be independent to F, i.e. independent to the market stochastics, then the conditional expectation

E[ tT giigy(s)ds‘}}] can be reduced to StT e "D Eq [y(s)] ds. For the lower bounds of vy and v,

(4.6) and (4.10) need to be replaced by

T
vy > Jo e " (e(s) —y(s))ds + e "TF,

T

. J "5 (&(s) — §(s)) ds,
0

where y(s) = sup{z = 0: P(y(s) = x) = 1} denotes the minimal level of income; y(s) > 0 is mean-

ingful due to unemployment benefits paid by the government.

Remark demonstrates that our entire framework and the derived solution to the consumption-
investment problem under a fully hedgeable stochastic uncertain inflow stream, such as (parts of)
labor income risk, are still valid after simple modifications. Therefore, the remark addresses income
risk as an important source of risk when studying life-cycle strategies in practice. Nevertheless, labor
income risk in real world is not generally hedgeable and life-cycle strategies depend on non-hedgeable
income risk. Optimal consumption and investment strategies within our proposed model in such
a situation remain an open problem. To overcome this problem, we consider a cohort of pension
fund investors: we can implicitly assume that the uncertain aggregated labor income of the entire
cohort can better be predicted than the uncertain labor income of a single agent. Furthermore, it
could be assumed that the pension fund investor commits to pay a certain amount every year (or
a certain payment stream) that is set upfront. This would reduce or even remove the influence of
the non-hedgeable part of the labor income risk in the pension fund. For more discussion on the
relation between uncertain labor income and life-cycle strategies we refer the interested reader to
Benzoni et al.| (2007) and Polkovnichenko (2007)).

Moreover, when mortality risk in the form of an intensity model is integrated, the planning horizon
becomes the minimum of the terminal time 7" and the uncertain lifetime 7. As a result, one needs
to adjust the discount rate or discount factor by the survival probability for simple processes with
a constant or deterministic force of mortality, cf. the later Section or |Ye, (2008)). For more
advanced models, particularly with stochastic mortality, we refer to [Escobar et al.| (2016)) or |Shen:
and Weil (2016).

4.3 Analysis of optimal controls and wealth process: A case study

This section targets to calibrate the life-cycle model to realistic time-dependent structures for con-
sumption and investment observed in practice and outline the difference between our presented
solution with age-depending a(t) and b(t) functions and the models with either only a(t) or b(t)
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time-varying or none. Hence, we not only estimate b, a(t) and b(¢) for our model, but additionally
provide the respective estimates when a(t) or b(t), or both, are assumed to be constants. A compar-
ison of the fit of the different models allows for making a statement on the accuracy of the models
in describing the agent’s behavior. For notational convenience we call the three benchmark models
as follows:

o M,y a(t) = a constant, b(t) time-varying
o Mgy p: a(t) time-varying, b(t) = b constant
e Myyp: a(t) = a and b(t) = b constant

The subscript thus indicates whether a(t) or b(t) are age-varying. Therefore, our model is denoted by
M) p(t)- As already indicated before, M,y is (partially) covered by Steffensen| (2011)), Hentschel
(2016) and |Aase| (2017)), M), and M,y are covered by [Ye| (2008)).

In the later Subsection we additionally analyze the impact of the floors ¢(t) and F', where our
model M) p(¢) is compared to the same model but with CRRA utility functions, i.e. ¢(t) =0 and
F = 0. The CRRA model is denoted by M&gﬁé) and is (partially) considered by Steffensen| (2011)),
Hentschel (2016) and Aase (2017)).

4.3.1 Assumptions

We assume an exemplary agent with average income, liabilities etc. A similar case study can be
carried out for a pension cohort, but for simplicity and data availability we consider an individual
client. In detail, we make the following (simplifying) assumptions:

Let the market consist of one risk-free and one risky asset (N = 1) with parameters r = 0.5%,
1= 5%, and o = 20%; these values correspond approximately to the EURONIA Overnight Rate and
the performance of the DAX 30 Performance Index as an equity index over the 11 year period from
17 October 2007 to 17 October 2018. The risky asset can coincide with, but is not restricted to a pure
equity portfolio. In general it can be any arbitrary given portfolio which consists of risky assets. The
price process of the risky asset is assumed to be P(t) = ple(“_%az)t“’w(t) = ple%(uw)(l_%)Z(t)_%
with initial price P(0) = p; = 100. Furthermore, let 7" = 40 years be the time to retirement,
t = 25 years the current age of the investor and 65 years the age of retirement. For the net salary
function it is assumed y(t) = ef_lyoe“ with yg = 26,200 EUR and 7 = 2.07%. This corresponds
to a net annual starting salary approximately equal to the average for a graduate in Germany in
2017 (cf. online portals |Absolventa GmbH, (2018) or [StepStone| (2017)), with an annual increase
equal to the average for a household’s net salary in Germany over years 2011 to 2016 according to

Statistisches Bundesamt| (2018). Net income accumulated over the first year is Sé y(t)dt = yo and

s+1 s+1)_ Fs

- #( -
. y)dt = FFyo—F—— = yoe’*.

income accumulated within the year from time s to s+1 is §

For the agent’s utility functions, let 5 = 3% (cf. Ye (2008)) and @ = 1. Let the terminal wealth
floor be F' = 435,125 EUR which is motivated by the following argument: According to [Statistisches
Bundesamt| (2017), [Deutsche Aktuarvereinigung (DAV) e.V.| (2017) or Wirtschaftskammer Osterre-
ich (2016)) a lifetime around 81 years can be expected for a currently 25 year old person in Germany.
Thus survival of 81—-65 = 16 years are expected after retirement at the age of 65. We assume that the
agent secures the income inflow during retirement to be 75% of the last wage paid from year 64 to 65
(replacement ratio of 75%), which is Sgg y(t)dt = yoe3¥™ = 58,736 EUR. Assume that every year, half
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time to retirement

Figure 4.1: Income rate y(¢) and consumption floor rate ¢(t) (in EUR).

Market: r=0.5% w= 5% o= 20% T = 40
Utility function Uy (¢, ¢): || €(t) = -coe™ | G = 14,880 r=1.93% B =3%
Utility function Us(v): a=1 F = 435,125

Labor income y(t): y(t) = e,:’z_lyoe’:t Yo = 26,200 7 =2.07T%

Table 4.1: Parameter assumptions.

of this amount is covered by a separate pension account or plan, e.g. provided by the government.
In addition, the agent wants to secure against longevity risk, hence considers 16 x (1004 30)% = 20.8
years instead of 16 years for the remaining lifetime after the age of retirement. Thus, F' as value at

time T is chosen to be F' = SSO'S 0.75x58,736 BUR —rt gy — 0.75x 58,736 BUR (178_20'8M> = 435,125 EUR.

2 2 T

Finally, the function for the net consumption floor is supposed to take the form ¢(t) = -—coe’
with ¢y = 14,880 EUR and 7 = 1.93%. This corresponds to a starting value equal to approximately
50% of the average household consumption in Germany in 2016 as starting point, with an annual
increase equal to the increase in average household consumption in Germany over years 2011 to 2016
(published by Statistisches Bundesamt (2018)). Minimum consumption expenses incurred within
the first year is S(l) ¢(t)dt = ¢p, within year s to s+ 1 is Si“ c(t)dt = cge™. The assumed income and
consumption floor rates are visualized in Figure Table summarizes the parameters that are
set upfront.

T

4.3.2 Fitting/Calibration under exponential preferences and discussion

In what follows we calibrate the remaining utility parameters b, a(t) and b(¢) to suitable curves
for consumption and relative allocation. The targeted curves for parameter fitting are summarized
by Table The consumption rate c¢*(t;vp) is calibrated with respect to the hump-shaped type
observed by |Carroll (1997), |Gourinchas and Parker| (2002), Jensen and Steffensen (2015) and [Tang
et al| (2018). The relative risky investment 7*(¢;vg) is calibrated towards the (100 — age)% rule of
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7*(t;v0) c*(t;v0)

#(t) = 202U425) 4 e 10,7 c(t) = —25(t — 26)2 + 37,732 in EUR, t € [0, T]

(100 — age)% rule (total stock ra- | thus ¢(0) = 20,832 EUR (= 70% of average household con-
tio) sumption in Germany in 2016, cf. |Statistisches Bundesamt
(2018)), as starting consumption rate), turning point at ¢ = 26
(age 51) with a maximum targeted consumption of 37,732
EUR.

Table 4.2: Target curves for calibration.

thumb; a similar structure is frequently applied by financial advisors and asset management com-
panies for life-cycle funds (see Malkiel| (1990), Bodie and Crane| (1997), Shiller| (2005), [Minderhoud
et al. (2011)), Gebler and Matterson| (2010), Shafir| (2013))). Following this popular rule, the client
at age 25 years starts with a 75% equity investment, linearly decreases it by her age such that she
ends with a 35% investment in equities at the age of retirement with 65 yearsﬂ We would like to
mention that in particular relative risky investment curves or products provided by asset manage-
ment companies are to be understood deterministic, i.e. wealth-/state-independent. Therefore, we
calibrate the remaining unknown parameters with respect to the expected values for consumption
and risky relative investment. In more detail, we fit the expected value for consumption, which
is E[c*(t;v0)], to the given consumption curve. For E[7*(¢;v9)] we apply the following estimate:
we estimate the risky exposure E [7*(¢; vo)V™*(t; vo)] without any bias and then replace V*(¢;vg) by
its unbiased expectation E[V*(¢vg)] to obtain the estimate SV (&)l 51 B [7%(¢; v9)]. By

E[V*(tv0)]
doing this we replace E [7*(¢; vg)] by Elx E(E{})fzxvo(;]mo)] and fit the latter expression to the given lin-

ear relative investment curve. For further readings on deterministic investment strategies we refer
to (Christiansen and Steffensen| (2013]) and |Christiansen and Steffensen (2018). In summary, we
have unbiased estimates for the expected values of optimal consumption, risky exposure and wealth
process, and a modified estimate for the expectation of the optimal relative risky investment.

Let a(t) and b(t) take the form of an exponential function, i.e. a(t) = apes? and b(t) = byet.

Moreover, let vy = 250,000 EUR. The estimation is carried out via the Matlab function 1sqcurvefit

which solves nonlinear curve-fitting (data-fitting) problems in a least-squares sense and minimizes

yi—f(z4)
f

2
the sum of the squared relative distances ( ) of a function value f(x;) to a value y;. The

(3

underlying time points for target consumption and allocation are set weekly on an equidistant grid
which yields 2,080 points in the time interval [0, 7] with T' = 40. Thus, y; and f(z;) describe both,
target consumption and allocation.

2We would like to point out that for the sake of calibration and illustration we select this specific exemplary setting
that of course does not picture all potential use cases. We fit our model to those exemplary average target curves
such that we have control and orientation on the expectations (consumption and investment). Based upon this, the
portfolio is managed optimally and dynamically over time. In general, the target curves can be chosen differently
for each specific application. If one is interested in explaining some specific behavior patterns such as described by
the non-participation or the moderate equity holdings puzzle, a different choice for the average target curves (if
data is available) could be used, or different utility functions could be applied such as an S-shaped function that
arises from Cumulative Prospect Theory (cf. Chapter .



4.3 Analysis of optimal controls and wealth process: A case study 69

Sum of squared relative | b a(t) b(t)
distances
Moy by || 6.0425 —0.9849 ap = 5.2864 x 107, bo = —4.9731,
Ao = —0.6673 Ay = —0.0340
M 1) 31.3157 —0.8325 ap = 0.7997 x 107, bg = —4.0243,
Ao =0 Ay = 0.0012
Moy s 31.1801 —0.8344 ao = 1.8187 x 107, by = —4.1441,
Ao = —0.0363 Ap =0
My 33.5350 —0.8247 ap = 0.3425 x 107, bp = —3.9697,
Ao =0 A =0

Table 4.3: Calibrated parameters and sum of squared relative residuals.

Table gives an overview of the estimated utility parameters and provides the sum of squared
relative errors as a quality criterion. The errors show that considering age-depending functions a(t)
and b(t) simultaneously in model M) p(t) leads to a comparatively huge improvement in accuracy
of the fit compared to any of the three benchmark models: model M) 5(;) sum of squared relative
distances is only 19.38% of the respective sum for model M, ), which provides the second best fit
in terms of sum of squared relative residuals.

Figure visualizes the fitted parameters and preference functions b, a(t), b(t). The table and
figure show that the estimated coefficient of risk aversion b for our model M) p(r) is more negative,
which means a higher risk aversion, compared to the three benchmark models M, y;), My(1),50 Map-
Furthermore, a(t) is decreasing both within model M t),pr) and My p. In contrast, b(t) increases
in model M) p) over time whereas it decreases in the comparison model M, j;). b(t) in models
Moy Ma)p, Map stay very close over the whole life-cycle whereas b(t) in Ma(4)p(t) starts more
negative and ends less negative. In summary, this means that in model M, ;) the risk aversion
decreases through increasing b(t), but preference of the investor between consumption and terminal
wealth is shifted more and more to terminal wealth through decreasing a(t).

Figure illustrates the expected optimal consumption rate and relative risky investment for the
fitted parameters in comparison with the given target policies or average profile. In addition to
Table the figure illustrates that, under exponential preferences a(t) and b(t), only the most
flexible model M) () provides an accurate and precise fit for both consumption rate and risky
relative allocation. We realize that the benchmark models M, j), My)p, Map apparently do not
provide enough flexibility to simultaneously describe the predetermined consumption and relative
allocation curves. Whereas the fits for the relative investment 7*(¢;vg) look acceptable, all three
benchmark models fail in explaining the targeted consumption rate ¢*(¢; vg). We further notice that
c*(t;vo) and 7 (t;v0) for the models M, j;) and My, are very similar (red and black lines in the
respective figures).

In summary, Table and Figure demonstrate that model M) () is the only one among our
considered models which provides enough flexibility to model a hump-shaped consumption decision
curve besides a linear risky allocation curve. All three benchmark models, which disregard time-
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Figure 4.2: Estimated preference functions a(t) and b(t).

dependency of a(t) or b(t) or both, do not lead to a satisfactory fit. In addition, fitting optimal
consumption of the four models to the given consumption curve, while ignoring relative investments,
shows the same picture. The result is that the sum of the squared distances associated with model
M) bty is only 21.26% of the respective sum associated with the second best model M, ). This
supports our findings and conclusion that time-varying preference parameters are indeed needed
to model the given time-dependent hump-shaped consumption and linear risky allocation in an
accurate way.

In addition to the parameter estimation for the expected path, we provide the figures for optimal
consumption, risky relative portfolio and wealth process of all four models under two representative
scenarios: a mostly upward (see Figure and a mostly downward (see Figure moving path
for the underlying stock. The corresponding expected paths for the consumption rate, the relative
risky investment and the wealth process can be found in Figure

In the increasing stock price case optimal consumption and risky relative allocation for model
M) () stay very close to the targeted curve since the corresponding wealth stays close to its
expected path and shows some reverting behavior. For a stronger increasing underlying price
process, consumption exceeds the given consumption curve for the expected path. When the stock
price decreases, then optimal consumption and risky allocation for model M)y fall below the
target curves after approximately 15 to 20 years. In particular higher consumption can no longer
be afforded due to a poorly performing equity market. This goes hand in hand with a reduction on
the relative risky allocation.

At first glance, it seems that there is a big difference in optimal consumption between our model
M) bty and the three benchmark models M, p), My, and M, while optimal risky invest-
ments and wealth paths for all four models remain in a quite narrow area, although deviation of
risky investments from its target curve can be high. This is due to different scales for wealth and
consumption. Figure visualizes the differences, denoted by A, in the fitted consumption and
relative risky investment and the corresponding wealth process for the three benchmark models to
our model within the expected path situation. It can be observed that relative risky allocation
*(t;v9) of model Me(4),p(r) €xceeds the ones associated with the three benchmark models in the
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first half of the considered period of 40 years by up to eight percentage points, and falls below in the
second half. Moreover, the difference looks monotone decreasing in age. Furthermore, the wealth
process which corresponds to model M, ) ;) outperforms the three benchmark models in the first
half, but provides a lower wealth in the second half due to a higher consumption rate from approx.
year 8 to 30, with a certain recovery in the wealth close to retirement.

The two exemplary scenarios and the expected development situation which was used for fitting
show that the benchmark models M, y+), M(4)» and M, overestimate the given consumption curve
in early and older years (close to t = 0 and ¢t = 40) and underestimate it in between. For our model
M) ,6(1) the optimal consumption rate stays very close to its target curve until consumption cannot
be afforded anymore because of a low wealth as result of a strong market decline. We conclude that
especially within phases of poor stock performance, both ¢*(¢;v9) and 7*(t;v9) can deviate a lot
from their given curves.

Finally, we would like to comment the behavior of the fitted functions a(t) and b(t) and their
impact on optimal consumption and investment. From Figure on the fitted a(t) and b(t) and
from Figures (b), (b), (b) we infer the following: First, if we have an isolated look on the
impact of the risk aversion b(t) on 7*(t;vg) through model M, ), we observe that a decreasing b(t)
(= increasing risk aversion) leads to the desired decline in 7*(¢;vg) with age which is very intuitive.
Second, if we have an isolated look on the impact of a(t) on #*(¢;vo) through model M) ;, we
see that a decline in a(t) accounts for decreasing risky relative portfolio holdings 7*(¢; vp) with age,
too. Therefore, if we turn to model M) ), both a(t) and b(t) affect the optimal investment
strategy 7*(t;v0). As additionally we have a hump-shaped target consumption curve, there is a
tradeoff between a(t) and b(t) in calibrating the respective expected expressions towards decreasing
risky relative investment and hump-shaped consumption simultaneously. Within our specific setup,
one can observe that a(t) decreases and b(t) increases (see Figure for model Mgy pr)), i-e.
for model My ) the decreasing a(t) takes over the effect of decreasing risky portfolio weights
7*(t;vo), whereas b(t) balances the hump-shaped form of the target consumption. For this reason,
in summary, it is more the interplay between a(t) and b(¢) that drives the risky investment and
consumption.



72 4. Optimal Consumption and Investment under Age-Dependent Risk Preferences

4
45 10 0.9 ; ;
T (t;v0) (Ma(t) b))
ﬁ*(f;?l‘o) (M)
al 0.8 a*(t;v0) (Magyp) | 7
T (t;v0) (Map)
— — —Target curve
0.7r
35 .
5 5: 0.6
(3} sl de
05
—*(t;v0) (Mags)p(r)
25 c*(tivo) (Mapy) | |
) c*(t;v0) (Magsy ) 04Ft
¢*(t:v0) (Mas) -
/ — = —Target curve
2 . . . . \ \ \ 0.3 . . . . . . .
40 35 30 25 20 15 10 5 0 40 35 30 25 20 15 10 5 0
time to retirement time to retirement
(a) Fitted consumption rate. (b) Fitted relative risky investment.
x10° 800
R —Bv vm (Mao0) —EPQ)
E[V*(t;v)] (M, b(t)) L d
—— B[V ()] (Ma) 00
10 F _E[V (t vu)] (]Wab) 4
600 [ 1
s g ] =500 ]
= £
% X 400 | 1
6 ]
300 - 1
4 ] 200 ]
. . . . . . . 100 | . . . . . .
40 35 30 25 20 15 10 5 0 40 35 30 25 20 15 10 5 0
time to retirement time to retirement
t
(c) E[V*(t;v0)]- (d) E[P(t)] = pre"”.

Figure 4.3: Fitted expected consumption rate ¢*(¢;vp) and relative risky investment 7*(¢;vp), ex-
pected wealth process E[V™*(¢;v9)] and stock price process E[P(t)].
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Figure 4.4: Optimal consumption, risky relative investment strategy and wealth under an increasing
risky asset price process.
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Figure 4.5: Optimal consumption, risky relative investment strategy and wealth under a decreasing
risky asset price process.
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4.3.3 Comparison with CRRA

We conclude the case study section by exploring the impact of minimum consumption and wealth
floors on calibration and optimal controls. For this sake, we fit the model M) 4(;) to the very same
parameters and target curves as before, but now enforce ¢(t) = 0 and F = 0. This CRRA model
is referred to as Mac(gﬁé). Table |4.4] provides the estimated parameters and the sum of the squared
relative residuals. In terms of this sum, it is clear that model M) y(;) provides a more adequate fit
than model Mﬁgﬁé), its sum is only 4.82% of the sum which corresponds to Mﬁgﬁfé). Going even
further, all three benchmark models M, y;), M), and M, from the previous subsection, which
all consider minimum levels for consumption and wealth, provide a more precise fit than Macggﬁé)
in view of the sum of squared relative residuals. This shows that the introduction of floors for

consumption and wealth in the model is essential.

Figure [£.7] visualizes the estimated input functions, Figure provides the graphics about the
fitted consumption and relative risky portfolio process with the expected wealth and stock price
path. Besides a larger sum of the squared relative distances for model Mf{gﬁfé), especially the fitted
risky investments 7*(¢;vo) in Figure show that zero floors for consumption and wealth (¢(t) = 0
and F' = 0) leads to an imprecise calibration and a large deviation from its given target curve due
to a drop in model flexibility. Table [I.4] suggests that this drop in flexibility is attempted to be
compensated by a higher risk aversion in terms of more negative estimated values for b and b(t),

see also Figure [4.7
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Sum of squared relative | b a(t) b(t)
distances
M) p) || 6-0425 —0.9849 ag = 5.2864 x 107, by = —4.9731,
Ay = —0.6673 Ap = —0.0340
Mf(gfgé) 125.3497 —4.4867 ap = 0.6238 x 107, bo = —9.7397,
Mg = —0.8689 Ap = —0.0192

Table 4.4: Calibrated parameters and sum of squared relative residuals for CRRA.

x10°

6 1
5
4
=3 =
] = s
2 7
8+t
1r
9o+t
0 )

40 35 30 25 20 15 10 5 0 40 35 30 25 20 15 10 5 0
time to retirement time to retirement

(a) a(t). (b) b(t).

Figure 4.7: Estimated preference functions a(t) and b(t) for CRRA.
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5 A new German Pension Product:
“Nahles-Rente” /“Sozialpartnermodell”

An optimal policy has the property
that whatever the initial state and ini-
tial decision are, the remaining deci-
sions must constitute an optimal pol-
icy with regard to the state resulting
from the first decision.

Richard Bellman

In the recent low interest rate environment, traditional pension products allocate a high fraction of
wealth to defensive assets and thus offer only a relatively small expected return on the investments
due to promised guarantees. By this, the pension fund wealth of a client grows at a very small rate
and thus the future pension payments will be rather low. Generally, clients seek for and desire a
stable evolution of their reported wealth (and their pension) at a high expected return and with
a limited downside. To allow for a performance or return seeking characteristic, the new “Nahles-
Rente” pension product basically comes with no pension cash flow guarantee at all. The wealth
accumulation phase shows similarities to a defined contribution (DC) plan, but with an additional
smoothing process to stabilize the reported wealth evolution. The wealth decumulation phase can
be regarded as a generalization of a defined benefit (DB) plan, where the pensions stay constant as
long as the wealth remains inside a pre-defined corridor. Some more details, information and current
status can be found in jaba and IVS (2017) and Pohl (2019). For a proposal and some discussion
of an alternative model formulation that designs a pension product without guarantees we refer
to Boado-Penas et al.| (2020]), where the modeling is related to but differs from our approach both
on the accumulation and decumulation part. Within the accumulation phase prior to retirement,
the “Nahles-Rente” thus provides a flexible setup that allows seeking for higher returns compared
to products with guarantees and managing the total fund’s wealth with two accounts: a reported
wealth balance (primary account) and a buffer balance (secondary account). The latter aims to
smooth the reported wealth and to accumulate some buffer amount that can be used during the
post-retirement phase to decrease the probability of pension shortenings as clients generally fear
reductions in pension payments. As this new pension product is currently in a development stage
and is being built up, we study the impact of the associated model. This chapter is a reproduction of
Lichtenstern and Zagst| (2020) with minor changes. In Section the portfolio problem associated
with the accumulation phase is studied, whereas Section deals with the decumulation phase.
Generally we refer to Chapter [4]for a detailed literature overview on optimal investment management
over the entire life-cycle. Additional specific publications for this chapter are cited at the relevant
places.
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5.1 Accumulation phase

In this section we present an innovative optimal investment strategy for the accumulation phase of
a private pension insurance plan or pension saving scheme under a portfolio smoothing mechanism.
The pension fund consists of two accounts: the primary account or investment portfolio is reported
to the customers, the secondary account or buffer account acts in the background. Reporting a
smoothed, but steadily increasing portfolio wealth or primary account balance is quite important
for insurance companies and their clients, for instance due to planning stability and to avoid sur-
prising drops in the level of future expected annuity payments. In general, it is unclear how an
optimal portfolio and investment strategy look for a given buffer scheme. The main findings and
contributions comprise the closed-form solution to the continuous-time optimal investment problem
under a wealth-dependent buffer scheme, the derivation of risk and return figures and the presenta-
tion of an explicit parametric setting such that the terminal buffer balance is always non-negative.
Finally, within a numerical case study, we illustrate the optimal portfolio policy and the stochastic
accumulation of a buffer account and its benefits compared to asset allocation strategies without a
buffer rule.

The accumulation phase can be modeled on a single client or on a cohort basis with individual
buffer accounts. We assume that customers belonging to the same age-cohort can be managed
as a group and that the group specific collective portfolios and buffer processes can be managed
separately. A cohort-specific account or portfolio and a cohort-specific buffer account is assigned
to each cohort. This allows to apply a dynamic, age-dependent (besides a market-dependent)
investment strategy, that can invest the pension fund’s asset into the N + 1 assets, which may add
value to the clients wealth compared to a constant capital allocation mix. The number of cohorts m
is specified as the oldest age cohort of the participants and m; is the number of people in age cohort-
j for 7 =1,2,...,m. We assume that plan members in cohort-j are endowed with a salary process
y;j(t) which has deterministic dynamics. A certain proportion A of the salary is paid into the plan
continuously restricting us to the inflow model Ay;(t) (employee) and n(Ay;(t)) (employer), i.e. the
total contribution rate is given by (1 + 7)Ay;(t). The standard example is A = 4% and n = 15% for
all ages during pre-retirement. It is important to note that intertemporal changes to other (“Nahles-
Rente”) pension products are excluded in this work for the sake of simplicity. Within our model we
implicitly assume all customers to survive until retirement entry time 7. Another reason for not
considering mortality in the accumulation phase is the specific product design: if a client dies prior
to retirement time 7', the fund does not pay out any bequest payments. The contributions are then
invested in the financial market following custom-tailored dynamic investment strategies for each
cohort. The specific investment strategy is obtained by solving the expected utility maximization of
the investment portfolio accumulated until retirement. This problem is explained and solved in what
follows. The problem needs to be solved for every cohort. Because of keeping the notation simple
and understandable we use a quite general notation. For instance, the inflow process (premium or
contribution to the pension fund) of one cohort is simply denoted by y(t) instead of (1 + n)Ay; (%)
for cohort j.

The part on the accumulation phase is structured as follows: Section introduces the considered
financial market model, formulates the pension fund dynamics of this new German pension product
and states the associated portfolio optimization problem under a general buffer rule. In Section
we propose a specific wealth-dependent buffer mechanism and determine the corresponding
optimal asset allocation policy, the optimal reported and total wealth accounts and buffer balance
in closed-form. As the applied wealth-dependent buffer system can lead to a negative total buffer
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amount, we further elaborate on a flexible parametric setup that allows for a smoothing benefit
besides a positive terminal buffer balance. Moreover, analytic formulas for risk and return measures
are derived. The obtained results for the optimal strategy and balances are visualized and analyzed
in a numerical case study. All proofs are stored in Appendix [C]

5.1.1 The financial market model and investment problem

Compared to the basic financial market model introduced in Section [2.1] there are not only invest-
ment decisions that have to be made, but also consumption decisions throughout the whole life-cycle
(later interpreted as buffer decisions). Therefore, let (c(t))[o,r] € R denote the consumption-rate

process that is supposed to be progressively measurable such that Sg le(t)|dt < oo, P-a.s.. Moreover,
let (y(t ))te[O 7] = 0 stand for the income-rate process that is continuously paid into the fund, with

So t)dt < oo, P-a.s.. For reasons of simplicity, we assume y(t) to be deterministic for all ¢ € [0, T]
Under the strategy (m,c) by considering the liquid assets, consumption and income, the dynamics
of the wealth process V' = (V(¢)),e[o.7) = (V (£, 7)) sej0,7) to the initial wealth V(0) = vo > (ﬂ is

dv(t) =V (t) [(r+ #(t) (u—7r1))dt + #(t) cdW (t)] — c(t)dt + y(t)dt. (5.1)

In what follows we propose a suitable, economically meaningful process for c¢(t), hence ¢(t) is a
pre-specified given process and not to be optimized. The objective is to maximize expected utility
coming from future terminal wealth at time 7', given a suitable consumption strategy c(t), hence is
an investment problem under a given (stochastic) consumption strategy. Therefore, the objective
function that needs to be maximized reads

J (m;v0,¢) = E[UV(T))]. (5-2)

If nothing more is specified, then all expectations are again understood to be under the real-world
measure P. The portfolio selection problem that arises is then

V (v, ¢) = sup J (m; vo, ¢), (5.3)
meA

where the initial endowment vy and the (stochastic) consumption policy ¢ are given. V(vg,c) is
the value function of this problem. The set A covers the admissible investment and consumption
strategies (7, ¢) which deviate to the conditions in A to Problem (4.3)) of Chapter [4] as follows:

BGD: (7, ¢) admits a unique solution to Eq. (5.1)).

COD: (7, ¢) fulfills the associated budget constrain

1This might look restrictive for a single client, but becomes reasonable when we consider cohorts of customers which
are grouped by their age.

In our setup the private pension product or contract starts with the payment of the first premium, thus vy > 0
equals the first discrete-time premium that is paid by the cohort.

3The integral SOT e~ "'y(t)dt represents the present value of the (expected) future labor income from time 0 to time T
commonly referred to as human capital (cf. [Duarte et al.| (2014))), which we denote by HC'(0) and that grows at the
rate y(¢). In our case, HC(0) actually represents the proportion (1 + 1)\ of the entire human capital because this
proportion flows into the pension fund in form of contributions. Generally we define HC(t) := ST “rls=ty, (s)ds as
the time-t present value of future income from time t to time 7T and call it human capital at tlme t. We further define
the later needed notion Y (¢ St —r(s=t) y(s)ds, it denotes the time-¢ present value of all previously accumulated
inflows from time 0 to time t and call it accumulated time-t human capital. It holds HC(t) + Y () = e" HC(0).
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T
Z(t)y(t)dt] = +J e "y(t)dt.  (5.4)

EGD. (c(t))sefo,r) € R is progressively measurable with Sg le(t)|dt < o0, P-a.s., and satisfies the
integrability condition E [Sg |UA (¢, c(t))\dt] < o0.

We briefly compare and provide the connection between the conditions in A and the ones that
correspond to A of the general Problem in Chapter |4 where we considered a quite similar
model: First note that Conditions A, D® and F® remain untouched. Moreover, since c(t)
is allowed to turn negative later on for smoothing purposes, Condition E®-D) substitutes E® by
allowing for ¢(t) € R and adjusting the integrability condition to Sg le(t)|dt < oo, P-a.s.. Lastly,
Conditions B®Y and €5V replace BW and €™, although the involved formulas did not change,
i.e. Eq. and as well as Eq. and coincide. However, at this point we wanted
to emphasize that c(t) is given or determined beforehand in the current Chapter |5, whereas c(t)
was a control variable that needed to be optimized in Chapter [l For this reason, we posed the
Conditions B®Y) and C®-1) which are conditions rather on 7 given a certain consumption or buffer
rule ¢ instead of requirements on (, ¢), and removed B(®) and C'¥) which are conditions on (7, ¢).

Note again that the process ¢ can be stochastic, but is not a control variable. Nevertheless it can
depend on V' and thus on the control w. Hence, no utility is assigned to the buffer, but we aim
to maximize utility from terminal fund wealth with a given buffer mechanism. Let us consider the
following HARA utility function for the terminal wealth (cf. Definition in Section :

U(v) :algi’ (1i8(v—p>>é, (5.5)

forb<1,b+#0 a>0andv > F with F > 0. U is a continuously differentiable and strictly
concave terminal utility function. This utility model accounts for the desired aspect of a minimum

liquid asset wealth leve F > 0 at the age of retirement T. b is the coefficient of risk aversio
The associated Arrow-Pratt measure A(v) of absolute risk aversion is given by Section as

A(v) = 1}1_—; - 0.

Because V(T') > F by definition of the HARA utility function in (5.5)), it is inevitable that

T
vo + J e "y(t)dt > e "TF (5.6)
0

holds true, i.e. the balance between vy, y(t) and F' has to be set appropriately.

4This “internal” wealth floor can be far below guarantees in traditional life insurance products and hence, a higher
fraction of wealth can be allocated to risky assets which leads to a higher average return of the investment portfolio.
For instance, I’ can be set as the expected time-T" value of all required minimum pension payments that have to
be made in the future (for times ¢t > T).

5 As we model cohort-specific pension funds, the coefficient of risk aversion can initially be determined for each cohort
independently in view of the cohort-dependent remaining time to retirement.
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5.1.2 Buffer rate process as a proportion of the change in the fund surplus

In general, there exist three types of buffers: individual buffer, collective buffer and buffers built
from safety contributions that are paid by the company (“Puffer aus Sicherungsbeitrédgen”). Within
our considerations we neglect the latter one and assume it to be an additional exogenously given
buffer that provides extra safety to the customers. A buffer is built by taking money out of the
pension fund for some (safety) reason. The motivation for the creation of a buffer is (at least)
two-fold: First, it is reasonable to take some money out of the portfolio in good times, i.e. in times
of appreciation in portfolio wealth, and put this into a buffer account that is invested riskless (or in
practice allocated to very defensive assets such as AAA-rated government bonds). By doing this,
money can be accumulated in a safety account which decreases the downside risk of the total wealth,
i.e. investment portfolio (V'(¢)) plus buffer account (later called C(t)), at retirement (profit lock-in).
Moreover, the safety buffer can be used for the decumulation phase to reduce the probability of
shortenings in the pension payments. Second, it also makes sense to use the buffer to smooth the
wealth process within the accumulation phase.

In the following we concentrate on the motivation of a wealth process smoothing character of a buffer
rule during the accumulation phase. A positive terminal buffer account adds additional benefit, but
is of secondary interest for the pre-retirement phase. Therefore, during the accumulation phase the
fund manager generally wants to smooth the portfolio around some benchmark, called B(t). In
what follows we present two appropriate symmetric smoothing rules. When there is a symmetric
buffer rate process, then not only a safety buffer (for the pension phase) is built, but also investment
returns are smoothed. We now view and re-interpret the consumption rate c(t) as a buffer rate. As
we invest the buffer rate in the risk-free asset, the buffer account C(t) at time ¢ is equal to

This definition leads to
dC(t) = (rC(t) + c(t)) dt.

We propose a buffer scheme that smooths the portfolio return around the benchmark return dB(t)ﬂ
We consider a buffer rate process ¢(t) = ¢(t,V) that distributes a proportion «(t) of the change
in the fund surplus V(t) — B(t) for some deterministic and continuously differentiable benchmark
function B(t):

c(t)dt = a(t)d(V(t) — B(t)), a(t) € [0,1]. (5.7)

Hence, the buffer rate equals the proportiorﬂ a(t) of the change in the surplus V(t) — B(t). In
other words, the portfolio return is artificially decreased (by an increase in the buffer account)
when it exceeds the benchmark return, i.e. of dV(t) > dB(t), and vice versa. The buffer rule in
smooths the portfolio returns compared to the benchmark B(t) as follows: If the portfolio
return outperforms the return or change of the benchmark, then a buffer is set aside for bad times.

5In Appendix we supplementary provide the solution for an alternative buffer rule that smooths the wealth
around the benchmark wealth B(t).

"a(t) can for instance increase with time ¢, that means the proportion of the change in the wealth surplus that is
put into the safety buffer increases with the age of the client or decreases with time to retirement (“Saving and
smoothing become more important when closer to retirement”).
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In contrast, if the portfolio underperforms the benchmark, then money from the buffer is used
to compensate for this underperformance and to increase the reported portfolio value. However,
applying this rule, the time-T value of the accumulated buffer account can turn negative. We
assume that in this case, the “Puffer aus Sicherungsbeitridgen” or some other collected risk capital
cover the respective amoumﬁ Moreover, |Guillén et al.| (2006) motivate such a mechanism with
an actual Danish pension product (“TidsPension” or “TimePension”, launched by the Danish Life
Insurer Codan in 2002) that has a surplus distribution rule and a return smoothing mechanism.
Therefore, in this subsection we establish a continuous version of this product explained in [Guillénl
et al.| (2006).

The introduced setting is related to Battocchio et al. (2007)), but is more general in terms of the
utility and benchmark framework. In detail, we improve and generalize the findings of [Battocchio
et al| (2007) (excluding mortality and post-retirement phase) by considering a general floor F' in
the utility function and by allowing for a flexible benchmark function B(t).

When we insert ¢(¢) from into the formula for dV'(t), then becomes
dv(t) =V (t) [(r + #(t) (p—r1))dt + 7(t) cdW (t)] — a(t)d(V (t) — B(t)) + y(t)dt

which turns into

dV(t) = V(t) [1+1Q(t) (r+#@) (p—r1))dt+ 1+1a(t)fr(t)’adW(t)]
+ 1 +1a(t) (a(t)dB(t) + y(t)dt)
= V(1) [1 +1a(t) (r+#(t) (p—rl))dt + Ha(t)fr(t)'adW(t)]
+ 1+1a(t) (a(t)B'(t) + y(t)) dt. (5.8)

5.1.2.1 General solution

The next theorem provides the general closed-form results for the optimal control 77, 5(t) and the
corresponding optimal fund wealth process V;; 5(t) = V (¢, 7}, ). Let vo > F, 5(0) be assumed from

now ODE

Theorem 5.1 (General solution). The optimal portfolio process is given by

1+ a(t) Vo p(t) — Fan(t)

e ! —rl),
1= R0 (w=r1)

7hp(t) =

81n the later Section we introduce a framework, where the accumulated buffer balance can be shown to end
up with a non-negative terminal value under a suitable selection of the relevant parameters.

gﬁa, 5(0) is defined in the upcoming Theorem This extends by the buffer scheme and is required to obtain
meaningful results for the optimal fund wealth and portfolio allocation. If dB(t) = B’(t)dt is very high, then with
a high probability the buffer rate c(t) will be negative, hence money is put from the buffer into the portfolio to
cover some part of the underperformance. At the same time the value of Fi,,5(0) is reduced and less initial capital
is sufficient to cover the guarantee F' because of the most likely negative buffer rate c(t).
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which is of a Proportional Portfolio Insurance (PPI) type with cohort-age dependent but state- or
market-independent multiple, and where we define

F,p(t) = Fe

T s
—r§] hmds J a(s)B'(s) + y(s) o T g
¢ 1+ a(s)

— <F - 1O‘(T)B(T)> e T 1j_‘((i)(t)B(t)

_LT 1 ( o(s) <T_a/(8)> B(S)+y(s)> = CLN

1+a(s) \1+ a(s) a(s)

with Fo p(T) = F and F&,B(t) = l—k%a(t) (rEap(t) + a(t)B'(t) + y(t)). The associated optimal
wealth process Vi g(t) of the pension fund follows the SDE

1 N 1
r
1+ at) 1—

WVz5(0) = (V20 = Fon(®) | ( Al ) dit s W) + Pl (o)

the fund surplus Vi g(t) — Fo,B(t) is log-normally distributed and follows the SDE

AV2s(0) = Fun) = V2s(0) = o) | (15 g 1?) oo+ 30V ).

hence
2
[T i mds+<ﬁ”7”2—%(ﬁ) \\w\2>t}+ﬁvw<t>

— Fup(®) + (v — Fap(0))er s (B miatn ) =(dash )i 7y =255

The optimal accumulated buffer account is equal to

t

- t) = f o()e" =) ds

0
a(t) (Va p(t) — B(t)) — e"a(0)(vo — B(0))

+ fot o (t=s) <r _ Z/((j))> a(s) (V2 5(s) — B(s)) ds.

I

We would like to remind the reader that all proofs to this chapter are postponed to Appendix[C] One
can observe that higher future inflows y(s), s € [t, T], decrease the deterministic guarantee F,, p(t)
of V p(t), but increase its risky position through a higher value for vy — Fa, 5(0), increasing the
riskiness of the strategy. Furthermore, the formula for the investment strategy 7, (t) reflects that
under a higher value for a(t) in the buffer rule, the age-dependent multiplier of the PPI gets larger.
But in opposite, an increase in «(t) leads to a different value for the cushion Vj p(t) — E, B(t).
Hence, the buffer scheme impacts the optimal portfolio weights through both, the PPI multiplier
and the floor or cushion. Moreover, C; p(t) is given in closed-form, depends on the current wealth

O’; p(t) and all previous portfolio wealths V(; (), s < t, thus is path-dependent. It can observed

that this path-dependency is removed when % = r which holds true iff a(t) = ape™, a(0) = ay,
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with the special case of a(t) being constant while » = 0. Furthermore, the formulas show how the
portfolio is managed optimally and dynamically over time, i.e. with decreasing time to retirement
of the cohort. We would like to mention that the choice for B(t) determines F,, p(t).

In the following we look at the characteristics expectation, variance, Value-at-Risk and shortfall
probability of the fund wealth and the expectation of the buffer account. The Value-at- Risk for a ran-
dom variable X with level 3 € [0, 1] is generally defined by VaRg(X) := inf {zr e R: P (X < z) > S}.

Theorem 5.2 (Fund characteristics). Let ® () denote the cumulative distribution function of a
standard normal random variable.

Ezpected fund wealth:

E[Vz5(t)] = Fap(t) + (vo — Fa,B(o))eﬁ[ r(5h Titsyds) +12t]

Variance of the fund wealth:

Var (V2 (1)) = (e — ()67 (o ety i <e(1ia)2“t - 1>

Value-at-Risk/Quantiles of the fund wealth distribution with level 3 € [0,1]:

~ E|lV* 7}.7"@ p—1 Var(V*
VaRg (Vi p(t)) = Fap(t) + e [V (O] -Fas®)+2(8) (v2s)

Shortfall probability of the fund wealth with threshold s > Fy, p(t):

In(s — Fop(®) = B [V2(0)| + Fup(®)

P(Vig(t)<s) =2
"’ Var (VOZB(t))

FEzpected accumulated buffer account:
E[Cp(t)] = a(t) (E[Va s(t)] = B(t)) — " a(0)(vo — B(0))
! o'(s) . B
+ J < a(s) a(s) (E[ a,B(S)] B(s)) ds
a(t) ( B(t) + (vo — Fo,p(0))ei- (5 ity s+ _ B(t)>

et (r - O"(S)> a(s)

x (FQ,B(@ T (o — By (0))er3 | (8 mstman) lolPs] B(s)> ds.
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The results in Theorem can be used for risk management purposes{E7 for calibrating the model
parameters such as the coefficient of risk aversion b or the smoothing parameter a(t).

5.1.2.2 Special cases

We now look at some special cases that arise from Theorem First, if the buffer rule parameter
is constant and thus time-independent, «(t) = «, then the formulas reduce to the following:

Corollary 5.3 (Constant buffer rule parameter: a(t) = «). If a(t) = «, then the optimal portfolio
process is given by

I+ OéVaB( ) — ~Oz,B(t)

! —7rl),
—b Vi) (w=r1)

Tio,B(t) =

which is a Constant Proportion Portfolio Insurance (CPPI) strategy with constant multiple and
cohort-age dependent but state- or market-independent cushion floor

T /
F, g(t) = Fe~ Trar(T—1) J Me—ﬁr(s—t)ds
7 t 1+«

(F ‘1iaB<T>> e =T 4 2 B()

T
L J ( a rB(s)+y(5)> e_ﬁr(s_t)ds,

_1+ozt 1+a

with F, g(T) = F and F&,B(t) = 1+a (rEa p(t) + aB'(t) + y(t)). Moreover, it holds

1 _
dt + —~'dW (t
) )

N N ~ [ 1 1
Wz 5(0) = V2wt~ Fon®) | (1ar + 15

+ E, p(t)dt,

A(V25(0) = Fun) = (V2p(0) ~ o) | (1527 + 150 1?) de+ awo)]

and

2
s 5(t) = Fap(t) + (v — F B(o»e[w*“ 3(5) ||7”2]t+%_,;v’w(t)
«, - «, a,
n 1 a+b 1

_ Fanlt) + (vo — Fop(0))e TSR3 TP 51

Finally, the formula for the accumulated buffer account simplifies to

Chp(t) =a {(V&B(t) — B(t)) — e"(vo — B(0)) + TL ") (V2 5(s) — B(s)) ds] .

VEgt)—vo .
—=E— — instead

ONote that all formulas and measures could be transferred into formulas for the portfolio return
of the portfolio wealth V; g(t) without any computational difficulty.
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In view of V; 5(t) = F, p(t) Vt € [0,T] and r > 0, Corollary 5.3 gives the natural lower boundary
for C}, p(t) that depends on the selection of B(t):

*5(t) = a [(FQ,B(t) — B(t)) — e"(vo — B(0)) + TL e"t=%) (Fo 5(s) — B(s)) ds} .

If there is no buffer mechanism at all, i.e. if «(t) is forced to zero, then the next corollary states
the specific results.

Corollary 5.4 (No buffer: a(t) = 0). In the special case where a(t) = 0 (i.e. no buffer account)
the formula for 75 p(t) reduces to

1 Vi) = Fon(t)
1-b Vos(t)
1 Vep(t) — (FerT=0 — §] y(s)ereas)

= ~ ! —7rl
T3 Vin(®) (w=r1)

#io,p(t) = 2 (p—r1)

which is a CPPI strategy with constant multiplier and time-t floor
~ T
Fo p(t) = Fe(T=0) _ J y(s)e "D s,
¢

with Fy g(T) = F and F67B(t) = rFyp(t) + y(t), being equal to the discounted terminal wealth
guarantee F' minus the time-t present value of accumulated future inflows. Moreover, it is

1

1
1—b

Wi(®) = (®) = Fon(®) | (74 2512 de+ L aw )] + Fos(on,

1 (V350 = Fon(®) = (5500 ~ Fan(0) | (7 + 5l ?) e+ aw(o)].

and
7”+71AH’YHQ—l<71*)2H’YH2 t""*lA’Y/” (t)
1-b 2\1-b 1-b

1

Vi) = Fon®) + (0~ Fyp(O)el
— Fonlt) + (o — Fop(0))e 7303251 7)1

with Vgp(t) = Fy p(t) because condition (5.6) coincides with vy = Fyp(0). For completeness,

Some more special case results can be found in Appendix

We complement our theoretical analysis with a numerical case study that considers a constant
buffer parameter a(t) = a (cf. Corollary [5.3) and a very general functional setup to demonstrate
applicability for very flexible functionals.
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5.1.2.3 Scenario generation and numerical analysis of the optimal pension fund strategy:
general setting

Within this numerical case study we illustrate the evolution of the objects of interest within a
bullish, a bearish and a volatile non-directional market scenario. We consider and compare the
performance of the following portfolio processes:

. O’[ p(t): optimal reported wealth process with buffer scheme that corresponds to the optimal
investment strategy 7, p(t)

o Vap(t)+C; p(t): optimal total wealth process with buffer scheme that corresponds to the
optimal investment strategy 7, p(t)

o VO* p(t): optimal reported and total wealth process without buffer scheme that corresponds to
the optimal investment strategy #7 5(t)

o V(t): reported and total wealth process without buffer scheme that corresponds to the same
investment strategy 77, 5(t).

V (t) uses the very same investment strategy as Vi p(t), but does not apply any buffer mechanism.

We show that the reported wealth V; p(t) for the trading strategy with smoothing is less volatile
and closer to the benchmark B(t) than the reported wealth processes Vi 5(t) and V (t) without any
smoothing mechanism. In addition, we show that the total wealth V; 5(t) + C, p(t) for the trading
strategy with smoothing does not lose much in comparison with the non-smoothed total wealth
processes.

To quantify the smoothing effect of the reported wealth process, we additionally introduce two
measures:

1. Wealth distance measure:

SMi(t) = V(t) — B(t)
2. Return distance measure:
_ V(t) B(t) L (V@)/V(E-A)
s = ()~ (g em) == (s a))
V(t)/B(t) V(t) V(t—A)
- (va —A)/B(t— A)) - <B<t>> - (B(t —A)

The first measure SM;(t) measures the distance between the reported V(¢) and the benchmark
B(t). The second measure SMa(t) measures the distance between the log-returns of the reported
V(t) and B(t) in the previous investment period.

Setting. For this sake, we place the following structural assumptions: First, let

T 7t -
y(t) = —7voe", yo > 0,7 > 0.
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yo denotes the initial income, y(t) increases with the rate 7 (expected increase). This definition of
y(t) coincides with the assumed parameterization of the income-rate process in Section m It
follows

1 s+1 7 e"(erl) —efs ~
f y(t)dt = yo, f y(t)dt = ———vo - = yoe'*.
0 s er —1 T

For the wealth buffer benchmark we propose

t
B(t) = B(0)e"B! ~|—f e'B=%)y(s)ds, rp € R, B(0) € R.
0
It is reasonable to set B(0) = vg. If rg = 0, then B(t) coincides with the collected inflow amount.
If rp # 0, then B(¢) is the value that is obtained when the collected inflow amount was invested at
the target return rp. Moreover, we have

B'(t) = rgB(t) + y(t).

Furthermore, let the parameters be selected as follows: The financial market consists of one risky
asset or equity fund (N = 1) denoted by P(t) with risk and return parameters u = 5%, 0 = 20%.
The interest rate in the market is r = 0.5%, the planning horizon is T' = 40. We assume that there
are 500 clients in one cohort that has T" = 40 years to retirement entry time. The cohort’s average or
expected contribution process follows the parameters yo = 500 x (1 + )\ - 40,000 EUR = 920, 000
EUR (A = 4%, n = 15%), where 40,000 EUR is assumed to be the average initial gross income
of a client in the cohort and 7 = 1% the average increase in the income of the cohort. The
initial capital is vg = 10yg = 9,200,000 EUR. For the buffer scheme we suppose a = 40% and
B(0) = vg = 9,200,000 EUR,rp = r = 0.5%, i.e. no additional return target in excess of r. The in-

ternal guarantee is set to F' = 80% x (voerT + S[:)F e’"(T_t)y(t)dt) = 48,596,935 EUR, which is equal

to 80% of the compounded wealth coming from initial capital and contributions. Finally, the coef-
ficient of risk aversion is selected as b = —1.

Simulation results. Within this setting we receive the following results for three exemplary,
representative market trajectories. We perform weekly rebalancing, hence the investment strategy
7(t) stays constant along the interval [¢,¢ + A) for A = 1/52 and is updated at every grid point.

Figures and provide the stock price process, the wealth processes, the risky relative portfolios,
the smoothing measures, the buffer rate and account in a bullish market environment. Over the
entire investment period, the trajectory for V,; 5(t) + C}, 5(t) follows the one for V (t) rather closely.
The significant differences between V,; 5(t)+C7, 5(t) and V' 5(t) in this scenario are due to the higher
participation of the buffer rule strategy in the stock earnings because of a higher risky portfolio
weight.

Furthermore, the graphics show that the buffer mechanism indeed smooths the reported wealth
process compared to the non-smoothed processes (see Figure (b)). This is also reflected by the
smoothing measures in Figure [5.1{ (e), (f). Moreover, V,; 5(t) +C7, 5(t) does not lose much compared
to V(t). Hence the accumulation of a safety buffer with a terminal share of around 15% of the total
portfolio value does not reduce the total performance a lot, but smooths the reported wealth.

Figures 5.3 and [5.4] provide the analogue pictures within a mostly bearish market environment. The
buffer account terminates in the negative area with an absolute value of approximately 10% of the
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total fund wealth. The reported fund balance is closer to the benchmark B(t) due to the buffer
scheme.

Furthermore, Figures and provide the plots under a volatile stock price process with no
direction. In particular in this scenario, when comparing V; g(t) with V (t), one can see that the
presence of a buffer mechanism truly smooths the reported portfolio balance when the very same
investment strategy is applied. Moreover, the mechanism of saving money in good times (profit
lock-in) and returning it in bad times leads to a slightly higher total wealth and thus a better
performance at the end of the investment period in such scenarios. As the buffer account is positive
but close to zero in this case, one can really see that the buffer is used to smooth out the dramatic
changes in the market return from very positive to very negative. This can also be observed in the
respective subfigures.

Moreover, we generally observe across all three considered scenarios that the existence of a symmetric
buffer process with smoothing character seems to increase the relative risky investment. In a scenario
where the stock price decreases, the relative portfolio for the smoothed version approaches the one
for the unsmoothened process.

Finally, Figure provides the Value-at-Risk numbers of the different wealth processes and Table
shows risk and return numbers of the wealth processes and the buffer portfolio. The numbers

for VaRg (C; B(T)) can be regarded as [-worst case losses for the product offering insurance

company. The Sharpe Ratio, defined by SR(X) := %, is a risk-adjusted performance measure

frequently used for performance evaluation and comparison. Figure provides the kernel density
estimates for the terminal buffer balance C}, ('), the reported wealth V7 5(T') and the total wealths

ap(T) +C5 p(T), Vyp(t) and V (t). It shows that all distributions are skewed to the right.

The average smoothing measures SM(t), SMa(t) average SMi(t), SMa(t) over all time steps and
across all simulated scenarios; the numbers are given in Table

To conclude, the figures and tables show the following picture:

First, when comparing V; () or V; 5(t) + C}, 5(t) with V (t), where the same investment strategy
is applied, but the first considers a buffer whereas the latter does not, we find:

1. Reported wealth: The optimal reported wealth process Vo’; p(t) with buffer mechanism provides
the better smoothing feature around B(t) compared to the other wealth process. Table
showing the average smoothing measures supports this conclusion besides the pathwise figures.

2. Total wealth: The performance of the total wealth V} 5(t) + C; 5(t) of the optimal portfolio
with smoothing mechanism does not fall below the total performance of the wealth process

V(t). In particular, although E[V(T)] > E[ ap(T) + C;,B(T)]v for the Sharpe Ratio as

a risk-adjusted performance measure it holds SR (V(T)) < SR (VOZB(T) + C’;’B(T)) (cf.
Table . Moreover, the Value-at-Risk numbers show that the smoothed total portfolio

ap(T) + C7, 5(T) provides similar worst case losses than V (t), see also Figure Hence,
the performance of both total wealths is at a comparable level.

Second, when we compare V,; 5(t) or V;; 5(t) + C}, p(t) with Vi 5(t), where not the same investment
strategy is applied, but the latter applies the optimal strategy when no buffer is considered, we
find:
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1. Reported wealth: The optimal reported wealth process V g (t) with buffer mechanism provides
a slightly better smoothing feature around B(t) compared to the other wealth process. Table
showing the average smoothing measures supports this conclusion besides the pathwise
figures.

2. Total wealth: The performance of the total wealth V} 5(t) + C} 5(t) of the optimal portfolio
with smoothing mechanism does not fall behind the total performance of the wealth process
Vo p(t). Although the Sharpe Ratio of Vi 5(T') slightly exceeds the one of V,; 5(T) + C}, 5(T),

ie. SR(Vgp(T)) > SR(Vip(T)+Cap(T)), the expected total fund wealth for

2 5(T) + Chp(T) is higher: B[Vpu(T)] < E[Vz () +C3 ()] (cf. Table . Ad-
ditionally, the Value-at-Risk numbers show, especially at very small levels 8, that V;5(T)
provides better worst case losses than the smoothed total portfolio V 5(T) + Cy, B(T7), see
also Figure This is due to a much more defensive investment strategy applied for VO* s(T),
for instance cf. Figures (d) and (d). At higher g values, the relation turns. Further-
more, the reported wealth V,; (T) provides the best Value-at-Risk numbers, exceeding the
ones for V5 5(T).

Notice that due to smoothing, the reported wealth VO: (T) provides the lowest volatility but largest
Sharpe Ratio among all considered portfolios.

Therefore, the selling point of the strategy with buffer mechanism is that the reported wealth process
is smoothed with respect to the wealth benchmark B(t¢) and the performance of the total wealth
process is comparable and on a very similar level than the wealth processes without a smoothing
mechanism.
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Figure 5.1: Stock price process, wealth and risky relative portfolio processes for the smoothed
(o = 40%) and unsmoothed (o = 0%) portfolio in a bull market.
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(a) Buffer rate ¢}, p(%). (b) Buffer account C7, 5(t). (c) Ratio between the buffer account
C7, g (t) and the total wealth V g (t)+
a5 (t)-

Figure 5.2: Buffer rate, buffer account and buffer account-to-total wealth ratio evolution in a bull
market.
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Figure 5.3: Stock price process, wealth and risky relative portfolio processes for the smoothed
(v = 40%) and unsmoothed (o = 0%) portfolio in a bear market.

(a) Buffer rate ¢}, p(%). (b) Buffer account C7, 5(t). (c) Ratio between the buffer account
C7, g (t) and the total wealth V g (t)+

a5 (t)-

Figure 5.4: Buffer rate, buffer account and buffer account-to-total wealth ratio evolution in a bear
market.
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Figure 5.5: Stock price process, wealth and risky relative portfolio processes for the smoothed
(o = 40%) and unsmoothed (v = 0%) portfolio in a non-directional market.
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C7, g (t) and the total wealth V g (t)+
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Figure 5.6: Buffer rate, buffer account and buffer account-to-total wealth ratio evolution in a non-
directional market.
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E[] Sd () SR () VaRoos () | VaRoo ()
o:B(T) 7.6342 1.7471 4.3696 5.7436 5.4548
V(;B(T)—FC; 5(T) || 8.7613 2.9950 2.9253 5.5079 4.9895
VO*:B(T) 8.1160 2.5283 3.2101 5.6530 5.3440
V(T) 9.2339 4.2491 2.1731 5.4645 5.0126
P(- < 0) E[] VaRy.o5(+) VaRo.o1 (+)
;,B(T) 12.95% 1.1271 —0.23517 —0.46093

Table 5.1: Terminal performance numbers (values -107 except for P( o.5(T) <0)and SR(-)) under
the optimal and the comparative investment strategies under 10,000 simulations and

annual rebalancing.

SM(t) SMy(t)
() 6.5759 - 106 5.1629 - 1073
Vi (t) 8.1992 - 106 6.3059 - 103
V(t) 1.2665 - 107 8.6574 - 1073

Table 5.2: Average smoothing measures SM;j(t), SMa(t) for the reported wealth processes under
10,000 simulations and annual rebalancing.
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5.1.2.4 Purely accumulated buffer

Let a(t) = a and C} z(t) = Sé c(s)ds, dC;, g(t) = c(t)dt = ad(V; g(t) — B(t)). Therefore, we
suppose that no interest is paid on the buffer account (= time-t present value of so far accumulated
buffer cash flows), i.e. the buffer money is not invested at some rate but is only parked at an
account with zero interest rate (pure deposit); hence the buffer is purely accumulated. We provide
closed-form solutions and characteristics of the buffer account C; p(?). In the situation where r = 0,

both worlds coincide: Sé e"t=3)¢(s)ds = Sé c(s)ds. Tt follows

- (t) = fo ad(V: 5(s) — B(s))

= o [(Vip(t) — B(t)) — (V4 5(0) — B(0))] (5.9)
= o [(Va p(t) — B(t)) — (vo — B(0))]

LT A (0 - B®)

with of course C}, 5(0) = 0. Therefore, C7, 5(t) now only depends on the current wealth V; 5(t)
and not longer on the realized path VO’; 5(8), s <t. Based on Eq. (5.9) we can infer the following
properties:

Theorem 5.5 (Properties of the purely accumulated buffer account C, p(t)). Let a(t) = o and
* t *
a,B(t) = O‘So d( a,B(S) — B(s))ds. Then:

1. Distribution of the accumulated buffer account C7, g(t):

For (@) =P (Chp(t) <z) =P ( 2 g(t) < g +[B(t) + (vo — B(O))])
— Fye ) (g + [B(t) + (vo — B(O))]>
= Fye e (5 + BO) + (0= BO)] - Fap(t))

where V; p(t) — F, p(t) is log-normally distributed.

2. Expected accumulated buffer account C, p(t):
E[Cep®)] = aE [V p(#)] - a[B(t) + (vo — B(0))]
3. Variance of the accumulated buffer account C7, g(t):
Var (C;,B(t)) = o*Var ( o:B(t))
4. Value-at-Risk/Quantiles of the accumulated buffer account C7, 5(t) with level 8 € [0, 1]:
VaRs (C; p(t)) = aVaRg (Vi p(t)) — a[B(t) + (vo — B(0))]

5. Shortfall probability of the accumulated buffer account ;,B(t) with  threshold
5> a(Fap(t) = [B(t) + (vo — B(0))])-
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B + (vo - B<o>>])

Q| w

P(C2 (1) < 9) —P( ) <

The numbers E [ OZB(t)], Var (V(;’B(t)), VaRg <Va*’B(t)) and IP’( ap(t) < s) are given by Theo-
rem [2.2.

In the following we examine constraints on C7, 5(t), a possible structural choice for the buffer wealth
benchmark B(t) and the internal, terminal guarantee F' that fits to those constraints. The structure
of the proposed B(t) and F' can be interpreted as a proportion of the already accumulated human
capital. In particular, we aim to achieve a non-negative buffer balance, i.e. C& g(t) = 0, but with a
smoothing feature, i.e. c(t)dt = ad(V} (t) —B(t)) < 0 shall be possible. We summarize the specific
setting in the next assumption:

Assumption 5.6. Let a(t) = «a, r = 0 and recall

Y(t) = J y(s)ds >0

0

for the accumulated time-t human capital inside the interval [0,t] when r = 0 according to Footnote
@ n Chapter@ with dY (t) = y(t)dt. Moreover, suppose

B(t) == B(0) + 5fty(s)ds = B(0) + Y (t), 6 =0,
0

with dB(t) = dy(t)dt proportional to the inflows, and for instance B(0) = vo. Furthermore, we
consider the following form for the internal, terminal guarantee:

T
F:=uvy+ SJ y(s)ds = vg + 6Y(T), § =0,
0

Under Assumption [5.6], it is

Faplt) = F -0 (v(1) - v (1)
— v + 111 Oy ) (S - 1&‘?) Y(T),
Fop(0) = F — 1110;51/@)
— v+ <5 - 11++O(f> Y (1),
Fa(t) = BU) = F— BO) - 20y (1) + 127 ()
—w- 20+ (-2 vy + 10w,
A(Fun(t) = BO) = 1 ylt)dt
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Hence,
et & ad(ve 5 - B@))

= (2) ~ Fusto) |

1—b

1 1-6 (5.10)
bt + sy awo)| + 1 oviod)

which can take any value in R due to its stochastic component. Additionally, the accumulated buffer
becomes

() = a[(Vip(t) — B(t) — (vo — B(0))]
~ 1 1+ aéY

1+ ad a5 -1
= — (1-b)2 —b — _
a{(vo F+1+aY(T)>e 1 Z(t) -0 —vg+ F I+ a (T)
1-9
Y(t
* I1+a ()]
1+ad - Ry - 14+ad 1-9
= — (1-b)2 — _
a[<<1+a 6>Y(T)>e Z(t) b+ {0 T o Y(T)+1+aY(t) .

For the remainder of this section, we relax the strictness of the following two inequalities and allow
for equality. First, from the constraint on vg, y(t) and F in Eq. (5.6)) it follows

T
Vo + f e "y(t)dt = e TF =y vo+Y(T)=v+0Y(T) =0 <1,
0

and second, from the assumption vy > Fa, p(0) prior to Theorem we obtain

- 1+ad = < 1+ad
> F — Y(T) > < .
vo C“’B(O)(i)<1+o¢ 5) (T)20<90 1+«

However, in view of Theorem [5.1] the optimal investment strategy in the equality case breaks down
to a pure riskless investment with all stochasticity being removed:

1-90

wa5(t) = 0%, Vigt) =Fap(t), Chpt) = e

Y (1)

Putting the two above conditions on & together, we have the feasibility restriction
~ 1 0
5e [o,min{ ra 1}] (5.12)
1+«

Note that 1110;5 can be rewritten as follows:

1+a5_5 1-96 _

R Uil
1+« 1+« 1+«

1+ad

Tro (that are not necessarily binding):

We detect the following lower and upper boundaries for
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1. Let 0 <6 < 1:
e Lower bound:

Since 111"‘5 =4J+ lta 6 and 1110;5 > H%’ we obtain as lower bound

1+ad > 5

and especially 2%

e Upper bound:

Due to 1110;5 =1+ agi:al) < 1 we obtain the upper bound

1+ ad

<1

1+«

2. Let 6 > 1:
« Lower bound:
From 1110&5 1+ a(é 1) > 1 it follows

1+ ad
>1

1+«

for the lower bound.

e Upper bound:

Because of 1110;5 5+ %Jr;i < 0 we obtain the upper bound
1+ ad
<4
1+«

The detailed calculations below Assumption [5.6] can be found in Appendix Under Assumption
we examine non-negativity conditions on C}; p(t) and find the following closed-form results:

Theorem 5.7 (Non-negativity of C 5(t)). Under the setup of Assumption it follows

Ls) = a|(3- 52 ) vy + 1oy,

1+« 1+«
wp(T) = a(b-6)Y(T),

and the following claims hold:

1. C; g(t) = 0 for some t € [0,T]:

L) =0e6e0,1], Fe {5+ 10 Y(T) =Y (1) 1+a5]

l4a Y(T) "1+«
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2. Cy p(t) =0 for allt€[0,T]:

« 14+ ad
> p(t) =0Vt ,T 0 1], 6 = )
Lp() 20 e[0,T] = bef0,1], §=
3. C:%B(T) =0
N 1+ ad
~5(T)>0<46€[0,1], 0 |5, ——|.
() 2 00 de 0.1], Be [5, 222
This theorem shows that a throughout non-negative buffer balance is only possible if § = 1110&5

which leads to a pure riskless investment 77, 5(t) = 0%. However, the model allows for a final
non-negative buffer account C;, 5(T') = 0, or a non-negative buffer account for some end-of-the-year
times C;,B(t) > 0 for t = tq,t9,t3,..., for other choices of the parameters. Moreover, we find the
following interesting characteristics that arise from (the proof of) Theorem

Remark 5.8 (Comments on the non-negativity of C}, 5(t)). Let Assumptz’on hold true. Then:

1. From Theorem [5.7 we know that

fat)>0e5e0,1], de {5+ 1-30Y(T) =Y () 1—1—045]‘

l+a Y(T) 1+«

Let § € [0,1), the case 6 = 1 is trivial because & + 1;5% as well as 1110&5 break down to

T+a
one. As for § € [0,1) the term § + %%

a) Cy p(t) =0 forallte {t1,.. . tu}, ti <tiz1 Vi=1,...,n—1,neN:

decreases in t, we find:

r ) =0Vte{t,. ..t}

ese0.1), be [5 N 1-6Y(T)— Y (minj—1,_n{t:}) 1+ aé]

1+« Y(T) "1+«
; 1—6Y(T)—Y(t) 1+ad
@66[0,1),56{5+1+a YD) T+ a

< Chp ({_nilin {t,}) = 0.
b) C 5(s) =0 foralls >te (0,T]:

;B(s)>OV52tE(O,T]®C(’;B<min {s}> >0
) B\ seli, 1)

Thus, “the smallest time wins”, i.e. is cructal. It generally follows that if the parameters are
selected such that C}, p(t) = 0 P-a.s., then it also is C, p(s) = 0 for all times s after time t,
s> 1.
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1+ad
1+«

2. The limiting case t \, 0 yields the special case & =

f ()= 0 fort\ 0o se[0,1], de |54 L0 YT = VIH) 1+ a0

l4a  Y(T) 'l1+4a«
—_—
1 for t\0
/e for £\,0
- 1+ad
< d€e|0,1], 6 = .
[0.1] 14+«
1+ad n

As already mentioned, for the choice 6 = we obtain vg = Fy, p(0) and therefore

14+a 7’

1

- ~ a+b 1
7o’ t3

ap(t) = Fap(t) + (vo — Fa(0))e H;[Ho; i’;HWHZ]tZ(t)

1 ~

1-b — Fa,B (t)

is deterministic. In accordance with Corollary this implies Vi p(t) — F,p(t) = 0 and
75 5(t) =0, d.e. there is a full 100% riskless investment. Furthermore, from Eq. (5.11)

*plt) = o{ ((1 tad S) Y(T)) cram T (S _ Ly 0‘5> Y(T)

1+« 1+«
1-06
Y
+1—|—a (t)}
:al_éY(t):a(S—é)Y(t)>O
1+«
with
. 1-0 .
c(t)dt = dC}, g(t) = a7 y(t)dt = o (6 — 6) y(t)dt > 0.
’ a

Thus, all important numbers are deterministic, non-stochastic (V; p(t), 77 5(t), Cp p(t),

c(t)), and a buffer is only accumulated at a deterministic rate, but never transferred back
to the portfolio for smoothing purposes. If additionally 6 = 1, then c(t) =0 and C} p(t) = 0.

8. Parts 1. and 2. show that

o5(8) = 0Vs>te(0,T] = C g(t) =0 forte (0,T]
1-0Y(T)-Y () 1+ad o
l4a Y(T) 1+«

< §€e0,1], Se[6+

and
D20 fort 0 de0,1], 5= 0
= or 5 = .
a,B ) 1+«
Therefore, if we require C(’)‘é’B(t) > 0 for some t, then t > 0 must be either strictly positive,
or the stochasticity needs to be removed (case § = 11%‘(;5) The economic argument is the

following: If C&B(t) > 0 is to be guaranteed, then a sufficient amount of capital needs to be
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collected until time t (here: accumulated time-t human capital Y (t)) with a sufficiently large
deterministic drift rate y(t) that overweighs the potential, stochastic losses in the wealth. From
the calculations below Assumption [5.6]

c(t)dt = ad(Vy p(t) — B(t))

. ~ 1 1-96
— | W20 - Fun@) | It
1— 1+«
N - N
= investment part, possibly <0 = deterministic drift part >0

This result is also in line with the following interpretation: Let W (t) \, —c0 fort \, 0 (equiv-

alent with P;(t) \, 0 fort \ 0), then the accumulated deterministic drift part ahiY( ) with

rate all_%iy(t)dt cannot compensate for the loss in the investment part because it is determinis-
tic and thus bounded, which results in C, p(t) <0 fort \, 0 in this situation. The investment
risk can only be ruled out if the loss in the investment part is capped by 0 which is the case
if and only if V;y p(t) — E,p(t) =0 (case § = 1+°‘5) But then, as described in part 2., all
numbers Vi p(t), 7 p(t), Cp p(t), c(t) are deterministic.

One could further aim to limit the downside risk, quantified by the risk measure Value-at-Risk
(quantile), that relaxes the absolute non-negative condition C p(t) > 0. Analogical conditions for

such a Value-at-Risk constraint VaRg ( &B(t)) > 0 for some level § € (0,1] instead of C}, (t) = 0
can be found in Appendix [C.1.2

We conclude our analysis under Assumption [5.6] with a numerical case study. Note that the first
case study in Section [5.1.2.3] considered a general setup different to the one in Assumption to
demonstrate applicability beyond this assumption and for different and more flexible functionals.
Now, the second case study deals with the parameterization in Assumption and as a special case
uses parameters such that C7 5(T) = 0. It demonstrates that the selected setup is economically
reasonable.

5.1.2.5 Scenario generation and numerical analysis of the optimal pension fund strategy:
a5(T)=0

We now study a setup that lies within the scope of Assumption [5.6/and that leads to an accumulated
buffer balance with C 5(T") = 0, P-a.s.. In order to keep the numerical findings comparable with
the previous Section 5.1.2.3, we change the setup as little as possible: Different to [5.1.2.3] we now
consider r = 0%, § = § = 0.7 with B(t) = vg + 8Y (t), F = vy + 0Y(T) and

t—1 .
et —1

t t ~
_ _ r TS _ s __
v() - | wds = | e 5= 3, = wiy

0

all other parameters and functionals beyond Assumption [5.6] being equal to the setting in Section
(.1:23] In line with the parameter selectlon the internal terminal guarantee F' then becomes
F = vy + 6Y(T) = 9,200,000 + 0. 7SO t)dt = 40,715,407 EUR. According to Theorem within
this setting it holds C} p(T') = 0.
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Simulation results. Within this setting under Assumption [5.6| we receive the numerical results
and now briefly present the differences between the findings in Section [5.1.2.3}

1.

Smoothing with respect to the benchmark return B(t) is more pronounced, cf. for instance

S My in Tables [5.2 and [5.4]

The total buffer balance C; 5(T'), in particular in Figure (b), always ends in the non-

negative area due to the positive deterministic drift component ah;iy(t)dt > 0 in dCy, (1)

This is also made visible by the kernel density estimate of C7, 5(T') in Figure Together
with a low 77 (t) for a decreasing stock price, C7 5(t) has a stochastic part that is close
to zero due to the low 7}, (), and a positive deterministic part that drives C}; 5(t) into the
positive area.

Moreover, Figure [5.15 shows that, in contrast to Figure in Section [5.1.2.3] the Value-at-
Risk numbers of all total wealths exceed the Value-at-Risk for the reported wealth of the
buffer strategy which is obvious as the buffer C; 5(T') > 0.

In accordance with Figures and Table the total wealths V;y 5(T) + C; p(T') and
Vo p(T) lead to comparable risk-return numbers and behavior, with the difference that the

ap(T) + O} p(T) strategy benefits from the buffer part feature and even provides a higher
Sharpe Ratio due to a lower standard deviation. Note that both are optimal strategies, one
with a buffering process, one without. This shows that one can follow an optimal investment
strategy with a buffer rule without losing in performance.

Finally, the reported V;; 5(T') provides the highest Sharpe Ratio by far. In addition, all Value-
at-Risk numbers of C}, 5(T') are positive as C7, 5(T') = 0 in the setup.

In summary, the case study demonstrates that a pension fund can invest according to an optimal
strategy with a certain buffer rule and by this does not underperform compared to an optimal
strategy without a buffer rule. In opposite, the buffer strategy even provides a higher Sharpe Ratio
and simultaneously has a smoothing effect and accumulates a safety buffer.
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Figure 5.9: Stock price process, wealth and risky relative portfolio processes for the smoothed
(o = 40%) and unsmoothed (o = 0%) portfolio in a bull market.
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(a) Buffer rate ¢}, p(%). (b) Buffer account C7, 5(t). (c) Ratio between the buffer account
C7, g (t) and the total wealth V g (t)+
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Figure 5.10: Buffer rate, buffer account and buffer account-to-total wealth ratio evolution in a bull
market.
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Figure 5.11: Stock price process, wealth and risky relative portfolio processes for the smoothed
(v = 40%) and unsmoothed (o = 0%) portfolio in a bear market.

(a) Buffer rate ¢}, p(%). (b) Buffer account C7, 5(t). (c) Ratio between the buffer account
C7, g (t) and the total wealth V g (t)+
a5 (t)-

Figure 5.12: Buffer rate, buffer account and buffer account-to-total wealth ratio evolution in a bear
market.
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Figure 5.13: Stock price process, wealth and risky relative portfolio processes for the smoothed
(ov = 40%) and unsmoothed (o = 0%) portfolio in a non-directional market.
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Figure 5.14: Buffer rate, buffer account and buffer account-to-total wealth ratio evolution in a non-
directional market.
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E[] Sd () SR () VaRoos () | VaRoo ()
O:B(T) 6.5275 1.8477 3.5328 4.6721 4.4184
VO:B(T) +Cx 5(T) || 8.1649 3.0795 2.6513 5.0724 4.6497
VO*:B(T) 8.1334 3.3145 2.4539 5.0892 4.7230
V(T) 9.0335 5.0954 1.7729 4.9864 4.5955
P(- < 0) E[] VaRy.o5(+) VaRo.o1 (+)
* (1) 0% 1.6373 0.4004 0.2313

Table 5.3: Terminal performance numbers (values -107 except for IP( o.5(T) <0)and SR(-)) under
the optimal and the comparative investment strategies under 10,000 simulations and

annual rebalancing.

SM (1) SMs(t)
o 5(t) 1.0967 - 107 1.1004 - 1072
Vi (t) 1.7211 - 107 1.5796 - 102
V(t) 2.1025 - 107 1.7490 - 1072

Table 5.4: Average smoothing measures SM;j(t), SMs(t) for the reported wealth processes under

10,000 simulations and annual rebalancing.
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5.2 Decumulation phase

This section considers the decumulation phase optimization problem for a “Nahles-Rente” or “Sozial-
partnermodell” pension product in Germany. The continuous-time optimization problem is defined
consisting of two specialties: first, we have a product-specific pension adjustment mechanism based
on a certain capital coverage ratio which stipulates compulsory pension adjustments if the pension
fund is underfunded or significantly overfunded, and second, due to the retiree’s fear of and aversion
against pension reductions, we introduce a total wealth distribution to an investment portfolio and
a buffer portfolio to lower the probability of future potential pension shortenings. Due to the in-
herent complexity of the continuous-time framework, the discrete-time version of the optimization
problem is considered and solved via the Bellman principle. In addition, for computational reasons,
a policy function iteration algorithm is introduced to find a stationary solution to the problem in
a computationally efficient and elegant fashion. A numerical case study on optimization and simu-
lation completes the work with highlighting the clients’ benefits (superior relative performance) in
the proposed model, which lies within the scope of the regulations.

The part on the decumulation phase is organized as follows: Section[5.2.1]introduces the continuous-
time mathematical framework that builds the basis for the decumulation phase and the resulting
portfolio optimization problem. Further, in Section we solve the portfolio selection problem
in the single-client and cohort model discrete in time. Due to implementation reasons, Section
provides an approximate solution to the original discrete-time problem in form of a stationary
solution. An extensive numerical case study visualizes the optimal asset allocation strategy and
highlights the benefits.

5.2.1 The continuous-time mathematical model

We present the mathematical modeling of the pension plan dynamics associated with the decumu-
lation phase, starting with the transition from accumulation to decumulation phase. Afterwards we
elaborate on the continuous-time decumulation model and the optimization problem.

5.2.1.1 The post-retirement pension fund setup at starting time 7": transition at retirement
entry time

We establish the continuous-time framework. Time T denotes the initial time where the post-
(total)

retirement pension fund is started. The total individual wealth V;; (T') of client ¢ in cohort j at

time T is given by

VED(T) = VU (T) + BE(T),

with individual primary fund account wealth Vigacc) (T') and individual buffer account value BZ-(;CC) (T)
at time T’ coming from the accumulation phasd']

The pension payments (or rate) P;; are defined at time 7" such that a certain capital coverage ratio
(“Kapitaldeckungsgrad”)

"The buffer balance BZ.(;CC) (T) at time T coincides with the optimal terminal buffer account C7, 5(T') in the accumu-
lation phase.
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(total)
yttora ()
(total) . 1j
(total) oy . T4 )
CORG™(T) =~
is met, where E;;(T) := E |:S;z‘j(T) ZZ((% Pijdt] denotes the time-T present value of all outstanding

future pension payments to this specific client under a constant assumption and 7;%(7") denotes the
uncertain total lifetime of client ¢ in cohort j who is aged x at time T'. Regulations of “Bundesanstalt
fiir Finanzdienstleistungsaufsicht (BaFin)” force

CCRY™(T) € [100%, 125%] (5.13)
for the initial post-retirement setup.

The total wealth that belongs to client ¢ in cohort j is internally divided into an investment portfolio
Vigmv) (T') (invested into a portfolio mix of riskless and risky assets) and a buffer portfolio V;gbuger) (T)
(purely riskless investment by definition) such that

We propose

‘/;gbuﬂer) (T) — (V;'gtoml) (T) _ Eij (T)) (515)

for some « € [0, 1]; the remainder builds the investment portfolio
VM) = VS (@) = VEOT) = VEUT) — a (VD) - Ey(@))
= ab;(T) + (1 - a)V;gtOtal) (T) (5.16)

= By(T) + (1 - a) (V{*")(T) - By(T)) .
Thus we define the initial buffer balance to be the proportion « of the cushion Y/igmal) (T) — E(T),
the remaining fund flows into the initial investment portfolio.

We would like to control the ratio for the investment portfolio such that all pension payments can
be made by the investment portfolio and where besides there exists a buffer account that can help
out in bad scenarios. For this sake, let us therefore denote

(inv)
. VIm(T) By (T) +
pim CORM™ (1) = Y1) _ By

(1 - a)vie=(r) (total)
gl E;;(T) Ey(T) '

ij —a+ (1—a)C’CRZ-J (T).
(5.17)

For instance, we could set p = 112.5% identical for any client which is the center of the ccRior) (T)

g
corridor. From ((5.17)) the CCRSOtaD (T') can be reformulated to be

CCRE™™ (1) = =2 (5.18)

l—«

Moreover, from (5.17)) it follows
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(total) (total)
1—a)V; T — | T
Eij(T)=( ),” SR Pi]:l, 2 @ (5.19)
p—« p—ap Tfj(T)@dt
T Z(T)
(total)

This means that when p and Vi (T') are given, then the single control is on « that determines
the pension payments F;;. Moreover, we define the term

v ) a (VERIT) — By (1))

CCRY"(T) = - = aCOR™™(T) -
TR T B 0 (5.20)
—o=° —ozzozp_l.
11—« l-«o

Notice that as we define p .= C CR) (T') in (5.17)) to coincide for any customer, so do co R\t (T)

% 1]

and C’C’Rg?uﬁer) (T") which we learn from ([5.18)) and ([5.20]).

As C’CRZ(;Otal) (T') € [100%, 125%] is required, i.e. it has to stay inside the boundaries, we must have
713:—3 € [100%, 125%]. For economical reasons, suppose p € [100%, 125%] and « € [0,1]. Therefore
we have the regulatory condition

(5.21)

e [0%7 125% —p ]

125% — 100%

on the control variable . In particular, when p = 112.5%, then « can be selected out of the interval

(0%, 50%].

Remark 5.9 (Minimum pension payment). If there is a minimum pension payment P, expected

from this pension product, in view of (519 it must hold E |{T 20 p - ] < WD gy
rom this pension product, in view of (5. it must ho T Z(ry Fmin < - e
control variable o has to be chosen such that from (5.19):

1—a V(total) T TE(T) Z ) TE(T) Z

( 3 g @) Ey;(T) =E J ’ ﬂpﬁdt >E f ’ ﬂpmmdt :

p—a T Z(T) T (T)
l-a _

Notice that the left-hand side of the inequality is mazximal under o = 0, since —5-* = (pl__of)Q < 0.

Hence, the above condition introduces an extra upper constraint

total — Tf'(T) VA
) 5 20 ]

a <

(total) (T 20 p
‘/7,'j (T) —-E |: TJ mpmmdt

on « that additionally depends on the initial wealth Vij(-toml)(T) and the level Py .

Let m denote the number of cohorts and m; the number of clients in cohort j. The initial collective
total wealth, investment portfolio and buffer account are given by
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m My
vEoRh(T) = 3 Y v ),
j=1li=1
m M m My
uffer buffer otal
VEMET) = 3 3 Vi) = 3 3 e (VD) — By(T)) = o (VIRI(T) - Bu(T))
j=1i=1 j=li=1
m My m Myj
inv mv 1 buffer ota uffer
VD) = 3 D) = 335 (V) - V) ) = v ) - v )
Jj=1l:=1 Jj=1li=1
— E(T) + (1 - ) (vswtal) (T) = E(T))
V(total) (T) ) V(IHV) (T) V(buffer) (T)
CCRI™™N(T) = ~—— =2 CCRI™(T) = ~——==, CCRP")(T) := —*———==
C ( ) EC(T) C ( ) EC(T) C ( ) EC(T)

(5.22)

with E.(T) = Z;":l Y EG(T) = Z] A [S (T) Z(t))p”d,t] denotes the time-7" present

value of all future pension payments to all clients in the pension fund under the assumption that
all P;; stay constant.

The properties C’C’Rg-nv) (T') = p and CC’RSOtal) (T) = ;—a are passed to the collective objects:

67

corimr) < @) _ SIS V@) S N pEy(T)
‘ Z] 121 1E13(T) ZT—l Z:E Eij(T)

s ('i‘nv)
EC(T =D CCRZ] (T)v

)
ota mj (total)
‘/c(t ' 1)(T) - Z] 121 ]1 V;]t ' T) Zg 122 1 1 «a (T)

CCR(total) (T) _ _
‘ Ec(T) 2y Xt Eiy(T) 2y Xt Eiy(T)
]5 (total)
—C’CR
-2=2 (7)
(5.23)
for all 5. = 1,...m, ¢« = 1,...,m;. Hence, the requested initial regulatory constraint

C’CRgtOtal) (T) € [100%, 125%] on the collective total fund is satisfied iff it is satisfied for any single
customer. In summary, under the proposed framework, both initial collective ratios C’CRgtOtal) (T)
as well as CCRSHV)( T) coincide with the individual initial ratios C’CR(tOtal)( T) and CCRZ(;Otal) (T).

5.2.1.2 Mechanism for times ¢t > T

We place the following simplifying assumptions:
1. We consider a single client, i.e. m =1, m; = 1, that is « years old at time T'.

2. We consider a constant force of mortality, i.e. a constant rate A, = A;(;;) with maximal possible
total lifetime T™ (for instance T* = 120 years). Therefore, the survival probability of a client
aged x at time 7" to survive from time 7" until time ¢ > T'is given by P(73(T) > t) = e A=)

Az > 0. Moreover, we assume 7.2(7") (uncertain total lifetime) to be independent of the
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filtration F. Within this mode]EL we have for s >t

P(r2(T) = s, 75(T) = t) P (r5(T) = —Aa(s=T)
E»(Tfj(T)%Tfj(T)m) U ELL LD (LEL) = =y
P (r5(T) > t) P(r(r)=t)

_ 67)\1(5725)'

3. We do not consider fund inflows, i.e. we assume that no new pensioners enter the fund.

To start with, we can derive the development of E.(t) under the assumption of constant P;; (or
until the first pension adjustment):

P;; C(ilstant PijE [JTZ(T) NZ(t) dt
T

r  Z(T) Z(T)
™ Z() Fubini A0
— P,E e pygdt | TR | B[ 21 dt
7 UT Z(T) M=t 7 L [Z(T) w(T)Zt]

7

J, =l

Y ((fp (T) > t] P(rE(T) > t)dt
‘ (t

i
” t—T
P(r&(T) = t)dt = Py L e " DR(R(T) > tydt

' )
7% (T) independent of F ™ 7
z]( ) i P,UJ E |2 ) l
s Lz
T T
_ Pij e—r(t—T)e—/\z(t—T)dt _ PZJJ e—(r+/\z)(t—T)dt
T T
4+ ) (t=T) |t=T" »
z& _ By (1 _ e—(’/‘-i-)\a;)(T*—T))
T (r ) ep TN ’

(T 7(s
E.(t) == Ej(t) = E [J; g((ti

TelZ6),
= Pz.]f E[ t 7— (T >s
t

Z(t)
wf 5

12 A relaxation of a constant A\, can be a time-dependent A,. Then, for s > ¢:

Pijds ft,Ti‘?(T) =1

fta ’Lj(T) 2 t:| ds

Ft7 z]( ) = t:| P <T£(T) =S8 E,T{E(T) = t> ds

) _ e §7 Az (u)du - s Az(u)du.

S
t) B e~ §h Ay (u)du

R CP(rH(T) = s, 75(T) =t) P (r5(T) >
(M) > t) h P (r2(T) > t) S P(rE(T) =

iJ

P <T;;. (T) > s

3

If A (t) increases in ¢, then we obtain the following reasonable relation for ¢ < s and h > 0:

t+h (s 3
Ti5(T) = t) — e HT M Aedy o o~ A (wdu _ p (TZ(T) >s+h

Tis(T) = s) .
This is in contrast to

]P’(TZ-(T) =t+h

(T = t) =e M=l =P (Tfj(T) >s+h

(T) = s)

when A\, is constant.
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:p..fT*e (s t)P(Timj(T)>Sysz(T)>t)ds
ij
t P (Tz@(T) > t)
= P, JT* r(s—t) P (TZC;(T) = 5) ds
’ P (r5(T) > 1)
T mremg e D) (=) —Au(s—)
~ L ‘ e Ax(t=T) ds = Py £ € € d
_ B —(rAe) (T*—t)
77’+)\x(1 € )7t>T'

One can observe that E.(t), under constant P;;, decreases in t; E.(t) denotes the time-t present
value of all future pension payments after time ¢ to this client under constant P;;.

From time T on, the fund wealth is invested into a portfolio that consists of riskless and risky
investments, the buffer account is purely invested riskless.

For t > T, the ratios under constant P;; are given by

V(total)

¢ (t) inv .
RO CORI™(t) :=

ch(inv) (t)
Ee(t)

B ‘/C(buffer) (t)

(total) .
COR@D (4 - O

’ CCR((:bUHer) (t) .

analogously to the definitions in Eq. (5.22)) for time T'. Note that the ratios depend on the selected
a value.

On top, the proposed buffer rate mechanism for ¢ > T', which drives V(]Dllffe )( t), works as follows:

VP (1) i= o (VO (1) - Ee(t))
< ybuffer) () . <Vc(total) (T) — EC(T)) , (5.24)

dvvc(buffer) (t) — Cgbuffer) (t)dt — ad (Vc(total) (t) _ Ec(t)> L t>T.

Implicitly, we assume that the buffer account is a simple account that pays no interest, i.e.

t t
Vc(buffer) (t) _ V;(buffer) (T) _I_f d‘/c(buﬂ“er)(s) _ V;(buffer) (T) +J Cgbuffer)(s)ds

T
— (VC(total)( _|_ Lia total (s) — Ec(s)>
— (VC(total) (T) — ) n [a ( total Ec(t)> —a (V—C(total) (T) — EC(T))]
— o (Vi) - Ec<t>) (5.25)

A very beneficial feature of this buffer account and process is:
CCR (total) ( ) \ 100% < Vc(total) (t) \ Ec(t) - V (buffer) ( ) N\, 0

Moreover, the time-t wealth that corresponds to the investment portfolio is given by
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VEm(1) s= Vit ) — VO 1) B2 (1) 4+ (1 - ) (V@) - B0) . (5.26)

C

The pension rate P;; is continuously withdrawn from the fund. The fund keeps the pension payments
constant until time

t = inf {t & [T, 75(T)] - CORU(t) ¢ [100%, 125%] }

) ’L]

which is the first time when the funding ratio leaves the regulatory corridor. If time #; exists, i.e.
if t1(w) < 75(T'), then the fund adjusts the pension payment such that

CCRgtOtal) (t1> - p—a

s
holds again after the adjustment. Thus, we define
P = Vet l-a pltota (g )
gy 5 T (T 5 T s 1 T )
paﬂkMQWM%@m>4 p— ;

which means that we set back (restart)

V;:(total) (tl) _ 15 —«
E.(t1) = 1-«

+ +
with Pfjl inside E.(t1); Pfjl denotes the pension rate that is paid after time ¢; (decision made at
time ¢1). In general, we define the stopping times

tn = inf {t € (tn—1,75(T)] : CCRI™ (t) ¢ [100%, 125%]

Tixj(T) = tn_1} (5.27)

and adjust the pension rate at any t, as for ¢;. Between ¢, and ¢,,1, the pension rate is constant

th . . . . (total) Pp—a
at P;". Further notice that the reset at time ¢, not only implies CC R (tn) = ¥=5 but also

ch(inv) (tn) ch(total) (tn) . C(buffer) (tn)

(inv) _ _
CORtn) = = S )
_ CCR(total) ¢ « (‘/C(toml) (tn) - Ec(tn)>
- c ( n) - Ec(tn)
=(1— CCR(total) t) +a=(1— p—« N

:]5'

One could define ty := T. The (highly path-dependent) pension rate at time ¢ is an F;-measurable
random variable, w.l.o.g. n(t) = sup {n € Ny : ¢, < t}, and is defined to be
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o+ 1_ V(total) t
Pj(t) = Pijn(t) - ~ )
p—
ds|\Fe ., 75(T) = 1,
|:Stn(t Z(tn(z)) tn(t) ZJ( ) (t)] (5.29)
1-a V™ (1)
Due to a possible adjustment in the pension rate P;; we need to adjust E.(t) at t,, as well:
j s
E.(t)=E ——=P;(t)ds|F, 5(T) > t
0 “ 510y Paltds P mi(T)
P;;(t) is Ft-measurable Tfj () 2(5) (5 30)
= Pi;(t)E f =—ds\Fy, 7;(T) > :
t Z(t)
_ Py(t) —(r+Aa)(T*—1)
4 A (1 —c ) '

Note that P;;(t) is a known constant under F;. Hence at time ¢ we assume that the currently paid
pension is going to be constant up to the uncertain death time. In other words, we assume that
the pension fund is controlled at time ¢ under the assumptions that time-t pension rate is applied
during the entire remaining uncertain lifetime. This is also due to regulatory requirements as Pj;(t)

is used to evaluate the C’C’R(wtal)( t).

Hence, the discretized version of the development of Pj;(t) is as follows: If

vieE gy Ay v (14 A)

Ee(t + AlP;(0) [;g P (8)du Fosa, 75 (T) >t+A]
B vl 4 A)
B (1 - e T )

€ [100%, 125%],
then P;;(t + A) = P;;(t); otherwise

1-a V“"tal) (t+ A)

Pii(t+ A) =
du

D—
|:St+A Zt+A ‘Ft+A’ 1,](T) >t+A:|

l-a vl 4 A)
P—a I (1= e tranT—Ea)y”

In summary,

Py(t), if V& (¢ 4+ A) € [100%, 125%)] x Z50 (1 — e~ (rHAa) (T~ (t+A)))

T
Vc(total) (t-l—A)

1—a
p—a r_'—l/\z (1_67(r+)\z)(T 7(t+A)))

Py(t+A) = (5.31)

, otherwise.

Eq. (5.31) tells that if the past performance of the total wealth is very high, then the pension for the
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next period gets larger. In opposite, if the performance of the total wealth in the preceding period
was very low, the pension for the upcoming period gets reduced. Finally, the pension payment
remains unchanged if the total wealth stays within some lower and upper boundary.

For the buffer portfolio, it follows Vc(bUffer) (t) = 0 by construction as there is an immediate system

reset whenever CC R\ (t) falls short 100%. In summary, we transfer money from the investment

to the buffer portfolio if the surplus y{total (t) — E.(t) increases, and vice versa. Hence, more stable
pension payments P;; are targeted with a lower probability of a decrease in F;;.

Since V") (t) =« (VC(tOtal) (t) — Ec(t)> for any ¢t > T, we have

V'C(inv) (t) 5ﬁ6 ch(total) (t) o V'C(buffer) (t) _ Ec(t) + (1 o Oé) <V(total) (t) - Ec(t))

C

5.32)
1 . (
(total) _ (inv) -
& V(e = —— (VI @) - aBu(1)).
Something similar holds for the buffer portfolio relation:
Vc(buffer) (t) = (VC(total) (t) o Ec(t)> - Vc(total) (t) _ Ec(t) + ch(buffer) (t)
«
The SDE for the total wealth
dvvc(total) (t) _ dvc(inv) (t) + dvvc(buffer) (t)
_ d‘/c(inv) (t) +d (Oé (‘/C(total) (t) o Ec(t)>)
— AV (1) + adV (1) — adE,(t),
therefore becomes
d‘/c(total) (t) _ % (dvvc(inv) (t) o O[dEC(t)> 7
; (5.33)
(total) o _ (inv) o
a (VI (8) = Eu(t)) = 7= (av™)(t) - dE.(1))

The SDE for the investment portfolio looks then like this, £ > ¢,y and n(t) = sup {n € No : t,, < t},
i.e. t, ) = biggest time point of pension adjustment < ¢:

Cc

AV (1) =y () [(r AV (Y (s — rl)) dt + #0) (t)’adW(t)] — Py(t)dt — Pufen) (1) gy
=y V) () [(7« + 7 () (- rl)) dt + #() (t)’adW(t)] — Py(t)dt
—ad (VI (1) - B.(1))
V@) [ (r+ 20 (@) (u = r1) ) dt + 70 (1Y oaw (1) | - Py (1)t

S (v ) - dE())

l1—a

Solving for dV¢ inv) (t) leads to
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ch(inv) ) =(1— a)vc(inv) () [(r + #(inv) t) (1 — rl)) dt + 7() (t)/UdW(t)] (5.34)
— (1 — a)P(t)dt + adE.(t). |

Notice that therefore

d‘/c(total) (t) : i

— ) () [(r + A (Y (0 — rl)) dt + 70 (¢ )’adW(t)] — Py(t)dt

(dv@m)( ) — adEc(t)>

which visualizes that only the investment portfolio wealth is allocated to the risk-free and risky
assets. Notice that by definition

abuffer) 4y = (5.35)

Therefore, the total time-t risky exposure is given by #) (¢ )Vc(inv) (t)

relative risky investment of the total wealth #(total).

which determines the following

ﬁ_(total) (t)Vc(total) (t) _ ﬁ-(in") (t)‘/c(iHV) (t)

(inv) (inv)
« #(total) (t) = Ve (1) . #(inv) (t) = mﬁ(inﬂ ()
total) ( ) CCR(tOtal) (t) (536)
_ total ( ) buffer) (t)ﬂ_ lnv)( ) g (1 _ a)CCR(tOtal)( ) + Oéﬁ_(inv) (t)

V—C(total)( ) CCngtal)( )

Since CCRY (t) € [100%,125%] by definition (otherwise reset of the system), we obtain
(total)
(1= O‘C)VCCY(;I;WI) Bta ¢ [ (1= — 125 Sta ] (the ratio is monotone decreasing in cCoR{e™) (t)) and thus
(1-— a)C’C’RgOtal)( t) + a. (1-a)l25+« -
CCR! () 1.25

To prevent from leverage (i.e. (7(*taD(¢))'1 > 1) for a given «, one has to restrict (7t (¢))'1 < 1.
To exclude short-selling (i.e. (#(t%)(t)); < 0 for some risky asset i = 1,...,N), one has to restrict
#() () > 0.

Note that at every reset time t,, we have CCRgtOtal) (tn) = ’f:—i by definition, in particular at initial
time T'. Thus,

1—0&)5770[4—04 _( —a) —

~ (total) _ ( 1—a (inv) _ p ~ (inv) _ p P . (inv)

) = ST (tn) = TS =24, = ZZ9F 4wy,
—a N )

which implies component-wise

#m) 1,

p—
ﬁ_(total) (tn)‘ _ ‘p D
pP—«

700 1)

F(total) (¢, )| < ‘fr(inv) (tn)| is equivalent to
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V;:(buffer) (tn) >0
because

ch(total) (t) - ‘/C(buffer) (t)
V;:(total) (t)

Vc(buﬂer) (t,) > 0 also follows directly from construction of the system. Moreover,
dvet () = v (1) [(r + A (= r1) ) dt + 7O (1 oaw (1) | - Py (1)t
D e +(1-a (vgtotal) (t) — Ec(t))] (5.37)

x [(r + 7 (1) (1 — 7’1)) dt + #) (t)’adW(t)] — Py(t)dt.
Hence, the discretized version of the SDE for the total wealth VC(tOtal)( t) is

Vc(total) (t + A) _ Vc(total) (t) + [Ec(t) + (1 _ a) <V’C(t0ta1) (t) _ Ec(t))]

[(r e @ D) A A eVE] - Bys,

where Z ~ N (0, 1) is an N-dimensional vector of independent standard normal random variables.
Within our setup, we have the following for any t # t,:

First,

dEc(t) = Eé(t)dt 520 _Pij(t)e—(T+>\I)(T*_t)dt‘

At t = t,, there is a discontinuous up- or downwards jump in F.(t) due to the pension rate adjust-
ment. Second, for any t # t,, dVC(mV) (t) therefore becomes

= (1 [ (r+ 20 (1) (= r1) ) dt + 70 (1Y oaw (2)

v () |

C

( )V(mv ¢
— (1= a)P;(t)dt + adE.(t)

(t)

i(t)
B2 (1= v )| (r 4+ 20 @) (0 - 1)) b+ 70 @) rdw (1)

— (1 —a)Py(t)

(t)

= (1— )V

t)dt — aPyj(t)e” AT =) g

’(r A () (g — rl)) dt + 7 () edW (1) ]
- : (5.39)

- <1 —a+ ae_(H’\I)(T*_t)) Py (t)dt.

When we insert formula (5.29) for P;;(t) in , we obtain

AV (1) = (1 — )V, (1) [(r A () (4 — 7«1)) dt + #nV) (t)/adW(t)]

p—« (1 e (T+)\z)(T*7tn(t>)) dt

_ (1 ot ae—(rﬂx)(T*—t)) 1-a



122 5. “Nahles-Rente”/“Sozialpartnermodell”

1D (1- Oz)Vc(inv) (t) [(T + #(inv) (t),(,u _ 7“1>> dt + #(inv) (t)/UdW(t)]

11—« ﬁ (Vc(im) (tn(t)) - aEc(tn(t))>

dt

- (1 —a+ ae_(”)‘””)(T*_t))

— (1= VI (r+ 20 (1 = 11)) b + 70 1) caw (1) |

. 1— —(r+X2)(T*—t)
— V) (1) arac dt
(P —a);i (1 - e*(”“z)(T**tn(t)))

(r+ ) (T —1))

oz(l—oz—l—ae_

Q)ﬁ <1_e—(r+>\x)(T*—tn(t))>

dt

+ E. (tn(t) )

(p—

b2 (1 )y (g | (7 + 70 e) (u — r1) ) dt + 70 @) cdW (1)

) . —(r+X)(T*—t)
_ (i) (tn(t)) 1—a+ae gt

(P — @) (1 — e_(”’\fc)(T*—tn(t)))

: a (1 —a+ ae” ATt
+ VI (b)) ( AT )
ﬁ(ﬁ — a)ﬁ <1 — e_(r"’_ 93)( _tn(t))>

= (1= VI [ (r+ 7@ (5 = 11)) dt + 70 (1) caw (1) |

dt

— VI (t,)

c

1 —a+ ae= (X)) {1 a} i@t
G- (1—e @) LBl

Just for a better understanding let us consider the time point ¢, for a pension shortening (the

analogue applies for a pension increase): As already shown, the buffer account Vc(buﬁer) (t) tends

to zero in such a situation. Moreover, at the time of the reset, the total wealth Vc(toml) (tn) is

(inv)

redistributed such that the investment wealth Vi /(¢,) gets decreased while the buffer wealth

y(buffer) (tn) gets increased by the same amount. The total wealth {total) (tn) therefore follows a

continuous process.

5.2.1.3 The continuous-time optimization problem

We target to maximize the client’s expected utility coming from the sum of the received stochastic
future cash flows, i.e. we optimize from the client’s perspective as this is inevitable to create
and design useful products and to attract customers. The risk-return tradeoff in the optimization
depends on the type of applied utility function. Generally, the client desires higher expected cash
flows given some risk; the buffer portfolio aims to decrease and limit the probability of a pension
rate reduction within the decumulation phase. Therefore, the objective function, for a given buffer
rule, that is to be maximized is given by

T2 (T) AT B
’ Ui(t, P (t))dt + BoUs (VIO (72(T) A T)) (5.40)
T

-
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for weights 31, B2 = 0, subject to

P (t) 1— a V'c(total) (tn(t)) _ 1— o ‘/C(total) (tn(t))
‘ p—a [ro@ . P—a_1_ (] o (ra) (Tt )
]E [ tnj(i) Z(ti(i)) dS‘Ftn(t) ? T’L] (T) 2 tn(t):| T+ (1 € ‘ )

T € (T, T*] denotes the maximal planning horizon, 7 (T) A T the minimum between this maximal
horizon and the uncertain death time of the client. Uy, Uy are utility functions.

Notice that V"' (t) depends on 7(™) and P;;(t) is a function in yltotah (t). The portfolio selection

problem that arises is then

V(’U(], C((:buffer)) = sup j(ﬂ(inv);vo, Cgbuﬂ”er))’ (5_41)

a(inv)eA

where the set A comprises all admissible investment strategies 7(") which fulfill the following
requirements:

AG2); g(inv) e A/ (o).
BG-2): (V) admits a unique solution to Eq. (5.37).

C-2); 7(v) fylfills the associated budget constraint

TH(T)AT Z(t) Z(tE(T) A T) -

J

E 2 po(tdt + L Ly otal) oz (Y 7Y | < g, 5.42
where Vc(toml) (0) = vo > 0 denotes the initial wealth of the post-retirement fund.

E62). 700 gatisfies E [51 (T UL (L, Py ()|t + Bo|Up (VD (T))|] < .

It is noteworthy that all conditions are now on 7("™) which is meaningful as this became the
decision variable. Notice that neither the buffer cébuﬁe” nor the pension P;;(t) are control variables;
in particular the buffer rule and the pension adjustment mechanism were explicitly defined in the
previous subsection. Therefore, both the buffer and the pension are omitted in the conditions
summarized in A. Furthermore, it is striking that all conditions seem new. We briefly compare
them with A from Problem in the accumulation phase in Section First, F) gets absent
because no intermediate inflow process is considered. Further D, which describes a lower bound
on the wealth, is removed as the definition of the pension and buffer rules automatically introduce a
lower bound on the wealth by construction (pension gets reduced if the level of the wealth falls short
the present value of the pension liabilities). In the extreme case where the total wealth approaches
zero from above, so do the investment and buffer wealths, while the pension is reduced to a zero
value. Moreover, A2 replaces A® with the simply change to (") where the pension rate P
is taken as the consumption rate ¢ in the self-financing property. B62) ¢(-2) gnd E(52) exchange
with BG-D G- and EG-D because of the new SDE for the wealth, the new budget constraint and
the new integrability condition, all due to the inclusion of an additional pension rate process which
is different to the accumulation phase setting.

Generally, the objective function in ([5.40)) can be reformulated as
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. buf 75 (T)AT |
T (1009, PM10) = B | 5y f Us(t, Pij(t))dt + BoUs (VD (r5(T) A T))
T

v

7
= pE [J Ui (t, Pij(t))]lrfj(T)>tdt]

T

+ BoE [Uz(Vc(tOtal) (T))]lfgj ()7 + Ua (VIO ( (T (T)<T]

T
_ B L E[Uy(t, Py (6)|7E(T) > £] P (r3(T) > 1) dt

+ B |Up (VD (1)) 75 (T) = T| P (w5(T) = T)

+ B2E
T

J‘T U2(V;(total) (t)>d[P> (T;S (T) < t)]

T
s fT E[U (¢, Py(#)] P (r5(T) > 1) dt

+ BoE | Up(V (1) | P (5(T) > T)

)

E
+ 52 . gt

T -
=B | B[ Py ()] de+ e TR [Un(V o (7)]

T
+ BoE “ Age e (=T, (y{total (t))dt]
T

T T
61| e MODE P O)]di+ B [ hae D UV () |
T T

+ BQe—AZ(T—T)E [U2(Vc(t0tal) (T))]

T
-E f {Bre™ =00y (1, Py (1) + Bodee DU (VI (1)) L at
T

+E [6267)\2 (TfT) UQ(‘/c(total) (T))] ]

If By = 0,82 > 0, then there is only a bequest motive and the client desires a maximal possible
wealth at death time respectively at T. In opposite, if 81 > 0, 82 = 0, then no bequest motive is
considered and the agent tries to consume all the fund’s wealth prior to her death in an optimal
fashion. We focus on this setup (f2 := 0, 1 := 1 w.l.o.g.) in what follows and assume that in case
of death no money is paid out to heirs. Therefore the objective function becomes

T

t7(71_(inv);v07 cgbuffer)) -F [f e*)\z(th)Ul (t, B](t))dt] .
T

If we select U; to be an increasing concave utility function, this means that the client prefers a
larger pension rate P;;(t), but an increase in the pension would lead to less additional satisfaction
the larger the pension already is.



5.2 Decumulation phase 125

The budget constraints (5.42) in general reads

W>Elgwwé§%%wﬁ+zw§g«%ﬁm%%@MT)
_E [ JTT ZZ((;))PZ-J (t)1,- (T)>tdt]
+E [gg; VAT oy + Z(;?g))vc(mta” (T (T (T)<T]
_E [ JTT { A lt=T) ZZ ((tT)) Py (t) + Agea(t=T) ZZ ((;)) y {total) (t)} dt + e a1 g g; y{total) ()

and becomes

if there is no bequest payment.

5.2.2 Discrete-time dynamic optimization

We now tackle the optimization problem from Section [5.2.1.3| for S2 = 0 in discrete time. Recall
that the continuous version is:

V(U[), Cgbuffer)) = sup j( (inv) 00, cgbuﬁer))
ainv)e A
) L7(71.(1nv) V0. ¢ buffcr _ [ e—A (t— T)Ul(t Py(t ))dt] (5.43)
S.T. 5
W>E[§—M< 5 (1)t

The general target is to maximize the (expected utility of the) accumulated pension cash flows
received by the customer. The buffer portfolio is established to reduce the probability of undesired
pension shortenings and thus to keep the pension more stable.

Let the intertemporal utility function U (¢, p) admit the following form:
Ui(t,p) = e P01 (p), (5.44)

where U, is a strictly increasing and concave utility function and f > 0 denotes the subjective
discount rat with utility discount factor e #¢=T),

5.2.2.1 The discrete-time optimization problem

We now translate the problem into the corresponding problem that is discrete in time. For this sake,
we divide the investment period [T',T'] into an equidistant grid with a distance of A > 0 between

13We discount to time 7" which is in our case the initial time of the decumulation phase.
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every grid point

t®W) =T+ Ak, k=0,...,Na (5.45)

= ~ = |
with Np = %, such that tfo) = T and tNa) = T with t*+1) —¢(k) = A, We assume N = TZ—T eN
which for instance holds if 7' — T € N is in full years and A e {1,1,1 L L L1 1 ie pension
adjustments and rebalancing of the portfolio take place annually, semi-annually, quarterly, monthly,

weekly, daily, etc..

Within the discrete optimization setting, the decision variable 7("¥) is determined at any grid time

point t*), but then kept constant for the period [t t*+1)) = [¢(F) (k) 1 A) ie. 7 (¢F)) ig
applied on the entire interval [¢t*), t(#+1) and is updated again at time t*+1). We further suppose

that given time t(*), we are given yltetal) () and thus furthermore know P;;(t*)) that is constant
in the time period [t*),t*+1)). This implies that we know E.(t*)) at time (¥,

inv) (buffer)

Within this discrete framework, the objective function J (77( ; V0, Ce ) that is to be maximized

translates to

[ T
j(ﬂ(inv); o, cgbuffer)) - J e—)\z(t—T) U, (t’ Pz'j (t))dt]
T

T
_— J e—Az(t—T)e—ﬁ(t—T)Ul(pz.j(t))dt]
T

T
=F f e_(’\”ﬁ)(t_T)ﬁl(Bj(t))dt
T

[Na—1 ap(k+1)
_E e~ WeAB) =TT (P, (4))dt
| ];O L . 1(Py (1)
[ Na—1 (k+1)
Pij(®)=Py; (¢0) on [t®¢*+1) o i f ' e~ QatBY(E=T), ( Pij(t(k)))dt] .
| k=0 Jt¥

Let A := {a e [0, 1]N s adl< 1} denote the set that includes all possible portfolio weights at a given
time point, contrary to A denoting the set that consists of all admissible continuous-time investment
strategies. The definition of A ensures the following: a > 0 prevents from short-selling of a risky
asset, a’l < 1 rules out leverage. In the case of a single asset class (N = 1), the set reduces to
A =[0,1]. The optimization problem in discrete time then read

V(wo, ) = sup T (7 vg, fP41e)
#nv) ($(0)), . 4 0v) (((NA)Yep
. Na—1 npkt1) ) (5.46)
St j(ﬂ,(lnv); 0, Cgbuffer)) -k [ Z J ef(AerB)(th)Ul (Rj(t(k)))dt .
k=0 Jt®

“We consider 70" as decision variable instead of 7("*) | since there is a unique relation between #0*¥) and 7(");

. P . / . ’ . ’
ﬂ_(uw) _ (7_(_(()111")7 (ﬁ,(mv)) > _ (1 _ (ﬁ_(lnv)) 17 (ﬁ_(lﬂ\/)) )
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Now define for k € {0,..., Na}:

‘/(k:) — ‘/c(total) (t(k)),
Py = P;(tV),

Sy = (Viwy: Pwy) »
ag = 70 (1B Z 46 (09,

Fr = Fyy-

(k))7

S(r) denotes the two-dimensional state space with S, € Ri. ay, is the action (or control variable)

for period [t(k), t(k+1)), it is the risky relative investment strategy of the investment portfolio, with
ai € A. Fj, contains all the information accumulated from time ¢ = 0 to time ¢ = ¢*), which also

includes the information (Vc(mtal) (t(k)),Pij(t(k))) = (V(k),P(k)) = S(r)-

We now address the stochastic control problem in ; we assume a Markov model, i.e. the
objects at time t(*T1) depend only on the respective objects at time t*) but not on all preceding
times ¢, ..., (=1 Hence, the information S(r) at time (k) is sufficient, F, contains additional but
unnecessary information. In view of the dynamic programming principle (or Bellman’s principle)
(cf. Bellman| (1952), |Bellman (1957)), Bellman (1958)), Nisio| (2015), or Escobar et al.| (2019)) for an
application), we first define the following time-t objective functional for ¢ € {t(’“) ck=0,...,Na}

that is to be maximized; for convenience let t = t*) for some k € {0,...,Na —1}:
(S(k) (buffer)) _ sup Te (CL S(k) (buffer))
ak,...,aNA,leA
Na—1 nglit1) o (5.47)
s.t. J(a S(k),C((:buﬁer)) =E [ Z J;(_) e~ Path)(u=t )U1 (P(i))du S(k)]
i=k VIV
with
JNA(a S(NA), (bUHer)) = 0. (5.48)

As we have a Markov model, we search for the optimal asset allocation decision rule
ar = 7 (k) = fk(Sa)) at time (). Note

Jo(a; S(O), Cgbuﬁer)) - j(Tr(inv); o, Cgbuffer))7

where S(O) = (‘/'(0)’ ) - (U07 —a T+1/\x (1_5*8"0+AI)(T**T)))' We further find that
NA 1 ~pG+1)
uffer) --5'47 —(Az (u— (k)Y 77
Tio(a; Spy, ctPrier)) B= [ f e QAT (Pyy ) du S(k)]
(i

t(k+1) "
k)Y .~
" [ e e” e ACTEN0 Py ) du

S(k)]

Na—1 ~p(i+1)
e J e~ Ot DE—ENT, (P )du
imky1 It

Suc)]
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(k1)

P}y known at t(F) ~
(i knozm at f e~ OO (B Vdu

t(k)

Na—1 ~p(i+1) )1 =

+E[ Z J e~ Az tB)(u—t )U1(P(i))du
ik 1Vt

1(k+1)

- j e Ot (P ) du
t(k)

S<k>]
£(i+1)

Na—1 1)~
f . e~ QAN G (P du
tl

1 e QatA (D —thp [

S(k)]

i=k+1
t(k+1)

tower rule f(k) 67()\1+5)(u7t(’€))01 (P(k))du + ef()\z+5)(t(k+l)7t(k))
t

Na—1 pg(i+1) e
xE|E Z j O ))U1(P(i))du
i—k+1 V0

S(kﬂ)] S(k)

J

=Te+1(a;S(k41) ceuiten))

t(k+1_)

- Lk) €_(Aac%)(u_t(k))ffl(P(k:))du 4 e~ Qo+ B)(EFHD 1)
t

x E [jk+1(f1% S(k+1)» Cgbuﬁer))

Hence, for the value function it holds
Vk(S(k); cgbuffer)) _ sup j]g(a; S(k)v cgbuﬁer))

ak,...,aNA,leA

$(k+1)

_ sup { J e—()\z+[3)(u7t(k>)01(P(k))du
ak,.‘.,aNA,leA t(k)

1 e~ Qatp) (Dt [ij(G; Sts1); cgbuffer))

)

1 e QatB) (D —t(k) sup {E [jk+1(a§ Stkt1)s Cgbuﬁer))‘s(k)}}

ak.,...,aNA_leA

(k1)

t(k)

(k1)

B J ®) e~ QD@ T (P Ydu 4 e~ RatDEETH =)
t

X sup { sup {E [E [jk+1(a; S(res1), cPufen))

CLkEA ak+1,..‘,aNA,1EA

seul ]}

$(k+1)

- Lk) e~ Ot G (P ) du
t

t e~ Qat BTN —t®) {E [Vkﬂ(s(ml)% CgbUHer))‘S (k>]} ’

akEA

(5.49)



5.2 Decumulation phase 129

where the last equality (exchangeability of sup and E) follows from Bellman| (1952). Let Z ~ N (0,1)
be a multi-dimensional vector of independent standard normal random variables of dimension
N (= number of asset classes). Z represents the stochastic part of the fund return in period
[t(), t(k+1)) (independent in every period), i.e. Z is the risk driver or risk factor that drives the
fund’s performance besides the deterministic drift part. According to Equations and ,
the transition function T for Sg) — Sg41) is

Tp:R2 x AxR—R2,

(V) 5.50
(Stkys ars Z) = S(y1) = To(Swy, ax, Z) = <V<k+1)(3(’ﬁ)’a’f’z)> - (TB (S(k)’“kvz)> 7 (5.50)

Pes1)(Seys ar, 2) T (Sys an, Z)
where
Viern) = Ty (Siry ax. Z)
Vik + | et ®1S) + (1= ) (Vi = Eet®1S)) || (r + ah (0 = 11)) A + dfovVAZ]

and
P if 7o So0.002) 10007 1959
(P) G31) (k) y 1 Ec(t(k+1)‘5(k)) e[ 0, 0]
Py =T "(Sys ans Z) =" |_ TV (S 0,08, 7) .
L—a B CkoBZl o otherwise
pma ﬁ<1—6*<T+>\Z)(T**t( + ))>
with

; P —(r «_4(5)
E(t9)[S) = M—% (1 o) (Tt ))

for j > i. Notice that this is only an approximation as we use the discretized (and not the original
continuous) formulas. Due to the stochastic risk driver of the fund return Z being a standard normal
random variable, Eq. ([5.38]) directly implies that

V(k-&-1)|S(k)aak ap?f""'f\f(uk,a%) (5.51)
with
pe = Vi) + {[Ec(t(k)|5(k)> +(1-a) <V(k) - Ec(t(k)|5(k)))] (r+ap(p—rl)) — P(k)} A,

2
of = [Ec(t(k)\s(k;)) +(1-0a) <V(k:) - EC(t(k)’S(k)))] |ako|*A.
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We further have

VM) (0 = vy, — v By = B (t0]S0) + (1 - a) (V(k) - Ec<t(k)|5(k))) ,
Vir)
Ec(t®)|Sqy)’

Mak Vi — v (t(’“))ak (1 — a)CORM™ (1)) 1

CCR((:total) (t(k) ) _

ﬁ_(total) (t(k)) a.

(5.52)

5.2.2.2 Bellman equation

In view of Eq. (5.49), the corresponding Bellman equation to Problem (5.47)) for the finite-horizon
T = tNa) < oo (note: T e (T, T*]) is given by

VNA(S(NA);cﬁb“H“)) =0, k= Na,

Vk(S(k); C(buffer)) = sup {Tk(S(k), ax) + e*()‘ﬁﬁ)(t(’“l)*t(k))[g {Vk+1(8(k+1); Cgbuffer))

(&
akGA

sl

ke{Ny—1,...,0}

(5.53)
with one-period or one-stage reward function in period [t*), #(k+1))
$(k+1) "
_ 1))
Tk(Sekys ar) = ri(Ser)) = Lk) e~ Ot DN (P Vdu
t
$(k+1)
= e(>\x+ﬁ)t(k) UI(P(k))j e—()\gﬁ-ﬂ)udu
t(k)
—(Ae+B)u [u=tF+D)
=e
1(Ptky) Srpwern | NI
- (et = (k)
- e(’\1+6)t(’“)Ul(P(k)) e~ Qat Bt o—(NatB)t
~(Ae +8)
~ e—(/\z+ﬁ)(t(k+1)_t(k)) 1

= Ui (P,

1(Pry) s vy

1 —(Az (k+1) _y(k) -

YN <1 — e e )) U1(Pyy)

that describes the contribution or reward to the client’s satisfaction in the period [¢t(*), t+1) linked
to the pension Py that is paid out in [t(k), t(k“)) independently of the action or applied relative
risky investment strategy ap = 70" (¢t(*)). Since the value for 7&(S(k)) is already known at time
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t(®) ie. it is deterministic and independent of the decision aj, we obtain

Vi (Serys Py = 1y (Spy) + e~ A=A sup {E [Vk+1(5(k+1)3 CgbUHer))‘S(k)]} , ke {Na—1,...,0}

akGA

(5.55)

in the second part of the Bellman equation (5.53)).

The original discrete-time dynamic optimization problem can then be solved by backwards induction
of the Bellman equation (5.53). The optimal decision rule or policy aj = fi(S()) needs to be
determined in any step and for every possible state S backwards in time. By this, we further
receive the optimal total risky relative portfolio process #*(total) — ﬁ(tOtal)(aZ) through .

5.2.2.3 Extension to a single cohort

Let us consider a cohort of clients grouped by age (x = x(j) years old at time T') that has m;
members and aims to solve the discrete-time dynamic optimization problem in Section [5.2.2.1] We
manage the total cohort portfolio and the pension collectively and thus define

to be the sum of all pension payments P;;(t) connected to all members i in cohort j at time ¢. Since
we consider one cohort, there are no intertemporal inflows into the model. We assume that there is
no bequest paid out in the case of a cohort member’s death. Further we re-interpret the mortality
model: The survival probability

P (Tfj(j) (T) = s

Ti‘?-(j)(T) > t) = 67)\“”0)(8715), s=t,
for a single client is now regarded as the average relative survival frequency of the cohort, i.e. we
assume e @) to be the average proportion of clients in cohort j that survive from time t to
time s. This comes from the following observation: Let TZ;(J ) (T') denote the uncertain remaining
lifetime of client ¢ in cohort j which is identically distributed among all clients in one cohort. Then
the uncertgin proportion of survivors from time t to s in the cohort is described by the random

S v
2 {T:}‘(])(T)?SlTZ(J)(T)?t}

variable . Its expectation is

mj

_ s
E it H{Tg(”(T)zs\T;(j)(T)%} 2= B {]l{ffj‘”(T)%lrfj“ )(T)zt}]

m; m;

S PN = sl (T = 1)

m;

‘rfj(j)(T) identically di_stributed Vie{l,...,m;} Z:ijl P(Tﬁ(j) (T) = S‘lej(j) (T) > t)

m;
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mB(rE(T) = s|rf9(T) > 1)

m;
= P(r{N(T) = s|r{(T) = t) = e =@ (70,

In other words, the average cohort proportion of surviving clients equals the survival probability
of a single client in this cohort. Moreover, since the number of customers in cohort j reduces
continuously in time due to deaths of cohort members, the average pension cash flows P;(t) needs
to be adjusted to

Pi(s) = e 20 EIPi(1), s > t,

assuming that all single-client pensions remain constant, and only those connected to a client’s
death are removed. We define P, = Pj(t(’“)) in the state Sy = (V(k),P(k)), where V() denotes
the total collective wealth of cohort j. For this reason, we have to modify the transition function
Tép) for the pension P as follows:

e~ e (tFTV =) p Ty (S 0. 2)

_ m(P) _ v
P(kJrl) = TB (S(k)aak7Z) = 31—« T}(B )(S(k)’ak’z) otherwise
Pma 1 (g (=) ’
e\

with

NGO
e (])( )P(Z) 1— e_(r+>‘x(j))(T*_t(j))>

BD1S0) = —— 50
z(J

for j = 4. If C’CRgtOtal) (t(k+1)) stays inside its pre-defined corridor, the collective cohort pension
P41y at time t(*+1) decreases with rate Ag(j) (on average) due to the deaths of cohort members. At

(k+1) remain untouched,

the same time, the individual pensions of clients that survived until time ¢
Le. stable. Thus, Py = e_’\ﬂf)(t(kﬂ)_t(k))P(k) indicates a stable, constant individual pension
P;;(t*+D)) = p;(tW) for those clients in the cohort that are still alive at time ¢t(**1). Using this
notation, the Bellman equation in and the one-period reward function in ([5.54]) remain the

samﬂ Finally, due to this definition, E. decreases in time (death of cohort members). As there are

no bequest payments, this implies that the CCRgtOtal) is more likely to cross the 125%-border and

less likely to fall short the 100%-border compared to the single-client model if the same investment
strategy is applied.

Remark 5.10. [t is remarkable that the probabilities for future reductions of individual customer
pensions in the cohort model are smaller than the ones in the single-client model, whereas the
probability of future pension enhancements in the cohort model are larger than in the single-client
model, if the same investment strateqy is applied. The economic reason is that the wealth of a client
in the cohort that died in the previous period remains in the collective portfolio and is not paid out

15Note: The rate Az(;) decreases the average total sum of pensions P1) that is to be paid in the next period because
some fraction of the clients in the cohort died during the previous period. One could use this rate to increase
the individual pensions P;; (t(’““)) of the clients that survived step-by-step while keeping P11y of the cohort
constant. In this case, we find ourselves in the optimization framework (single-client perspective) of Section

and [5.2.2.2
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to heirs, while the cohort-related collective pension declines. Therefore, the survivors in the cohort
benefit from the death of a cohort member.

5.2.2.4 Implementation

We now describe the general implementation steps of the solution procedure of the Bellman equa-
tion in (5.53) and thereafter apply a specific setting to find the optimal decision variables a,
k=0,...,Na.

We choose a utility function with hyperbolic absolute risk aversion (HARA), cf. Definition in
Section as intertemporal consumption utility function (consumption = pension):

U1 ( )._Al_b 1 (p—F) ' Ur(t,p) = e P00 (p) = —B-1T),1 =0 L( —F) ’
1\p)-=a b l—bp » U1ll,p) = ¢ 1\p)=¢ a b l—bp
(5.56)

with coefficient of risk aversion b < 1, b # 0 and @ > 0, p > F with F' > 0. This utility function is
increasing and strictly concave in the argument p.

We discretize time with grid points t*) and step size A as before. We assume N = 1 from now
on whenever it comes to implementation, i.e. the financial market consists of a single risky asset
class that can be interpreted as a mutual fund. The stochastic return or shock is discretized by the
following equidistant partition of the probability space [0, 1] for the risk factor Z € R = (—o0,00):
Let ¢q € (0,1); for instance ¢ = 5%. The corresponding cumulative probabilities are

¢ =¢O + AW .5 i=0,..., N, (5.57)

with A@ = ¢, Ny = % ¢ N because t'hen Zﬁ\i"’oq = (14 Ny)g = 1. For instance, one could set
¢ = 5%, AW =5% (N, = 19), then ¢¥) = 5%,10%, .. .,95%, 100%. The corresponding values or

representatives for Z with probability P(Z = z(q(i))) = ¢ and quantile probabilities ¢(?) are obtained

by
1 [0+ ¢©
z(q(o)) = ¢! (;) )

A () 1 (i+1)
) o o1 (q+2q> el N1 (5.58)

(Ng) +1

With this definition, the z values are stronger centered around zero, with a larger step size for large
positive and negative values. Lastly, we discretize the decision set for the control variable aj. Since
ar € A with A = [0,1], we split the interval A = [0, 1] into a grid with equidistant distances and
representatives

A = 2O L AW i =0,... N, (5.59)



134 5. “Nahles-Rente”/“Sozialpartnermodell”

|
with Ny = W € N. It is natural to select A(?) = 0 and A(™) = 1, or apply lower and upper

bound constraints on the relative risky investment if present. Thus, if for instance AY) = 1%, a;, can
take any integer percentage value, i.e. ay € {)\(O), e )\(NA)} = {0%, 1%, 2%, . .., 98%, 99%, 100%}.

We now explain the backwards recursion mechanism to solve the Bellman equation and thus to find
the optimal action aj, in any period [t*),t(+1)). First of all, the HARA utility function in (5.56)
implies the following period-k reward function:

(5-54) 1 _ -
eSw) = 35 (1—6 (A“m) Ur(P))
1

1-b/ 1 b
—(Az A\ A
:)\w+5(1_6( . )“ b <1—b(P(k)_F>> '

The optimal aj can then be found by the following algorithm:

It is Vi, (Saays o) = 0 for any state S(y,) at terminal time ¢t(Na) = T.
2. k=Na—-1,...,0:
The Bellman equation for kK = Nao — 1,...,0 is given by
Vi (S(ay; LU0 = 1y (S ) + e~ ot A=)

ElV S : (buffer)
xake{/\(g{?ﬁ(m)}{ [ k1 (S(kt1)5 Ce )

)

E T, 7. ¢(buffer)
ake{)\(g{a);\(NA)} { |:Vk+1( B(S(k)7ak7 )7 CC ) S(k)

) 4 67(/\I+5)(t(k+1),t(k>)

S(k+1):TB:(S(k)7akaZ) rk(S(k)) n 6_(/\z+5)(t(k+1)_t(k))

X

= k(S
N,

(@) (2)y. .(buffer)
X ake{/\(gr){‘f"””(/\(]w} {1;0 q(2" )Wk 1 (Te(S(ry, ak, 2" ); cp )’S(k)} ,

where Vi y1(T(S(x), ak, 2(0); c&buger)) is given from the backwards recursion. Then,

N.
ajy, == arg max Z q(z(z))VkH(TB(S(k), a, z(z)); cﬁbuger))’S(k)
ape{A© . ANV} (2o

denotes the optimal decision for the relative risky investmen at time ¢t for the investment
period [t t(+1)) with then

Vi(S(ays €M10) = 1 (g ) + e~ et AEETH=E)

N
X {Z a(z D)1 (Tp(Sery, ak, 27); cgbuffeﬂ)’s(k)} .
i=0

161f af is not unique, then we select the smallest value among all maximizers, thus we follow the most defensive
strategy.



5.2 Decumulation phase 135

a) In particular: k = Np — 1

The Bellman equation reduces to

(buffer)

VNa-1(S(na-1)i Ce ) =rNa-1(S(va-1)) + g~ Qe EETD )

x VN (Siva)s 9) 1Siva -1y

max
an, —16{A@,. AN}

"

=0

= TNA—l(S(NA—l))‘

Thus, we find that in the last full period [t(NA_l),t(NA)), the decision variable an, 1

has no impact on the one-period reward function T'NA_l(S( NA,l)) and furthermore no

impact on the future satisfaction as Vi, (S, A cgbUHer)) = 0 for all states S(y,)-

b) In particular: kK = Nao — 2

In this case, the Bellman equation can be reduced to

VNA—2 (S(NAfZ) : cgbuffer))

= TNA*Q(S(NA—Q)) + 67()‘Z+B)(t(NA_1)7t(NA—2))

(buffer)

x VNa-1(S(va—1); Ce )

S(Na-2)

max
aNA,ge{A(O),...,/\(NA)}

=rNy-1(S(vp-1))

= TNA_Q(S(NA_Q)) + €_(AZ+5)(t(NA71)—t(NA*Q))

E —(Siv SN )
XaNA2€{I§%)’('”’>‘(N/\)}{ [TNA 1(S(Na 1))‘ (Na 2)]}

From the backwards recursion, we particularly learn that ay, 1 has no influence at all. Therefore,
we omit the very last period from time t&Va=1 to ¢(Na) in what follows since tVa=2) is the last
decision time; thus last period to be considered is [t(NA_2), t(NA_l)).

In total, the discretization then leads to a grid of [(N. + 1)(Ny + 1)]’ nodes or possible states at time
() with a total number of grid points (= number of paths or scenarios) of [(N, + 1)(Ny + 1)]¥a~!
at time tNa=1_ Therefore, in summary there are Nggtes = ZZJ-\LAO_I [(N, + 1)(Ny + 1)]° possible
states in the entire grid. After the optimal decisions aj, for every state are determined, then the full
tree with total number of states Ngiates reduces to a tree with Njj, s = Zﬁ%_l(Nz + 1) points,
where all decision paths besides the optimal a} are removed.

We implement the above algorithm in Matlab by generating a tree from the grid that covers all
possible state spaces S(). The algorithm shows that we do an optimization via evaluation on the
grid and selection of the decision variable that provides the maximum at each time step. The more
dense the grid, i.e. the smaller the time step A, return step A®) and decision step AM), the closer
the optimal controls come to the continuous counterpart. But the density of the discretization grids,
i.e. the step sizes, are limited by the computational power and running time.
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5.2.2.5 Case study: two decision periods for a cohort of clients

We focus on the cohort perspective and consider a cohort of clients with an initial age of T = 65
years (retirement entry time). First, we introduce the general setting and the parameter choices: As
we would like to consider two decision periods in a first approach, we select T' = T'+ 3A as planning
horizon; then an investment decision has to be made at times 7" and T + A for periods [T,T + A)
and [T+ A, T + 2A). Moreover, let T* = 120 years (maximal total lifetime), A, = A\,(;) = 1.18%
(mortality rate of the cohort: determined such that the survival probability of a 65-year old client
to survive one more year coincides with the average survival probability of 99.202956% (female)
and 98.457889% (male) in Germany[l"] cf. [Statistisches Bundesamt| (2019)), p = 112.5% (CCR of
the investment portfolio at initial time and at every reset) and vy = 10,000 (initial post-retirement
wealth at time () = T). For the market we suppose r = 1%, u = 2.97%, 0 = 11.75% (market
parameters: risk-free interest rate; drift and volatility of one risky asset which is interpreted as a
buy & hold portfolio that consists of the three asset classes government bonds, corporate bonds and
equity with initial weights % = % each, where we used the numbers from the parameter estimation
in |[Escobar et al.|(2019)). The HARA utility function parameters are assumed to be 8 = 3% (cf.
Ye| (2008)), b = —1, a = 1 and F = 25.§"% which gives

Ur(t,p) = e P17, (p) = _6—0.03(t—T)p —425.8'
For the discretization we suppose:
1. time t:
Na = 3 with a step size of A = 1 (annual rebalancing and adjustments of the pension

payments) which implies t@ =T 44 i=0,...,Na and thus t®) € {T,T +1,....,T— I,T} =
{T\T +1,T + 2,T + 3} in the grid.

2. risk driver Z:

We suppose probability intervals of length ¢ = 2.5%, i.e. ¢@ = ¢© + AW@ .4 4 =0,... Ny

with A = ¢ = 2.5%, Ny = 1—;q = 39. The corresponding representatives for Z start with
2(¢(9) = —2.2414 and end with z(¢®%) = 2.2414.

3. decision interval A:

For the sake of simplicity, we consider steps of five percentage points for ag,
ie. MO = 0%, AN = AR = 100%, Ny = 20 (equivalent to A®) = 0.05) which trans-
lates to ax € {0%, 5%, 10%, . ..,90%, 95%, 100%}.

These discretization parameters lead to a grid of [(39+1)(20+ 1)]" = 840° states at time
@) € {T,T +1,T + 2} and therefore in total of Nytates = Do 8407 = 1 + 840 + 8402 = 706,441
nodes in the entire grid. Having determined and selected the optimal aj = (i) (t(k)), this tree
reduces to a tree with N = Z?:o 40° = 1 4 40 + 40 = 1,641 as the total number of nodes.

states

Let us consider three different values for the buffer parameter a: o« = 0% (no buffer), a = 20%
(moderate buffer) and o = 40% (pronounced buffer). This choice implies the initial pension rates

17This calibration of the mortality rate is reasonable since we consider two decision periods (= two years) within this
analysis. Therefore, the focus of the mortality model calibration needs to be in the very near future.
181t has to hold Py > F for all applied P(;y. We select F' = 10% x Py which will result in F' = 25.8.
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Py = (277]270|258) (for a = (0%|20%|40%)) through™]

P F19 1 —« U 11—« 0
(0) = -

p—« (D) Z@) p—a A (1—e AT =T))"
E { T Z(T)dt] +/\

Intuitively, the higher the buffer parameter, the lower is the initial pension. Moreover, the initial dis-
(buffer)
Yoo @M —  (0%2.7%|6.9%),

tribution to the investment and the buffer portfolio is o

Ve UT) _ (100%(97.3%|93.1%) due to Eq. (52):

vo

ybuffer) 7y — o (vo — Ec(t(o)’S(o))) )
‘/c(inv) (T) _ Ec(t(0)|5(0)) + (1 — a) (Uo — Ec(t(0)|5(0))) .

The initial capital coverage ratio is by definition cORM™ (T (T) ! =2 = (112.5%(115.6%]120.8%).

If we apply the Bellman equation, we receive the following outcome summarized by Table

1. The optimal investment decision af at initial time ¢(°) = T for the investment portfolio and
its corresponding optimal initial investment decision #*(t°tD(#(0) for the total portfolio for
the period [t(,t()) = [T, T + 1), independent of Z.

2. The evolution of the state Sy = (V{g), Plo)), the proportion of the total wealth V) that is

allocated or distributed to the buffer account Vc(buﬁer)( t) and the investment portfolio Vc(mv) (1),

and the capital coverage ratio cCRY™ (t) (for o = (0%]20%40%)) from initial time ¢t = T

to the next observation time ¢t = T+ A = T + 1 under all possible underlying traded fund
return realizations determined by Z in period [t ¢()) = [T, T + 1).

3. The optimal investment decision a] at time t(1) for the investment portfolio and its corre-
sponding optimal initial investment decision 7*(total) (t(l)) for the total portfolio for the period
[tM,t?) = [T 41, T +2), depending on the realization of the random variable Z from period
[t© D) = [T, T + 1).

As we have N, +1 = 40 different possible realizations of Z in period [t(o),t(l)) =[T,T+1), we only
consider five exemplary representatives, each with an assigned probability of 2.5%:
2(q0) = —2.2414, 2(¢") = —0.6357, 2(¢®?) = 0.0313, 2(¢®Y) = 0.7144 and 2(¢*?) = 2.2414.
Those values correspond to the one-period returns return(Z) = pA + ov/AZ of the traded un-
derlying fund of return(z(¢\0)) = —23.4%, return(z(¢11?)) = —4.5%, return(z(¢®*?)) = 3.3%,
return(z(q®?)) = 11.4% and return(z(¢®9)) = 29. 3% In general, if a pension adjustment has to

be made at some time ¢, it follows CCRY™ (1) = =2 — (112.5%|115.6%|120.8%).
We summarize our optimization results in Tables 5.5 and [5.6] Due to

_ L ($(R41) _y(K)
Py =e Ao (T )P(k) < P

for the total cohort pension indicating a stable individual pension P;(t*+1) = P;;(t*)), we use
the fraction # in Table We already explained before that due to the cohort view,
€ (0)

A
z(3) 7 Py

19We round percentage numbers to one decimal digit and total value numbers (S(x)) without any decimal place.
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z = 2(4©) = z = z2(q19) = z = 2(¢®%) = z = 2(qB9) = z = 2(q®9) =
—2.2414 —0.6357 0.0313 0.7144 2.2414
Vioy: 10, 000 (independent of Z)
Poy: 277|270]258 (independent of Z)
ag: 100%]|100%|95% (independent of Z)
#x(total) (4(0)y, 100%|97.3%|88.4% (independent of Z)
Vi 7,386|7, 457|7, 680 9,273(9, 292|9, 348 10, 056|10, 055|10, 042 | 10,859|10, 836]10, 751 | 12, 653|12, 582|12, 338
P(1y: 207/203|200 274|267(255 274(267(255 274(295/280 354/343|322
P,

ﬁ. 75.5%]|76.2%|78.5% 100%|100%|100% 100%|100%|100% 100%|110.7%/109.8% | 129.3%|128.5%|126.0%
e z(J P,

(0)
(buffer) (1)
\%S
Yo D 0%)2.7%]6.9% 0%1.8%]5.3% 0%]3.2%|7.7% 0%]2.7%|6.9% 0%|2.7%|6.9%
(i) 1)
v (inv 1
C‘/(il(;): 100%|97.3%|93.1% 100%|98.2%94.7% 100%|96.8%|92.3% 100%|97.3%|93.1% 100%|97.3%93.1%
cor() (MY || 112.5%|115.6%|120.8% | 106.6%|109.8%|115.4% | 115.6%|118.8%|124.0%| 124.8%|115.6%|120.8% | 112.5%|115.6%|120.8%
at: 80%|60%|60% 85%|80%|65% 90%|85%|70% 85%|90%|75% 5%|0%|90%
ax(total) (4 (1)y, 80%|58.4%|55.9% 85%|78.6%|61.5% 90%|82.3%|64.6% 85%|87.6%|69.8% 5%|0%|83.8%

Table 5.5: Optimal decision variables and evolution of processes for one cohort for
a = (0%]20%]40%).

—X_ (A —X A —X_ A —X A X A
’]P’(P(1><e =) Pgy) ‘]P’(P(l):e (D7 Pgy) ‘]P’(P(l)>e =7 Pgy) H P(Ppy <e "7 Py or Pgy < e o7 Py ‘

’ 12.5%]|7.5%|2.5% ‘ 65%]62.5%|52.5% ‘ 22.5%|30%|45% H 17.4%(12.3%|5.1% ‘

Table 5.6: Probabilities of pension rate changes for one cohort for o = (0%]20%]40%).

e 100% indicates an individual pension reduction, Pay = 100% a stable individ-

=X AL
Po) e DT P)
Pay

——%— > 100% an enhancement of the individual pension of the
e “z(h) P(O)

ual pension development and

client members from time t(©) = T to t() = T + 1. For this reason, we compute the probabilities
]P)(P(l) % C_Am(j)AP(O)) and P(P(l) < e_Am(j)AP(O) or P(Q) < e_)\“”(j)AP(l)) instead of ]P)(P(l) %P(O))
and P(P(l) < P(O) or P(Q) < P(l))

We draw the following conclusions:

Table provides the optimal asset allocation variables and its corresponding wealth and pen-
sion evolution. The table shows that the initial optimal relative risky allocation 7*(t°ta((0)) de-
creases with . After one period, the table shows a similar picture: The optimal relative portfolio
f*(total) (t(l)) of the total wealth mostly decreases with c. The exception is for an extremely well-
performing underlying asset (case Z = z(¢(®?)) = 2.2414), where there is a profit lock-in mechanism
for o = (0%]20%) with #*(tt2D) (+(1)) being equal or close to zero, but a high relative risky allocation
a(total) (+(1)) for o = 40%. This performance seeking behavior for av = 40% after an exceptionally
high risky asset return (Z = z(¢®®?)) = 2.2414) follows from a very high ccRrier™ (M) value (and
thus a high buffer portfolio value) connected with a very low probability of a potential pension
reduction after the next investment period. Furthermore, we detect that a higher total wealth V(y)
mostly leads to a higher optimal relative risky investment a} and 7+ (total) (t(l)) for underlying risky
asset returns below the profit lock-in barrier.

Table [5.6] provides the probabilities of individual pension shortenings and enhancements after the
first period and the probability of at least one pension reduction in the two considered consecutive
periods, under consideration of all return scenarios Z in both periods. According to Table [5.6] the
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optimal trading strategy with the higher buffer parameter o simultaneously decreases the probability
of a pension reduction while it increases the probability of a pension enhancement. Table[5.5] further
shows that in the case of a reduction (in times of a poor market performance), the client benefits
from a lower proportional reduction of the pension (i.e. larger m]j(i)lgp) for a higher buffer
(0)
parameter . We further observe that the C'CR(tOtal)( (1) values for higher « values remain larger
in almost all considered Z scenarios. For the Z values considered in the table, the individual pension
rate F(y) is increased for the two best Z values when o > 0%, but only for the best Z value when
a = 0%. This shows that a higher « value leads to an earlier (but smaller proportional) pension
enhancement in terms of market performance. In summary, a more pronounced buffer system can
on the one hand significantly reduce the probability of future pension shortenings and on the other
hand lower the proportional pension reduction if a shortening cannot be avoided. Therefore, the
proposed buffer system can considerably improve the retiree’s satisfaction. But the benefit from a
particularly lower probability for a possible pension reduction in the future comes at the cost of an
initially lower pension P(). Moreover, a larger probability of a pension increase for larger o values
can be explained by a larger C'C'R value at initial time and at every reset time, which makes it more
likely that the CCR outgoes its corridor forcing an increase in the pension. Further notice that
the wealth, that corresponds to a client who died in the previous period, remains in the collective
portfolio (see Remark at the end of Section and thus also lowers the probability of
pension shortenings while it increases the probability of a pension raise. Therefore, the survivors in
the cohort profit from the death of a cohort member.

Remark 5.11. The above case study with two decision periods requires a high additional computa-
tional effort if, besides a large grid size for Z and ay, the number of decision periods is increased.
By this, the number of states increases exponentially as shown earlier. Furthermore, the optimiza-
tion (recursive solution of the Bellman equation) particularly needs to be performed for each initial
state S(g) = (V(O), P(O)) separately; thus for every single client or cohort. To find a computationally
efficient solution for an arbitrary planning horizon, an arbitrary number of decision periods and an
arbitrary initial state, we present an elegant approximate solution in form of a stationary solution
next.

5.2.3 A stationary solution

In general, we are now looking for a faster and more efficient algorithm to find the optimal
investment decision, motivated by Remark Let T = T* = o hold. The idea is that
at(S) = a*(S) = #*)(S) for all states S, i.e. the optimal asset allocation decision depends
on the current state and is independent of time; we seek for a stationary solution. This leads to the
infinite-horizon discrete-time optimization problem

V(S) = V(S” Cgbuffer)) — Sup j( ( ) S (buﬂer))
a(S)eh
o | (5.60)
s.t. J(a(S); 8, 1) = [ J ~Qe D) =) 77 (P(+D)) du
(@

with t(0) = T state S = (V, P) and stochastic pension P(t (')) at time ¢t that depends on a(S)
through the balance V. Recall that A = {a€[0,1]V: a1 <1}. Due to T = T* = o, the
corresponding Bellman equation to this problem is as follows
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V(S) = a(s;);e)A {r(s, a(9)) + e~ Qe tAAR [V(TB(S, a(s), Z))‘S]}
(5.61)

=7(S) + e TR sup {IEJ [V(TB(S,a(S),Z))‘S} }
a(S)eA

where the last equality holds due to r(S,a(S)) = r(S) for the one-period reward under HARA

utility (cf. (5.56))) with

B

B b
r(S, a(S)) = r(S) = r((V, P)) = r(P) - )\x1+ﬁ (1 - e Oer) alTb (1_b(P—F)> . (5.62)

It is obvious that the problem is independent of time and falls into the class of stationary, infinite-
horizon Markovian decision problems, also known as Markovian dynammic programming (MDP)
problems. The transition function T for S — Tp(S,a, Z) is given by

V)

Ty (S, a, Z)
Tg:R2 x AxR—-R2, (S,a,2)—~Tg(S,a,2) = B\ ,
B + ) = Tsl ) <Tg’><s,a,2)>

where S = (V, P) and
TJgV)(Su a,Z) =V + [E(S) + (1 —a)(V - E5))] [(T +a'(u— 7“1)) A+ a'a\/ZZ] — PA

and@

. T(V)(S,G,Z)
TP 0. 7) — P, lfBEFWE [100%, 125%]
B ( 7a7 )_ 1— T(V)(Saz) .
%B% : otherwise
o I
with
P
E.(S) = _
)=

E.(S) can be regarded as perpetual annuity because of T* = oo. The gap between a usual T™* value
such as T™ = 120 years and infinity has a very low probability, hence is negligible. But it simplifies
calculations a lot. In more detail, the crucial object is the absolute error in the infinite-horizon

problem (5.60|) compared to the finite-horizon problem ([5.46]):

20The definition corresponds to the transition for a single client in Section [5.2.2.1] If we aim for determining the
optimal investment decisions for a cohort of customers, then we define analogically to Section [5.2.2.3]

V)
. . TY(Sa,2
e Aw(y)AP, if —£F—~—— ,(Aa )

e "2 EL(S)

1—a TS (S,a,2)

€ [100%, 125%]
TS (S0, 2) =

I , otherwise
pa I
T+ Az (5)

with
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ErTorT* oy i=

0
E [ZJ 6—(>\x+ﬂ)(u—T)Ul(p(t(i)))du]
i=0 V"

$(i+1)

Npa-—1 ~ .
-2 B[ oo
=0 ¢

$(i+1)

oo
Bl ) J e~ et A=), (P(0))) du
i=Np vt
m ~
‘E [ f e~ QetB)(u=T) Ul(P(u))du]

Q0
E [J e()\erB)(uT*)Ul(P(u))du]

< Ot AT TR [ f " o~ Out =T

o~ OatB) (T =T)

U1 (P(w))| du} . (5.63)

The approximation is more reliable if the absolute error is small. If one desires to use the so-
lution to the infinite-horizon problem as an approximation for the solution to the finite-horizon
problem, one needs to ensure that errorrs o is sufficiently small to justify the approach. No-
tice that the probability to survive from initial time T to time T* = 120 (which is e~ A=(T"=T))
and even longer is close to zero, hence the probability of living longer than to time 7* = 120
is neglectable. In the above error, the additional § in the exponential function further gives
e~ QatP)I*=T) — o=2=(T"=T)  Moreover, the value for E.(S) stays very close to its former value
E(T|S) = £ (1 - e_(”’\x)(T*_T)) = FE.(5) — %e_(”)‘w)(T*_T) ~ FE.(S) because, as already

s

mentioned, e~ (") (T"=T) ig even closer to zero than the survival probability if r > 0.

For ease of exposition, we place the following assumption on the utility function that is to hold from
Nnow on.

Assumption 5.12. Let us consider HARA utility U,(P) (parameterization in Eq. (5.50)) for
Prin < P < Prae with F < Ppin < P <OC@’

Assumption [5.12] introduces lower and upper bounds for the pension payment that is to be paid
)

out. We then have to adjust the transition function T° éP for the pension to become

V)
- P if 208 ¢ [100%, 125%)
Ty (S,a,Z) = - 10TV (5,0,2) .
max < min ﬁf,Pm(w s Prin v, otherwise
r+Ag

in the single-client mode@ Based on Assumption we can further conclude that

21T the case of a positive coefficient of risk aversion 0 < b < 1, the lower bound Pp,i» can be neglected (Pmin = F).
In the case of a negative coefficient of risk aversion b < 0, the upper bound Pp,q. can be neglected (Prasz := ).
*2For the cohort model, the adjusted transition function for the pension needs to be modified to

7 (S,a,2)

“AuhA R
max {e" =D EP, Pyin }, if e e P EL(S)

p
TI(B >(S7a, Z) = { . {1704 Tév)(s,a,z)
max § min § >=¢ —E———

T A ()

€ [100%, 125%]

s Praz ¢ s Pmin ¢, otherwise.




142 5. “Nahles-Rente”/“Sozialpartnermodell”

1. b<O:
i PP Pun 1—b [ 1 b
Ul(p) <0a Ul(p) = - (szn F)
b 1-b
<0
=30 < Ky, <o |Ui(p)| < Kg,
2. 0<b< 1:

In view of Eq. (5.63) we find the following result on errorys :

Remark 5.13. Let K be an upper bound for Ui(p) (to be supposed as small as possible). Then
it holds

B53) _ (481 —1) " Ot B (u=T")
errorrx o X € V° E e Nz U

U, (P(u))’ du
—_——

<K01

K

0 ~atB) (T -T)

< Ky e~ et AT =) j P et B W=T") gy, — ¢
1

* _)\$+B

K7 .
If we define Kerrorps ,, = )\zilﬁe_()‘erﬁ)(T 1) and further denote Vo, the value function to the

infinite-horizon problem and Vps the value function to the finite-horizon problem with T = T*, we
end up with

Voo € (VT* - KerrorT*yooa Vr+ + KerrorT*,oc> .

Hence, the deviation in the value functions can be estimated and controlled by Kerrorps o -

Furthermore, since the proposed algorithm performs the optimization on a finite set for the action
a(S) (discretization grid for A with a(S) € A), i.e. on a set with a finite number of elements, the
following assumption is said to hold true from now on.

Assumption 5.14. A has a finite number of elements.

For instance, one could assume 1%-point steps in the set A := {a € A{V cadl< 1},
Ay = {0%,1%,2%, ...,98%,99%, 100%}, with A = A; in the situation of one risky asset class
(N = 1). Further note that every function f : A — R attains its maximum on the finite set A.
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Hence, from Assumption it immediately follows that the supremum over a(S) € A turns into
its maximum:

V() B r(8) 4 0% sup. {2 ps(sas. )]s}

Assump;ion@r(s) + e~ Az +B)A I(IéE)LXA {E [V(TB(S, a(s), Z))'S:| } )

Thus, the maximum is attained. In what follows we present an approach to solve Problem (/5.60))

under Assumptions and via the Bellman equation (5.61)). The theoretical justification and
foundation of the approach, in particular of the proposed policy function iteration algorithm, can
be found in Section [5.2.3.5

5.2.3.1 Definition of the grid

We now solve the problem, i.e. the Bellman equation for every possible state S, on a grid. For this
sake, we define grids for the state space S, the risk factor Z (for N = 1) and the action a.

1. Discretization of the state space S = (V, P):
We build up the state space grid following the three steps below:
a) One-dimensional total wealth grid V:

Vinin (minimal value for V), V4, (maximal value for V'), ny (number of values for V'
with equidistant distances):

V@ e Grid(V) = {Vinin, - - - Vinaz}, i = 1,...,ny
with cardinality ny .
b) One-dimensional capital coverage ratio grid CCR:

Let Grid(CCR) be the grid of the capital coverage ratio that ranges from
CCRmin = 100% to CCRypaz = 125% with ncor number of values in the equidistant
grid, for instance Grid(CCR) = {1,1.01,1.02,...,1.23,1.24,1.25}.

¢) Two-dimensional state space S:

For every V() e Grid(V) and every CCRY) e Grid(CCR), the pair (V®, P()) e Grid(S)
is in the grid Grid(S) for the state space S, where

plis) . L)l < CCRU) = LZ)I
CCR(]) T+ Az P T+
Thus, the size of Grid(S) is ng = ny - nccr. Notice that in view of Assumption
it must hold F' < min; ; PUI) with min; ; Pl = maxjngréf};/(;)ﬁlkx = 1'2‘27:"1& as well as

max; V(@) < Vwiaz )

A - T
min; CCR(]) T+ g T+ Az

max; ; P < oo with max; ; P(V) =
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2. Discretization of the risk driver Z (cf. [5.2.2.4):
According to ([5.57)), the cumulative probabilities are

¢ =¢O +AD .5 i=0,... N,

|
with A == g e (0,1), N, := % € N because then vazqo q = (14 Ng4)q = 1. The corresponding

values or representatives for Z with probability ¢ and quantile probabilities ¢(¥) are obtained

by (5-59):
4 [0+q9
Z(q(o)) = ¢! (;]) )

, (i) 4 o(i+1)
2(q®) = ¢~ <‘1+2q) Ci=1,...,N,—1,

(Ng) +1
2(q M) = o1 <q2> ‘

With this definition, the z values are stronger centered around zero, with a larger step size
for large positive and negative values. Then

Z € Grid(Z) = {z(¢O), ..., 2(¢MNN}y = {Z1,..., Zn,}

with cardinality nz := N, 4+ 1 and probabilities ¢, i.e. Z; = 2(qU=Y), j=1,...,nz.
3. Discretization of the investment decision a € A (cf. [5.2.2.4):

In accordance with (5.59)), we split the interval A = [0, 1] into a grid with equidistant distances
and representatives

ag) = a) +A@ . i=0,...,N,

— !
with N, = W € N. It is natural to select a() = 0 and a(y,) = 1, or apply lower and

upper bound constraints on the relative risky investment if present. Therefore,
a € Grid(a) = {a(), .-, a(n,)}

with cardinality ng := N, + 1. It is clear that the discretization Grid(a) for A fulfills Assump-
tion 514 on A.

We would like to mention that the construction of Grid(\S) is very efficient since it consists of admissi-
ble (V,P)-pairs only and rules out non-admissible (V,P)-pairs; admissible pairs fulfill

YV — € [100%, 125%]. Furthermore, by construction we ensure that the CCR values are uniformly

[

spread over the entire corridor [100%,125%]. If now TB(S(i),a(k),Zj) ¢ Grid(S), we select the
grid node in the state space grid that provides the smallest sum of squared relative distances to
Tp(S®, aky, Zj) ¢ Grid(S) (relative with respect to the center of the respective grid) as method for
interpolation between grid points. One should additionally be aware that Vi,;, and V.. need to
be chosen carefully (i.e. sufficiently small and large) and that the number of grid points in between
needs to be sufficiently large to capture a representative number of states. Otherwise, the grid
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would not be dense enough and the upcoming optimization can lead to strange results. We provide
a proposal for a grid in Section

5.2.3.2 Stationary grid solution

The definition of the grids allows us to rewrite the expectation in the Bellman equation for any
state SO e Grid(S):

0y = @ —(Az+B)A P(Z = Z;) O a(sWy, z.
V() =r(s) +e T 2 (5", (1), 2)))

:r(S(l))+€7()\Z+’B) q max {ZV TB ()) Z]))}

a(SW)eGrid(a)

The optimal policy a*(S®) is the maximizer:

nz
a*(80) := arg max {Z V(Tp(SY,q, Zj))} -
aeGrid(a) j=1

In the following we aim to solve this Bellman equation for every S®) e Grid(S) and by this determine
the optimal decisions or policies a*(S") for all states in the grid.

We now treat every a = a(S") e Grid(a) as if it was the maximizer of the Bellman equation, and

select the optimal a*(S") at the very end by choosing the one that maximizes V(S®). Hence, for
all SO e Grid(S) and all a(S®) € Grid(a) we consider
ng

V(SD) = r(SU) 4+ e AetD2g X Y (Tp(5Y, a(SV), Z)) (5.64)

j=1

which is a linear system of equations since Tg(S®,a(S®), Z;) € Grid(S) according to the applied
interpolation rule if not already in the grid.

Given a specific a(S®) = agqy) € Grid(a) for some i(l) € {0,..., Na}, we solve this linear sys-
tem in V(S(l)) for all [ = 1,...,ng by rewriting the right-hand sum using matrix notation with
S = (S, ... SMs)) the vector that consists of all state grid points in Grid(S). Define the matrix
Q € N"'s*Xns by

Q= Q1Q2

with block matrix Q € {0,1}"s*("s2) such that

Ql:: ITLSH'I’IISH‘INS ’

nyz times I"S
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where I,,4 € {0, 1}"5*"5 is the identity matrix with dimension ng. Furthermore, Q2 € {0, 1}(nsnz)xns
is defined as a block matrix such that

Ay
QQ = A]
An,
with A; € {0,1}"s*"s defined by
1, if TB(S(Z), a(i(l)), Zj) = S(m)
(Aj)lm = .
0 , otherwise.

Then it follows
Q= (Q1Q2). = (Q1);. Q2= (Ing - Ing - Ing), | 45 |=di

with d; € N'*"s such that (d;),, is the number of Z;, j = 1,...,nz, which leads to a transi-

tion from state S) to state S(™). Consequently, it follows for the vector QV(S) € R™, where
V(S) = (V(S(l)), o ,V(S(”S)))’ c R"S:

(QV(S)) = QuV(S) = dV(S) = 3 (@) V(S™) = 3 V(T5(SY, a0 2,))
m=1 j=1

Note @ = Q(a) with a = (a1));- - - a(i(ng))) > and therefore,
S
V(YD) B r(81W) + em 02 5 W(Tp(SY, agay), Z5)) = 1(8Y) + e D2 (Q(a)V(9)),

=1

which allows us to rewrite the linear system in the value function in matrix-vector form:

V(S) = 1(8) + e O D2gQaV(8) & (L — e~ O D29Q(a)) V(S) = 1(S),  (5.65)

where 7(S) = (r(SM),...,7(S™s))) € R™S. This is a linear equation system in V(S) and can easily
be solved; theoretically the solution reads

V(S) = (Lng — e O D29Q(a)) 1(S). (5.66)
Notice that I, —e ~(Aet+B)A qQ(a) is a strictly diagonally dominant matrix according to the Definition

in Section [2.2] n First, the matrix ¢Q(a) is a (row) stochastic matrix (all rows sum up to one and
all entries are non-negative) in line with Definition as it represents the transition matrix which
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contains the transition probabilities from one state to another as entries. Hence, by construction
we have (¢Q(a));; =0, Vi,j € {1,...,ns}, and

Y1 (@Q(a);; =1, Vie {1,...,ng}.
j=1

Together with (Ing);; = 1 and (Ing);; = 0 for i # j, this automatically implies that

‘(Ins—e*(’\”[’)mq@(a)) = |(Ing)y —¢~ X2 (4Q(a)),;;
i NI —_——
=1 =1— ZJ IJ#(GQ(G))U'
ng
— 1 — e QatdA (1— > (QQ(Q))@')
j=1,j#i
ns
= |1 — e CatBA 4 o=PatB)A Z (QQ(Q))ij
j=1,j#i
>0
ng
=1— ¢ QetBA 4 |~ CatB)A Z (QQ(G))ij
j=1,j#i
(¢Q(a));;=0
DiiZ0 | gmatBA | Z ‘ Qet5)A QQ(G))U )
J=1j#i
where
ns N A < by A
3 et gt = 31 [0 oo,

Jj=1ljg#i Jj=1,j#1
(Ins) =0, j#i 5

=

(Ins - ef()‘ﬁB)AqQ(a)) .

)

j=Toj#i
Thus it holds
‘(Ins _ e—(/\x+B)AqQ(a)> — 1 Catp)a Z e~ e+ 0(a ))
ii %—/ ij
Jj=Llg#i
ns
> 3 (I = e %Q))
j=1j#i Y

which implies that the matrix I, ~(a+PAQ(a) is strictly diagonally dominant. Therefore, the
inverse of I, — e~ A=+H24Q(a) always exists due to Theorem

Eq. (5.65) shows that in contrast to Section where the Bellman equation needs to be solved
recursively in every time step t¥), we could reduce the problem to finding the fixed point to Bellman’s
equation
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V(S) = D(S)) = () + O max (Q(a)V(S))

with function I', often called Bellman operator, defined accordingly.

Now we would like to draw attention to the fact that Q@ = Q(a) with a = (agny),-- -, a(i(ng))":
For this reason, we need to repeat the above for all possible combinations i(l) € {0,...,N,},
I =1,...,ng, and finally select the combination a*(S) = (a*(SM), ..., a*(S"s)))’ that maximizes
V(S) across all a(;y combinations in Grid(a). The total number of combinations equals n;s. Thus,
we have to calculate nl$ times an ng x ng transition matrix Q(a) (plus additionally the 1nverse of
I, —e” (e +8)20Q(a)). If we have ny = 1,000 grid points for V and nocr = 26 for CC then
ng = 26,000. If additionally the allocation grid is divided into steps of 5%, i.e. n, = 21, we Would
have to calculate 2126:900 ~ 1034378 times an 26,000 x 26,000 matrix, which is a vast number. To
overcome this computational problem, we present an alternative by using a policy function iteration
algorithm in the following subsection.

5.2.3.3 Policy function iteration: the algorithm

The algorithm is a tailored version of Howard’s improvement algorithm, and iterates the policy a(.5)
until it converges towards its optimal value. For further readings on the policy iteration we refer to
Bellman| (1955), Bellman| (1957), Howard| (1960)), Puterman (1977), Puterman and Brumelle (1979),
Puterman (1981) and Santos and Rust| (2004). As mentioned earlier, the theoretical justification
and foundation of the policy function iteration algorithm is provided in Section Notice that
the one-period total discount factor to this problem is 0 < e~ (=+tHA < 1 and is a composite of the
one-period utility discount factor e #2 and the mortality discount factor e *+2. For n periods, the
total discount factor is e~(A++#1A and converges to zero as n — . In what follows we describe
the policy function iterating mechanism:

Let a® = a(i)(S) denote the decision value at iteration step i. Let mj., denote the number of
iterations until the algorithm stops. The terminal a("iter) = q("iter)(S) is regarded as the optimal
final decision variable a* = a*(S). Inside the algorithm we repeat the policy improvement and policy
evaluation until a sufficient, prescribed level of convergence or solution tolerance is achieved.

1. :=0:

a) Select initially a(?(S) € Grid(a) for all states in the grid, for instance a(®(S®) := 0
Vie{l,...,ng} if 0 € Grid(a).

b) Define initially V(S) = (Ing — e~ T92¢Q(al0(9))) 17‘(5) for all states in the grid
according to Eq. (5.66]).

¢) Select a convergence criterion € > 0.
2. Tteration i =1,2,.. .

a) Policy improvement For all S® e Grid(S), I = 1,...,ng, find a new policy rule
a®(SW) e Grid(a), such that?]]

23This coincides with the applied grid in Section [5.2.3.4
241f a(i)(S“)) is not unique, then we select the smallest value among all maximizers and thereby follow the most
defensive strategy.
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nz

(8" = arg m?p; {T(S(l)’ a) + e QethAg Z Vi (1550, a, Zj))}
aeGrid(a -

= (5.67)

r(SW, ) 2z
(5%,0)=r(S) argmax{Z V(’_l)(TB(S(l),a,Zj))}
aeGrid(a) j=1

with VO=D(Tg(SW, a,Z;)) = V=1 (S0™) given from the previous iteration step and
according to applied interpolation rule if U™ not already in the grid.

b) Policy evaluation: Having determined a((S®) for each state SO e Grid(S),
aD(S) = (a®(SW),... a®(S"s))) we update the value function according to
Eq. (5.66):

VO(S) = (Ig — e P9340 (5))) " r(5) (5.69)

Although it looks like only P is crucial for the development of the value function V() (S)
at first glance (recall r(S) = r(P)), we want to mention that the transition from P to
the next period P’ highly depends on V' and its transition.

3. Check the convergence criterion: If maxgeariq(s) {|a( —ali=b) |} €, then stop and set
Niter =@ and a*(S) = a(”it”)(S Otherwise, repeat Step 2. for iteration 7 + 1.

When the algorithm stops after ng., iterations, i.e. when the convergence criterion after iteration
step Mer is met, the stationary solution to the problem is defined as a* = a*(S) = a("“”)(S) for
all grid states.

Before we derive the optimal allocations in a case study next, we briefly summarize the benefits
that are associated with this policy function iteration procedure:

e One can determine and thereafter use the optimal strategy for all states independently of
time; thus the iterative approach as a very elegant method enhances the speed and efficiency
of the numerical optimization.

e The optimal control is independent of the initial state. Therefore, the derived optimals can be
used for different initial states. One only has to make sure that the considered initial state lies
approximately in the center of the grid, such that a sufficient number of grid nodes still are
above and below the starting state. Otherwise it could happen that one remains at the edge
of the grid (due to the applied interpolation rule) which would lead to a suboptimal strategy.

In addition, we provide a comment on the speed of convergence of the algorithm. As already
mentioned before, the total discount factor equals e~(A=+8nA for n periods. In the previous case
study we used 8 = 3% and A\, = 1.18%. Then the convergence factor has an approximate size
of e=(=+BA = (.9591 after one iteration (step size A = 1 year), e~ tB)I0A — () 6584 after ten
iterations and e~ (M« +HA100A — (0153 after hundred iterations. This shows that a rather low number

25 As long as € < AN | it holds a(™iter) (§) = g(Miter =1 (),
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of iterations is necessarym In particular, Santos and Rust| (2004) further argue that policy iteration
commonly converges to its stationary solution after a small number of iterations.

Every iteration requires the calculation of Q(a(”(S)) plus the calculation of the inverse of
Ing — e_(/\”ﬂ)AqQ(a(i)(S)) which are both matrices of dimension ng x ng; in total the algorithm
requires the calculation of ne, times an ng x ng (plus an inverse). This is usually dramatically
faster than calculating n}'S times an ng x ng matrix (plus an inverse) in Subsection Further-
more, one can use and exploit the property of Q, Q1,2 to be very sparse matrices; in Matlab the
functions sparse(m,n) and speye(n) generate the required sparse matrices which saves memory.
Additionally the command x = A\b is recommended for solving systems of linear equations of the
form Ax = b efficiently.

If one looks for a collective investment strategy for multiple cohorts, one can aggregate the optimal
single-cohort policies and apply a mixture strategy weighted according to the total cohort-specific
wealths.

5.2.3.4 Case study: policy function iteration for a cohort of clients

We finally demonstrate the presented policy function iteration algorithm in a numerical case study,
where we concentrate on the cohort perspective. First, the optimal investment decision variables are
determined for every state under the infinite-horizon problem (stationary solution). Afterwards, a
simulation analysis in the finite-horizon model, where the approximate optimal stationary solution
to the infinite-horizon model is applied, provides the most relevant numbers and probabilities and
compares the considered strategies.

For ease of comparison, we select the very same grids and parameters as in the former case study
in Section [5.2.2.5] Furthermore, we determine and consider the optimal investment strategy for
a = (0%|20%]40%) (no | moderate | pronounced buffer).

Optimization. Let V[, = 10,000 as before and let us define the state space grid by Vi, = 20% x Vp,
Vinaz = 500% x Vo, ny = 1,000 for Grid(V'). We further select a step size of 1% for Grid(CCR),
thus noor = 26. This leads to a total grid size of ng = 26, 000 states. The grids for Z and a remain
unchanged. In particular, Assumptions and are fulfilled. We seek for a fixed-point solution
to the value function according to the policy function iteration algorithm in Section We
would like to comment that it only takes seven iterations maximal (n, < 7) to find the fixed point
for a = (0%]20%]40%) and with that the stationary solution to the infinite-horizon optimization
problem. Thus, the algorithm converges very quickly (takes ~ 2h for each «).

Figure visualizes the average optimal risky relative asset allocations #*("Y) = g* (investment

portfolio) and 7*(*%) (total cohort portfolio) for all CCOR™™ values in the grid. The grid of the
state space was constructed such that there are ny = 1,000 different V' values and ncor = 26

26Notice that A, = 1.18% is suitable if one looks at very short planning horizons. Since in our case the planning horizon
is artificially infinity, we can alternatively calibrate the mortality rate A, towards the remaining life expectancy of
a 65-year old client such that it coincides with the average remaining expected lifetime of 21.06 years (female) and
17.87 years (male) in Germany, cf. [Statistisches Bundesamt| (2019). We receive A, = 5.14%. Then the convergence
factor drops to e~ =*tAA = 0.9218 after one iteration (step size A = 1 year), e~ (Ce+AI0A — () 4431 after ten
iterations and e~ (A= +M100A — (0003 after hundred iterations. This shows that a higher mortality rate leads to a
faster convergence of the algorithm.

2"In practice, instead of calculating the inverse matrix one typically rather solves the system of linear equations
associated with Eq. to obtain V() in a more efficient fashion.
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Figure 5.17: Average a* and #*(t°%) for a given CORM™ value in the grid.

different P values for every V value selected such that the corresponding grid for the CCR has a
step size of one percentage point. Hence, for every CCR € {100%, 101%, . .., 124%,125%}, we build
the average over the ny values for a* and #*(*%) that have an equal CCR value. The pattern

comes close to an S-shaped form: It can be seen that a higher buffer parameter «, in particular

for a = 40%, leads to a lower relative risky investment for small CC’R&tOtal) values, but catches up

for large CC’R((;tOtal) values. This is a desired behavior, since it implies a lower risk of a pension

shortening for small CORM™ values within the range [100%, 110%], without losing the upside

potential of a pension enhancement for CCRgtOtal) values close to 125%. Furthermore, except for

the region CC’R((;tOtal) € [100%, 105%], the average optimal risky relative investment increases with
the CCRgtOtal) value. This is meaningful since with a higher CC’RgtOtal) value, one is less exposed
to the risk of falling outside the left boundary of the C’CR((;tOtal) corridor (pension reduction risk).
The higher risky investment close to 100% is also reasonable. Imagine the CC’RgtOtal) is close to
100%; if now the risky allocation is very small, even some positive return of the underlying asset
class cannot compensate for the outflows (cohort-related pensions), which pushes the CCRgOtal)

below 100% with a high probability.

Simulation study. We next carry out a brief simulation study with a longer time horizon of
T =T+ 10A =T + 10 years (A = 1), i.e. simulation over 10 years compared to the two years in
Section [5.2.2.5 We start with the same initial states Sy = (Vo, Pp) = (10,000, (277|270|258)) for

o (total) o .y buffer) iy

a = (0%]20%[40%); thus the initial CCRe™(T') and the initial buffer-to-wealth ratio ~-——=
(inv)

as well as the investment-to-wealth ratio % keep the same. We simulate 10,000 paths of the

relevant processes where we use the optimal stationary solution as asset allocation that corresponds
to the closest grid point.

We assume that the average mortality (explained in Section [5.2.2.3) for the cohort is realized.

%, where P*(t) denotes the cohort
e "=(d) Py

pension at time ¢ under the optimal stationary asset allocation strategy a* = a*(S). Notice that

We look at the optimal relative pension evolution
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— (P.) <(f_)T)P = — f )((frAA_)T)P indicates a stable individual pension for the customers in the cohort
e x(J 0 J 0

. . P* (1)
from time t to t + A, i.e. if RO

follows we always look at the individual pension perspective in the cohort. Moreover, let V*(t)

denote the total cohort wealth at time ¢ under a* = a*(5), in what follows we look at the optimal

relative total wealth evolution %(()t).

is stable then the individual pensions are stable. In what

We would like to point out that the pension P*(t) and the asset allocation decisions a*(t), #*(total) (¢)

are constant on every annual interval [t(i),t(i) + A) and are only changed at the evaluation times
£,

Table [5.7] illustrates the probabilities of pension shortenings and enhancements. Table [5.§] provides
risk and reward numbers for the relative pension and the total wealth. In general, we observe that
a higher buffer parameter « significantly improves the probabilities in Table from a client’s
perspective. In particular, the probability that the average individual pension that is to be paid
out over the entire period is larger than the initial pension level Fy and the probability that there
are more pension enhancements than reductions are quite high, especially for o = 40%. However,
both the (relative) risk in terms of volatility and Value-at-Risk and the (relative) reward in terms
of expected value do not suffer, which is remarkable. Actually the opposite is the case: A higher
buffer parameter « leads to a higher average of the relative pension level and a lower standard
deviation (lower standard deviation of relative pension means a more stable pension development);
moreover, the worst case relative pensions in the tail (Value-at-Risk) also exceed the ones for smaller
a. The single exception is the volatility of the pension, where o = 20% shows a slightly smaller
number than a = 40%. Those benefits of the o > 0% portfolios comes at the cost of an initially
lower pension level Py = Py(«), which represents a tradeoff between the initial pension level and
future pension properties. The selection of the case-specific optimal « value, named o*, depends on
the respective target or criterion. If for instance the probability of at least one pension shortening
shall coincide with a pre-defined probability p..q, @* can be selected such that the corresponding
probability comes closest to preq. Alternatively, a* could be selected such that the expectation of
the sum of pension cash flows gets maximized.

In summary in terms of the individual cohort pension (relative to the initial pension level Fy), one
can see that o = 40% outperforms the a = (0%|20%) strategies, and the o = 20% outperforms the
a = 0% strategy. The higher the buffer parameter «, the more the downside risk is limited, and
even the upside potential is enhanced.

We draw the conclusion that our proposed model, where we divide our total wealth into an invest-
ment and a buffer portfolio, leads to a sophisticated optimal dynamic asset allocation policy that
is performance seeking while reducing downside risks and improving probabilities; hence provides
remarkable and meaningful benefits to clients.

Finally, we simulate the optimal strategy a*, the pension P* and the wealth V* evolution under
three different scenarios: a bullish, a bearish and a non-directional market. In each simulation
we need to generate the risk driver Z for every period. Figure provides the corresponding
underlying risky asset class price processes, denoted by Vz(t), that correspond to the development
of Z. Next, Figure [5.19|illustrates the evolution of the relative pension, Figure [5.20] visualizes the
very same but for the total wealth. From Figure [5.19 we infer that

1. the individual pensions increase more often for higher o and even end up with a higher terminal
pension (relative to Pp) in a bullish market,
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Probability/?®
P(“at least one pension reduction”): 49.5%36.4%25.5%
P(“path-wise average pension > Py”): 74.1%|80.8%|86.1%
P(“number of pension enhancements > number of pension reductions”): || 84.4%|91.3%|96.8%

Table 5.7: Probabilities of pension rate changes for o = (0%/20%]40%).

29 a = 0% a = 20% a = 40%
E [%] 107.5% 108.4% 110.9%
Sd (%) 18.1% 16.8% 17.0%
VaRo.os (ﬁ) 83.3% 84.8% 86.5%
VaRo.o1 (%ﬁ%%) 71.9% 75.1% 77.0%

E [VT@] 96.6% 96.2% 96.5%
Sd (%“) 15.7% 14.3% 14.6%

Table 5.8: Relative performance numbers for a = (0%|20%|40%) under 10,000 simulations.

2. the individual pensions decrease only once for a = 40% but twice for the remaining
(o = (0%]20%)) in a bearish market,

3. and the individual pensions do not decline for o = 40% but do decrease and behave very
unstable and volatile for the remaining (o = (0%]20%)) in a non-directional market.

In total, the number of pension reductions for o > 0% (with buffer) never exceeds the respective
number for o = 0% (no buffer) in the considered representative scenarios.

Figure[5.21] complements the former figures on the pension and wealth evolution with a visualization
of the COR{™ (t) development. While the cCoRie (t) values for o > 0% (with buffer) do not

generally fall short the respective values for a = 0% (no buffer), the a > 0% portfolios need less

pension shortenings to keep the C’CREtOtal) (t) inside its target corridor. Therefore, with selecting

a higher a% value, one can improve the management of the wealth such that the cc Y™ (t)

remains more stable in its corridor without reducing the pension.

In addition, Figures and show the optimal asset allocation policies a*(t) for the investment
wealth and #*(t°tal) (¢) for the total wealth. One can observe that the optimal strategy for ov = 40%
frequently behaves opposed to the optimal strategy for o = 0%. Moreover, Figure illustrates

Z8We count the number of paths which fulfill the statement in P(-). The relative frequency then serves as an estimation
for the probability.

P*(t V*(t s .
2Note that W =1 and v(() ) = 1 for initial time ¢t = 7.
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the kernel density estimates for the path-wise average pensions and wealths. Note that for one
path, a higher path-wise average pension automatically implies a higher total sum of pension cash
flows received by the customer. The figure points out that although the distributions of the wealths
are rather close among all considered a values (see also expected values and volatilities in Table
, the distributions of the relative pensions differ. The pension distribution for o = 40% has
lower probability on the left end and is more shifted to the right; this is also reflected in Table
Thus, a pension fund client that follows the o = 40% strategy benefits in terms of the pension
distribution since lower pensions compared to the initial pension level Py are on average less likely.
However, as already explained, these benefits come at the cost of an initially lower pension level F.
We would like to comment that the averages over all simulated a*(t) and #*(*%1(¢) values are very
close to each other among the three considered buffer parameters . However, as analyzed above,
the relative performance and characteristics of the optimal portfolios with a buffer (o > 0%) are
superior over the optimal portfolio without a buffer (o« = 0%). This shows that the dynamics and
the structure of the asset allocation plays a crucial role.

Compared to the case study in Section [5.2.2.5 we now discover a generally lower level for the
optimal risky relative allocations a*(t) and #*(*ta)(¢). However, the probability of one or more
pension shortenings is now higher in comparison with Section [5.2.2.5] Both observations follow
from the longer planning horizon: ten instead of two decision periods with a length of one year
for every period. It is reasonable that the overall level of the risky relative allocation drops and
the investment strategy is thus a bit more defensive if a longer investment horizon is considered
because the investment return distribution becomes wider for a larger investment horizon and thus
the probability that some barrier is crossed increases. If one aims for similar probabilities of pension
shortenings, the risk thus needs to be reduced.
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Figure 5.18: Underlying risky asset class price processes Vz(t) that correspond to risk factor evolu-
tion Z in a bullish (left), bearish (center) and non-directional (right) market.
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Figure 5.19: Optimal relative pension process in a bullish (left), bearish (center) and
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non-directional (right) market.
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Figure 5.20: Optimal relative total wealth process %ét) in a bullish (left), bearish (center) and
non-directional (right) market.



156 5. “Nahles-Rente”/“Sozialpartnermodell”

125% 125% 125%

120% 120%

120%

= 115m = 115%
15% H E
& t1o0% & 110%
110%
105% 108% p—
105% 100% 100%
65 70 75 65 70 75 65 70 75
aget aget aget
(a) Bull market. (b) Bear market. (¢) Non-directional market.

Figure 5.21: Evolution of cCoR{e™) (t) in a bullish (left), bearish (center) and non-directional (right)
market.
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Figure 5.22: Optimal asset allocation decision a*(t) in a bullish (left), bearish (center) and non-
directional (right) market.
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Figure 5.23: Optimal asset allocation decision #*(**®2) () of the total wealth in a bullish (left),
bearish (center) and non-directional (right) market.
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5.2.3.5 Theoretical foundation

Problem ((5.60) is a stationary, infinite-horizon Markovian dynammic programming (MDP) problem
in line with the definition in Santos and Rust|(2004]). We now theoretically justify our policy iteration

approach in Section [5.2.3.3| for solving Problem ({5.60) under Assumptions and where we

used that the value function is a fixed point. It is necessary to prove the existence and optimality of
a unique fixed point for our policy function iteration algorithm and monotone convergence to such
a solution.

First, we prove existence of a unique fixed point and optimality of the stationary solution. For this,
we introduce the notion of a metric and a metric space.

Definition 5.15 (Metric space (Searcéid (2007), Definition 1.1.1, p. 2; |Stokey and Lucas, Jr.
(1999), p. 44, 47)). Suppose X is a set and d is a real function defined on the Cartesian product
X x X. Then d is called a metric on X if, and only if, for each f,g,h € X,

1. Positive property: d(f,g) = 0 with equality if, and only if, f = g;
2. Symmetric property: d(f,g) = d(g, f); and
3. Triangle inequality: d(f,g) < d(f,h) + d(h, f).

A metric space (X, d) is said to be complete if every Cauchy sequence in X converges to an element
in X.

The number d(f,g) is called the distance between f and g with respect to the metric d. (X,d) is
called a metric space. Usually, X is simply called metric space.

In what follows we denote S the state space, s € S a certain state. Further, X is the set of functions
that map from S to R :=R u {+o}, i.e. X ={f:S — R}, or a suitable subset of this set.

Example 5.16 (Uniform metric). Let f,g € X be real-valued bounded functions that map from the
set S to R. Then, the uniform metric is defined as

d(f,9) = f —9glw = S;ég{‘f(s) —g(s)l},

where || flloo == supgeg {|f(s)|} is called uniform or sup norm of f.

In accordance with [Searcéid| (2007) and Stokey and Lucas, Jr.| (1999) we further define a contraction
mapping and a fixed point.

Definition 5.17 (Contraction mapping (Searcoid (2007)), Definition 9.9.1, p. 160; |Stokey and
Lucas, Jr. (1999)), p. 50)). Suppose (X,d) is a metric space. A map I' : X — X is called
a (strong) contraction mapping with modulus (B if, and only if, there exists 5 € [0,1) such that

d(T(f),T(g)) < B-d(f.g) for all f,g € X.

Definition 5.18 (Fixed point (Searcéid| (2007), Definition 10.10.1, p. 180)). Suppose X is a non-
empty set and I' : X — X. A point f € X is called a fized point for T if and only if T(f) = f.
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Searcéid| (2007)) argues that “Strong contractions on a metric space, when iterated, tend to pull
all the points of the space together into a single point”. The underlying theory is the Contraction
Mapping Theorem (or Banach’s Fixed-Point Theorem).

Theorem 5.19 (Contraction Mapping Theorem (Searcéid (2007), Theorem 10.10.3, p. 181; Stokey!
and Lucas, Jr.[(1999)), Theorem 3.2, p. 50)). Suppose (X,d) is a non-empty complete metric space
andT': X — X is a (strong) contraction mapping with modulus 5 € (0,1). Then:

1. T has a unique fized point f € X; and

2. for any fo € X, the sequence (I'"™(fy)) converges to f with
d(Fn(fO)v f) < 571 ' d(f07f)7 n = 07 1727 o
Theorem particularly ensures existence of a unique fixed point for a (strong) contraction map-
ping.

Santos and Rust| (2004) comment that MDP problems (see also beginning of Section [5.2.3|) are
mathematically equivalent to computing the fixed point to the Bellman equation

V=TIV

with Bellman operator of interest I' (defined in line with Eq. (5.61]))

(TF) (s) = r(s) + B sup {E [f(TBcs,a(s),z»

a(s)eA

s] } (5.69)

for some function f, where § = e~ (+*AA ¢ (0,1). We now follow the line of Rieder| (1988) and
prove the existence of a unique fixed point of the Bellman operator I' and optimality of the stationary
policy for the infinite-horizon problem. The definition of a stationary policy is given next.

Definition 5.20 (Stationary policy (Wakuta (1992), p. 150; Hinderer et al| (2016)), p. 214)). A
sequence a® = {a,a,qa,...} for some decision rule a = (a(s)),.q € A is called stationary policy.

As V(s), respectively the reward 7(s) or the utility U;(p), is not necessarily bounded in general, we
need the notion of an upper barrier function, adjusted to our framework.

Definition 5.21 (Upper barrier function (Rieder| (1988), Chapter 1)). A measurable function
by : S — Ry is called upper barrier function if there exist constants c1,co = 0 such that

1. r(s) < c1by(s) forall se S.

2. E[by(Tg(s,a,2))|s] = §Q(s,a;dz)by,(TB(s,a, z)) < caby(s) for all s€ S and a € A.
Q@ denotes the transition probability measure with Q(s,a;-) being a probability measure for all

(s,a) € S x A.

Furthermore, we later need the notion of a maximisator which we define next.



160 5. “Nahles-Rente”/“Sozialpartnermodell”

Definition 5.22 (Maximisator (Rieder| (1988), Chapter 1)). Let f € X. The policy af = as(s) is
called a maximisator for f if it maximizes
il

(Tf)(s) r(s) + B max {]E {f(TB(s,a(s),Z))

a(s)eA
|}

We already explained earlier that, due to Assumption the maximum of any arbitrary func-
tion over the finite set A is attained, for this reason in particular for the function g : A — R,

@ = ol0) = E|f(Ta(s.al9).2)
for every f € X exists. Moreover, from Assumption [5.12] we already inferred that the utility
. b .

01(p) al=t (L(p - F)) is bounded, i.e. 30 < Kp, < oo with |U3(p)| < Kp,. This immedi-

forallse S, i.e. if

ar(s) = arg max {E [f(TB(s, a(s), Z))
a(s)eA

s] for any given s € S, and thus that the maximisator af

-
ately implies that also r(s) is bounded with

1

s 1 —CutBA) |7 1 _ —0CatB)AY g
Ir(s)] = pw— (1 e ) ’Ul(p)‘ < py— <1 e )KU
<Kg,

=30 < K, <wo: |r(s)| < K,.

In view of Definition [5.21} it is thus clear that b, = 1 is an upper barrier function. In line with
Rieder| (1988) we further define the set

By, :={f: S — R: f measurable, f(s) < cby(s) forall s€ S, forone ce R.} < {f: S — R}

and the weighted sup norm

—O)]
Hf”bu T Sug bu(s)

se

which turns in our setting (b, = 1) to the usual sup norm
[£1y, = sup | f(s)] = [ £l -
seS
Then By, becomes
By, = {f: S —>R: f measurable, ||f+HOO <}, (5.70)

where f denotes the positive part of f. Hence B}, denotes the measurable functions mapping from
S to R that have an upper bound.

In addition, the boundedness of U;(p) not only implies boundedness of r(s) but also of
J(a(s);s, cﬁb“ﬁer)) and V(s) in Problem (/5.60]), since
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lZJ

$(i+1)

c

T (als)s s, e )|

()x;c-‘rﬂ u— T)Ul( ((z)))du]

$(i+1) $(i+1)

[00]
—(Az+8)(u— T)du] — KUI ZJ e~ Qe tB)(u=T) g,

U=00
u=T

< Kg E[ZJ

K J )\er/B)(u T)du _ KU [
1

(%)
o +8)(u-T)

_()‘x + ﬁ)

:Ax+6

=I0<Ks<w: ‘J(G(S); s, el < K

which leads to

[V(s)| = | sup j(a(s);s,cgbuffer)) Aﬁ:nite ax J(a(s); s (buffer))
a(s)eA a(s)eA
< . (buffer)
;&?‘gj& :7(CL(S),S7CC )‘ < I(n?'e}XKj Kj

<KJ
=310< Ky <o0: ’V(S)‘ < Ky.

In line with these observations, we define the set X;, < By, to contain bounded functions only:

Xy, ={f:S5 —>R: fmeasurable, |f|, < o}. (5.71)

From the above calculations it clearly follows V(s) € X3, as well as J(a(s); s, cl(;buger)) € X, for all

a(s) € A. We now show that the Bellman operator I' is a contraction mapping on Xj, equipped
with the sup norm d = ||, i.e. on the metric space (Xs,,d).

Theorem 5.23. Let Assumptions and [5.1]] be fulfilled. Then, T is a contraction mapping on
Xy, with modulus 3 € (0,1).

Proof. Notice that I' clearly maps from X, to X;,, because for any arbitrary f e X;,, with
|f(s)] < Ky for some 0 < Ky < o0, there exists 0 < Kty < o0 such that [(I'f) (s)] < Ky for

' )
I

(Tf) (s)] =

/() + B sup {E [f(TB<s,a<s>,Z>>

a(s)eA

A finite

r(s) + B {E [f(TB<s,a<s>,Z>>
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<K,

< |r(s)] +8 max {E {f(TB(S,a(s),Z)) s] } < Kry
—— a(s)eA },{
<Kj

for every constant 0 < Kps < oo with Kty > K, + K. Consequently, I'f € Xj,,. We further prove
the claim that d(T'f,Tg) < B-d(f,g) for all f,ge X;,. We deduce

d(l'f,I'g) = |[Tf —Tglw = Sup [(Tf —=Tg) ()]

:i‘éé’{
ol

(6) 43 sup {B [f<TB<s,a<s>,z>>

a(s)eA

~r5)-5 sup {E [g<TB<s,a<s>, 7))

a(s)eA

_3 sup{ sup {5 | 5(Tats.a(s). 20)s | } = swp {2 ]a(Tiats.ats). 20)s }|}
seS | |a(s)eA a(s)eA
Aﬁ:niteﬁsup{ max {E [f(TB(s,a(s),Z)) s]} — max {E {g(TB(s,a(s),Z)) SM}
seS |a(s)eA a(s)eA
Denote af(s) == arg max,5ea E {f(TB(s, a(s), Z)) si the corresponding maximisator. For the func-

tion inside the first supremum we use the following inequality, where we assume w.l.o.g. that

wxen {B | 1(Tia(s.a(6).2)|s| | = maxagoen {E | o(Tas.ate). 20|}

} ~ max {E [9<TB<s,a<s>,Z>>

a(s)eA

max {IE [f(TB(s, a(s), 2))

a(s)eA

~—

o}
=0
- s {E | rTa(o,a9). 20)s |} - max {&|o(Tuts. a0, 2))s] |

a(s)eA a(s)eA
il

=E {f(TB(s,af(S)a Z))

o| - mas {2 [oT(e.a06). 20

"

>E [g(TB(Sﬂf(S)’Z))

|

<E [f<TB<s,af<s>, 7))

] ) {g(TB(s, af(s),2))

=E {f(TB(s,af(s), Z)) —g9(Tp(s,af(s), Z))

Inserting this back, gives

aes.ro o |

seS

max {E {f(TB(s,a(s),Z))

a(s)eA
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<38u£3 E | f(Ts(s,ar(s),2)) — 9(T(s,az(s), Z)) |s
se ~- ~
<supges [f(s)—g(s)]

< Bitelg [(f(s) = g(s)| = BIf = gllo

which was to be shown. O

We now come to the main result in [Rieder| (1988]) about existence of a unique fixed point of I" and
optimality of the stationary policy. We copy the theorem and omit the unnecessary conditions (due
to by = 1).

Theorem 5.24 (Rieder| (1988), Satz 1.5). Let (X,d) be a non-empty complete metric space with
X c By, and let the following hold:

1. For all f € X there exists a mazximisator ay of f.

2. ' is a contraction on X.

3. 0eX.
Then the following claims hold true:

a) Ve X, TV =V and V is the unique fixed point of ' in X.

b) The stationary policy (ay)® is the optimal solution to the infinite-horizon discrete-time opti-

mization problem.

Using this result, we infer the following outcome:

Theorem 5.25. Let Assumptions and hold true. Further, let X = X,, and d be the
uniform metric. Then the value function V is the unique fized point of I' in X and the stationary
policy (ay)® is the optimal solution to the infinite-horizon discrete-time optimization problem.

Proof. We prove that the conditions 1.-3. in Theorem are fulfilled on (X,d). Hence, the
conclusions a) and b) in Theorem hold true and the statement in Theorem is verified.

Let Assumptions and be satisfied and let X = X}, and d be the uniform metric. First,
(X,d) is clearly non-empty and also complete as every Cauchy sequence converges within X. We
prove 1.-3.:

1. For all f € X there exists a maximisator a; of f:

It was already shown below Definition that the maximisator a; for every f e Xj, exists
due to A being finite according to Assumption [5.14]

2. I' is a contraction on X:

This was proven in Theorem [5.23]
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3. 0e X:
The zero function clearly satisfies 0 € X = X3, .

O]

From Theorem we infer that, under Assumptions [5.12] and [5.14] there exists a fixed point of
I' in X3, and if one can find a fixed point of I' in Xbu, this ﬁxed point is unique and coincides
with the value function V. Moreover, the stationary policy (ay)® is the optimal solution to the
infinite-horizon discrete-time optimization problem.

Remark 5.26. In Assumption it was assumed that A consists of finite elements only. A
generalization to a continuous set A is generally possible if the requirements by |Rieden (1988),
summarized in Theorem are fulfilled. In detail, a suitable set Xy, (class of functions) has to
exist such that there is a mazimisator ay of f for all f € Xy, according to Deﬁm’tion with T’
mapping from X, to Xy, .

In view of the policy function iteration algorithm in Section [5.2.3.3] it remains to show that this
algorithm indeed converges to a fixed point V@) Y with corresponding optimal stationary policy

a®) — (ay)”

Santos and Rust| (2004) explain that the policy function iteration algorithm as presented in Section
can be shown to generate a sequence with V01 > V(@ under fairly general conditions. In
our setup where the state space S and the values for the risk driver Z come from finite sets or
grids (cf. Section , we have the following general monotonicity result for the iterated value
function:

Theorem 5.27 (Monotonicity of V")), The iteration in the policy function algorithm (cf. Section

leads to a monotone increasing sequence (V(i))izo 19"

VrD(g) —vi)(s) > 0.

Proof. First, we have
VD (sy — v (s)
(5-63): policyivaluation step (Ins (e tB)A qQ( z+1)( ))) -1 r(S) B V(i)(S)
= (ny = e O 39Q(5))) T [1(8) — (Lg — e O 20Q(a)(5))) VI (5)

= (Ins = e O 29QE(5))) T (1(8) + P I3gQal D ($)VO(5) — VI (5))

(5.67): policy improvement step -1
G2 potiev (Ins = e O 24Qa+1(s)))

(g, () + O 20Qaa(s)VI(S) | - 10(s)).

)eGrid(a)

For the second term we observe
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a(S)Iélgr}i{d(a){ r(8) + e~ tDRQ(a(S))V )(S)}—V(i)(s)

> {1(8) + e Ot D29Q(a () V0 (5) | — i) B polir aetuation s 1,60 g) _yii(s) — o,
Hence every entry in the second term is non-negative. The same holds for the first term by the

following argument: First, it is (I, — H) " = Y, H* = I, + 37, H for any matrix H € R"*"
such that the power series ZZO=1 H* converges due to

ZHk ZH’“ iH’“:In:(In—H)(In—H)_l.
k=1

According to [Young| (1981), the matrix power series Y77 | H* (also called “Neumann series”) con-
verges if for every eigenvalue A(H) of the matrix H it holds |A(H)| < 1, i.e. max [\(H)| < 1.

Set G := qQ(a*1(8)) and H := e~ A++AAG. The matrix G is a (row) stochastic matrix (all rows
sum up to one and all entries are non-negative) in line with Definition since it represents the

transition matrix that contains the transition probabilities from one state to another as entries.
With

Gz = NQ)z < Hz = AN(H)z, MH) = e QTAA\(@),
it follows that A\(G) is an eigenvalue to matrix G if and only if A(H) = e~ (P++AAN(G) is an

eigenvalue to matrix H. From Theorem it follows that max |A\(G)| = 1 as G is a stochastic
matrix. Thus,

max [A\(H)| = max |e—(>\x+ﬁ)A)\(G)| — o QatBA oy ING)| = o~ QatBA
=1
We conclude that

(Ins =~ tBA 0 (D) (S)) _ i ( Qe +B)A 00 (a (”1)(5)))

k

where all entries of I, and ( Qe tD)2Q(al V(S )))k are non-negative since e~ (A++8A > (0 and
= ¢Q(al*V(8)) = 0 is a stochastic matrix.

In summary, we multiply a matrix of non-negative entries (first term) with a vector of non-negative
entries (second term) and therefore finally receive a vector of non-negative entries which implies
monotonicity in the value function:

V() —vi(g) > 0.

O]

In view of Theorem [5.27], that tells that the iterated value function does not cycle, we conclude the
following:

Theorem 5.28 (Convergence of the policy function iteration algorithm). Let us consider a finite
state space Grid(S) and a finite action space Grid(a). Then the policy function iteration algorithm
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converges to the true fized point for the contraction I', which is the optimal value function V of the

problem, within a finite number of iteration

The argument is clear due to monotonicity

steps.

in Theorem [5.27 and the finite cardinality of the state

and action space, see also |[Santos and Rust| (2004). Further readings on convergence results can also

be found in [Puterman and Brumelle| (1979

and Puterman (1981). In summary, we have proven

that, under Assumptions [5.12] and our problem admits a unique fixed point solution and
our presented algorithm in Section [5.2.3.3] converges to this solution. This finishes the theoretical

foundation section.



6 Conclusion

In the context of utility maximization we studied three improvements of current models in the
academic literature and determined the optimal investment strategies. In all proposed frameworks
we aimed to model the pension fund investor’s behavior and preferences towards risk in a more
realistic way and by this targeted to create meaningful benefits for investors. Here come some
chapter-specific conclusions and comments on possible future research:

Chapter [3] dealt with optimal portfolio choice for a pension fund investor within the behavioral
finance concept of Cumulative Prospect Theory, and therefore considered an S-shaped utility func-
tion and investor-specific distortions on the probabilities in modeling investor’s risk preferences and
views. The general solution for both a utility function with arbitrary positive and not necessarily
infinite derivative at the reference wealth as well as HARA utility function in particular was derived,
for well-funded as well as underfunded pension funds. Sufficient conditions for well-posedness of the
optimization problem and conditions for obtaining a closed-form solution when considering HARA
utility function were provided. Moreover, a suitable probability distortion function family was
shown to satisfy the imposed conditions. This work therefore extended existing results for special
utility and probability distortion functions and significantly widened the class of utility functions
which can be applied by investors such that closed-form solutions, together with the analytical
expression of the optimal investment strategy, are achieved. Moreover, the novel application of the
HARA utility in the behavioral S-shaped utility model allowed for modeling a utility function which
can admit an increasing, constant or decreasing relative risk aversion representation. It turned out
that the solution for HARA utility involves a higher complexity via a constraint in form of a non-
linear equation (see introduced 2). This complicated not only the proof of optimality, but also led
to a structural break in the final optimal terminal wealth solution compared to the CRRA case.
Whereas a sufficiently wealthy investor applying CRRA will always remain above the pre-specified
benchmark B at the end of the investment period, a sufficiently wealthy investor applying HARA
can either end above B with a high probability or end at B with a small probability. There is
a one-to-one relationship between the probability of ending at B and 2. It can be observed that
for instance the probability distortion function on the gains has an impact on the value of Z and
thus on the probability of ending at B. When the gains distortion underestimates probabilities
of small gains and overestimates the probabilities of large gains, i.e. when the investor’s view on
future returns is optimistic, then the value for 2 increases and so does the probability of ending at
B because the investor bets more on increasing stock prices, and vice versa. The numerical case
study finally showed and visualized that the considered model and model parameters can lead to
a suitable optimal investment strategy and thus an improvement of the CRRA utility model. In
addition, CPT can help to explain mispricing of share prices, the creation of bubbles in financial
markets or situations of underinvestments in risky assets. Possible future research could deal with
exploring further utility or probability distortion functions beyond our framework, or the integration
of a suitable contribution inflow process to the pension fund.

Chapter [4] studied the optimal quantitative and dynamic consumption and investment strategies
for a pension fund investor under age-dependent risk preferences (coefficient of risk aversion b(t)
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and preference between consumption and terminal wealth a(¢)). The findings demonstrated that
strategies applied for life-cycle pension funds or pension insurance could significantly be improved by
taking age-dependent risk preferences into account. For this reason, our work combined the elements
terminal wealth with a minimum level and consumption under time-varying risk preferences and
minimum level of consumption into a dynamic life-cycle consumption-investment model. A sound
economic understanding of the model parts was provided. In Section[4.2]the corresponding portfolio
optimization problem was solved analytically with a separation approach which allowed to solve
the consumption and the terminal wealth part of the original consumption-investment problem
separately. The formulas showed that age-depending risk preferences in combination with terminal
wealth considerations and minimum levels for consumption and wealth have a significant impact on
the optimal controls. Section investigated the optimal controls and provided a comparison with
already existing and solved benchmark models. The analysis was divided into two parts. In the
first part the risk preferences were calibrated towards given realistic curves for consumption and
investment. The result emphasized that only our proposed flexible model, in comparison with the
other considered benchmark models, provides an adequate fit of the agent’s behavior. We draw the
conclusion that time-varying preferences (risk aversion b(¢) and preference between consumption
and terminal wealth a(t)) are necessary to provide a sufficient degree of flexibility to accurately fit
the two control variables consumption and investment. The very same result was obtained when
time-dependent preference functions were considered, but the consumption and wealth floors were
omitted. The second part focused on the behavior analysis of the optimal consumption, investment
and wealth under a positive and negative market environment. Future research on this topic could
deal with generalizations of the dynamic life-cycle model. For instance, investment constraints could
be included to make the whole setup more applicable as budgets in practice are commonly exposed
to constraints on allocation or risk. Furthermore, since unemployment risk and uncertain future
income are essential for individuals, those risks and impacts on the optimal controls and wealth
process could be further explored. Finally, including mortality and a life insurance product into the
model could help people in determining their optimal individual life insurance investment embedded
in a more realistic, flexible framework.

Chapter [5| studied a possible implementation of the innovative pension plan known as “Nahles-
Rente”. We transferred the product rules into a mathematical model and solved the resulting
portfolio selection problem in closed-form (Accumulation phase in Section and via the discrete-
time Bellman equation (Decumulation phase in Section . We draw the following conclusions:

Section[5.1] proposed a suitable wealth-dependent buffer rate process and provided analytical closed-
form solutions for the complex optimization problem that corresponds to the accumulation phase
of a new German pension product. We demonstrated that the solution can be implemented and
reasonable results can be achieved. Moreover, a numerical analysis showed that the optimal policy
indeed provides beneficial characteristics such as a smoothing mechanism of the reported wealth
process and an increase in the Sharpe Ratio. In summary, it was shown that the optimal reported
portfolio with buffer provides a smoothed evolution compared to optimal portfolios without a buffer
rule. Furthermore, although the smoothing mechanism lowered the downside risk and the volatility
of the wealth, it did not much lower the upside potential. Hence, we proposed a buffer rule that is
beneficial to clients seeking for pension products with a more stable reported wealth development,
and further contributed in finding the optimal controls and wealths in closed-form such that it
could be implemented in practice. Finally, we provided a reasonable setting where the terminal
buffer balance remains always non-negative. Future research could address and study this desirable
characteristic in multiple directions such as elaborating on other parameterizations for B(t) and F,
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different to Assumption [5.6] or settings that allow for r # 0.

Section modeled the complex mechanism of the product with ingredients buffer balance and
pension adjustments in the post-retirement phase. In particular we proposed a special buffer rule.
The resulting optimization problem with finite-horizon was solved via Bellman’s equation. The
stationary asset allocation solution approach to the infinite-horizon problem further provided an
elegant approximate solution to the problem. Therein, we introduced an efficient policy function
iteration algorithm that converged to the unique stationary solution. A case study showed several
meaningful benefits to customers. The following conclusions apply in the scope of the tested buffer
parameters: First, a more pronounced buffer parameter can significantly improve the probabilities
of interest (pension shortenings and pension level evolution). Furthermore, the higher the buffer
parameter, the more the downside risk was limited while even the upside potential was enhanced,
both relative to the initial pension. Of course, these benefits came at the cost of an initially
smaller pension payment. In summary, there was a tradeoff between relative outperformance (more
pronounced buffer) and initial pension level (less pronounced buffer).

Overall, we detected that our proposed model leads to a sophisticated optimal dynamic asset alloca-
tion policy that is performance seeking while reducing downside risks and improving the probabilities
of interest; hence provides remarkable and meaningful benefits to clients. Possible future research
studies on “Nahles-Rente” pension products could generally elaborate on alternative buffer pro-
cesses inside the accumulation and the decumulation phase or consider a more advanced mortality
model with a mortality rate that is exposed to (unexpected) shocks such as the paper by Escobar
et al.| (2016) which studies a mortality model with mortality improvement ratio in the framework
of pricing variable annuities with guaranteed minimum repayments. Furthermore, future research
could deal with the design, the modeling and the optimal management of a pension fund plan that
belongs to an entire collective of investors, where the wealth is managed identically for all clients
instead of a cohort-specific treatment.

In summary, in all of the three Chapters we derived the optimal asset allocation policy and
illustrated that the application can lead to meaningful benefits for pension fund investors.






A Appendix to Chapter 3

A.1 Proof of Main Results

Proof of Theorem|[3.5. Cases [I] and 2] are clear, we prove For this sake, let us consider the
following Choquet maximization problem:

sup J+ (X)
X

To(X) = 7wy (BUL(X) > y))dy, (A1)

subject to -
E[ZX]=a>0, X > 0.

Applying a quantile transformation and using the Lagrange method to remove the budget constraint
according to Jin and Zhou| (2008]), Problem (A.1)) can be transformed into the following problem on
the quantile, for given A € R:

sup T 9)

Mg) =E|U, (9(2)w!, (1= 2) = Ag(Z)F;* (1 - Z (A-2)
abject 1o {720 =E U+ (2w (1= 2) = xg(@)F; (1= 2)].
geTl ={g:[0,1) > R* non-decreasing, left-continuous, with g(0) = 0}.

Here Z := 1 — F3(Z) ~ U(0,1), and T is the set of quantile functions of all the non-negative random
variables. Let us ignore the implicit and complex constraint g € I" in the first step. For each fixed
z € (0,1) we maximize

Us(g(2))w', (1 = 2) = Ag(2)F; ' (1 = 2)
over g(z) € RT. We can make two observations:
First, maximizing U, (g9(z))w’, (1 — z) — )\g(z)FZ_I(l — z) over g(z) is equivalent with maximizing

Us(g(2)) — g(z))\% over g(z) since w’, (1 — z) > 0 Vz € (0,1) is independent of g.
+

FZla-
Second, the term )\% is non-increasing in z by Assumption Further, due to Assumption
+
.2}, it is a continuous function in z for z € (0,1) mapping to (0,o0) hence there is at least one
3.2 it i ti function i f 0,1 ing to (0 h there is at least

F;'(1-2
2 =2(\) € (0,1) such that )\% = U’ (0+). Then, by monotonicity and continuity, we have

F;l1(1-2)
ﬁ < U;(O-f-), for z € (Z, ].),
FZl(1—2)
ﬁ > U_/,'_(O—F), fOI‘ z € (O,Z] .
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Let us consider the appearing two cases z € (£,1) and z € (0, 2] separately.

F ' (1-2)
w’ (1-2)

1. ze(3,1) = A < UL (0+):

The zero first derivative condition leads to

, FZl1-2)
U+(g(z)) = A ’LUZ/Jr(l _ Z)

,(1-2)

Since 0 < /\I;Z,(ﬁ < UL (0+), (UL)7! is well-defined and we can solve for g(z). As long
+
)

F
as (U,)71(z) and -5 are non-increasing in z € [0,1), then g(z) is non-decreasing in

w! (1-2)
z € (2,1). Moreover, g(2) =0, g(z) > 0 and thus g solves Problem ({A.2]).
—1 s
2. 2e(0,2] & 222 Sy (04):

wh (1-2) =

In this case we have

FZTl(l —z) ,
Us(9(2)) = 9(D)AZ———— < U4 (9(2)) — 9(2)UL(0+),
w) (1-2)

since g(z) = 0. The right hand side is maximal when U’ (g(z)) — U’ (0+) < 0 which is only
1 s

the case when g(z) = 0. As for g(z) = 0 it is U4 (g(2)) — g(z))\% =0, g(z) = 0 solves
+

w
Problem (A.2) for z € (0, 2].
Hence, the optimal quantile function g* to Problem (A.2)) is given by

0, z € [0,
FZ-1(1—2)

o) (Am> , z€(%1),

™
e

9

9" (2) =
where A > 0 satisfies
E [g*(Z)Fz_l(l - Z)] —a

and 2 € (0,1) such that

FZ1(1-2)
AL = =U,(0+).
wg_(l _ Z) +( )

After some transformation, Appendix C in Jin and Zhou| (2008) now tells that X* = ¢*(Z) is optimal
to Problem (A.1)). Inserting Z = 1 — F;(Z) leads to

X =x*\)=U)! <)\ (A.3)

z
———— | 15_ 5
w;<F2<Z>>> Zry 09

being an optimal solution for Problem (A.1) if E [U+ <(Ujr)_1 (%)) w;(FZ(Z))} <
UJ+ A
VY1 > 0. XA > 0 is the one satisfying IE[ZX *] = a = 0. In addition, the form of X* directly implies
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P(X*=0)=P(Z>F;'(1-2)=1-P(Z<F;'(1-2)) =1-Fz(F;'(1-2))
=1-(1-%)=3%.

We now turn to Problem (P.). Let ¢ >0 (the case ¢ =0 is clear), A= {w:Z < ¢}, and de-
fine wy(x) == wy(xP(A))/wi(P(A)), x €[0,1]. wy is strictly increasing and differentiable with
wA(0) =0 and wa(l) = 1. For any feasible X to Problem (P.)) and y > 0 it is

s (UL (X) > 1)) = wy (BU+ (X) > gl AVB(A)) = wy (B(A)waB(U (X) > y|A)
Next, we study Problem in the space (2 N A, F n A,P4 :=P(-|A)):
sup J+(Y)

subject o 4 7+(¥) = 0 (B(A) {7 waPaU+(Y) > y)dy, (A4)
EA[ZY] = vy /P(A) >0, Y = 0.
By following the analogous steps in [Jin and Zhou (2008) on pp. 401-402 and applying Eq. (A.3),

we can conclude that the optimal solution for (A.4)) is given by
A

Y* = (U 1()\~>]l~ - :

( +) ’IUA(FA(Z)) ZSFAl(lfz)

for some A > 0 (Lagrange multiplier of corresponding problem), where Fj(x) := P4(Z < z), z > 0.

Defining \ := %5\ > 0 and observing that P(4) = P(Z < ¢) = Fj(c), we obtain the optimality

of X* :=Y*1._ in view of the relation between Problem (A.4) and Problem (P_.|) with then
+ Z<c

- Z
*® *q _ 7 \—1 - _ =
Xi=Y ]lZ@ = (U+) (Aw/A(FA(Z))> ]lZgF;l(l—z)]lch

VA
= (U™ (A= ) L zcminger- -
() ( w&(Fz(Z))> Z<min{e,F7 (Fz(c)(1-2))}

By monotonicity of FZ_1 and due to 2 € (0, 1), we have

Z
X* = (U')™t ()\~>]l~ - S
+ ( +) U)g_<FZ*(Z)) Z<FZ N (Fy(c)(1-2))

Finally, the optimal value, i.e. objective functional, of Problem (P.|) can be calculated via

Ep, []=E[]4] = EIP[,'(%] for P(A) > 0 as follows:

Vil(e,vy) = wi(P(A)Ep, [Ur(Y*)Wy(Fa(Z))] = wi(P(A)E [UL(Y*)w'y(Fa(Z))|A]
-F [U+(Y*)w'+(Fz(Z))ﬂZ<c]

which completes the proof. O
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Proof of Lemma[3.7. First, recall Assumption

E {m ((Ui)‘1 (@)) w;(FZ<Z>>] < o0, V> 0.

Inserting HARA utility Uy leads to

E [U+ <(U’+)1 <w’+(;j(2))>> WQ(FZ(Z))}

nZ T—bp
1— o (F (2 N
=E| U, bit +(Fz(7) —dp | | (F3(2))
ayg ag
b
_1- bHalinE ( nZ ) a W' (F(2)) | — L= 0t g | (F4(2))
by M w', (F3(Z)) Tz by H ;,ZO_,
>

. “Toog
Therefore, under HARA utility it is sufficient that E [Z <Z(Z))) H] < o0.

w! (Fg

Second, Assumption is automatically satisfied under Assumption when applying HARA
utility. Recall Assumption [3.3|[3}

There exists z € (0,1) with f(z) = 0 for any arbitrary a > 0 and 0 < ¢ < 00, where f: (0,1) — R is
defined by

w (1 —2)

2z f(2) = Mz) — Uﬁr(m’)m,
Z

. . 5 _ \=2)Z
with A(z) = 0 solving E [Z(Uﬁr) ! <w,+(§jz)(2))> ﬂngzl(FZ(c)(l_Z))] = a.
To prove this claim, we insert HARA utility in the budget equation and solve for A(z), which yields

—(1-bm)

1-by ~
a+ a dHE ZﬂZ\FTI Fz(e)(1—z
AMz)=(1— bH)lfbH by H [ SEL(Fz (o) ))]

% - . =
ElZ <w'+(FZ~(Z))> ﬂZngl(Fz(C)(H))
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Thus
—(1-bm)
1-by ~
a + 2 dygE Z]1Z~\F71F N(1—z
F(2) = (1 byt gl H [ ARG >>]
> Z . A5
E[Z <w;(F2<Z>>> 12<F~1<F2(c><1—z>>] (A.5)
—(1=bx) w' (1 —=z)
Foo(1-2)

We now show that there exists z € (0,1) such that f(z) = 0 for general probability distortion
function w, satisfying Assumption First, f is continuous. Next, the limits are

—(1-bm)
1-b S
lim f(z) = (1—bg)" " ¥ O oy i [Z?Z@] e (0, 0],
2N\0 el 7 b —1
z <w;<Fz(2>)> 12<
ll/m1 f(z) = — .

In summary, we have that f is continuous with f(0+) > 0 and f(1—) < 0. Hence, there exists
z € (0,1) such that f(z) = 0. O

Proof of Theorem[3.§ [I} For the value function, HARA utility implies

Vi(e,vy)
1-b 5o
el vy + aHH dyE [Z]IZ<FZ‘1(FZ(C)(1—2))]
= +

E[Z(Z 1 ] <w;<i<2>>) e
W (F, ~H(Fy

X wﬁr(FZ(Z))]lzgp—l(FZ(c)u—z))

Z

bH ~ bH
by @ 1—byg ~
1-b
VA T1obg "
“\F7 <w’+(F~(Z))> Lz<r; (Fy0(1-2)
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Since

v (E[Z]I‘Z“]> w-(1- Fy(0))

abH
= k(1 —by)'~ou -t

V+ — Vo +1—bH
by

by
E[Z1;.])  an dH] w-(1 = Fz(e)

1—-0b
P b (1 - Fy(e)),

—ky_

the total objective function Y(c, v, ) is then

bH bH
- 1—byg ~
Yeve) = (1= bn)! Hi <v+ T duk [Z]IZSle(Fz“(C)(l—é))D

Z
1-b al}f Uy — 0 1—by b
— k‘H_(l — bH) TUH AL [ = + dH} w,(l — FZ(C))

Z
* 7 \—1
X =(Uy) (/\w;(ﬂ(Z))) 1z<r; ' (Fy00-2)
by 1 7z S tw 1—)
1—b — H
i [ubH)aH e <w'+(F2(Z))> " e | Maery m00-9)

The budget constraint gives
Vy = E [ZX:F]
— _ ~°H 1-b -
= (I =bm)ay ™A HEZ (w;(F Z ) 12<Ff1(FZ(c)(1—2))

1—by
ag

duE [Z ]12<F;<Fz<c><1—2>>] :

Solving for A and plugging into the formula for X7 in turn yields
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1-b 7
U+ + aHHdHE [Z12<F§1(F2(C)(1—2))j|

( Z > I=byg

X* =

el T, Wl (F(2)
W' (F4(Z)) Z<F; ' (Fz(c)(1-2))

1—by

aH

A | Lzept(py00-2)

Given the optimal pair (c¢*, v’ ) to Problem , the optimal terminal wealth to Problem under
HARA utility then is

* * [ Kk * vy —
X = X3 ) e — bt

Proof of Lemma[3.9 In accordance with Theorem the objective function of Problem sat-

isfies

bH bH
1-b ~
V(e,vp) < (1 — byy)!—bm S (v+ + HdHE[Z]>

bu ayg
R 1—by
7 T—bg
x |E Z( . ) <1, — k(1 —bp)tbu
[ w' (Fz(Z)) s
bH bH
- 1—b
xaH( U — Y% ) w_(1—Fy(c) + kg ——2db¥
n \E[Z13. ] b
b 1-b
=(1- bH)l_bHaivH(c, vy) + kg Hdl}}f )
bH bH

Therefore, Problem (P*) is well-posed, i.e. it holds sup — V(c,vy) < oo, if we have
SUD 50,4, >0 vi(e,v4) < 00, and thus Problem is also well-posed. O
=U, =V

Proof of Theorem[3.10 [1} Let vy = 0 and inf.~o kg (c) = 1.

Define 0(c) .= E [Z <W> o 1Z<C] >0 and §:= =2 dyE[Z]. It holds 0 <§ < oo and

Z aH

(c) increases in c. Then
vrr(e,vs) = 0(c)ln [(v+ +6) — ky(c) (vy — vo)bH] .

We consider the problem max,s, f(z) where f(z) := (x + 0) —k (z —vp)*" and k > 0 fixed.
Since f'(x) = by [(I + 6 ke (x - vo)bel], we conclude that:
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(a) I & < 1, then f(z) = 2% [ (14 8)" — k(1 - 2)" | — o as & — o0, which implies that
SUD,y, f(7) = 0.
(b) If k > 1, then f’(x) < 0 V& > vy. The argument behind is the following:
@) <0 by (@ +8)" ™ — k(e —w) | <0
= ) <k — )t T o 5> kT (2 — )

s (1 - kiliH) > — <5 + kilflevo) )
1
If k>1,then 1 —k -*a > 0 and therefore

N S
0+ k 't

flx) <0 2> - ;
1—k Ttn

1
e T10 o
Since in this case —E % <0 it is f/(z) <0 Vo = vy = 0.
1-k '=tH

If k =1, then f(2) <0 ©2x+d>2—vy < § = —vy. Since § >0 and —vy <0 it
holds § = —vp and thus f'(z) < 0 Va > vg. In summary, z* = vy is therefore optimal for the
problem max,s., f(z) with optimal value f(z*) = f(vo) = (vo + 0)°.

When inf.~okg(c) > 1 this corresponds to the latter case above where k > 1. Note vg = vg > 0.
We conclude

sup  vir(e,vy) = sup 3 6(c)' " sup {(vy + )" — ki (e) (o4 —v0) }

c=0,v4=v0 c=0 V4 =V0

=(vp+6)PH Ve
A ti
— (v + 6)" ooy b ML B

In total we have SupP >, >, V1 (¢, v+) < 0 and Lemma tells that Problem is well-posed.
Let v9 < 0 and inf.~q kg (c) > 1.

We consider the problem max,=q f(z) where f(xz) :== (x + 6)"" — k (# — v9)" and k > 0 fixed. Then
the first derivative of f is f'(z) = by [(ac + ) ke (z — Uo)bH_l]. Let k > 1, then there are the
following two cases:

(a) k< (=)'

1
- 1 _
This implies —M > Obecause k >landd +k '“tHyy <0 & k< (—%0)1 °H Ana-
1—k 1-bpy

logically to the case k > 1 in the proof of Theorem we have
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1
_O0+k 1-by Vo

>0, z< — 0,

1—k l;bH

’ _ S+k 1-bH
filx)=X=0, x=-—-2 7%

1—k 1=bH

“1-b

< 0’ T > _wiflvo .

\ 1—k 1-bpy

T : - .
— 9tk " 5 the only maximimum point for the problem max,>q f(z)
1—k 1-bpy

when k < (—%O)I_bH with optimal value

7ﬁ 1 1-by
fat) =1 (—51*:“> == (P 1) (o0

Consequently, z* =

B ()

1
Then analogically —M < 0 which implies f/(z) < 0 Vz > 0. Moreover, f'(0) = 0 when
1-k tH

k= (—%0)ka and f’(0) < 0 when k > (—%O)ka. Consequently, z* = 0 is the only maxi-
mizer of the problem max,>g f(z) when k> (—%0)1_17H with optimal value
F(a) = 1(0) = 8" — k (~vp)"™.

Bringing both cases together we conclude that the unique maximum point of problem max,>¢ f(x)

is given by z* = max{

1
5+k 1-PH Vo
R 0

} with corresponding optimal value
1-k =bm

f(@*) = (z* + 6 — k (z* — vy’

f=2

1-b
~ (b 1) (o), k< (-

5o — ks (—ug)?H k> (—)t

When inf.~o kg (c) > 1, note vy = 0, we conclude for problem SUD(>0.4, >0 VH (C; V)

(a)

sup  vir(c,vs) = sup{mc)l—bff sup { vy + )" — ki (e) (v —vo>bH}} .

c=0,04 >0 c=0 v4 20

kr(c) < (—2)' 7",

When 1 < kg(c) < (—%0)1_17H then it is —vp > 0 and thus — (6 + vg) > 0. It follows

sup {(v+ + O~ k(e (vs — vo)bH} S (kH(c)ﬁ _ 1)14"[ (— (vo + 8))?" < 0.

U+20
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(b) kH(C) > (*%To)l_bH:

It follows

sup { (vy +0)"" = kar(c) (v = v0)" } = 87 — ki (c) (o) < "

'U+20
In summary, the above yields

sup vy (e,vy) < 6°H sup {H(C)lfbH} L) S 0.
c20,v4 20 c20

In total we have Sup.s 4, >u, vH (¢, v+) < 00 and Lemmatells that Problem ([P) is well-posed. [

Proof of Theorem[3.13. For clarity purposes, this proof consists of three parts, labeled: Lemma

Lemma and Lemma The first lemma, is about monotonicity relations between
A, 2, cand vy.

Lemma A.1.

1.

A < Z )/ d.e Zisincreasing in A.

2. Let ¢ be fized.

vy N\ = A, 2, i.e X\ and?Z are decreasing in vy.

3. Let vy be fized.

c,/ = X Z,/ ,ie Aand?Z are increasing in c.

Proof of Lemma[A.1l The important equations here are the budget equation and the relation be-
tween A >0 and 0 < 2 < 1:

~ Z
EZU’—1<A~ >1~ s }: ,
[ ( +) wg_(FZ(Z)) Zéle((l—z)FZ(c)) U+
FZH1-32)
Z _7r
A A U, (0+) > 0.

Moreover, recall that under Assumption F Y(y)/w'.(y) is non-decreasing in y, thus the term
F7l(1-2
% is non-increasing in 2.

1. Z is increasing in A:

F;l1-z2 Fl(1—3
Since )\% = U/, (0+) is a positive constant, when A increases then the expression %
has to decrease, thus Z has to increase.
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2. Let ¢ be fized. \ and Z are decreasing in v, :

Note that (U, )71(z) is decreasing in . The left side of the first equation is therefore decreasing
in A and in Z, all other variables fixed. Therefore, when v, increases, then A and 2, as both
are interconnected, have to decrease.

3. Let vy be fizred. \ and Z are increasing in c:

Let vy be fixed. Note that the expectation on the left side of the first equation is increasing
in ¢, all other variables fixed. Therefore, when ¢ increases, then A and Z have to increase to
compensate the increase in the expectation through c.

O]

Before continuing with Lemmas and let us recall that in view of Theorem the problem
to be solved is

026175?{2003)(67 v+)

—  max {al (¢, 2) [(v+ Fas(e 2t — -9 b (c))bH] + a5 (¢, 2)} ,

e=0,v4 >vo ay (¢, 2)
where
1-b al}}{ 7 e o
2 _ _ —OYH - _
a1 (c,2) = (1—bn) bt E|Z (wﬁr(Fz(Z))> Lzert(Fye)(1-2)
1—by al}f ~_ bw N 1=bm
= (1—bn) bH(E[Z'L*H(HM(PE(Zﬁﬂl”fﬂZ<F5%F;@x12»]) )
. 1—by >
az(c,2) = an dgE [Z]IZ<FZ—1(FZ(C)(1—2))] )

by 03 a0 (1= F ()

as(c) = (1—bm) by (E[Zﬂz>c])bH

1—-bg

as(e) = ———=dnE[Z1z.],
. 1—b _ 1—b
as (¢, 2) = — bHHdl}f]E [w:r(ll(Z))nZsFZ*l(FZ(c)(l_z))] _ bHHdl}ka_w_(l — F;(c))
. 1- bH b I >
- A3 [B |0, (P2 () gy 12y | + Fri—o- (L= F(0))] .

Observe that:

1. aj (¢, 2) > 0 strictly increases in ¢ while it strictly decreases in 2.

[\V]
S

Ca (
. az (¢, 2) > 0 strictly increases in ¢ while it strictly decreases in 2.
3. a4 (c) > 0 strictly decreases in c.
s (

4. as (¢, 2) < 0 strictly increases in 2.
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Lemma A.2. The function

as (c)
ay (c, 2)

V(e,vq) = ay (¢, 2) [(v+ +ag (¢, 2))H — (v —vo+ aa (c))bH} + a5 (¢, 2)

is strictly decreasing in vy.

Proof of Lemma[A.2 In more detail, we show
oy oy oy 0%

m(cav+72(ca UJr)) = 6U+ (C’ U+72) +p7(cvv+72(ca UJF)ZE(C’ UJr) <0.
— . —
<0,(4) =0, (it) <0, (444)

Then the problem max (¢, v ) reduces to
c=0,v4 =v0

imax V(e vy ) = max)(c, v) .

Before proving (i), (ii), (iii), let us rewrite the original problem as follows:

c?&i};voy(c’ ’U+) - c>0,v+;1r;§,i;(:2(z,c+) y(C, U Z)
= max {m (c, %) {(u +ag (¢, 2))0H
c=0,v4=v0,2=2(c,vy)
az (c) by A
- — v + C + a5 (c, 2
2oy~ @) | rase) |
= max {h(c, vy, 2) —az (c) (vy —vo + aq (c))bH}
c=0,v4=v0,2=2(c,vy)
= max {al (Ca 2) f(cv Uy, 2) +as (Ca 2)} )
c=0,v4=v0,2=2(c,vy)
where
h(C,’(}+,2) = a1 (Ca 2) (U+ + a2 (Ca 2))bH +as (Ca 2)7
N R as (c
i) = (s +as(e2) — 21 (o iy tay (@)
ai (Ca Z)

() 22 (c,v4,2) <0

Differentiating f(c, v, 2) with respect to v, gives

(0,5 = b (0 + 0 P =

bg—1
6U+

brr (v —vo + asq (¢))

5 1-b 5 1-b
of ~ . . as(c) vy +az(c,?2) H . vitazs(c,2) a
o (c,v4+,2) <0 is equivalent to a1?Ec,2) (ertvoiM(c)) > 1. First, <v+tvo+a4(c)> >1

is ensured by vo > SUP.=0 se(0,1) {a4 (¢) — a2 (¢, £)}, with

. 1—by

ag(¢) —az(c,2) = an dyE [Z (12>c - 12<F§1(F2(c)(1—2))>]
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(i)

1- bHdHE [Z] = 1- bHdHefrT .

aH aH

<
Therefore, under Assumption [3.11}f1] it is

1-b
Lape™™ > sup  {as(c) —az(c, 2)}
aH ¢=0,2€(0,1)

Vo >

vy t+az (C»ﬁ)) ) b > 1

and consequently ( ———

Moreover, under Assumption 3.11we have inf > z¢(0,1) a3(¢) ~ 1. The reason behind is the

ai(c,2)
following inequality:

(1 N bH)l—bH abLHkH—w—(lfFZ(c))

ag(c) i (E[Z15.])""
ay (¢, 2) by . ey e
1—by a 5 Z "
(L= bn) " - <E [Z (ww») 12<F2‘1<F2<€>(1‘2’)D
minimug at 2=0 kH—w—<1 — FZ(C)) — = kH(C)

1
- b - - by —1
(E[Z1..])™" (E [Z <w+(FZZ(Z))>

Therefore inf > s¢(0,1) a5(0)

3
ai(c,2)
strictly decreasing in v, and since ai(c,2) > 0 is independent from v, the value function
Y(e, vy, 2) also strictly decreases in v .

%(07 U+, 2(67U+)) = 0:

> inf.>0 kg(c) > 1. In total we have shown f(c,vy,Z2) being

For Y(c,v4, 2) to be increasing in 2 at 2 (¢, vy ), we show h(vi,c, 2 (c,v4)) increasing in 2 at
2 (c,v4). At this point we use the budget condition to obtain an alternative representation
for 2 = 2 (c,vy):

1 bH wg_(l_é) Z by—1
BT (Fgl<1—2>w;<Fz<Z>> H tzery om0

.

w' (1 —2) i via (4.6)
+\+ +U@H ~
= +E|Z1;_,- 5
<F2 = A)) {dﬂ (=) “El Z<le<<1—z>F2<c>>H
Then
o ED wi(l-2) an du (1—bu) [~ e
R T T 1| I

We can then rewrite h by inserting the new representation for a;:
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1—-0b w (1-2) 5 ~
hic,vy, 2 (c,vy)) = HdeE [<+Z - w;(FZ(Z))> ]12<F?1((1—2)F2(c))]

wﬁr(l—é) ag l—bH b
+ — df kg_—w_(1— Fz(c)).
F (= by by ()

The last term —iﬂdl}fh{,w_(l — F5(c)) is independent of 2. Now notice that under
Assumption w4 is to satisfy the monotonicity condition, therefore, the second piece

w’ (1-2
fl( ) o —v, increases in 2. To show that
FZ (1-2) by d

w;(l — 2) ~ / 5
<1A)Z —w, (Fz(2)) 1Z<F;((1—2)F2(c))

increases in Z, we calculate its partial derivative with respect to Z independently of ¢ and v,
by applying the Leibniz integral rule (cf. Theorem ,

d w (1—-2) , .
rr (1,2_1(1_2)2— wy (F, (Z))> Z<F21((12)F2(c))]
_d F;HA=2)F3(e) [ 4 (1-2) . )
- ] [FZ;(I_A)“:_’L%(Fz(x)) dF(x)
|02 (1= £)F(0) — (L= )P40 | Fy(F; (1= F5(e)
Foo(1-2) N - 9
5 —F;(c) d w+(1 2) F;H((1-2)F3(c) dFola
B (- 2)F50) T E - 2) ) I
<0 >07 Assumption@E:E[Zﬂng L R -0
=0
if
w, (1 -2 / .
P 317 (= FA0) — (1 (e <0
for any 2, and c¢. Rewriting yields
FZ (L= 2)Fz(0)) _ w (1= 2)Fz(c))
(T I T A0

Fz_l(fﬂ) w, (x
] < 7 ,0<.’E<y<1
) wl()

and thus, when setting x := (1 — 2)F5(c) and y := 1 — 2, Eq. (A.7)) holds true.
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In summary, h increases in 2 and therefore consequently )(c, v; ) increases in 2, at 2 = 2(c, v4).

This is already shown in Lemma

In consequence, )(c, v4) strictly decreases in v, for any ¢ > 0. Since c is still a free variable, v} = vg

is optimal. Then the problem of maximizing )(c, v ) with respect to ¢ and v, reduces to

max )(c,v4) = max { max )(c, v+)} = m%(y(c, Vo),

c=0,v4 =v0 c=0 | vy=v9
with
Ve, v0) = ar (e,2) (0 + aa (e, ) + s (¢, ).
where
s (e.2) = Rl (Fy ()15 ]
5 (¢, by H +Wz Z<FZN(Fz(e)(1-2)) | -
Notice that Y_(c,vg) = 0 Ve > 0, hence Y(c,v0) = V4 (c, vo).
Lemma A.3. Y(c,vg) increases in c.
Proof of Lemma[A.3 We prove
0 0%
(?:(c, vo, 2(c,v0)) = ?C)(c, vo, 2) + %(C’ vo, 2(c, vo))a—i(c, vg) = 0.
" - ~ " R
>0,(i) >0, (i) >0, (id)

(i) Z(c,v0,2) = 0

We calculate the partial derivative

al( 2) _da
€00, 2) = —

” (e.2) (vo + a2 (c, £))""
+ay (¢, 2) by (vo + az (¢, 2))

oa oa
by—1002 . 0045
22 () + 2 (0,2)

1—by 't 1-b b 1—by b
Define the constants k1 := (1 —bg) 7 4 > 0, ko := THHdH > 0, then k1ky" = ﬁdlf.

H
By applying Leibniz integral rule we obtain the following expression for %(c, v, 2):
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b
vy + kolE - (s
(?C}(c, v0,2) = ki (1 — br) — o+ kaE [ 21 : Z\FL(FZ( -]
B |27 (W (D) T 1y 00 |
x (F7 (Fae)1 = 2)) ™ (wy (Fp(e)(1 - 5))) o
x Fy (Fél(Fz(C)(l - 2))) ((chzl(FZ(c)u - g)))
1—by

by

E [Z“’H (W (Fz(2))) ™ o Lz<rvr Z(c)(l—é)):|

vo + k2K [Z]12<F (FZ(C)(l—z))]
< B (01 = )P (5 (01 - 2) (575 (A1 - 2)
— k!, (F7 (o)1 = 2))Fp (F ' (Fz (o)1 - 2))) (;;F;wz(c)(l—f»)-

Since

it follows that

oy

%(c,vo,é) >0

b

1-bgy

ke B[ 215, ] o, (Fy (=)

With 2 := F; ' (Fz(c)(1 — 2)) > 0 and A(z) = r
(W (Fy(2)\ o6

Z

the above inequality reads
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b
by
vo/ky + E [Z]IZ<x] wh (Fz(x)\ =on
(1 — bH) . —— -
. [Z <w+(FZz'(Z))> i 12@]
1 1-by
= (W' (Fz(Z)) \ 1 tH
K [Z ( L )) 12@]
X
+ b -1=0
vo/ke + E[Z1;_] w (Fz(z))
;.
< (1—by)A(x)T™tr +byA(z) L —1>0
MO (1 by A @) T — A(z) + by > 0. (A.8)

It remains to show (A.8) Yz > 0. The proof of this inequality uses Young’s inequality, [Young
(1912), for f : Rt — R* a continuous and strictly monotone increasing function with f(0) = 0,
which states that for any 21,20 = 0

2129 < Jf da:+f 1

Taking f(z) =aP,p>0,20=1>0and p = —H —1= le > 0. Then the inequality reads

1

Vz1 = 0: (1—bH)le_bH —z1+bg =0.

The minimum of the left side is 0 and appears at z; = 1. Therefore, since A(z) = A(x,by) =0
Yz > 0, it holds

1
Ve=0:(1—byg)A(x)=u — A(z) + by =0

Moreover, notice that strict inequality holds for almost every = > 0, since

1
(1 =bg)A(x)**r — A(x) + by = 0 only appears at A(z) = 1. Therefore, one can conclude
that %—JC;(C, vg, 2) > 0 for almost every ¢ > 0.

—~
—-
—-

~—

[SYYIS5
SIS

5% (c,v0, 2(c,v0)) = 0:

As already mentioned in the proof of Lemma this holds because of the monotonicity
condition on w4 in Assumption [3.3]

(i) Z(c,v0) = O:

This follows from Lemma [A1]

In summary, it follows that (¢, v, ) strictly decreases in v4 and Y(c,vg) increases in ¢ (and strictly
increases for almost every c¢). Hence,
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_mas V(e,v.) = max {mx Ve, m} — max V(e ) = V(0. 10).

and therefore (00,v9) = (¢*,v}) = argmax > ,, >,,Y(¢, v+) is the unique optimal to Problem (P~).

The corresponding 2 (c*, vjr) is given by 2 (c*, vjr) = 2 (o0, vp).

According to Theorems and the optimal terminal wealth to Problem , when (c*,v}) are
the optimals to Problem (P*)), is given by

Z vy — v
* /7 \—1 * _ . + 0 _
X" = (U+) (A wﬁ,—(FZ(Z))> ]lZéFZ_I(FZ(C*)(l—é*)) E[Z]IZ>C*] Z>c* "
As the optimal pair is (¢*, v} ) = (%0, vp), it follows for X*
v + 1=by dyE [Z]l 5 1 s ] > =
Y ag ZgFZ (1—2(o0,v0)) A bp—1 1.
l 5 lei1 w/_i_(FZ(Z)) ZéFZ (1—2(00,1)0))
Bz <w/+(FZ~(Z))) ]lZsFZTI(lfé(oo,vo))
1—by

an dH]lZgFZfl(pz(oo,vo))a

where A(00,vg) > 0, 2(0,v9) € (0,1) satisfies E [ZX*] = vp and the relation

FZ'(1 = 2(c0, v))

— ! — de—l
w (1= 2(o0, %)) U3 (0+) = andy

/\(OO, Uo)

The optimal terminal wealth for a general reference wealth B follows similarly. Moreover, in view of
Theorem and Assumption the original terminal wealth problem (P) is well-posed. [

A.2 Proofs: A Feasible Probability Distortion Function

We start with the verification of Eq. (3.12]) and (3.13)): First, recall the definition of w(p) in (3.11)):
w(p) = (2 (27 (p) — 607))"

For the derivative we therefore infer

_1 . o5
W) = o (@ (@71() —dry))" 2O 077)
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As Fz_l(p) — ¢#2+92%7 () ig the inverse function of Fy(z) =@ (mi;;z), where in the considered

setup (r = 0) it holds p; = —rT — %022 r=0 —%a%, we further derive
<I>’1(p)502—16202~
a1l —1(p\50s— L5202 a=1 e Z
w'(p) = a(w(p) s e PTG < o (w(p) T F, (p)

ehtztoz271(p)
a—1 _ 1 A
= a(w(p) T Fj\(p)e® @rzaPhmnzmos® )

=152 o _ -
PSR () B F (p)e® P23 a o )

1

- aeg(lﬂs?) 2—(1-8)a ;2" (p) (w(p))o‘T’l FZ_I(}?)-

This represents the first part of (3.12]). The second part holds by inserting FZ(Z ) into w’'(p) and

Inz+io2

using F(x) =) (J;Z> with therefore

- InZ + 102 InZ + o
oY (Fy(2) =07 (cp (2 Z)) =—2Z

0z 0z
We obtain:
~ — > ~ a-1 ~
u!(Fy(2)) = aet 100500028 D) (i (2)) ™ B, (F5(2))
%
=7

811 ae%(1*52)0%*(1*5)02‘1’ Y(Fz(2) ((I) (q)—l(FZ(Z)) _ 50.2))0‘*1 7

n 152 ~ a—1
_ ae%(l—(s?) Z—(l—é)azl Z:; o InZ + %aé . P

O'Z z

~ a—1

_ e3(1=0%)0i—3(1-0)0% —(1-8)InZ InZ IR -

= aez(17)7z 730707 ¢ P —(6-3)0y, Z
N 2

p 9z

=76-1

ol a—1
o o (2 (- 3) )2
0z

=0 —1,2 _p—1
In view OfFfl(p) r=0 ,—305+9;27 ()

of (E12)

, the formulas in (3.13)) for @ = 1 are then a special case result
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a—1

ae%(1_62) 2—(1-6)o;2 ' (p) (w(p)) = Fz—l(p)

65(1_52)022—(1—6)%@71(p)F_1(p) _ 65(1_52)022_%(1—6)022}72_1(p>5—1FZ—1(p)

Proof of Theorem[3.13. Assumption [3.11|[T] is satisfied due to the condition on vy. Let us turn to
Assumption infe~0kp(c) > 1. Since ay =1, kg (c) reduces to

(13.10)
ka(e) 829 gy

kr—

(oL

(E[Z15..))"

5)0'2))6L

303 | PH7 1-0007] (cp <_

Let a— < by. Moreover, let §, such that -2
12| 2H (1-5,)2
e? Z[lfbH +

Then 105 < —(6- + 3)o; due to 6_ < —1 and hence

o—
Inc ;1 ___
2@(—7p+§az>

A

b
1 1
(2 (55 +4oz))

Hence inf.~q kg (c) > 1 and Assumption is fulfilled.

Inc 1 b Inc
betaoz)) " (@ (e -

> <<1> (_lnc +
0z

o (beta 1 T—by
Z\ 10y — 2

] > 1 (for instance 4 = 1) and 6_ < —1.

1 a_—by

O]

Proof of Theorem [3.14) [} According to Theorem if Assumption [3.11]is true, the optimal final

payoff X™* is

1

1-b 7
vo — B+ = dpE [Z]lZsFEI(l*i(OO,UO*B))] < z
' (Fz(2))

~ Z by —1 i
E [Z <w;(FZ~(Z))> ]lZSFZ.I(l,%(oo,vOB))]

X 1Z<F;1(172(oo,v073)) +B.

vo—B+1 A dHE[Z]l -

ZgFZfl(l—i(oo,vO—B))

)lbﬂ 1= bu
- H

H
Define the constants x, = [

1
Z b—1
Bz w’+<FZ<Z‘>>> 1

] with 0 <x,, <oo and

ZsFZ_I(lé(oo,uoB))]
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;5+*5-2¢- 2 ~
Nas = Xan€2 7700 72 with 0 < ¢, < 0. As v, (Fz(2))

we have

BL3) 2(6+-9%)9% 25+ nolds for ap =1,

e 1)
Xt = [x, 2 -

an dH] ]lZ<FZ?1(1—2(OO,v0—B)) +B.

The denominator of the constant term x,, can be expressed as

e2 0y ZE | Z7%m 1 5

18488 _81—bg
Z<F;'(1-2(c000-B)) | -

Then
1-b 7
3 18, V0 B+ =t dnE [Z]IZ<F§1(1*ZA(°O’“O*B))]
Xay = Xap€2 1700 2 = 5o
E [Z ot ILZng—l(1—é(oo,vo—B))]

First, notice that for any log-normally distributed variable Z with In Z ~ N (uz, 0'%) and any
z =0,

o 1z
In (Fz'(2)) —nz _ In (BMZJF o )> 7 o~ (x)
oz oz ‘

Then, in view of part [l the expected terminal payoff E [X*] is

1-6

~_ %+
Xa E [Z 1=bH ]12<FZ?1(1_2(oo,vo—B))] N

1-68 1-64 \2
Thr&@imeéaé[(l%%(lb;) ]<I> <<I>_1 (1 —2(0,v0 — B)) + 03 (1 O >>
1—byg
_ .

dg® (@' (1 - 2(00,v9 — B)) — o) + B.

L1754
Now define Xi := Z 11 p1(1_s(00,00-5)) 804 X3 = Dz po1(1_ 500,005 then

1—by

X* =X e

X7 -

dy X} + B.

+

Since a complete market is assumed, there exists a replicating wealth process V*(t), t € [0,T], such

that

1—bn
aH

VHT) = X* =X, X} — dp X3 + B.

A+

By the same argument, there exist replicating wealth processes V{*(t) and V5 (¢) such that
Vi (T) = X7, V5'(T') = X3. Hence,
1—by

V) = R0 -

dy Vi (t) + B, Vte [0,T].
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In accordance with Theorem the individual replicating wealth processes are

o o2 (S5) - ()|

V() = Z(t) Tme
In (F;(1— 2(c0,v9 — B))) —In Z(t) _
. =)

oz(t)

and

* Z
i =2 ( o5(t)

Theorem states that the replicating risky relative portfolio process is given by

A * ~ Ak * 1- bH Ak *
TOVI(E) = X TV (E) — py duf;(t)Vy (1), Vte[0,T],
where
S.—by
B (F;(l — 3(c0, v — B))) o

HOVANORE o (t)Z(t)

X (00’)71 (u—r1),

v = 2 L2000 — B))

a7t Z(1)
In (F;(1— 2(c0,v9 — B))) —In Z(¢t)
X ) ( ( z 0~§t) ) + ;UZ(t)> (00/)_1 (n—rl).
Z
Then
)V (t) = ()ZA+7?f(t)V1*(t) _1=bm dHfré‘(t)VQ*(t)>
aH



A.3 Numerical Case Study: Additional discussion 193

R N F>1(1 - 2(c0,v9 — B))
- [XA+1—bHV1 0+ == o5 (t)Z(t)

In (Ff1(1 300, v — B))) I Z()

Z 1
XY UZ(t) + §UZ(t)
o (el s S 1-by
{110 s ) -

X (Ual)fl (n—rl).
The relative investment in the bank account is

my(t) =1 —7*(t)'1.

A.3 Numerical Case Study: Additional discussion

Here go some further illustrations, results and explanations coming from the numerical case study in
Section [3.3] First, Figures[A.1]and[A.2]show area plots of the total investment strategies 7* (¢) under
each of the considered models, for the upward and downward moving underlying stock price from
Figures |3.3| and As 7*(t) > 100% for some t € [0,7] in Figure the investor takes leverage
to participate in the increasing stock price. In these cases, 7j(t) < 0% which is not indicated in
the figures. Furthermore, the introduction of probability distortion functions can contribute in
explaining mispricing of share prices or even the creation of so-called bubbles in financial markets.
Bubbles can be characterized by stock prices, driven by market participants, significantly exceeding
their fundamental value or fair price, potentially resulting in a market crash or bursting of the
bubble. |Youssefmir et al.| (1998)) for instance argue that investors, which do not fully behave
rationally, can be responsible for the creation of a bubble. [Smith et al. (1988]) found out that
bubbles are more likely to occur when people are less experienced. Let us assume that rationale
expected utility with an objective weighting of probabilities leads to the true, fair stock prices. In
particular Figures [3.3] and show that within a rising market, both CPT strategies overweight
the risky asset when a concave w, is considered; the CRRA (CPT) and the HARA (EUT) utility
models are equal, the two models only differ in the probability distortion. It can be observed that
the CPT strategies with the concave w; lead to a much higher proportion of equity in the portfolio.
This in turn leads to a higher demand of shares, which then drives the share price up and which
finally leads to a higher portfolio value and thus to a higher total risky investment. The resulting
increase in risky asset prices are not based on or connected to economic reasoning or value behind.
Within CPT, it can be observed that HARA utility can even accelerate the creation of overpricing
or even bubbles in the considered setting compared to CRRA utility. It is worth to mention that
CPT normally assumes a small investor whose actions have no impact on the market. But when
there is a sufficiently large fraction of actors in the market who behave according to CPT, then
on average CPT can help explaining overpricing of share prices and the creation of bubbles. In
contrast, a convex w4 can help in explaining situations where investors significantly underweight
risky assets in their portfolios.
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0 01 02 03 04 05 06 07 08 09 1 01 02 03 04 05 06 07 08 09 1 01 02 03 04 05 06 07 08 09 1
t t t

(a) HARA utility within CPT (b) HARA utility within CPT (¢) CRRA utility within CPT
(w4 concave). (w4 convex). (w4 concave).

(d) CRRA utility within CPT (e) HARA utility within EUT.

(w4 convex).

ol g

Figure A.1: Relative portfolio processes 7*(t) = (m§(t),7*(t)')" under an upward movement of the

*

stock price process Py (t) (blue = 7*(t), grey = mj(t)).
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0 0 0

0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
t t

(a) HARA utility within CPT (b) HARA utility within CPT (¢) CRRA utility within CPT
(w4 concave). (w4 convex). (w4 concave).

DQ

0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1

(d) CRRA utility within CPT (e) HARA utility within EUT.
(w4 convex).

Figure A.2: Relative portfolio processes 7*(t) = (7§ (t), 7*(t)")' under a downward movement of the
stock price process Py (t) (blue = 7*(t), grey = mj(t)).
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B.1 Proofs: The consumption problem

Proof of Theorem[4.2 The Lagrangian of the Problem (4.8)) subject to (4.9) is

L(e ) —E UT Ui, c(t))dt] Y (IE [ f " 20 (e(t) — () dt} - m)

0 0

=E [ OT Up(t,c(t)) — M (Z(t) (c(t) —y(t)) — ;m) dt} :

By the structure of the utility function, the optimal ¢; fulfills ¢;(¢;v1) > ¢€(t) and thus the first
order conditions involve existence of a Lagrange multiplier A\ = Aj(v1) > 0 such that the optimal
c1 maximizes L£(c, A1) and such that complementary slackness holds true. Hence it can be shown
that the Karush-Kuhn-Tucker conditions besides the first derivative condition are satisfied.

Following |Aase| (2017)), let V,L(c, A1; h) denote the directional derivative of L£(c, A1) in the feasible
direction h. The directional derivative of a function f in the direction h is generally defined by

flz+hy) — f(z)
’ :

Vif(z) = glj}%
If f is differentiable at x this results in
Vif(z) = f'(@)h.
In our case, for the inner function it holds
Vi (Uae.c(0) = (200 (o)~ )~ 701 ) )

- & (onteetn -2 (20 (0 - o) - 1) ) i)

= (;CUl(t,c(t)) - /\12(?5)) h(t).

By the dominated convergence theorem, which allows interchanging expectation and differentiation,
the first order condition gives

0—E [ f ' (chl (t, e(t)) — AJ@)) h(t)dt}

E[°

T s 1 B b(t)—1 ~
L (e a(t) <1 ey (c(t) — c(t))> - )\1Z(t)> h(t)dt]

197
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for all feasible h. In order to fulfill this condition for any h, the optimal consumption-rate process
must be

eft b(t)—1
er(tivy) = (1— b(t)) (Ala(t)Z(t)> L e(t), te0,T]. (B.1)

Since Ui (t,c) strictly increases in ¢, the budget constraint (4.9)) for the optimal solution in (4.8)
turns to equality, i.e.

E UT 2(0) er(ts00) ~ y(0) ] =

0

When plugging in (B.1)) and by Fubini, the budget condition turns into

T Bt N\
v =E UO Z(#) <(1 — (1)) (Ala(t)Z(t)> e — y(t)) dt]

_ JT(l—b(t)) <)\1a€(i;>b(t)ll]E{Z(t)lft()tll]dt+JTE[Z(t)] (&(t) — y(t)) dt

0 0
1
T t =1 2
- [Fa-sen (ni - ) e e ) iy
0 (t)

. JT e~ (s IP) s It Gty — y(2)) dt
0

T

1
MO at + JO e " (Et) — y(t)) dt

JT o0 (r=4 5= 12) |1 T

1
MOt + F1(0).

(=) o

JT ([0 (r=3 5= 12 T

Here we used that Z(t) is a log-normal random variable and so is Z (t)bé()itf)l For any vy, with
vy > F1(0) = SOT e " (e(t) — y(t)) dt, the above equality determines A\; > 0 uniquely, since the
integral in which A\ appears strictly decreases in A\; and has the limits 0 and oo as \; approaches oo
and 0. It follows immediately that the condition v, > Sg e "t (e(t) —y(t))dt in is inevitable.
The optimal wealth process Vi (t; v1) which arises by applying c;(¢;v1) is

Vi(t;v) =E [LT Z%Ej)) (c1(s3v1) —y(s)) ds‘ft]
- Z 0 E [LTZ { (1 —b(s)) (Al B (5)>b<51)1 +&(s) —y(s)}ds]-“t]

0 {IE [LT A\ 6(58)>b<s> I Z(s )b<s> 1d5‘]-}]
v8[ [ 260 6w asf | }
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LM e (L o E|Z(s)7 1|7, | d
= — — JE— b(s)—1
zt), 0w () |z e
T ~
+ J (els) — y()) E| 2(s)| 7] ds}.
t
26) 7 (t) where g:((j)) is independent of F; and Z(t) is F;-measurable. Therefore

~

Z(s) can be written as 7
(r3P) =0+ 3P0 _ 7 (p)e=r(s=),

it follows
E [Z(s)‘}'t] — Z(1)E [?(‘Z’;] = Z(t)e~
E [Z(s)n‘]:t] - Z(t)"E[ Z;(‘;)>n1 = Z(tyren(r+3 %) (s=0+ 30?2 (=)
_ Z(t)nefn(rf%(nfl)Hsz)(S*t)
2(5) and thus (?(t)))” are log-normally distributed. Define the

for any n € R, where we used that

function g by
Bs=b(s) (r— % 5i=1 171%) (s=1)

L
b(s)—1 1
)\i}(s)—l ’

t; =(1-b
g(s,t;v1) = ( (s)) ( a(s)
then the optimal wealth process is given by
T ~ 1
g(s,t;v1)Z(t)*®-1ds + Fy(t) (B.2)

Vi(t;v1) IL

with F(t) defined in (4.10)). The dynamics can be calculated as
T ~ 1
e (ot t:00 20077 ) s

(—g(t,t; v1)Z(£) 7T dt + f
" (770 () - o)) i)

Vi (1) =
+ (- @0 - spar+ |
~ 1 T ~ 1
= gl o) 2T Tt + f d (905 ;00) Z(0)T57 ) ds — (el(t) — y(t)) dt
T
+ (L re "0 (E(s) — y(s)) ds> dt
~ 1 T
= (ot 2O = @0 = yle) + [ e () - o) ds ) a
T 1
+ L dy (g(s,t; vl)Z(t)m) ds.
Notice that by It6’s formula,
1(ZOF) = gy 0T a2 + i (= 1) 20T 20
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207 | 53 g =1 (=1 ) | g v o)

Moreover, it holds

1
Bs=b(s) (= g 11?) s \ O b (o1
dig(s, t;v1) = (1= b(s)) (e a(s) )\b(s) d, < )T (”2b<s)1|72)t>

1

,Bsfb(s)(rféﬁ”wﬁ)s b(s)—1
€ b(.s) 1
—(1—
( b<s>>( - \

b 11 .
(3) <’I"—2 ” ”2> b(.s ( 21,(5 =T I ) dt

b(s) — 1 b(s) —

s S5t (- F = b2 -0 \ O,
_ b(g z 1 <r - ;b(s)l_ - \vl?) (1—b(s)) ( a(;) ) AT gy
- b(i;S) 1 <T N ;b(s)l 1 "7‘2> g(s,t;v1)dt.

With this we obtain

dy (g5 t:00) Z(8)7T ) = g(s,tr0n)d (267077 ) + Z() T Tdyg (s, t01) +0

= g(s,t01) Z(t) 7T

R e e ] e B Ll E e G0}
1) st

Define

T 1 5 1
Y1) = f o, 45 01) Z(8) 7T ds.
t

In summary, the dynamics of the optimal wealth process is then given by

VA (1) = (—ga,t;m)Z(M—l — (et) - y(#)) +f re"60 (&(s) —y(s))ds> dt

t

+ [ otz | (r- ) - o o
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T

- <f gt t500) Z() DT — (a(t) — y(t)) + f re™" (e(s) — y(s)) ds

T ) o
+ L (T b(s) — 1 |7H2> g(s,t;v1)Z(t)PE-1 ds) dt
9(

- < tT b(s)l 1

s, t;vl)Z(t)b(S%lds> v dW (t)
Y (1) J
T T 1
= {r (L e (E(s) — y(s)) ds + L g(s, t;vl)Z(t)b(S)lds>
—Vi(twr) ’
S N T 1 N L
~ o) ZOTT — elt) ~ y(0) - 1 [ a2 s }dt
) S0
=Y (t)y'dW (t)
= (#VAtwn) — gt t:00) 20T — (&(t) — 4(8) — |1 IPY(9) bt~ Y (0 W (1)
— i ()t — Y (0 dW (1) (B.3)

with drift
~ 1 3
v () = rVa(tion) — g8, t01) Z(8) 70T — &(t) + y(t) — [1]*Y ().
By (B.1)) it follows

eﬂt 5 b(t)—1 -1
cr(t;v1) = (1= b(t)) <)\1a(t)Z(t)> +e(t) = gt t;01) Z(8) "0~ + e(t).

Hence

i () = rVa(ton) = en(ton) +y(t) — [7°Y (7).

In order to determine the optimal investment strategy mi(¢;v1) to Problem (4.8) we compare the
optimal wealth dynamics in (4.1]) and (B.3]):

A% (t; Ul) = Vl(t; ’Ul) [(7" + frl(t; Ul)/ (M — 7”1)) dt + 71 (t; Ul)/UdW(t)] — Cl(t; Ul)dt + y(t)dt,
dVi(t;vr) = (rVa(tv1) — e(t;on) + y(t) = [PV (1)) dt — Y (£)y dW ().

Matching the diffusion terms yields the equality

Y (t)

_ -1 —r
Vi(t; Ul)z (=)

w1t v) =

which simultaneously matches the drift terms. Therefore, if we insert the formula for Y (), we
obtain
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T_1 N
§; Wg(s,t; v1)Z(t)©1ds
Vi(t;v1)

1ty v1) = Y —r1) (B.4)

which holds true for a general function b(t) that does not have to be continuous. If b(t) is a
continuous function, by the first mean value theorem for integrals (cf. Theorem [2.2)) it furthermore
follows that there exists #; € (¢, T) such that

Y@:f () -

b
Tz ()1 Vit 1) — Fu(1)).

This determines the optimal investment strategy to be

g(s’ tv) Z(t) b(sﬁfl ds = —=——— J g(s,t;v1)Z(t) b(s;fl ds
b(tl) -1

1

1_7“{1)271(# —rl)

1(t;v1) =

Proof of Theorem[{.]]. First, the value function of this problem is

- T T . b(t)
v -5 | [ U1<t7cl<t;v1>>dt]=E“0 a0 (g (o — ) dt]

b(t)
T _ Bt b(t)—1
Thm. B2 _pel —b() e’ 5
2. B2 R\ 7
Jo ‘ b(t) alt) /\la(t) () a

b(t)

= LT 1! _(f)(t)a(t) <A1 ;f;) g [Z(t) bft(f)l] dt

— Bt 0= b(t)
T b(t <e >bt 1)\f<t) 1E[Z( )b(bt()t1:|dt
b(t)
Bt _b(t) 9
i))t <e >b(t> 1 (t) I~ %(r—&-%wp)w%(%) HWHQtdt
_1
T1_b(t) 6[ﬁ—b(t) (T—%I)(t)%l”'y“?)]t O,

MO at,

[l
S

b(t) a(t)

where \; is subject to (4.11]). From differentiating both sides of Eq. (4.11]) with respect to v; we
derive

1
o (T o[ B0 (r=3 5= 112) |1\ O 1
l=— | (1- o=
< L (1= b(t)) s AT gy
1
T L0 (=tmg= )\,
_ 1— [OR ) B.

|, a=v — L () 5.6
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This helps to identify V{(v1) to be

1
T (e[ww(r;mwﬂt)wwl

’ _ v b —1
Vi) =300 0w a(t) At

1
5(t)—1

JT 1= bty [ elPPO0—dmm=11) e B
0 b(t) a(t) ovy

jT 1—b(¢) e[ﬂfb(t)(rféwll\hw)]t B(H-1 B <

0 b(t) a(t) ovy

B=b()(r=3 5= M) ]t \ "0 b(#)-1
[ () e ) ()
0

1

T [5-50) (r— 3= h12) |\ P L
— )\1J (1—[)(15)) (6 i <)\f(t)1> dt 1i AL

0 a(t)

further implies concavity of Vi(v1) as

1
. 5O (b= )\
1= JO (1 — b(t)) ( a(t) 671)1 <)\1 ) dt
_1
. B0 (=12 [\ O T
L (1-0b(t)) ( a(0) b(t) — M ((%1)\1> o

1
P T [ JBb0O(r—d5=h1?) [\ s
() (S e
U1 0 a

I

and thus

1
7 [ [8-b®(r=3 5= 012) [\ T s
o - o= ([ (5

B.2 Proofs: The terminal wealth problem

Proof of Theorem[4.5 The Lagrangian of the Problem (4.13) subject to (4.14) is

,C(V, )\2) =E [UQ(V)] - )\2 (E [Z(T)V] - 1)2) =FE [UQ(V) - /\2 (Z(T)V - 2)2)] .
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First of all, it is clear that co(t;v2) = 0. By the structure of the utility function, the optimal V5
fulfills Va(T';v2) > F and thus the first order conditions involve existence of a Lagrange multiplier
A2 = A2(vz) > 0 such that the optimal V5 maximizes L£(V,\2) and such that complementary
slackness holds true. Hence it can be shown that the Karush-Kuhn-Tucker conditions besides the
first derivative condition are satisfied. By the dominated convergence theorem, the first order
condition with respect to the directional derivative gives

0=E [(a?/ Uy (V) — A2Z(T)> h] —E Ke—ﬁ% (L;(v — F))E_l - AQZ(T)) h] ,

which has to be satisfied for all suitable h; hence the optimal terminal wealth has to fulfill

A @5 b—1
Vo(T;v2) = (1 —b) <)\2TZ(T)> + F. (B.7)

Since Uy (V) strictly increases in V', complementary slackness implies equality for the budget con-
straint

E [Z(T)VQ(T; vg)] = va.

Using (B.7)), this gives
_ . BT _ -
2(T) [ (1 —b) (Ag _ Z(T)> +F
a
TN =1 b )2
—(1-b) <A2 ¢’ ) e (T (55) WIPT L g (r R IE) T S PT

1
, (e

vy =K

a

R e =
)\571+F2(0).

a

Solving for As yields

h - [W{Fm I\ = PN (1) a0 - o
. B=b(r—% - |12 |T \ b-1
(1-5) ( >

where vy > F5(0) = e "1 F in ([4.15)) is required. Plugging this back into (B.7), the optimal terminal
wealth is

(B.8)
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Va(T02) = (1-0) (eiTZ@))bA :
—(1-b) (eBT (T))b1 va = F3(0) |+ F

1

= (v2 — F(0)) <ea(r;bnv| )T Z(T>> ZI

— (va — B(0)) er T )T 2y L R (B.9)

The optimal wealth process replicates Vo(T';v2) and is uniquely given by

This finally gives

Va(t: va) = (vs — Fo(0)) er1 U2 0) 20075 4 By (B.10)

with F5(¢) defined in (4.15). Recall that

1 (27 =z {[—Bilw ;bil <b = - - 1> 72] d Bi 17’dW(t)}.

It follows by Ito

4 <€B§1(r L hP) Z(t),;l>
_ e () (2()77) + 2()77d <ezf1(rzz,17|| )t ) Lo

21 (r-3g5hi?)e 5 {[ 1 11 ( 1 ) 2]

:eb—l( 2b-1 Z(t)b—1 —— r4+ —= - —1

(1) " tar o el
. :

o}
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Z
1 11 1 1 b 1
O | I Q}d ) - - <7«_ 2>dt
{[ ot g (g - ) P @ - s vave + 2 (- 3l
1 /

b T_lg”,y‘p)t N 1 1 1 b 9
:ebq( 2b-1 Z(t)b-1 { = b_1 -1 - t
0 {b_l G-vr+ s (1= | g
b 1 1,
r— = =
_1’y _
1.1 1

o}
2 b1 |72)t2(t)i’1> + T‘FQ(t)dt

)z { (-

Vz(t;vg)—Fg(t)
+ rky (t)dt

Then the optimal wealth dynamics can be calculated as
L
b—

dVQ(t; ’1)2) ’U2 — FQ d <
b
b—

= (v — F»(0)) e

) dt — 6_117’dW(t)}
.

— Vot o2)dt + (Va(t: v2) — F(t)) {—é_llwd

Comparing the diffusion term with the one from (4.1)) for y(¢) = 0 implies

Va(t;v2) — Fa(t)

1
Folt;v9) = —=X Y —rl B.11
2( 2) 1-b (:U' ) ‘/Q(t;'l)g) ( )
which automatically matches the drifts iff ca(¢;v2) = 0. O

Proof of Theorem[{.7. The value function of this problem is given by

Va(v2) = E[U2(Va(T;v2))] = E [Ug ((1;2 - FQ(O))e%(’"*%T”V” )7 2(T)i 7 + F)}

- eﬁTlilA’a( ! 6>6(v2 _ B(0)) erT ) TR [Z(T)zs—gl]

N\ 1-=b
= e[ ﬂ+b(r_§b 1H vl )] (1())6L (1}2 —FQ(O))E

This implies

(S

1-b)
Vé(UQ):e[—ﬁ-i'i’('r_;g_ll”’YQﬂT( - ) 6 (v — Fa(0))P!

_ e[ +b(r—1 75 I2) |7 (1 — 5)1_8& (v2 — 1[72(0))671
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Ao > 0.
Due to the assumption vy — F5(0) > 0 in (4.15)), it is straightforward that V4 (ve) = %/\2 <0:
—Bab(r_1 L N 2—b .
VI (0g) = —el PE(r=37511%)]T (1-8) "at— BO)2 <0,
O

B.3 Proofs: Optimal merging of the individual solutions

Proof of Theorem[{.8.

1. V(UO) = supv12F1(0), v2=F5(0), vi+va=v9 {Vl (Ul) + VQ(U2)}:

Let (m1(t;v1),c1(t;v1)) and (ma(t;v2), ca(t; v2)) denote the optimal controls to Problems (4.8])
and (4.13]) with optimal wealth processes Vi (¢;v1) and Va(¢; v2) to the initial wealths v; = F1(0)
and v = F5(0). Then, as the budget constraints for the optimal solutions to all three problems

hold with equality,

T
Vi(v1) + Va(v2) = E [J Ui(t,ci(t;v1))dt + UQ(VQ(T;UQ))] < sup J(mw,cvp) = V(o)

0 (m,c)eA

for all vy, ve with v; + vo = vg. Thus

V(U()) = sup {Vl (’1)1) + VQ(’UQ)} .

v12F1(0), va=F2(0), vi+v2=v9

2. V(v0) < SUPy, > 7, (0), v22F2(0), v1+va=vo 1V1(V1) + Va(v2)}:

Let (7*,c*) denote the optimal controls which maximize V(vg) with optimal wealth process

V* to the initial wealth vy > 0. Define

T ~ ~
v =E [L Z(t) (c*(t) —y(t)) dt] , vy =E [Z(T)V*(T)] .
Then, v; + v9 = vy and
T
V(wo) = E [ [ o <t,c*<t>>dt} FE[U(VA(T))] < Vi(or) + Valv).

Hence

V(vg) < sup {(Vi(v1) + Va(v2)}-

v1=2F1(0), v2a=F>(0), vi+va=vp

O]

Proof of Lemma[{.9 In accordance with Theorem [£.§ and by expressing vy = vg—v1, the candidate

for the optimal v} is the one that satisfies the first order derivative condition on the budget
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‘ (V1(v1) + Va(vo — v1)) = Vi(v1) — V3(vo — v1)

0=
ovy

such that v} = F1(0), v5 = vy — v with v = F5(0); thus F1(0) < v} < wvg — F3(0). Theorems
and tell that Vi (v1) and Va(v2) are strictly concave functions in v respectively vy. Therefore,
it follows

2

V1(v1) + Vao(vg — v1)) = V{ (v1) + Vi (vg —v1) < 0.

This implies that the candidate v} that solves Eq. (4.16]), together with v = vy — v7, is the solution
when the constraint F3(0) < v} < vg — F»(0) applies. Furthermore, in accordance with Theorems
44 and we have

Vi(v1) = Ar,
, [B-b(r—d ) |7 (4 2\ -1
Vi(vs) = Ao = e 251 (1-@ i (vs — Fp(0))P1.
By equating Vj(v1) and V(vg — v1) we obtain
[@.16) < Vi(v1) = Vi(vg — v1)
_[g_pf(r_t 1 N 1-b -
o A = Ay = o 1B EE )T (1 - b) i (vo — v1 — Fa(0))>1.

Inserting A\ in Eq. (4.11]), the optimal v} is the solution to
T b—1
o= | x) (w0 — or ~ Fa0) 75T di = Fi(0),
0
where the continuous function x(¢) is defined by
1
it ([ [P0 (g ag=rll?) ) O

x(t) = (1= b(t) (1~ 6)“1”31 ((t)) : 0

oAb (=355 12) 7

It remains to verify F3(0) < v} < vg — F3(0) and uniqueness of vj. For this sake, define the function
f by

T

[ (=00,00 = F3(0)], f(x) =$—J (1) (v — 2 — F(0)) 7 dt — Fy (0).

0

v} is the root of the function f, i.e. f(v]) =0, if it holds v} = Fy(0). f is continuous in z, the
exponent b(bt;i_ll within the first integral is positive. Furthermore, due to vg > F(0) claimed in (4.6)
and F(t) = Fi(t) + F»(t), we have for the limits

_ T b=1 T bl
Jim (o) = - fo X(1) (v0 — F1(0) — Fa(0)) 777 dt = — L \(t) (v9 — F(0))77 dt < 0,

i @)= w - Fa(0) - L X(8) (w0 — (0 — F>(0)) — Fa(0))%0°T dt — Fy (0)
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= V0 — FQ(O) — Fl(O) = V0 — F(O) > 0.

Note, F1(0) < v1 = vg — v < vg — F»(0) for general v; and vy. Additionally, f is strictly monotone
increasing in x since

) T b—1 bb(t)
filx)y =1+ X(t)b(t) 1 (vo —x — F5(0))¥®-1 dt > 0, Vo < vy — F»(0).
0 _

We conclude that there exists a unique root = € [F1(0),vg — F5(0)] such that f(z) = 0. Therefore,
we conclude that the optimal v and v5 = vg — v] exist and are unique. vf is the solution to Eq.
(4.17). The optimal Lagrange multiplier \] = A1 (v]) is then given by

A= (1-) e [T () o))
[

Proof of Theorem [{.10, Starting with V*(¢;vo) = Vi(t;07) + Va(t; v3) we compare the dynamics of
both sides of the equation:

dV*(t;v) = dVi(t;v7) + dVa(t; v3). (B.12)
Eq. (4.1)) for V*(t;v0), Vi(t;v7) and Va(t; v3), with y(¢) = 0 for Va(t; v3), provides

dV*(t;v0) = V*(t;v0) [(r + &% (8 v0) (n — 71)) dt + 7% (;v0) odW ()| — * (¢ vo)dt + y(t)dt,
dVi(t;07) = Vit of) [(r + Fu(t07) (0 = r1)) dt + #1(8 07) 0dW ()] — er(t07)dt + y(t)dt,
dVa(t;v3) = Va(t;v3) [ (r + Fa(t;03) (1 — 71)) dt + 7o (t;v3) 0dW (1)] -

Comparing the diffusion terms in (B.12]) gives

7 (t;v7) Vit o) + Ra(t; v3) Va(ts v3)

ﬁ-*(ta UO) = V*(t"UO)

Inserting this back and comparing the drift terms finally leads to
c*(t;v0) = e1(t;v7).

Notice that the pair (7*,c*) is admissible, i.e. (7*,¢*) € A because (71,c1) € Ay and (72,0) € Ag
which implies

T
V*(t;v9) = Vi(t;07]) + Va(t;v3) = —f e_r(s_t)y(s)ds, P—a.s., Vt € [0,T].
— —_— t
2—StT e~ (5=t y(s)ds =0

Using the solutions in Theorems and we derive the following for the utility setup in (4.5)):

o Viltel) = Fu(1) + o (Va(tiv3) — Fa(1))
V*(t;'l)o) ’

-1 eBt b(t)%l
(o) = ex(t:0]) = g(t, 1 0D) 20T 4 e(t) = (1— b(t)) (A;amza)) + (),

A*(tivg) = X7 (p — 1)
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V*(t;v0) = Vi(t;o]) + Va(t; vs)

- | L (s, 0 20T ds + Fy() + (03 — B(0)) e () 007 4 my
t

= [ stz s + w3 - moy e ) 205 4 po),
VH(Ti0) = (o5 — Fo(0)) e U350 ) T oyt 4
Vi(t:o}) = fg(s,t; V) Z(1) T T ds + Fy (1),
Valt ) = (05~ Bo(0)) 5 U ) 2007 4 By,

for all ¢t € [0, T], with
1
S5 (=S =y ) (s=0) | PO

a(s)

N Ol T S IC)
B  b(s B b(g) T L b(s)—1 (s)—
= (1-10(s)) (1 b) (a(s)) [5 B( §b 1“7”2)]

b—1
X (Uo - ’UI - FQ(O))W

9(s,t;07) = (1= b(s)) (A) T

1
b(s)—1

b(s) bh—
@19 X(s)ebe)-1 (r—%ﬁllvlﬂt (vg — v} — Fg(O))b(bsﬁ .
Furthermore, £} = #1(v}) € (t,T) solves (4.12):

i) — 14 3 9 B2 ds
1) = -
St b(s s 9(s, tv) Z(t)® O Tds

O]

Proof of Remark[{.11 The formula for the optimal investment strategy is straightforward from
Theorem as b(t1) = b and V*(t;v9) = Vi (t;07) + Va(t;v3) for any t € [0,T]. The optimal v}
can be determined by Lemma as the solution to Eq. (4.17)):
T
o = (i~ Fa0) [ (0t = ),
0

where
x(t) = (“) R e G = Ce)

Therefore,

Uo—FQ SO dt-i—Fl(O)
S0 x(t)dt +1
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is the optimal budget to the consumption problem, v3 = vy — v is the optimal budget to the
terminal wealth problem. Furthermore, by Lemma [£.9] one knows

1
1

it 1 a bt ot
) 1-6( [3-b(r—3 75 1217) |7 > L

2 p—1

This enables us to calculate g(s,t;v7) to be

1
Pt (rE ) s\ P N
g(s, t;v7) = (1 =) 05) (A1)t
1
a1 — L[ B(T—s)+b(r—L )2 (s—t— .
_ (JS)) el DR G T (L (G ] N N
L .
_ (L8N B b (r- 5 R) (st
a(s)
— Py t)dt + Fy (0
« (v~ PP SO 10 k)
S0 x()dt +1
1
_ <a> i [B@ b (r—d 5 P (=) [ v0 — F2(0) — Fi(0)
a(s) So t)dt + 1
L .
_ (CL) L [sr-9+h(r 3 5 12) s—e-m)] [0 — F(0)
a(s) So t)ydt + 1

with F'(0) = OTe_TS (é(s) — y(s))ds + e "TF defined in (4.7), and thus using Theorem

T ~
Vi) = | glo.tiod) 2007 Tds + Fi(0)
_ i [ v~ F(0) T a %e—ﬁ[ﬂ(Tfs)H;(rf% I712) (s—t=T)] .
d ( ()Tx(t)dtJrl)L (a 8)) AR
e its (- hi)e S x(s)d
Z(t)¥=1 (vo — F(0)) T <yt 11 (t)

Va(t:0d) = (v — Fa(0)) T U310 ) 207 1 Ry(r)
( 1
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because F'(t) = Fi(t) + F»(t) Vt € [0,T1], it follows
V*(t;v0) = Vi(t; o) + Va(t; v3)

_ 207 (v — P(0) e e IR [T (s 4 era ()
By (o SO dt+1{ L x(s)ds + }

+ Fl(t) +FQ( )

& o it (et ) X(s)ds + 1
(t)>=1 (vo — F(0)) A TE— +

N\

F(t).

Finally, the optimal consumption-rate process can then be determined from Theorem [4.10] as

Pt
a(t)

o b_% Lﬁt b—1 a b—1 Uo—F(O) c
- 207 () (6[6—5(r—§;,i172)]T> (go dt+1> ret)

¢ (t;v) = (1 —b) (A; Z(t)) o + &)

§o x(t)dt +1 N
x(s)ds + 1 x(t)
)

b T
= Z(t)"7 (09— F(0)) (iR )e S x(s

§o x()dt + 1§ x(s)ds +1
= %(égzsﬂ (V*(t;v0) — F(t)) + ().
By defining
_x(®)
<) ? (s)ds + 1 =0
we obtain

¢ (t;v0) = C(t) (V™ (t;00) — F'(2)) + €(t).

With the definition of {(¢), the optimal wealth process finally can be written as

V*(t00) = Z(H)TT (v — F(0)) er1 7 11%)! w L
§o x(t)dt +1
_ L 20 (wo — F(0)) er (i ) %
C(t)Z(t) (vo = F(0)) T (e 1 1 + F(b).
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C.1 Additional results to Section

C.1.1 Special cases

The upcoming corollary states the results if the wealth benchmark B(t) for the buffer mechanism
c(t) is constant (thus dB(t) = 0dt: zero benchmark return).

Corollary C.1 (Constant buffer benchmark: B(t) = B). In the case where B(t) = B (i.e. constant
buffer wealth benchmark) we have dB(t) = B'(t)dt = 0 and thus the formula for 7}, g(t) reduces to

1+ a( ) Vi p(t) — Fup(t)
—b Vi)

o,p(t) = 27 (p - 1),

which is of a PPI type with cohort-age dependent but state- or market-independent multiple, and
where

T
ﬁ'a B(t) — Fe_TS;T 1+£1y(s) ds _f & Tgt 1+a(u) dS
’ t 1+ Oé( )

with F, 5(T) = F and F&,B(t) = ﬁ“(t) (rF. p(t) +y(t)). For the wealth process of the pension
fund we obtain

* * T [ ]- 1 ]. i
dVa,B<t> = ( a,B(t) - Fa,B(t)) (1 + O[(t)r + 1_ 8’7’2> dt + 17_8’)/6”/{/(15)

+ F, p(t)dt,

AV2sl0) = Fup) = Vi) = Fun) | (15 1) o+ 30V ).

vl mdﬁ(ﬁnvnté(ﬁ) HV‘P)t}ﬁW’W(t)
= Fo B(t) + (vo — Fa,B(O))eﬁ[ (So 1+;é)s>ds> (TJF%%HVHQ))&]Z(IS)iﬁ-

Additionally, the formula for the accumulated buffer account reads

© (1) = a(t) (V2 () — B) — e"a(0)(vo — B) + fo

er(t=9) (7“ - “/(3)> a(s) (Vi 5(s) — B) ds.

213
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B(t) can be regarded as a wealth benchmark for the buffer mechanism c(t) and F,, p(t) as a wealth
benchmark for the investment strategy 7 g (t). The following corollary shows the solution if both
wealth benchmarks coincide.

Corollary C.2 (Equal benchmarks for buffer rate and investment strategy: B(t) = Fy, p(t)). If
the wealth benchmark B(t) of the buffer rate process coincides with the wealth benchmark; Fa B(t) of
the optimal investment strategy, then

1+ a(t) Va p(t) — B(t)
1-b o5(t)

o,5(t) = 2 (p—r1),

which is a PPI strategy with time-t floor ., g(t) = B(t) being equal to the wealth benchmark B(t)
of the buffer rate process. Furthermore, we obtain

WVz5(0) = V20 = BO) | (15 + g1 de+ 5 W (0| + B oy
120 - ) = 2l - BO) | (g + Togh ) dt+ g avo).

and
“p5(t) = B(t) + (vo — B(O))e[r% Trag ds+ (ﬁMQ—%(%) Hv\|2>t]+ﬁy’W(t)

lbdS 1

= B(t) + (vo — B(0))e [ (5 et ds) = (r+ 35 1) ]Z(t)*ua,

In this case (B(t) = Fy p(t)), B(t) needs to fulfill

B(0) = 1ag (B0 + a(OB(0) +5(0) < 1) = rB() + (0

with terminal condition B(T) = F, g(T) = F. The solution to this ODE is given by
T
B(t) =e "TTOF — J e "6y (s)ds, B(T) = F.
t

Hence, B(t) grows with inflows y(t) and interest rate r which means that an investment return
benchmark of r is considered. The accumulated buffer account formula becomes

ap(t) = a(t) (Vo p(t) — B(t)) — e a(0)(vo — B(0))

+ K o (t—=s) <7~ _ ‘j((j))> a(s) (V2 5(s) — B(s)) ds.

Finally, we are interested in special settings where the optimal allocation coincides with a constant-

mix strategy. One can show that this is the case if the buffer rule parameter is constant, a(t) = «,
and if FajB(t) =0.

Corollary C.3 (Optimal constant-mix strategy). Let a(t) = « and let Fa,@(t) =0Vt e [0,T].
The latter holds if and only if F = 0 (i.e. CRRA utility function), since F p(T) = F and the
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B/(S)er(s 'I“St HT(u)

remainder of Fy, p(t), which is St “ds equates to zero Yt € [0,T] because

1+a(s)
0= F&B(t) SAE TF"’B(t)J{i(a()g/() vt _ (t)igggy(t)_ In this case, i.e. a(t)B'(t) +y(t) = 0 <
B'(t) = —ﬁy(t) (B(t) decreases in y(t) > 0), the wealth benchmark B(t) is forced to take the form

T
B(t) — Br +£ a(ls)y(s)ds, B(T) = By.

The optimal constant-miz strategy then turns out to be
- 1+ao 4
Raplt) = 20 (u ).

Moreover, it holds

. . 1 1 1
W) = Vs | (ar+ 1ol e v amin)].

and
1 1 1
o 0) = el BT RO et o2

If there is only one risky asset in the financial market (N = 1), i.e. if a risky fund is considered,
then the optimal constant-mix strategy is

l+ap—r 1+al
7o.B(t =1+a)MP = —SR,
pl)= ST aup - 12
where M P := 1 3 B+ is the Merton portfolio (cf. |Merton (1969), |Merton| (1971)) and SR := £==

denotes the Sharpe Ratio (cf. \Sharpe (1966), Sharpe (1994)) of the risky asset.

Finally, the formula for the accumulated buffer becomes

a,p(t) =a [( ap(t) = B(t)) — e (vo — B(0)) + TL ") (Vi p(s) — B(s)) dS] -

C.1.2 Purely accumulated buffer

Let a(t) = a and C} 5(t) = SO s, dCp, p(t) = c(t)dt = ad(V; g(t) — B(t)). Under Assump-
tion we further aim to limit the downside risk, quantified by the risk measure Value-at-Risk
(quantile). Thus, we now examine the Value-at-Risk constraint VaRg (C;é B(t)) > 0 for some level

B € (0,1]. Note that for 5 =0, VaRy < ;7B(t)> >0 < C} 5(t) = 0 which is considered in Theorem
5.7 Here go the Value-at-Risk closed-form results:

Theorem C.4 (Non-negativity of the Value-at-Risk VaRg ( &7B(t)>). Let 5 € (0,1] and let As-
sumption |5.0 hold, then the formula for VaRg ( (t)) is given by
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VaRs (Cop(t)) = a [fVaR(t) ¥ (8 - 1110;(5) v(T) + 11;21/(@]

2
(ﬁtif—i)yxzvellsvzt(1+¢)l<ﬁ)J (e(lia) ”2t_1>>
> 0.

Moreover, the following claims hold:

with

fvar(t) =€

1. VaRg <C;’B(t)> >0 for some t e [0,T]:

VaRs (C} 5(t)) =
<P (Chp(t) <0) =

0
B
=520, b¢ [o,min{l+a5,1”  Frar®) + v () = (111‘;5 —5> Y(T)

-

5e[0,1], de |d+472 YT) o 1ta |’ O
6e0,1], de [0,0+ PR,
550 s [m(( geve-ggeve) |,
= - —Ly)12e ’
(F52=0)Y(T)et=b

L2t

. ll;)%uzt_l> [ (L5228 -5)y(T)e 1P

In((4E22—5)Y/(1)— 12 Y (1)) _ ]

2. VaRgs (O;B(t)) >0 for all t € [0,T):

€(0,0.5] and 0 < 1:

Let 3<1—® L
- J(e&iemm)

VaRg (C} 5(t)) =0 Vte [0,T]
if6el0,1], de {0 1+a‘5] : frar(T) = <1+a‘5 —S> Y(T)

"1+« 1+«
1+a5}

1], &
i.e. if 0 € [0,1], (56{0, T+ a
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ea ) In (4522 - 5) v(1)) 1
= ws = L |y2T
\/(e(;éfwnw _ 1) (Y =) y(@)ers
b) Let B<1—® L € (0,0.5] and § > 1:
D
VaRg (Ch 5(t)) =0 Ve [0,T]
<d>1,0€[0,1]: fvar(T) = (6—20)Y(T)
N 1 In ((6 —6) Y(T
e6>1,5¢e[0,1], 8= 2 - ((~ ) (3?|72T_1
\/(e(;g) T _ 1> (Y2 —d) v (1)er
5. VaRg (s 5(T)) = 0:
VaRg (C4 (T)) =0
_ 1 ~
<3d=0,0¢€ [o,min{ 110;5, 1” : fvar(T) = (6 —0) Y/(T)
(5 e [0,1], o € [5, f;‘}j] , or
= < - n((5—5
50, 5eminfs1)]. 5> 0 3 [ n((oByrw)
J(e(lig) 1) (528 3y (e
Proof. The proof is given in Appendix [C.2} O

Theorem [C.4] provides possible parameter choices such that there is a lower bound on the quantile of
the accumulated buffer C7 5(t). Hence, some worst-case loss probability can be guaranteed, while a
possibly negative buffer rate ¢(t) can be used for smoothing purposes. Notice that we are interested
in the “left tail” of the buffer distribution, hence it is suitable to look at small 5 values. In Theorem
one can observe that the selection criteria on § and & can be reformulated as a boundary on £
to some extent. Notice that the conditions in Theorem without any /3 involved coincide with

the respective conditions for C} () > 0 in Theorem because if VaRg ( o, B(t)) > 0 for all
B = 0, then in particular for 8 = 0. Also note that the conditions for 2. VaRg ( ;,B(t)> > 0 for

all t € [0,T] and 3. VaRg ( 5T )) > 0 are logically independent of t. Together with
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< 1-6Y(T)-Y(t) 1+ad 1-9 l1+ad -
66{6+1+a Y(T) "1+« ©1+ay<t)> 1+« —9)¥(T)

from Theorem [5.7} it further directly shows the straightforward relation

a.B(t) = 0= VaRs (C; p(t)) = 0.

This nicely shows that fy.r(t) plays the difference between C7, 5(t) > 0 and VaRg ( 0B (t)) =0

and relaxes the stricter C, p(t) > 0 condition.

Analogically to Remark for C7 (t) = 0, we provide some interesting features to the Value-at-

Risk constraint VaRg ( o, B(t)) > 0 that arise from Theorem |C.4

Remark C.5 (Comments on the non-negativity of the Value-at-Risk VaRg (C;’B(t))). Let As-
sumption hold true.

1. The fyqr-inequality conditions on the choice of & and § in Theorem become less restrictive
for larger B values, i.e. if an inequality condition is fulfilled for B, then it is automatically
fulfilled for all B = B. That should clearly hold true since by definition it generally holds

VaR; (Cx p(t)) = VaRg (C4 p(t)) VB = 6.

2. From Theorem [CJ] we know that

VCLR/g ( ;73 (t))

=0
< . [14+ad 1-96 1+ad -
> : Y () = - .
@5/0,56[0mm{1+a,1}] fVaR(t)+1+aY(t) (1—|—a 6>Y(T)

Let B<1—-O L and § > 1. From (the proof of) Theorem |C.4| we know

J ()

that in this situation

1-96
1+«

Y (t)

fvar(t) +
is monotone decreasing in t. Thus,

VaRg (Cy 5(s)) =0 Vs <tel0,T]

J

e d>1,0€[0,1]: frar(s)+ %Y(s) > (

s€[0,t] 1+«

monotonicity ~ 1-96 1+ ad ~
: fva > _
< 0>1, 6€[0,1]: fvar (srél[%}t{] {s}) + 1 n aY (sem[%}g] {s}> ( 5) Y (T)

ed6>1,5¢[0,1]: min {fVaR(s) +1_5Y(s)} > (”“5 —5> Y (T)




C.1 Additional results to Section 5.1.5] 219

< 1-96 1+ad -
1 1] : Y > — Y (T
<d>1, 6€[0,1] fVaR(t)+1+a <t)><1+a 5) (T)

=06>1,0€[0,1]: VaRs (C4p(t)) =0

=d>1,0€e[0,1]: VaRg (C;B (m{ng{s})) > 0.
’ s€[0,t

Thus, “the largest time wins”, i.e. is essential. Under § > 1, 5 € [0,1], it generally fol-
lows that if the parameters are selected such that VaRg < &B(t)> > 0 P-a.s., then it also is

VaRg <C;’B(S>> > 0 for all times s prior to time t, s < t:
VaRg (Ch p(s)) =0Vs <tel0,T] < VaRg (Cy 5(t)) = 0. (C.1)

In particular, for 6 > 1, 6 € [0,1] (§ > &), it holds VaR5< Q’B(t)> > 0Vtel0,T] <

VaRg ( O*[7B(T)> > 0, which is also reflected in Theorem |C.4| part 3..

Moreover, we observe the reversed relationship compared to
aB(8)=0Vs>te (0,T] & C} 5(t) = 0.

But remember that here we forced 6 < 1 and for the Value-at-Risk equivalence above § > 1. For
the Value-at-Risk, we have no similar conclusion under 6 < 1 because in (the proof of) Theorem

we only have a lower bound on fy.r(t) + llJr;gY(t) with ming { fyar(t)} = fvar (max, {t})

but min, {%Y(t)} = %Jr;iY (ming {t}), and hence no equivalence.

3. Theorem |C.4| part 2. shows that VaRpg (C&B(t)) > 0 for allt € [0,T] only holds for specific B
values. One can show that the feasibility region for B is non-empty iff the entire accumulated
time-T human capital Y (T') is upper-bounded. We start with part 2. b) as this represents an
equivalent condition, whereas part 2. a) only represents an “if” condition:

Part 2. b) Case 6 > 1:

Let § > 1 and 6 € [0,1]. The feasible region for j is

1 In ((6 —0) Y(T))

T A
\/ <e<:@)zvl2T _ 1) (422 = 5) v(m)ers "

f=d

)

which is non-empty iff
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® 1 In ((6—0) Y(T)) .
\/(e@s)zlvﬂ - 1) (452 = 3) v (e
<1-9 < ( )j )
\/ () T _
- I ((5 —9) Y(T)) e 1

In ((
(2 6) <T>
1

Y(T) < =.
< Y(T) <

=

(7))
—b\

—or <0 ((0- ) Y(T) <0« (-0)Y(T) <1

In summary, if 6 > 1 and VaRg (C&B(t)) > 0 should be satisfied throughout the en-

tire investment period, this leads to a necessary upper bound on Y (T). The economic
explanation behind is as follows: If § > 1 and Y (T) is very large (and so is y(t)), then
dB(t) = oy(t)dt gets very large and the deterministic part of the chcmge in the buffer
account dC3, g(t) = ad(Vy g(t) — B(t)) in Eq. (5.10)), which is a1+a y(t)dt <0, becomes
strongly negative. Therefore, even if the investment return is positive, i.e. dV; g (t) >0,
the dynamics of the buffer can be negative, i.e. dC;vB(t) < 0. Only a strongly positive
investment return can outweigh the negative deterministic drift part. This is because
y(t)dt is inside the stochastic differential equation for V7 p(t), but dy(t)dt > y(t)dt in
the dynamics of the buffer wealth benchmark B(t). Hence, the larger y(t), the larger the
probability of C, 5(t) to fall below 0.

Part 2. a) Case § <1

Let 6 €[0,1] and 6 € [0, 1;:16]' The potential region for B is
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For this to be non-empty, we must have

Thus, Y (T) needs again to be upper-bounded. An economic reasoning could be the fol-
lowing: C} p(t) changes with the rate dCj g(t) = c(t)dt = ad(Vy g(t) — B(t)). If
Y(T) and thus also y(t) is large, then the deterministic drift part of dC}, p(t) in Eq.
(5.10), which is ah;gy(t)dt > 0, can become strongly positive. This has the effect that
O: p(t) gets quite low compared to the time-t present value of the future human capital
HC(t) = Y(T) —Y(t). This dis-balance leads to a much higher relative risky invest-
ment ﬁa’B(t) due to “low current wealth, but high promised future inflows”. Due to
this much higher investment downside risk, the probability of a high potential loss in
ap(t) (ie. dVyg(t) very small), and therefore also in C} g(t) due to the relation

dCy g(t) = a (dVO:"B(t) — dB(t)), becomes too large and therefore a non-negative Value-

at-Risk level cannot be guaranteed. Finally, as already mentioned, in the situation where
d < 1, Theorem [C'J) only provides an “if” condition, but no equivalent condition as for
the case § > 1. Thus, the “if” condition does not rule out a high Y (T) in general.

C.2 Proofs to Section 5.1.2] and Appendix [C.1]

Proof of Theorem[5.1. The corresponding Hamilton-Jacobi-Bellman (HJB) equation for the value
function ® = ®(¢,V) =V is given by

1
1+ at)

1
1+ at)

(T‘ +7(t) (1 — rl)) +

y(t, V) + max {@V(t, V) [V (a(t)B'(t) + y(t))]

(C.2)

2
+ %‘PVv(t, V)V? <1 +1a(t)> fr(t)’m(t)} = 0.

The terminal boundary condition is ®(7', V') = U(V'). The first order condition of the maximization,
i.e. equating the first derivative of the maximum with respect to 7 to zero, leads to

A*(t) = — (1 + «a(t)) @V;{j‘(/tﬁt‘;‘(/;()t))‘)/(t) > —rl). (C.3)
Inserting this back in the HJB gives
(V) + {(I)V(t, V) [lea(t) (r S a(t))qm (4= 1) S (u—r1) )
=[vI?
1 /
+ o OB + ()

2
+ %q)vv(t, 18)% (@;{/)“:((Z g;V) (p—r1) 27t (u—r1) } =0

-~
=[~I?
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and thus we obtain

St V) + | — VL (@B @)+ y®) | ey v) - L VS e
i\ 1+ at) 1+ at) Y VAL A AT 7o
Now recall the utility function U from (/5.5):
1-1 b
U) = a Ab<1 A(U_F)>
The ansatz for the value function is
1-b/ 1 b
B(t.V) = Wi (—(V = 10)) . (C.5)

with deterministic, differentiable functions h(t), f(¢) such that h(t) # 0 Vt € [0,7]. The partial
derivatives are

_} b b—1
w1, v) = w05 (S0 = ) - n0a (500 1@) 7o,
b—1
By (V) = b (150 = F@)
b—2
By (e, V) = ~ a5 - 1))

With this, in case the value function fulfills the HJB equation, the optimal portfolio composition
would be

ey Lt a®) V() = f(t) o
PO L (u— 1) (C.6)

which is of a Proportional Portfolio Insurance (PPI) type.

Notice that the boundary condition ®(7,V) = U(V) is satisfied for all feasible V' iff

h(T)&lgB(ll5<v—f<T>>)E=&1T3( 1A<V—F>>B,

— b 1-5

hence iff

WT) =1, f(T)=F. (C.7)

When we insert the ansatz for ®(¢,V) and its partial derivatives into the HJB equation, then it
boils down to
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i b b—1
0L W (et : b ( L w- f(t))) ~ h(t)a (1 ! (V- f(t))> £(2)

1—b _
1 1 , . 1 b—1
’ [1 va@" " Tragp CWEO y<t>)} h(t)a (1 — (V- f(t))>
L\2
L (o (- ran) )
1 1

/ 1 N
+ [fu b (0 - r0+ f(t))>J +@OB'0) +10) | 1 oh0a
ne
1 b—1 1 A 1 b
(T -ro) + ghinea (S5 - o)
1 ba—bh (1 h T
- (50 -rw) ot {h 6+ 50 + a(t)rbhw}
1 v 1 1 ,
(0 -1®) w0 {0 - 0 - s @00 + o)}
As long as the HJB equation has to hold for any V, it must be
w6 = =5 (57l + Toag”) Ao B = L (©)
PO = Trag 0+ Trag OB O +50). /D) = F, (C9)

Vt € [0, T]. The solution to the ordinary differential equation (ODE) on h is given by
b

Tpf1 1 2 1 1 2 P (T 1
h(t) = N b(3 512+ i) ds _ o3P T =)+br ) igyds (C.10)

The solution to the ODE on f is

F(t) = Fe—TStT Tramds _ jT a(s)B'(s) + y(s)

=5 e g, C11
" 1+ a(s) € 5 ( )

This results from applying Theorem [C.6] in Appendix [C.3] For the optimal portfolio allocation it
follows

o e VO - Fe” R LA O
% a(t) = 1 -
b 1—b V(t) (C.12)

_l+a(t) V() = Fop(t) o
Co1-b V(t)




224 C. Appendix to Chapter@

where we defined the PPI floor F,, p(t) to be

T /
) e P T f o5)B(5) + y(5) -~} rdy _
F, B(t) = Fe + t T+ as) e Tam Mds, F,p(T) = F. (C.13)

We now substitute 7, z(t) into the dynamics of V(¢) above that arises from Eq. (5.1) with the
specific buffer rule ¢(t):

Wz 5(0) = s (Ves® + {5 050 - Fan®)= =) | 0= rD))

1 1+ a(t) . - 3 /
* 1+ at) { 1—b (Va,B(t> — Fo,5(1)X ! (= Tl)} odW (t)
1 /
T e OB +y) de
= (1;04(15)7”‘/&3(0 + 1:3( ap(t) = Fap(t) (n—r1) 2:1 (n—r1)
=[|?
! ! * n R
T am (OB 0 +u(®) ) 3 (Vin(t) = Fap(t) (1 = Tl)/ S0 iV (1)
- (e as (0 + TPV = Fun) + g (OB 0 +(0) ) a
+ 11_5( o p(t) — Fa(t)ydW(t)
- [ <1 ~|—1a(t)r T b”7||2> (Vo 5(t) — Fa,B(t))
1 +1a( ) (a(t)B'(t) + y(t) + rFa,B( ) ]dt + " i b( (1) — Fup(£)y AW (2)
= 2 L
= (Vasll [<1+a AH’YH )dt+ 3 dW(t)] o
+1+a()(()B<t ()+7‘FaB())dt

The SDE for the cushion V; 5(t) — Fu, p5(t) is given by

d (Vo p(t) = Fop(t)) = dVg p(t) — dFo p(t) = dVy p(t) — F;, g(t)dt.
By using the Leibniz integral rule we obtain

N a()B/(t) +y(t) :
1+ at) 1+ alt)

rF, 5(t) + a)B'(t) + y(t)) . (C.15)

Wz 5(0) = (Va(®) = Fun) | (1o + o5 1P de + @) + Flstiar (.10
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and
* ~ * ~ 1 1 .
d (Vap(®) = Fap(®) = (Vap(t) = Fap(t) [(1 T L bm?) dt+ —— dW(t)]

b (@B +y(0) + r (o) d
T 1ra) (rFas(t) + a(t)B'(t) + y(t)) dt

* = 1 1 1 ,

= (Vaplt) — Fonlt) [(1 o) 1o BMZ> dt+ 37 dW(t)] .
(C.17)

The formula shows that V7 () — F, 5(t) follows a geometric Brownian motion with

s 2_1(_1_ 22 a1
c:,B(t) — Fa,B(t) = (UO _ Fa,B(O))G[ SO 1+a(é)d +<1 b”’Y” ( —b) e >t:|+1—b’y W (¢)

under P, consequently

2 n dst (P =1 (1) g2 )|+ Loy
(0) = Fuplt) + (o0 Fa,B(o))e[ 5y kst (=4 (25) 12 )+ v

(C.18)
_ Fop(t) + (w0 — B (0))e T30 ity )= (a1 gy~

By partial integration and the Leibniz integral rule, the formula for 1*:'@7 p(t) can furthermore be
transformed to

T
- af + y(s) —r§ L du
F ty=F TSt 1+o¢( ) t Tra(w Y
o5 (1) ¢ ft 1 + a(s) ° §
T T s
— Fe TSt 1+a(.s) f B’ ) _Tgt 1+a(u) “ds _f Ls)e_rgt 1++(u)dud3
¢ 1+a(3) . 14+ als)
partial in:tegration Fe rSt 1+a( ) B = §° 1+T(u)d s=T
1 —|— of ot
/ S
f B ( $)(1+ a(s)) —(;(s)a QS ——
(14 a(s))

a(s

_als) e rgde L
+1+a(s€ Fee( Tl—i—a(s)) ds

T
_J A eI T g
¢ (

as)

_ eV s <B<T>1j_“f()ﬂe—rfl+;mdu _pp_oW )

f ! asgs <’”‘ Fe >B<s>e‘”f T ds

T
f Yy S) 6 rst 1+a<u) ds
¢ 1+ a(s)

(01
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— (F—la(T))B(T)) N T a(t) B(#)

+a(T 1+ aft)
T als o (s Y L N
- ft 1 +Zz(8) (1 +(oz25) <r - 04((5))> Ble+ y(s)) s

Finally, using above results we can calculate

a3@>=‘Lc@wﬂt@ds@@J;a“s%u@d<g3@>—fx@>

= [ IV (5) = Fasls) + Funls) - BGs)

t t
= | a0V 55) ~ Fan(s)) + | Ia()dlFunls) ~ B
0 0
The second part becomes

fo er(tfs)a(s)d(ﬁ’a,B(S) — B(s)) = f eT(t*S)a(s)(FQ,B(S) — B'(s))ds

The first part can be traced down to

fer(t—s)a(s)d( o 5(s) = Fap(s))

0

teT(tfs)a ) (VX p(s) — Ey (s 1 T 1 s 1 "W (s
D [ erta(s) Vi p06) — o)) [ (1 + T 1P ) o+ —ed (Y9 |

s 2 /
a,
0

. Kl +1a(s)r + 1i3|y|2> ds + 1i8d(y’W(s))]

t - r(® —L _du+t+| L 2—142 2 ) s+~ W(s
J ) 0 () (00 —Fa,B(O))e[ 53 eyt (123 (25) 112 )s] + 250 ()1 1 (W)
0 —
s 2 /
¢ [t FasopdFrs e )
0

1 1,
= d
X(1+MQT+1_bhH>S
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~ s 2 /
_ w Jwt eT(t—S)a(s)e[r 5o 1+01¢(U) du+ (%_EH’YHQ—%(%_g) H’YH2>5]+%_,;’Y W(S)d ('}/W(S))

[ eta) (e + 5 0)

2
S 1 1 2 1 1 2 ’
y e[rso 71+a<u>du+(—1_gnwn -1(5) )s]+—1_l;v W

+
—
4

(e

|

£

W
—~
S
=
~—

Let us define the stochastic process X via X (t) := ~'W(t) = Zfil 7iWi(t) ~ N (0, |v[?t). Moreover,
define

A 1 x
b

ft, X) = g()(1 = b)er-
r du 1 2_1(_ 1 212 t
with g(t) == e "a(t)e b o +< a ( "’) il ) . f is selected such that

Jot Fx(s, X (5))dX (s) = f syl B e (FbP-b () h)e it we (YW (s)),

0

which corresponds to the very first integral in the formula above. Due to f being twice continuously
differentiable in each argument, we can apply the It6 formula

(1, X) = flt, Xt + fe(t, X)X + 3 fx (t, X)X

with d{X); = |v|?dt. The needed derivatives are

St X) = g ()1 = BT+, fxc(t, X) = g(8)eTH, fxx(t, X) = g(t)

This gives

£, X (2)) — £(0,X(0) f fuls, X (s))ds + f fx(s, X (5))dX (5) f Frx (5, X(8))d(X e,

where the left-hand side of the equation reduces to

1 1 ,‘;(Aﬂ
F(E X @) = £0,X(0)) = g(#)(1 — e ¥ — g(0) (1 = bjers A0
=a(0)
— g®)(1 — B+ D — a(0)(1 - b)
Thus,
g(1)(1 = DD — a(0)(1 - b)
—t’ —Ae%—z}X(s)s t s, X(s s 1ts ! Lbs) 5
- | g0 =B Vs« | (s X))+ | of >1_b i

- Jt fx (s, X (s))dX(s) + thllEX(S) (g/(s)(l —b)+ 19( )1 —b >

0
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which finally leads to

Lfﬂ&X®MX®

=mwu—®w3”“—mmu—®—fefﬂ@(y@u—®+;m$1iA )as

PO S A b (s N 1
— g()(1 = bV _ n0)1 - b) - f 3T (g/(s)(l —b) + 39(s )1 — > ds.
g’ can be expressed in terms of g:

2 2
Crtir audu-i—( L2t ( L M?)t rtr Mdu+( (L W)t
g,(t) _ O/(t)e SO 1+a(u) 1—b ( 7b> —|—a(t)e SO 1+a(u) 1-b ( 41)

1 1 1
x[ﬂwwl+mﬁ+<1ﬁﬂ”—g»b>lﬂﬁ]
) 1+;w+<1_ﬁﬂ2 1wa)|ﬂﬁ]<o
)

(
[ alt) 11
- (56 -rrvem + (- 3g) Tt e
Then it follows

g0 =)+ 50—

Q) al) 11 : ! 2

_MnTrnw>*0*21_J1—b“'](be) 90

(20 al L1 Ve, Lt

(1 )<a(t) 1+a(t)>+(1 1—b> T }g(t)
o'(

~la=b (5 -2 ) + 1R gt

(t) +af

Inserting this result into the formula for Sé eT(t*S)a(s)d(V;’B(s) — F, p(s)) leads to

Il
| —
Q\
—~
~
SN—
|
<
+
=

mewwu@@—&ﬂm

_ v(]_lFa’l;B(O)J*t eT(t_s)a(s)e[ So 1+a(u>du+< 1 HVH2 1( ) H’YH2> ] BWIW(S)d (’7’W(S))
- 0

(= FanO) [ (o) (s + 511

0 1+a(s

N 2
e[r&éﬁmdw(ﬁuvn?—é(ﬁ) 12 )s |+ 2w .
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v = Fo5(0) o

1—b
«[a0a =90 - - [ T (-4 o) as
(o= Fop(O)e” [ o) T (st 2
1 t 2
~ (0~ P 0))e™ [ga)el—ﬂ O a@) - [ e <g'<s>+29<s><1_b) m?) ]
- e [ W) 1 1
R N e L AL L

+ (v — Fap(0)e L t (r - z((j;) o) VO g

D (- FupO)er gt T30 20755 a0

! o (s ——(r+3 -1
+ ('UO _Fa,B(O))ertJ;) (T— a((s))> 9(8)6 1— b( H'Y” ) Z(S) 1-bds

1

= (vg — Fp(0))e" [gc(t)Z(t) b — oz(())] + (vo — Eu 5(0))e™ Lt <r o ?) gc(S)Z(s)_ﬁds’

with

go(t) = g(t)e T+l P

2
— e af)e rem e (25104 (25) 1)t~ (e 2l
= a(t)e_T(t+1 bt SO 1+a(u)du> %LH'Y” ( 11b>t

b
=Oz(t)e%b[ ((2 bt—§; 1+a(u)du> %wa\?t]
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Bringing everything together, we obtain for the buffer account:
-1
(1)~ a(0)]

Cap(t) = (v — Fup(0))e" | g0 (t)2
t o (s 5 1
+ (’U[) — Fa,B(O))ertJv (T — ( )) gc(s)Z(s) 1-b(ds

0 a(s)
+ Jt er(t_s)ﬂ (rEa,p(s) — B'(s) + y(s)) ds
0 1+ a(s) @B 4 '
We further obtain by partial integration
¢
et J e "a(s) (F,, g(s) — B'(s)) ds
0

v~

:e*”a(s)(ﬁ‘a’B(s)—B(s» ;O—Sé(—re*”a(s) e~ (s))( Fo B(s)—B(s ))d
=" [e " a(t) (Fa,p(t) — B(t)) — (0) (Fa,5(0) — B(0))]

+ et L t e a(s) <r - Zéj;) (Fap(s) — B(s)) ds.

The formula for C7, 5(t) then becomes

From (C.18) we know

- ~ 1

Vap(t) = Fo,p(t) = (vo — Fa,p(0))e- [ (5 wto ) - (H%%HWHQMZ@)_LE.
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It follows

2 5(t) = alt) (Vi p(0) — Fan(0) e malr ot )~ (it o)
(2— ~

o157 (C0T it ) =3 P 0 g — s (0))e

\ ot f ’* (r _ 0/<S>> a(s) (Vi 5(s) = Fa(s))

0 a(s)
e (== ) (o e o Y e B (R S ree S R U N
+ e e a(t) (FmB(t) — B(t)) — a(0) (FmB(O) — B(0))]
Tt ! —rs _ O/(S)

+e foe a(s) (7‘ a(s)) (

= a(t) (Vap(t) - (
+eé" J (r — a(s) ) e "als) (VOZB(S) — Fa,B(s)) ds

)

(

(

0

Proof of Theorem [5.3

o Expected fund wealth:
From Theorem [5.1] it follows

E[Vapt)]=E {Fa,B(t) + (vo — Fo,p(0))e12 (5 st s) = (r +é1i5|72>t]2(t)_1i6]

‘ =

= Fop(t) + (vo — Fa’B(O))eﬁ[ r(5 ity ds) = (rr 3 1)t g [Z(t)il—f;]

)

;jz

B(t) + (vo — Fa,B(O))efB[TGt Tatyds)— (r+ 25 1) ]
e%(’* 1)+ (52) e

= Fa,B(t) + (’U() — Fa,B(O)) [ (So 1Jio¢é) )d5)+H’YH2t]7

X

where we used that Z(t)" = 6777(”;"7"2)%’77/‘4/(0 n € R, is log-normally distributed with
Fm = = n?||v|?¢, and that E [e”] = eh2+39% for

a normally distributed random variable Z ~ N (uz,0%).

mean fiz, = —1) (r + 3|7[?) t and variance 0%

e Variance of the fund wealth:

Theorem [5.1] implies
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Var (VJ,B(t)) = Var <Fa,3(t) + (vo — Fo,B(0))e - b[ <S0 1+1°“b5>d8) (TJFél};l?'ﬂ/'lQ)t]Z(t)_llé)

(w0~ Fap(@er o mitr )=t )y (7y77)
| (

2 [ (5, 1.5 2 (i L2
— (vo — Fup( 2 (% Tsbyds) — (r+3 25 012)¢] 22 (r+ 31 e

y (e(l b) It 1)

= (vp — Fa,B(O)) e%[TGO 1ia(bs)d5)+H7H2t] (6(11—5)27% _ 1> .

Here we used that Var (eZ ) = e2nzto} (eU% — 1) for a normally distributed random variable

Z~N (uz,a%).
o Value-at-Risk/Quantiles of the fund wealth distribution with level 3 € [0, 1]:

The Value-at-Risk is defined as

VaRg (Vap(t) =inf {o e R: Ry () = 8,
where Fy» ;) denotes the cumulative distribution function of the fund wealth V 5(¢), ie.
FV* L(@) =PV p(t) < z). From Theorem . we know that Vi 5(t) — E, p(t) > 0 is log-
normally distributed with mean E[ apt)— FO[,B(t)] = IE[ a,B(t)] F, p(t) and variance

Var (V;’B(t) - Fa,B(t)> =Var ( ot ))7 for E [ &B(t)] and Var ( ;7B(t)> see the formulas
above. Hence,

Fys (@) = B(V2 (1) < )

- P(VZ*,B(t) ~ Fa(t) <2 = Fan®) = By ) i nn(® — Fap(t)
[ 1 Fan(®) ~B[Va () ~ Fus(t)
¢ Var (Vz p(t) = Fup(®))
W In(z — Fy p(t)) —E [ ;,B(t)] T ()
Var (Vaj B(t))

for any 2 > Fy, p(t). ®(-) denotes the cumulative distribution function of a standard normal
random variable. Let F‘;} ® denote the continuous inverse distribution function or quantile
a,B

function of Fy « L) Then

VaRg (Vc:, ()) Fy . ! ()(5)-
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We determine F‘;JI,B( "

& In(z = Fop(t) = E[Va ()] = Fan(t) + @71 (8)y[Var (Vi (1))

monoton@ic}ity of In v — Fa’B(t) n eE[VCZB(t)]—Fa,B(t)+<D—1(B) Va'r(VC:’B(t)> .

Thus it follows

* - - E[V2 5(0)]~Fa,p(t)+®1(B)y|Var (V2 (1)
VaRs (Vip) = Fyl (8) = Faplt) + 1" Yrar(vas)

@,

with E [VO’;B(t)] and Var (V(;B(t)> given in the formulas above.

o Shortfall probability of the fund wealth with threshold s > F,, p(t):

The shortfall probability was already calculated in the proof of the Value-at-Risk formula:

In(s = Fa(t) — E[ Vi p()] + Fun(®)

Var (VO’;B (t))

P(Vip(t) <s)=Fyr (s) =0

for the threshold s > F, p(t).
o Expected accumulated buffer account:

In view of Theorem and the first part on the expected fund wealth, the expected value of
the collected buffer equals
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part on IﬂV;,B(S)] a(t) <Fa73(t) n ('UO o Fa’B(O))e%b[ <SO 1-}1—a€s)d8)+H7H2t] . B(t))

— "a(0)(vo — B(0)) + Jt er(t=9) (r - O‘/(S>> als)

0

1bdu

y ( Fop(s) + (v — B (0))eT™ 2517 (55 styau) +117s] _ B(s)> i

Calculations below Assumption[5.6. By applying the special form of Y (¢) and B(t) we obtain

~ T aB'(s) + y(s) T ady(s) + y(s) 1+as (2
Fop(t)=F— —————~ds=F — ————Zds =F —
B(t) L 1 ds L 1 ds 1 L y(s)ds

1+ ad
1+«

=F- (Y(T) = Y(1)),

with

- 1+ ad
F, 0)=F —
2.5(0) 1+a

Y(T).
With the definition of F' this becomes

Fop(t) =vo + Lt “5Y(t) + <S _ L 0‘5> Y(T),

1+« 1+«
with
- < 14+ ad
Fa,B(O) =v+|(d— 1+ a Y(T)
Furthermore,
- 1+ aé 1-9
F,B(t)—B(t)=F— B(0) — o Y(T) + mY(t)
=~ 14+ ad 1-96
and
. 1-6
A(Fo,p(t) = BD) = 1—y(O)dt

From this it follows
c(t)dt =" ad(Vyg(t) — B(t)) = a (d( op(t) = Fa,p(1) + d(Fu,5(t) — B(1)))

Cor. (3 r=0 <( () — Fu (1)) { 167’dW(t)] + Hy(t)d )

]__
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and
; !?a[ B() ~ (v - B(0))]
53, [ vo — Fy p(0))e Tl BR3P g 4 Fop(t) — B(t) —vo + B(O)]
=04 [(vo - Ne T 27T 4 By () — B(r) —vo + B(O)}
a[ (u) _pa it OjY(T)) AT 2T g+ P - 111625Y(T)
1 aY(t)}
()t e e o)

Proof of Theorem[5.7. From Eq. (5.11)) it follows that

t st = a [((1110;5 - 5) Y(T)> e ) (5 - 1110;‘5) Y(T) + i;im)}

with

% 5(t) = 0 Paas. < CXs(t) = 0 VZ(t) € (0,0) < CL () = 0 YR (t) € (0,0).

Furthermore, due to Eq. (5.12]) we have

Therefore,

with
. = 14+ ad 1—90 - 14+ ad 1—-90
= - = - > 0.
o.5(t) O@a{(é 1+a>Y(T)+ 1+aY(t)] 0< (6 1+a>Y(T)+ 1+aY(t) 0

1. C; p(t) = 0 for some t € [0, T7:

We have

1-0Y(T)-Y(t)
_|_

l+a Y(T)

. = 1+ ad 1-9 Y (T)>0
= — Y (T Y(t) =
sl >0 (3T vy

and




236 C. Appendix to Chapter [

which follows from Assumption In summary,

. < 1-6Y(T)-Y(t) . [14+ad
= = _— .
apB(t)=0<6=0, 5e{max{5+1+a YD) ,0 ¢ ,min 1—|—oz’1

We now elaborate on conditions for a non-empty feasibility region for 0, i.e. on conditions

such that max {(5 + %éi%, O} < min { 1110&5, 1} First notice that

max{6+ 1-3Y(T)-Y(t) 0}:5 1-0Y(T)-Y(#)

l+a Y(T) l+a Y(T)

because for 0 < 6 < 1:

5 1-6 Y(T)fY(t)>0
—~ 14+« Y(T)
=0 ~——
=0 =0
and for § > 1:
1—0 Y(T)-Y(t) 1-0Y(T)—-Y(0) 1-6 1+ ad
) ) = = >
+1+oz Y(T) +1—i—oz Y (T) 5+1+a 1+«
—— ,

<0 6[07}/(’1;/)&))’(0)]

In addition, we have

{1+oz5 } e e <
1 ,iféo>1.
From this it follows for the case § <

1—(5Y(T)—Y(t)<6+1—6_1+a5_min 1+a61
l+a Y(T) — l14+a l+a l+a’
—~—

>0 <1

0+

but for the case § > 1:

1 -5 Y(T) - Y(t) 1- 8 Y(T) - Y(0) 1-4
5 > 6 S I
Tra YD Tra T YD "1T7a
_p 400D >1=min{1+a5,1}

1+« 1+«

1+ad 1} _ 1+4ad

Tre Tro leads to a non-empty region for 6. In

Thus, only the case < 1 where min{
total we obtain

Sp(t)=0<6¢€(0,1], b€ [54— L0 Y(T) _Y(t)’min{HO“SJH

l+a Y(T) 1+ o
~ 1-0Y(T)-Y(t) 1+ad
@56[0,1],56[5+1+a YT) 1+a
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2. C} p(t) =0 for all t € [0,T7:

If C}, 5(t) = 0 should now hold for all ¢ € [0, T, it has to hold for the infimum:

»5(t)=>0Vte[0,T] < inf ] {CL5()} = 0.

te[0,T
It is
- 1+ad 1-96
inf . = inf — Y(T Y()r =0
tel[%,T]{Ca’B(t)} Oc)tel[l(},T]{(é 1+a> ( )+1+a ()}
- 1+ad 1-96
- Y(T inf Y(t) =
@<5 1—|—a) ()+te1[%,T]{1+oz ()} 0
with
1-46 ;
- =Y (T fo>1
inf {1 5Y(t)}= V() 10>
Thus,

0 — L) y(T) + 18Y(T) = (6 — 6) Y(T), if 6 > 1

6 — a0 ) y(T) ,if 6 <1

inf * o)) = <
tel[I&T] {C’mB( )} 0<0

In the first case, d > 1, it must be

that follows from Assumption [5.6

In the second case, d < 1, we must have

.1 <1
5o + ad Y(T) 506> + ad
1+a ) —— 1+«
=0
which only holds for the limiting case 6 = 1110;‘5 in view of

Se [O,min{lJraé,l}}
1+«

again following from Assumption [5.6

In summary, C7, 5(t) = 0 for all ¢ € [0,T7] is only possible for the limiting case where d € [0, 1]

ST _ 14+ad
andé——Ha.
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An alternative proof based on part 1.:

If C} 5(t) = 0 should now hold for all ¢ € [0, T7], then part 1. gives

nB(t) =0Vt [0,T] < 5e(0,1], d¢ 5+ i;ZY(T;&;@’ 1110;5] vt € [0,7]
<d5e(0,1], o€ tES[gI;“] 5+ 11;2 Y(T;(;;/(t) ’1144—_?)[5
ol T T
<de[0,1], de :5 + 11+2Y(T1)/@§/(0)’ 1110246}
<d0e(0,1], o€ _111();(5’:[1—’—_1—6(25;]
< 6ef0,1], § = 1116:5.

3. C;jB(T) = 0:
From part 1. we know

Ls(t) >0 5 0.1] 3 5+

1—6Y(T)—Y(t) 1+ab
l+a Y(T) ’1+a]

If t =T, the equivalency becomes

~ 1
f (M) =0 de0,1], de [5, “ﬂ.

1+«

O

Proof of Theorem[C]]. Let 3 € (0,1] be given. We want to have a positive Value-at-Risk for this
level 3, i.e. VaRg <Co*l’B(t)> > 0. Note that the distribution of C} p(t) is continuous. From
Theorem [5.5] we have

VaRg (C; 5(t)) = aVaRg (V7 p(t) — a[B(t) + (vo — B(0))]

~ ¥ —F, -1 ar(V*
Fop(t) + ¢ Len Ol T @O0 OV <V%B(“)] —a[B(t) + (10— B(0))]
_ o an Ol Fan@ran Var(Va0) i B 0 — BO))]

. . Tart g hIP)e -
ThnémaeFa,B(t)-i-(vo—Fa,B(O))e(1+” 1=t >—Fa,B(t)

2
@1(5)J (UO_F‘Q,B(0))262(H%T+%_I;“7H2)t (6(115) ’Y||2t_1>
X e

— a[B(t) - Fap(t) + (vo — B(0))]

Thrg&
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2
(vo—ﬁa,3<o>>e(1+1a“1ia“)t+q>1<ﬁ><v0—ﬁa,3<0>>e(”lc‘T+liBWQ)tJ (e(lif)) ﬂl?t_l)

= Qe

— a[B(t) — Fyp(t) + (vo — B(0))]

1i&r+11f3”2)t(1+¢—1(5)J (8(111;)2*/||2t_1>)
— B(t) + Fap(t)

)

(UO_Fa,B(O))e(
= [e

— (vo — B(0)) |-

If we insert the setting and parameterization from Assumption this becomes

VaRg (Cy p(t))

2
(vo—Fa,B(O))ell_BW2t(1+q>—1(5)\l (e(lll;) Ihgt_l))
= — B(t) + Fo p5(t) — (vo — B(0))

1]
Q

1+« 1+«

2
(vo—ﬁa,mo»ell‘gﬂt(l%1<ﬁ>\l <8(11_B) Wt_l)) 1+ ad 1-6
+(S— e )Y(T)+ —°y (1)

= |e

2
(fs-g)ymers (1+<I>_1(5)J (6(110 ”ﬁ)) Lt as s
+ (S _re ) Y(T) + Y (1)

1+« 1+«

= a| frar(t) + (5 - 1110;6> Y(T) + - 5Y(t)} ;

where we define for convenience

2
(52 5y (ryers (1+¢‘1(5)J (e(fa) ”2’51))
> 0. (C.19)

1. VaRg <C§,B(t)) > 0 for some t € [0,T]:

fVaR(t) =e

It immediately follows

VaRy (C5(0)) > 0 fran(t) + 1Y (1) (i‘j‘f - 5) V(7).

If (111‘2‘5 - 5) Y(T) — h;iY(t) > 0, then the inequality condition can be reformulated as a

lower bound condition on 8:
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1+« 1+«

2
(5222 )y (et (1+<1>1(6)J <e(1lé) 72t_1>) s s
oe >( ta —5>Y(T)— I
2

Franlt) > (1 tad 5) y(r)— 210y

1+«

\/<e(111‘7)2’y2t _ 1) (28— 5) v(r)era™

We now look at the sign of (111‘25 - 5) Y(T) - 1+aY( ):

First, (HO“S 5) Y(T) - h—aY( ) > 0if § > 1. Second, if § < 1, we have the following:

(152 - 5) v - 1o = (6= ) YD) 4 1o (YD)~ ¥ () 20
Y(T)>0 ~ 1-0Y(T)-Y(t)
< OSOTT TY D)

In summary, we obtain
Vals (C2p(0) > 0
= 1 1— 1 =
<§=20,0¢€ [O,min{ 1—:_0;6, 1}] : fvar(t) + JY(t) > < tad 5> Y(T)

1+« 1+«

1= Y(T)-Y ()

0+ 175y min { 1110‘5 1}] or

sY Y (¢t ad
O’mln {6 + 11+a (Y)(T) ( )’ 11—:-04 ’1}]

§el0,1], de
5el0,1], b€

SR

§>1,0¢€ [O mln{Haé }]

1+a?

(522 -H)Y(M)—322Y ) _ 1] or

1
(1716)2“7”2? )' (1110;5 6) (T)el H’Y||2t

p=o

(=Y (—152v () 1]

N = S
J( ié Hﬂ/HQt ' Lted )Y (T)e
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(6e(0,1], 6|6+ %% Ltos

5e0,1], b [0,6+ 14@)7

I+a  Y(@T)

, OT

In( (522 —8)Y/(T)— 12 v (1)
et ; [ = ~) T L1 » OF
< A J(e(llb) "/Qtl) (Lt —5)y (T)e1-b
® n 1+ad _ § _1-5

5>1,5¢e[0,1], =@ 3 [1 (Cest-Brn-fzvo) 1] |

\
where the last equivalence holds due to § + h;iy(@(?)/(t) < 1110&5 < 1 under § < 1, and
1110(‘16 > 1 under 6 > 1.

. VaRg( ;7B(t)> > 0 for all ¢ € [0, T7:

We now elaborate on VaRg (C&B(t)) > 0 for all ¢t € (0,7]. Recall that in view of Eq. (5.12))

it is
1+ ad
1+«

5

<min{

VaRg (Cy p(t)) = 0Vt € [0,T]

=)
e

1} <

which leads to

—

1+ «ad
1+«

)

<1—|—a5_

8) yyer s (1+<1>1(6) J <e(

1

2 2
1 =) t_1>) .
+ 1—
< e “ +—— Y(¢)
14+ a— =
>0 >0
1 0 =~
> < ra —5) Y(T) Vtel0,T].
1+« ——

=0
Thus it is unclear if the inequality is fulfilled.

It VaRy (C4 (1)
to hold also for all ¢ € [0,T] or its infimum:

VaRg (Ch 5(t)) =0Vt e [0,T]

1 {fVaR(t) + 1;5}/

1+«

inf
te[0,T

iS4

L |12

1+ad el

14+

(

- 5) Y (T)

o} (4

We examine the infimum and its lower bound in what follows.

) > 0 should hold for all ¢ € [0,T], the equivalent inequality condition has

1+ ad
+ «

- 5) Y(T).

Since the expression

> 0 in fyqr(t) in any case, we first look at the second part
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1 2
1+ o 1(p) (6(15) It _ 1) in fyer(t) which is to be minimized. Note that we would

like to examine the “left tail” of the distribution, hence it is suitable to look at

1
B<1— . , (C.20)
\/<€(113) e 1)
where
1
1—® . e (0,0.5]
\/<e(1if)) M 1)
€(0.00)
E[O‘E),l)
implies
1
B<1—® . = <05
\/ (e(lif)) T _ 1)
with
B<05<d () <.
Then

inf {1+ (8) \/<e(1ls)2“t - 1> —1+371(8) sup \/<€(11,;) Iz _ 1)
te[0,T7] —_—— te[0,7]

e (s) ¢ (e ),

Notice that the above restriction on 8 was selected such that

1+ ¢! (,6)\/<e<11—5)2””2T—1> <S0ep3<1-0 1

\/(e(llg)Qw?T B 1)
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With these thoughts we arrive at

A 2
<11—:_O;5 ) 61 b”'Y” (1+¢1(5)\] (e(lié) W%_l))

-

Or.z

f a inf
iy UVerh = oy €

<0
A

2, )2
(-8 @m0} ink ]{1+¢)1 (ﬁ)\/ <e(1b) b 1>}
2
(ka8 )y (n)er (1+¢1(6)J (e(llb) W2T_1))
=€

= fvar(T)

with fyar(T) € [0, 1]. Hence, the infimum of fy,r(t) is attained at ¢ = T

(ﬂtif5)Y173e113”27‘(1+¢r4(ﬁ>d (e(llg)ZWY2T1>)
inf {fvar(t)} = fvar(T) = e .

te[0,T]

=e

Now, we split our analysis into two cases:
a) Let § <1

Then

1-6 1-46 1-96

inf Y f {Y = Y(0) =
tel[%,T] 1+« ®) 1 + « tel[{)lT] ) 1+« (0)=0
~—— —_—
>0 =Y/(0)

and therefore

e { e + 1 0¥ 0} > it (o) + nt {1 50v ()]

te[0,T7] 1+« te[0,T7] tefo,7] | 1
= f a = a
tel[gzr {fvar(t)} = fvar(T).

In total, coming back to the Value-at-Risk condition, we obtain
VaRg (C, g(t)) =0Vt e [0,T]
1—-90 1 0«
< inf {fVaR( ) + Y(t)} = ( ra - (5) Y(T)

te[0,T] 1+« 1+«

1+ ad
1+«

< Fron(T) > ( - 8) v(T),
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where the last sufficient condition can be transferred to

Fron(T) = (520 -5) v(m)
Mia
ad <
I B

—1 ,
\/(J@)"’W - 1> (e =) y(@)ers T

that is a lower bound condition on 5. We observe

VaRg (Ch 5(t)) =0Vt e [0,T]

=0 A
M

(1+ad - L pyer 1 () hier
_ ) Y(T)er 14+ = 1
(152 -5) v  NGIIC
if e
e[?)r,l]
1 5
( +0<(5_6> Y (T)
1+«
20_
with
. 1 1
Felomind Lt L] Z o, LE9,
1+« 14+«
= 1;;:2?, for 6<1
b) Let 6 > 1:

We show above that, under the assumption 5 < 1—®

12 , the infimum
[

of fvar(t) is attained at t = T

(2 5y (r)es (1+¢—1(5>J ('3(115)2'7”—1))
inf | {fvar(t)} = fvar(T) = e .

te[0,T
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Moreover,

1-— 1-— 1-—
inf 1 0 Y(t)p = . sup {Y(t)} = 1 5Y(T),
te[0,T] + « + & 4ef0,17] + «
<0

|

—Y/(T)
i.e. the infimum of %Y(t) is also attained at ¢t = T'. Altogether, this gives equality:
1-96
inf t)+ ——Y
tel[%,T] {fVaR( )

Lo (0} = fran(T) + 1 2¥ (D).

Finally, coming back to the Value-at-Risk condition, we get
VaRg (C} 5(t)) =0 Vte [0,T]

. 1-96 1+ad -
< tel[l(r)l’fT] {fvaR(t) + l—i—ay(t)} > ( - 5) Y(T)

1+
1-0 1+ad =

Y+ —Y(T) = -0 ) Y(T

& fran(T) 4152 (D) > (752 -5) v

< fvar(T) = (0 —0) Y/(T).

Since § > 1 in this case and § < 1 is required, it follows that é < 1 < § and the term
((5 — 5) Y (T) = 0 becomes always non-negative. Therefore, we can rewrite the condition
as follows:

VaRg (Ch 5(t)) =0 Vte [0,T]

< fvar(T) = (6 —0) Y/(T)

e B> 1 In ((6 —68) Y(T))

\/(e(fﬁ)QWIQT — 1) (111%5 - 5) Y(T)eﬁ”fyHQT

We observe

VaRg (C 5(t)) =0 Vie [0,T]

<0
=0
A
~

<1110;5 _ S) Y(T)eﬁ“v\\?; (1 e \/(e(li,;)zw - 1))

> (6-90)Y/(T)
€[0,1]

with
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< 1 )
0 € O,min{ 1—|—a

+ «

,1} —[0,1].

~
=1, for §>1

3. VaRy (Csp(T)) = 0:
In particular we have at terminal time 7"

VaRg (C 5(T)) = 0« fyar(T) = (6 —0) Y(T)

2
=€ > (6—0) Y(T) .

>
——
=0

~—

=0

We observe the two cases é > 6 and 6 < 8. First, for any ¢ >

§=>0,0€ [5,min{1+a5,1}]
1+a

This region for ¢ is non-empty iff § < 1 with then min{”o“S 1} — 129 3nd we have to

1+a? 1+a
restrict
< 1+aé
de[0,1], 6|0 .
e [0,1]. e[, 1+a]
In this case, Theorem [5.7 shows that
= 1+ aé N
sel0,1], 5e [5, Ha]@ * 5(T) = 0.

Second, for any b<é , the condition on § and 4 can be rewritten as a condition on B:

VaRg (Ch p(T)) 2 0« fyar(T) = (6 —0) Y(T)

2
(111%5_5>Y(T)61%5H7H2T (H@l(ﬁ)J (e(lib) ’YQT_l))
= > (5-5)v()

=
Vv |

1 In ((6 —48) V(7))

—1
~ 1 27
\/(e(llé)znw _ 1) (452 —8) v(meri"
Moreover, for 6 < § the restriction

520, 05¢ [o,min{1+a5,1”, 5 <4
1+

o

<=
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becomes
§>0, 6€[0,min{J,1}]

due to

1 5 0, ifd<1
min{é,m,l} _o! = min {4, 1},
1+« 1, ifo>1

where we added the case § = § for convenience, which does not falsify any result.

C.3 A solution to an ordinary differential equation

Let the following ordinary differential equation (ODE) on a function f(¢) with 6(¢) € R\{0}, ¢(¢) e R
be given:

F1t) = 0(t) f(t) + e(t),

F(T) = fr. (G2

Theorem C.6. The solution to the ODE (C.21)) is

T T s
fit)=e" §i 6(8)‘1sz —f e i 5(“)d“e(s)ds.

t

Proof. Define the function g(t) := e~ §69(5)ds guch that g'(t) = —d(t)g(t). Now define z(t) := f(t)g(t).
The product rule gives

Z(t) = f()g'(t) + g(&)f'(t) = —0(t)g(t) f(t) + g(t) (3(2) f () + €(t)) = g(t)e(t).
Therefore, the ODE in z that is to be solved is given by

Z’(t) _ 6756 (5(s)ds€(t)7
2(T) =e" fo S(s)ds g

To solve this ODE we can apply the technique of separation of variables. It follows
dz = e %o ()¢ (1) dt,

and by integrating both sides we obtain

i ,
z(t) = J e o dwdue(g)ds + K
to

for some ty < t and some constant K € R that is such that the terminal condition z(7") = e~ fo 8(s)ds fr
holds true, i.e.
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T T S
eﬂﬂ®“ﬁ:J‘5kmwﬂ$@+K

to

which leads to
T T s
K=e $o 6(s)d5fT _ J e 5o 5(u)du€(8)ds
to
and thus
T T s
z2(t) = e~ o S(s)ds £ _ J e o 5(“)due(s)ds.
t

Finally, we arrive at the solution to the ODE (C.21):

T T
f(t) _ @ _ 6Sé 5(s)ds (6_ S(I; 6(s)deT f - 55 6(u)du€(s)d8> — e StT 6(s)deT B f e §; 6(u)du€(8)ds.
t t

O]

C.4 An alternative buffer rate process as a proportion of the fund
surplus

The second proposal for a buffer scheme, as an alternative to the one in Section smooths
the portfolio wealth around the benchmark wealth B(¢). We consider the alternative buffer rule
c(t) = c(t,V) defined by

c(t)dt = a(t)(V(t) — B(t))dt, alt) € [0,1] (C.22)

for some deterministic wealth benchmark B(¢). Hence, the buffer rate equals the proportion «(t)
of the surplus V(t) — B(t). Whenever the portfolio wealth exceeds the benchmark wealth, i.e.
V(t) > B(t), then some fraction of this surplus is taken out of the portfolio and put into the
buffer account. Similar to Section the proposed buffer rule defined in and also the
accumulated buffer account can turn negative in order to smooth the investment portfolio in bad
market times. In good times, when V' (¢) > B(t), then some fraction of this surplus is used to build
a buffer that can be used in bad times. In those bad times, when V(¢) < B(t), then a fraction of
the absolute value of this negative surplus is taken from the buffer account to increase the portfolio
value and to bring it back closer to the benchmark B(t). Notice that ¢(t) = a(t)(V (t) — B(t)) is to
be interpreted as a rate and not a total amount.

When we insert ¢(t) from (C.22)) into the formula for the wealth dynamics, then ([5.1)) becomes

dv(t) =V () [(r+ #(t) (w—r1))dt + 7(t) cdW (t)] — a(t)(V (¢) — B(t))dt + y(t)dt
=V () [(r—at) + 7@) (u—7r1)) dt + 7(t)'cdW (t)] + a(t) B(t)dt + y(t)dt.
The formula shows that «(t) can to some part be interpreted as a reduction in the interest rate 7.

The reasoning why this buffer rule is in the appendix is because we prefer the first buffer rule
introduced in Section The explanation is the following:
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Let us look at the situation where V(t) > B(t). Moreover, let V (¢t + A) < V(¢), i.e. the investment
return in the period [¢,¢ + A] is negative although there are some positive inflows in terms of y(¢).
Let nevertheless V(t + A) > B(t + A) hold with B(t + A) > B(t), due to a strong outperformance
of V(s) over B(s) prior to time t, i.e. for s < t. This means, the difference in V' — B shrinks from
time t to t + A, but is still positive. Then Eq. supposes that some amount is taken out of
the portfolio and put into the buffer account even if there is a loss in the wealth process V' (t) while
having an increase in the wealth benchmark B(t). This is counterintuitive and does not happen for

the buffer proposed in Eq. (5.7) in Section

C.4.1 General solution

The next theorem summarizes the closed-form results for the optimal control @ 5(t) and the cor-

responding optimal fund wealth process V; 5(t) = V (¢, 7, p). Let vo > F, 5(0) be assumed from
now onll]

Theorem C.7 (General solution). The optimal portfolio process is given by

1 Vip(t) — FoB(t)

1—b Vo p(t)

7AI-:J(t,B(t) = 271 (N - T].) )

which is of a Constant Proportion Portfolio Insurance (CPPI) type with constant multiple and where
we define

)

T
F,p(t) = Fe_T(T_t)HtT afs)ds _ f e T(s=+; a(“)du(a(s)B(s) + y(s))ds, FQ7B(T) =F
¢

with F&B(t) = (r — a(t)) Fop(t) + a(t)B(t) + y(t). The associated optimal wealth process Vo p(t)
of the pension fund follows the SDE

1

WV p(0) = (Vi(®) = Funl) | (1= a0 + 5ol ) at o syawto| + Pt

the fund surplus V; p(t) — Fa,B(t) is log-normally distributed and follows the SDE

A(V2s(0) = Fap) = (Vslt) = Fup ) | (v = alt) 4 5 017 e+ /aw o)

hence

- - r4+ 1= 2_1(_1)? 2) ¢ as)ds+——=y' W (t
2 508) = Foplt) + (o By oyl I I () JeGeton sz

- b 1 -
b

= Fas(®) + (v — Fag(0))e T3 T501) R0l gy =155

The optimal accumulated buffer account equals

1130“ B(0) is defined in the upcoming Theorem The reasoning why this condition is supposed was already
explained in Section m



250 C. Appendix to Chapter@

< lt) = f e(s)e"ds = f e =90 (s) (V2 p(s) — B(s))ds

b 1 -

t s
— (0o — Fyp(0)) J e"(tfs)a(s)e_l,g(T+%ﬁ\\’7\\2)s—soa(“)du Z(s) s

Proof. The proof is provided in Appendix [C.5] O

The formula for the investment strategy 7, 5(¢) shows that the buffer rule has no impact on the
constant CPPI multiplier, but influences the optimal portfolio allocation strategy through the CPPI
floor F,, p(t). Further the formulas show that under F,, p(t) = B(t) (for instance see Corollary,
it is ¢(?) = 0 and therefore C, 5(t) > 0.

We now have a look at the expectation, variance, Value-at-Risk and shortfall probability of the fund
wealth distribution and the expectation of the buffer account to assess its risk.

Theorem C.8 (Fund wealth characteristics). Let @ () denote the cumulative distribution function
of a standard normal random variable.

o Fzxpected fund wealth:

* ~ ~ rt+ L)%=t a(s)ds
E[ a7B(t)] _ Fa7B(t) + (U[) —Fa’B(O))G 1+ l_bH'YH t So (s)

Variance of the fund wealth:

+ 2
Var (Vi (1)) = (v — Fop(0))22 0 TG o) (e(lia) It _ 1>

Value-at-Risk/Quantiles of the fund wealth distribution with level 5 € [0,1]:

Y - 3 B[V 5 ()] —Fa®)+2 1 (B)y|Var (V2 5 (b)
VaRs (Vap(®) = B2 () = Fup() +e " (V20 0)

Shortfall probability of the fund wealth with threshold s > F%B(t):

(s = Fa(t) — E[ Vi p()] + Fun(®)

Var (VO’;B (t))

P(Vip(t) <s)=Fyr (s) =2

Ezpected accumulated buffer account:

E[C2 5()] = f &= (s)(E [V p(s)] — Bls))ds
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_ fo =) a(s) (Fop(s) — B(s)) ds

t S
+ (vo — Fp(0)) f -9 (507 TIPS
0

Proof. The proof is given in Appendix O

The numbers in Theorem can be applied to assess and manage the portfolio’s risks or for
estimating or selecting the model parameters.

C.4.2 Special cases

We consider some special cases that arise from Theorem[C.7] First of all, if the buffer rule parameter
is constant, a(t) = «, then the formulas can be reduced to:

Corollary C.9 (Constant buffer rule parameter: a(t) = «). If a(t) = «, then the optimal portfolio
process is given by

o 1 Vip(t) = Fap(l)
7I-cu,B(t) = ~—

L —7rl),
=5 V0 (=r1)

which is a CPPI strateqy with constant multiple and cohort-age dependent but state- or market-
independent cushion floor

T
Fop(t) = Fe (=)= _ J e~ =D (0 B(s) + y(s))ds, Fop(T)=F,
t

with F&B(t) = (r —a) Fo B(t) + aB(t) + y(t). Moreover, it holds

. 1 1 .
V2 5(0) = (V2(®) = Fon) | (= a5 lnI? ) de+ svaw)| + R s

A(V25(0) = Fap) = (Vslt) = Fup®) | (r =t 5 e L gamtn)].

and

i

L 21 ()2 a2 1
ap(t) = Fop(t) + (vo—Fa,B(o))eQ o+ P-3 (%) i )tn,m w(t)

~ 1

— Fap(®) + (v — Fap(o))e (T3 0TI vl gy,

Finally, the formula for the accumulated buffer account simplifies to

~ 1

! — b (rl L y)2)s—as 5 -1
£lt) = (0 = Fop(0))a [ 9Tl )
0

+a fot er(t=9) (Fu,p(s) — B(s)) ds.
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If the buffer mechanism is absent, i.e. if «a(t) is forced to zero, then Corollary already provides
the respective objects of interest.

The upcoming corollary states the results if the wealth benchmark B(t) = 0 for the buffer mechanism
c(t) is set to zero.

Corollary C.10 (No buffer benchmark: B(t) = 0). In the case where B(t) = 0 (i.e. no buffer
wealth benchmark) the formula for 7}, (t) reduces to

1 Vro(t) — Eaolt
R o(t) o(t)

>y —r1 ,
1-b Vaolt) (u )

which is of a CPPI type with cohort-age dependent floor

T
Fa,O(t) _ Fefr(Tft)JrStTa(s)ds _J —r(s— t)+St duy(S)dS, Fa,B(T) =F
t

with Fc/y,o(t) = (r — a(t)) Fao(t) + y(t). For the wealth process of the pension fund we obtain

Wzo(®) = (Vio(®) = Faa(0) | (r = a0 ) a4 —srvawn)| + Faoltyan

d(@@—EMM=<@m—Ew@ﬂQ—Mw )ﬁ+11ywwﬂ,

7‘72—7 1A22—t0455%'
24(0) = Fog(®) + (10 — Fog(Oel T3 () P St gipao

1

Foot) + (vo — Fmo(o))e—lﬁ (r+3 5 12)t el 7 =5y

Additionally, the formula for the accumulated buffer account reads
- ' (r+3 35 102)s—f awdu 53—
0lt) = (00 = Foag(0) [ e Da(e)e Pl AT et )it
0

t
+f er(tfs)a(s)ﬁ’ajo(s)ds.
0

Moreover, B(t) can be regarded as a wealth benchmark for the buffer rule ¢(t) and F, p(t) as a
wealth benchmark for the investment strategy 7 g (t). The following corollary shows the solution
if both wealth benchmarks coincide.

Corollary C.11 (Equal benchmarks for buffer rate and investment strategy: B(t) = F, p(t)). If
the wealth benchmark B(t) of the buffer rate process coincides with the wealth benchmark Fa B(t) of
the optimal investment strategy, then

B 1-b  Vag)
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which is a CPPI strategy with time-t floor F, g(t) = B(t) being equal to the wealth benchmark B(t)
of the buffer rate process. Furthermore, we obtain

V2 5(0) = (V2(®) = BO) | (7 = ate) 4 5 01?) e+ /aw(o)] + B0
A(V2s(0) - BO) = (Vs = @) | (r - a0+ 51l ) - syawtn)].
and
Vi 5(6) = B + (o — BoY)el EENI A () P JeSoatone ey

b

— B(t) + (vo — B(0)e T3

TJF%ﬁ”’YHQ)t*Xéa(s)dsZ(t)_ﬁ.

In this case (B(t) = Fo p(t)), B(t) needs to fulfill
B'(t) = (r = a(t) B(t) + a(t)B(t) + y(t) < B'(t) = rB(t) + y(t)

with terminal condition B(T) = F,, p(T) = F.
T
B(t)=e " TOF — J e "6y (s)ds, B(T) = F.
t

Hence, B(t) grows with inflows y(t) and interest rate r which means that an investment return
benchmark of r is considered. The accumulated buffer account formula becomes

t 3 s 5 1
a,5(t) = (vo — B(0>)J er(t—s)a(s)efﬁ(”%ﬁwz)s*&)O‘(“)d“Z(s) T ds,
0

Finally, we are interested in those settings in which the optimal portfolio rule turns to a constant-mix
strategy. It can be shown that this is the case iff Fi, p(t) = 0.

Corollary C.12 (Optimal constant-mix strategy). Let F,p(t) =0Vt e [0,T] which holds if and

only if F = 0 (i.e. CRRA utility function), since Fo g(T) = F and the remainder of Fy, p(t),
which is S,:T e+ alwdu (o (§) B(s) +y(s))ds equates to zero Yt € [0,T] because 0 = F&B(t) (SEZ
(r—a(t)) Fap(t) + at)B(t) + y(t) = a(t)B(t) + y(t). In this case, i.e. a(t)B(t) + y(t) = 0, the
wealth benchmark B(t) is forced to take the form

Therefore, B(t) < 0 if y(t) > 0. The optimal constant-mizx strategy then turns out to be

o 1
o plt) = —27 (= r1)

which coincides with the Merton portfolio. Moreover, it holds

1
1—b

V50 = Vis®| (1= a0+ bl ) @ Syamn|.
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and

2
. r g 14 (225) TIPS ats)dst g
a,B(t) = U06< = N

_ wpe (TP )t-G alo)ds 21T,

If there is only one risky asset in the financial market (N = 1), i.e. if a risky fund is considered,
then the optimal constant-mix strateqy is

i ()= ——=""" =MP=_——"SR,

where M P := 1i13 B is the Merton portfolio and SR := ¥_= denotes the Sharpe Ratio of the risky
asset.

Finally, the formula for the accumulated buffer becomes

* olt) = f =)0 (s) (Vi 5(5) — B(s))ds

0

t
- U0J eT(t_S)a(s)efﬁ(”iﬁ”VH )S o o % f )B(s)ds
0
t
~ J e t=3) g (5)e T8 (AT NP 5K )T ds f
0

C.4.3 Scenario generation and numerical analysis of the optimal pension fund strategy

Setting. We assume the very same setting as in the numerical case study in Section [5.1.2.3} the
single difference is that the smoothing parameter « is chosen to be a = 1% instead of o = 40%.

This different selection is due to the different impact and meaning of the a parameter within both
buffer rulesd?]

Simulation results. For completeness we provide some comparable pictures as in Section [5.1.2.3
In Figure the Value-at-Risk curves for V; 5(T') and V7 (T), as well as V,; 5(T) + C}, 5(T') and
V(T'), almost coincide for 8 € (0,50%], but diverge for larger 3 values.

Ak

*With o = 1% we obtain equal initial portfolio weights 77, 5(0) (7% 5(0) & 90%). For higher « values, the smoothing
feature of the buffer might look more pronounced, but then the setting leads to a highly leveraged investment
strategy particularly at the beginning of the investment period.
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Figure C.1: Stock price process, wealth and risky relative portfolio processes for the smoothed
(v = 1%) and unsmoothed (o = 0%) portfolio in a bull market.
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(a) Buffer rate c, 5(t). (b) Buffer account C}, 5(t). (c) Ratio between the buffer account
C:, 5(t) and the total wealth VJ 5(t)+

a5 (t)-

Figure C.2: Buffer rate, buffer account and buffer account-to-total wealth ratio evolution in a bull
market.
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Figure C.3: Stock price process, wealth and risky relative portfolio processes for the smoothed
(o = 1%) and unsmoothed (o = 0%) portfolio in a bear market.
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Figure C.4: Buffer rate, buffer
market.
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account and buffer account-to-total wealth ratio evolution in a bear
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Figure C.5: Stock price process, wealth and risky relative portfolio processes for the smoothed
(v = 1%) and unsmoothed (o = 0%) portfolio in a non-directional market.
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Figure C.6: Buffer rate, buffer account and buffer account-to-total wealth ratio evolution in a non-
directional market.
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Valis()

0 0.1 0.2 0.3 0.4 0.5

8
(a) VaRg (+).
Figure C.7: VaRg (-) vs. j for the terminal portfolio values V,; p(T'), V; 5(T) + C3, 5(T'), Vi o(T)
and V(7).
E[] Sd () SR (") VaRy.o5 (+) VaRoo1 (+)
O:B(T) 8.1182 2.5272 3.2123 5.6551 5.3458
V2 5(T)+C2 5(T) || 85151 2.9373 2.8990 5.5655 5.1361
VO*,B(T) 8.1160 2.5283 3.2101 5.6530 5.3440
V(T) 8.6042 3.1554 2.7268 5.5564 5.1426
P(- < 0) E[] VaRoos (+) VaRoo1 (*)
Q,B(T) 16.34% 0.39693 —0.14382 —0.24864

Table C.1: Terminal performance numbers (values -107 except for P( o.5(T) < 0) and SR("))
under the optimal and the comparative investment strategies under 10,000 simulations
and annual rebalancing.
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C.5 Proofs to Appendix [C.4

Proof of Theorem[C.7. The HJB equation for the value function ® = ®(¢,V) = V reads

Du(t, V) + max {®y (V) [V (r = at) + #(t) (= r1)) + a(t)B(®) + y(t)]
1 (C.23)
+ 50vv(t, V)szr(t)/Zfr(t)} —0.

The terminal boundary condition is ®(7', V') = U(V'). The first order condition of the maximization,
i.e. equating the first derivative of the maximum with respect to 7 to zero, leads to

(I)V(tv V(t))

= E VeV

Y (p—r1). (C.24)

Hence, a(t) has no direct impact on 7*(¢) but might have an indirect influence through ®(¢,V).
Inserting this back in the HJB gives

2
@(t,V) + [V (r — a(t) + o)) B() + y(0] Sy (1, V) — 5 WW -

Now recall the utility function U from ({5.5)):

The ansatz for the value function is

. ;
B, V) = h(t)a=l <1 L (V- f(t))> , (C.25)

S

with deterministic, differentiable functions h(t), f(t) such that h(t) # 0 Vt € [0,T]. The partial
derivatives are

N B b—1
wv) = w0t ({50 - 10)) - na (L0 - sm))
b—1
By (e, V) = b0 (15 (= @)
b—2
Byt V) = —n0a (S50 - 10)

With this, in case the value function fulfills the HJB equation, the optimal portfolio composition
would be

LV - f#)

T v (=rl)

T (t)

which is of a Constant Proportion Portfolio Insurance (CPPI) type. Notice that the boundary
condition ®(7T, V) = U(V) is satisfied for all feasible V' iff
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hence iff
nMT) =1, f(T)=F. (C.26)

When we insert the ansatz for ®(¢,V) and its partial derivatives into the HJB equation, then it
boils down to

oéwwdjf(li; —ﬂ»)g noga (-

b—1
V=) S0

1 b—1
HIV (= a(0) + a®B(0) + sl h0a (5 - 1)
L (na (50 - o))
Shl? ~
o 4# 2i0)
b / 1 b—1
0’5" (15 ﬂwQ - om0 (50 - o)
b—1
(= o) (=8 ({150 = 10+ 10)) +a®B( + ot0) | n0)a (5 - 7))
= (7‘ a(t))
b
+ghina (50 - 1)

1 b1} ) 1 b P
= <1—13(V_f(t)>> a— {h(t)+21_6 ? (t)+b(r—a(t))h(t)}

b— 1
(55507 7@)) 1O {£O) = (= al) 10 - (@B + o).

As long as the HJB equation has to hold for any V, it must be

Wity = —b <;1ib|'y|2 - a(t)> B(t), W(T) =1, (C.27)
fi(t) = (r=a@®) f(t) + (a()B(t) + y(t)), f(T)=F, (C.28)

Vt € [0,T]. The solution to the ordinary differential equation (ODE) on h is given by
h(t) = eS?i)(%ﬁH’y\Pﬁ-r—a(s))ds _ eb(% 11bH'yH2+r)(T t) bStT oa(s)ds' (C.29)

The solution to the ODE on f is
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T T s
f(t) = Fe b rmalhds - f e Wlr=alDd (a(s) B(s) + y(s))ds
t

T
_ Fe_r(T_t)"'SzT a(s)ds _ J e—r(s—t)+st a(u)du(a(S)B(S) + y(s))ds (0.30)
t

This results from applying Theorem [C.6] in Appendix [C.3] For the optimal portfolio allocation it
follows

= = ’ > (u—r1), (C.31)

which now is a CPPI with constant multiple and floor
~ T T s ~
Fo B(t) = Fe"(T=0+§; als)ds _ f e =D alWdu (o) B(s) + y(s))ds, Fop(T)=F. (C.32)
t
We now substitute 77, 5(t) into the dynamics of V(¢) above that arises from Eq. (5.1) with the
specific buffer rule ¢(¢):

o

. 1 Vo)~ Fap(t) - ’
= Vi (1) <r—a(t)+ {1—5 0 b)) 1(;1,—7“1)} (,u—rl)) dt

dVy p(t) = Vo g(t) [ (r — alt) + & (t) (n — r1)) dt + 7 (t)' odW (t)] + a(t) B(t)dt + y(t)dt

s e |
+ V3 5(t) Y (p—r1) p adW(t) + a(t)B(t)dt + y(t)dt

)

= Vap(t) (r —a(®)dt + (Vo p(t) = Fap(t)) (1 — r1)' X7 (u—rl) dt
=[I?
1 ~

+ ——= (V2 5t) = FEan(t) (n—r1) S o dW(t) + a(t) B(t)dt + y(t)dt
1-b6 7 —_—
=/
= (Vi) ~ Fu®) (r — ()t + (V2 p(0) — Fop(t)

+ (V2 g(t) — Fup(t)) ; 1 Bf/dW(t) +a(t)Bt)dt + y(t)dt + Fap(t) (r — a(t)) dt

|7t

- V25(0) = Foun®) [ (7= ) 4

+ (a@®)B(t) + y(t) + Fop(t) (r — a(t))) dt.

1
i)+ o]

(C.33)

By applying the Leibniz integral rule we obtain
~(; B(t) _ Fe—r(T—t)+Sf a(s)ds (7“ o Oé(t))

T )
—(r—a(t) f e (eH alWdu (o (5) B(s) + y(s))ds + (a(t) B(t) + y(t))
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= (r—oa(t)) FoB(t) + a(t)B(t) + y(t). (C.34)

Hence,

1
1—b

Wz 5(0) = (V2(®) = Fup@) | (1= a0+ 510l )t sy (o] + Pl (©35)

Furthermore, the SDE for the cushion V; 5(t) — Fy p(?) is given by

d(Vig(t) — Fap(t) = dVy p(t) — dF, B(t) = dVy p(t) — ~&,B(t)a(/t

(V2 () — Fap(t) [( ~a(t) + — Bw) e Bv'dmo}

+ ((t)B(t) + y(t) + Fap(t) (r — a(t))) dt
—[(r = a(t)) Fa () + a(t)B(t) + y(t)] dt

~ 250 = Fon(®) | (7= ) + 5 1P a4 a0

1—b

The formula shows that V,; 5(t) — F, (t) follows a geometric Brownian motion with

. - r+—L Q—l%2 2 )¢—( a(s)ds+——~'W(t
;,B(t)—Fa,B(t)=(vo—Fa,B(o))e<+1bh" H(25) P iS5 ats)dst g

under P, consequently

) - (5123 () 12 Je=Sh aoas 52w
* _ _ 1-b 1-b 1-5
apt) = Fap(t) + (v0 = Fap(0))et (C.37)
b 1

~ ~ ——r4+=z—— — ta s)as 5 ——
= Fap(t) + (09 — Fup(0))e 17 T hoa)ds gy 525

Finally, using above results we can calculate
¢ ¢
20 = [ eloreras E [ rta(s) (12 0s) - Bl)ds
0 0

t
37 f =)0 (s)
0
~ r+—i 2—1%2 2 ) s—( a(u)dut+—2=~"W(s ~
x ((vo - Fa,B(O))e( rgh=3() i ) Jo odut 5y W) FoB(s) — B(s)> ds

2
i f e”(”)a(s)e(rﬂl‘f’ﬂté(lil}) \\7\‘2)8—Sooc(u)du+ﬁ“/ We
0

t

+ J er(tfs)a(s) (F%B(S) — B(s)) ds

0
t b E]

= (vo — Fa,5(0)) f er<tfs>a(s)e—ﬁ(r%ﬁuwu?)s—goa(u)du Ss) 5ds
0

+ J et~ (s) (Fu,5(s) — B(s)) ds
0
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t b s L1 t
= (vg — Fa,B(O))J e’ﬂ("/*s)a(s)e_ﬂ(Méib‘hH )S_SO O‘(“)duZ(s) 7 ds + J e"t=q(s)
0

T
X (Fer(Ts)Hz udu _ f e 7=+ v (o () B(u) + y(u))du — B(s)) ds.

Proof of Theorem [C-8

¢ Expected fund wealth:
From Theorem it follows

~ - b

E[Vipt)]=E [FQ,B(t) + (vo — Fa,B(o))gg(H%—buvu )5 a()ds 5 (t)—ﬁg}
= a,B(t) + (UO — FO(’B(O))G_ﬁ(TJ’_Q 1 b||7H ) St oz(s)alsIE [Z(t)_l—fv]

B () + (0o — Py p(0))e T3 T ETEII) S alds 25 (e 11)e 3 (2 ) e

2 I 1 ¢t
= Fa}B(t) + (/UO - FOt B(O))eTt+ 1ig“"/”2t SO Oé(s)ds

)

Here we used that Z(t)" = efn(wr%“”“z)t*m/w(t), n € R, is log-normally distributed with mean

—n (r + %|7|?) t and variance n?|y|*t, and that E [e?] = eM2+3%% for a normally distributed
random variable Z ~ N (pz,0%).

e Variance of the fund wealth:

Theorem [C.7] implies
~ —b(r ¢ S
Var (VC):,B( )) VCLT' ( a B(t) —+ (UO — Fa’B(O))e 1—b< +2 1— bH’YH ) So a(S)dSZ(t) 1ib>

L) -2 ffas)dsy, (Z(t)*ﬁ>

2
t
: T+%ﬁ|wn2)t—2soas>ds 2 (r+ R+ (75 ) IR

Il
—~
<
()
|
sl
L
Sy
—~
)
S—
SN—
©
ml
N
—
|-
Lo
— —~
=3
5
[
i

9

t 2
— (v — Fop(0))2e3 (TPt ) <e<£a) R 1)

where we used that Var (eZ ) = e2Hztoy (e"% — 1) for a normally distributed random variable
Z~N (/Lz,G%).

o Value-at-Risk/Quantiles of the fund wealth distribution with level 5 € [0, 1]:

From Theorem we know that V p(t) — FE, p(t) > 0 is log-normally distributed with
mean E [VC;’B(t) - Fa73(t)] —E [ a*’B(t)] — Fo p(t) and variance Var (vajB(t) - Fa,B(t)) -
Var ( O’;B(t)); for E[ J,B(t)] and Var ( ;7B(t)) see the formulas above. The rest follows
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from the Value-at-Risk proof in Theorem The difference lies in the different values for
E|Vep®) Var (Vip®) and Fup().

« Shortfall probability of the fund wealth with threshold s > F,, p(t):

The shortfall probability was already calculated in the proof of the Value-at-Risk formula, see
proof of Theorem but with different E [ o B(t)] and Var ( o (t)) values to be inserted
into the formula.

o Expected accumulated buffer account:

In view of Theorem [C.7] the expected value of the collected buffer equals

~ t r— 2—1%2 2 ) s—° a(u)du+ =~ W (s
E[Chp(t)] =E [(Uo - Fa,B(O))J er(t‘s)a(S)e< =3 () ) Jo etwdet 557 W )d‘S]
0

+E Uot "= a(s) (Fap(s) — B(s)) ds}

= L e’"(t_s)a(s) (Fa,g(s) — B(s)) ds + (vo — F,,5(0))

. Jt er(t_s)a(s)e(H;Bv|2—;(1if,)272)s—sga<u>duE [eﬁwv(s)] N
0

_ L " a(s) (Fap(s) — B(s)) ds + (vo — Fap(0))

t r4—L 271L2 2)s—% a(u)du 2
) J it o5y TR () 1 oG (11 s
0

_ fo "=9a(s) (Fap(s) — B(s)) ds

t s
+ (UO o Fa,B(O))f er(t—s)a(s)e(rJrﬁ”’YH?)S*So a(U)dudS,
0

where we used that v/W (s) ~ N (0, [v[?s).
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