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Abstract— The safety validation of motion planning algo-
rithms for automated vehicles requires a large amount of
data for virtual testing. Currently, this data is often collected
through real test drives, which is expensive and inefficient,
given that only a minority of traffic scenarios pose challenges
to motion planners. We present a workflow for generating a
database of challenging and safety-critical test scenarios that
is not dependent on recorded data. First, we extract a large
variety of road networks across the globe from OpenStreetMap.
Subsequently, we generate traffic scenarios for these road
networks using the traffic simulator SUMO. In the last step,
we increase the criticality of these scenarios using nonlinear
optimization. Our generated scenarios are publicly available
on the CommonRoad website.

I. INTRODUCTION

Virtual testing is an important tool for validating the
safety of automated vehicles, as it exposes potential defects
of the algorithms under test. Having a large variety of
challenging traffic scenarios is vital for effective and efficient
testing of motion planning algorithms. While carrying out
simulations using data recorded from test drives provides us
with realistic scenarios, the required data collection is often
overly expensive and time-consuming [1]. Even though the
number of publicly-available datasets has increased over the
last few years, e.g., [2]–[5], they usually feature only a small
number of maps and require much effort to record.

Our framework generates a database of safety-critical
scenarios for scenario-based testing [6] of motion planing
algorithms for automated vehicles. It consists of

1) Extracting interesting road intersections worldwide
from OpenStreetMap (OSM) [7] by using our Globe-
trotter tool (see Sec. III).

2) Generating safety-critical test scenarios by first pop-
ulating the extracted intersections with traffic partici-
pants through the traffic simulator SUMO [8].

3) Optimizing the criticality of the obtained scenarios by
using a generalizable criticality criterion (see Sec. IV).

A. Related Work

Below, we concisely review related works on approaches
towards automatically creating virtual representations of road
networks and generating critical test scenarios for automated
vehicles.
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1) Creating road networks: Generative approaches con-
struct road networks, e.g., based on abstract specifications
[9]. Moreover, a suite of road networks with a defined cover-
age of road curvatures is generated in [10] using satisfiability
modulo theories. Road networks that lead to the failure of
lane-keeping assistants are generated procedurally in [11]
through mutating road networks using genetic algorithms.

Alternatively, road networks can also be created from
external sources. In [12]–[16], the authors extract road
networks from aerial and satellite images with the help of
computer vision techniques. These works are capable of ex-
tracting high-level geometric information of road networks;
however, lane-level information concerning motion planners
of automated vehicles is not reconstructed. Promising works
towards the reconstruction of road networks with lane-level
detail from aerial images can be seen in [17], [18]. Similarly,
while creating road networks for single lanes from OSM data
is straightforward [19], creating those with lane-level detail
is a more challenging problem [20].

2) Generating critical test scenarios: Creating test sce-
narios for automated vehicles using traffic simulators is
proposed, e.g., in [21], [22]. Realistic scenarios can be
obtained by calibrating their simulations through real-world
measurements. By using criticality metrics, safety-critical
scenarios are filtered [22]; however, these situations occur
only rarely, in the main.

To efficiently obtain critical scenarios, importance sam-
pling from large databases of recorded traffic data is pro-
posed [23]. Criticality metrics are combined with the occur-
rence rates to efficiently sample critical scenarios representa-
tive of real-world driving conditions [24]. Other approaches
use optimization to create critical scenarios based on these
metrics [25], [26]. Similarly, falsification methods can detect
scenarios that falsify a motion planner with respect to a given
safety specification [27], [28]. Parameter regions for critical
scenarios based on constraint satisfaction are computed in
[29]. In our previous work, we presented an optimization-
based method to increase the criticality of initially uncritical
traffic scenarios [30], [31] by decreasing the space of possible
solutions for the vehicle under test, called the drivable area.

B. Contributions

In contrast to previous work on generating test scenarios
through simulation, our approach is particularly efficient
since we combine the automatic extraction of road networks
from OSM with a traffic simulation followed by an increase
of its criticality. By exploiting the large variety of road
networks around the world, we create complex, yet realistic



road networks which currently no procedural map generator
is capable of producing. In contrast to existing work, our
approach does not rely on test drives nor other real-world
traffic data, thus it is able to efficiently create many traffic
scenarios at low costs. The resulting scenarios are indepen-
dent of the vehicle under test, due to our criticality metric
based on the drivable area.

II. OVERVIEW

An overview of our approach is presented in Fig. 1. In the
following subsections, we introduce each component.

Fig. 1. Our pipeline for generating safety-critical scenarios.

A. Platforms

1) CommonRoad: The CommonRoad (CR) benchmark
suite1 is an open-source framework that provides a collection
of traffic scenarios for motion planning algorithms. Scenarios
in CommonRoad consist of road networks, static obstacles,
and dynamic obstacles that represent all possible types of
traffic participants. In this work, we focus on cars, trucks,
and bicycles. Road networks in CommonRoad are described
by lanelets [32] (see Fig. 2). Lanelets are defined by their left
and right bounds, which are modeled by polylines. Further-
more, lanelets are connected through successor-predecessor
and lateral-adjacency relations and contain additional in-
formation such as the speed limit. Additionally, we define
forking points as the points on the centerlines of lanelets
where lanelets split or multiple lanelets merge.

2) OpenStreetMap: OSM is an open-source project that
provides geographic data worldwide. The main structure
of OSM data is defined by three elements: nodes, ways,
and relations. Nodes are geographic points defined by their
latitude and longitude; ways are tuples of nodes and represent
elements such as roads and boundaries of areas; relations are
groups of nodes, ways and other relations. Fig. 3a shows a
map taken from OpenStreetMap.

1https://commonroad.in.tum.de/

Fig. 2. Lanelet network representation.

3) GeoNames: GeoNames2 is a free geographic database
which covers all countries and contains over 11 million
placenames of cities from all over the world. The provided
geographical information includes global coordinates, postal
codes, population, etc.

4) SUMO: This open-source microscopic traffic-
simulation package is designed to handle large road
networks. SUMO models individual vehicles and their
interactions using models for car-following, lane-changing,
and intersection behavior.

B. Converters

Since most of the software platforms mentioned above
have individual formats and map representations, we use
different converters and interfaces to bridge these platforms.

1) OSM2CR converter: It converts OSM maps to Com-
monRoad lanelet networks. While OSM provides map data
for almost any place in the world, their level of detail is
not yet suited for automated vehicles: The motion planners
of automated vehicles and traffic simulators typically require
lane-level information. To resolve this issue, in the first step,
the topology of the lanelet network, i.e., the connections at
intersections, needs to be estimated. Next, spatial information
of individual lanes is deducted accordingly. Fig. 3b shows a
converted lanelet network via this converter.

2) CR-SUMO interface: It enables the communication
between CommonRoad and SUMO by a) converting the CR
road network to SUMO format, b) generating configuration
files for the simulation, and c) converting simulated vehicle
trajectories to the CR format. We refer the interested reader
to [33] for more details regarding this interface.

III. GLOBETROTTER

To automatically extract interesting road networks from
all over the world, we have developed the Globetrotter
tool, which takes the road network data from OSM as its
underlying input. As we want to create scenarios on distinct
road networks, we mainly focus on extracting intersections.
Below, we explain the major steps for extracting the inter-
sections from OSM.

2https://www.geonames.org/
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Fig. 3. (a) Map of Encamp, Andorra taken from OSM. (b) Conversion
result into CommonRoad lanelet network via the OSM2CR converter.

A. Retrieving Candidate Regions

Clearly, there are intersections all over the globe, and they
mostly vary according to region. Given that only 29% of
the Earth’s surface is covered by land3, and that 10% of
these regions accommodate 95% of the human population4,
sampling the Earth’s surface with random coordinates is
not very efficient. Assuming that intersections mostly occur
near populated areas, we retrieve these populated candidate
regions from GeoNames. To speed up the processing in the
next steps, we can also divide the region into smaller subre-
gions if the area of the region exceeds a certain value. The
retrieved candidate (sub)regions are converted into lanelet
networks via the OSM2CR converter.

B. Extracting Intersections

We denote the n-th forking point and the tuple of all
forking points in a lanelet network as Pn and P , respectively.
For a given lanelet network, it is usually difficult to determine
beforehand the number of intersections to be extracted. For
this reason, instead of k-means-like algorithms [34], we
apply the hierarchical agglomerative clustering (HAC) algo-
rithm [35] to P . HAC only requires a distance threshold dth
to limit the distances between clusters: a higher dth entails
larger intersections. Alg. 1 describes how the intersections
are extracted from P .

1) Clustering forking points (Alg. 1, lines 2-4): Initially,
each forking point forms a cluster Cn with it being the only

3https://www.noaa.gov/
4https://ec.europa.eu/jrc/en

Algorithm 1 Extracting Intersections
Inputs: forking points P , distance threshold dth
Output: extracted intersections I

1: I ← ∅
2: . Clustering forking points
3: C ← INITIALIZE(P )
4: C ← HAC(C , dth)
5: . Creating intersections
6: for C ′ ∈ C do
7: I ← CUTLANELETS(C ′)
8: I ← POSTPROCESS(I )
9: I ← I ∪ {I}

10: end for
11: return I

member: Cn = {Pn}. We denote the tuple of clusters by
C := 〈C1, C2, . . . 〉, and the distance between two clusters
Ci, Cj with single-linkage setting [35] by di,j :

di,j = min{dist(a, b)|a ∈ Ci, b ∈ Cj},

where the operator dist(·) returns the Euclidean distance
between two given forking points. In each iteration, the two
clusters Ci, Cj with the minimum distance di,j < dth are
merged into a new cluster C ′ = Ci ∪ Cj . This process is
repeated until no more clusters can be merged. Fig. 4a-4b
show the dendrogram for clustering an exemplary lanelet
network and the clustered forking points.

2) Creating intersections (Alg. 1, lines 5-10): For each
remaining cluster C ′ ∈ C, we determine the minimum radius
rmin of a circle enclosing all forking points within the cluster.
We enlarge this radius by a user-defined margin rmgn to
span a region of interest. We cut out all lanelets from this
region, resulting in an intersection I , and additionally apply
the following steps:

1) Lanelets that are not within the region of interest are
removed.

2) Due to removed lanelets, we update the successor-
predecessor and lateral-adjacency relations.

Fig. 4c shows the extracted intersections I.

C. Selecting Interesting Intersections

Given the intersections I extracted from a lanelet network,
we only keep those that are particularly interesting or distinct
according to the following features:
• number of forking points;
• number of lanelets;
• number of crossing lanelets;
• number of predecessors and successors;
• area of lanelets;
• density of lanelets;
• angle between lanelets; and
• mean distance between forking points and their cen-

troid.
We associate the interestingness of intersections with

the dissimilarity between their features and those of other

https://www.noaa.gov/
https://ec.europa.eu/jrc/en
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Fig. 4. (a) Dendrogram of the clustering result. Three clusters are generated
with dth set to 35 meters. (b) Forking points within one cluster have the
same color. rmgn is set to 15 meters. (c) Intersections extracted from the
input lanelet network.

intersections. By doing so, we turn the selection of interesting
intersections into a multivariate outlier (anomaly) detection
problem. To solve this problem, we use the isolation forest
(iForest) algorithm [36], since it is unsupervised, capable
of efficiently handling multiple dimensions of features, and
requires limited effort to hand-tune its parameters. In the
training phase, a total of k isolation trees (iTrees) are trained
with sets of randomly-selected intersections; in the detection
phase, an anomaly score s ∈ [0, 1] is assigned to each
intersection by the iTrees [36], where an intersection with
a score above a threshold sth is considered an outlier. Fig. 5
presents a collection of distinct intersections. It should be
recalled that we divide the candidate region into subregions
if it is overly large, thus rendering the adopted iForest
algorithm computationally tractable.

IV. GENERATION OF SAFETY-CRITICAL SCENARIOS

On the extracted maps, we simulate traffic participants
using our previously-introduced CR-SUMO interface next.
Since scenarios simulated with SUMO often yield uncritical,
easy-to-solve motion planning problems, we subsequently

increase their criticality using our approach [30], [31] for
reducing the solution space. We first parametrize the initially
obtained trajectories of other traffic participants in Sec. IV-
B and, following that, formulate a nonlinear optimization
problem with a criticality criterion specified in Sec. IV-D.

A. Motion Planning Problem

The system dynamics of the ego vehicle is defined by

ẋe(t) = f(xe(t), u(t)),

where xe(t) ∈ Rn is the state vector and u(t) ∈ U is the
input vector with the set of admissible inputs U ∈ Rm.

The trajectories of ntp other traffic participants are given
by xi(t; p), i ∈ {1, ..., ntp} with parameters p ∈ Rnp ,
initial time t0, and final time tf . Initial candidates for these
trajectories are obtained from SUMO; their parametrization
is explained in more detail in Sec. IV-B. The occupied space
Oi(t; p) ⊂ R2 of a traffic participant is obtained through the
occ(·) operator, i.e., Oi(t; p) = occ(xi(t; p)). We define the
motion planning problem for the ego vehicle as a classical
reach-avoid problem: given an initial state xe,0 = xe(t0),
an input trajectory u(t) has to be found to steer the ego
vehicle into a goal region while not leaving the road surface
Wlanes ∈ R2 and avoiding the space O(t; p) occupied by all
obstacles, i.e.,

∀t ∈ [t0, tf ] : occ(xe(t)) ⊆ Wlanes\O(t; p). (1)

We obtain a motion planning problem by deleting a
selected vehicle in a scenario simulated with SUMO and
storing the initial state xe,0 of this vehicle. Vehicles with
interesting maneuvers are automatically selected by using
thresholds on the velocity and acceleration profiles or by
identifying lane changes, turns or vehicles driving nearby.

B. Scenario Parametrization

In order to optimize the criticality of scenarios, we
parametrize trajectories by the parameter vector p. We de-
scribe trajectories in lane-based coordinate systems, in which
a state is defined as x = [sξ, ṡξ, sη, ṡη]

T . The subscripts ξ
and η denote the longitudinal and lateral coordinates with
respect to the centerline, respectively (see Fig. 2).

For the ntp traffic participants, we only parametrize the
longitudinal trajectory using translations ps ∈ Rntp , initial
velocity variations pv ∈ Rntp , and acceleration variations
pa ∈ Rntp , yielding p =

[
ps, pv, pa

]T
. The parametrized

longitudinal position trajectory is given by

sξ,i(t; pi) = ŝξ,i(t) + psi + pvi t+
1

2
pai t

2. (2)

From (2), the centerlines, and the dimensions of the vehi-
cle, we obtain the occupied space Oi(t, p) of each traffic
participant.



Fig. 5. Selected road intersections generated by Globetrotter (sth = 0.9).

C. Drivable Area

We denote a feasible solution to the motion planning
problem defined in Sec. IV-A as χ(t;x0, u(·)), where u(·)
refers to the entire trajectory instead of a particular value
u(t) at time t. To quantify the criticality of a scenario, we use
the solution space, which corresponds to the set of reachable
states for t ∈ [t0, tf ] without collisions:

R(t;x0,O( · ; p)) =
{
χ(t;x0, u(·))

∣∣∣
∀τ ∈ [t0, tf ] : u(τ) ∈ U ,

occ
(
χ(τ ;x0, u(·))

)
⊆ Wlanes\O(τ ; p)

}
.

By applying the projection operator proj(x) : Rn → R2,
which projects the state space to the position domain, we
obtain the drivable area

D(t;x0,O( · ; p)) =
⋃

x∈R(t;x0,O( · ;p))

proj(x). (3)

An example for the drivable area in presence of an obstacle
is depicted in Fig. 6.

drivable area D(t;x0,O( · ; p)) obstacle Oi(t)

initial state ego xe,0

feasible trajectory χ(t;x0, u(·))

Fig. 6. Example of a drivable area for the time interval [t0, tf ].

To quantify the solution space, we introduce the function
area(X ) returning the area of a set. We write

A(t; p) := area
(
D(t;x0,O( · ; p))

)
to obtain the area profile of the drivable area over time. We
compute the drivable area using our approach as in [37].

D. Optimization Problem
For increasing the criticality of the motion planning prob-

lem, we optimize the parameter vector p to obtain a desired,
critical area profile Acrit(t):

argmin
p

κ(p), κ(p) =

∫ tf

0

(
A(t; p)−Acrit(t)

)2
(4)

subject to ∀t, ∀i,∀j 6= i : Oi(t; p) ∩ Oj(t; p) = ∅.
(5)

The constraint in (5) ensures that no traffic participants
collide with each other. In this work, we use the drivable
area computed without any traffic participants and the scalar
γ ∈ ]0, 1[ which quantifies the reduction of the drivable area:
Acrit(t) = γ · area(D(t;x0, ∅)).

Since the drivable area is highly nonlinear with respect
to the trajectories of other traffic participants and possibly
subjected to local minima, we use particle swarm optimiza-
tion [38] as in our previous work [30]. Furthermore, we
implement a repair algorithm that enforces the collision
constraint (5). To that end, we formulate the collision con-
straints as linear inequality constraints and correct infeasible
solutions by computing the closest feasible solution using
linear programming. A more efficient optimization is ensured
by an a priori computation of relevant parameter intervals as
presented in [30].

V. EVALUATION

We demonstrate our approach by generating scenarios
on a large variety of road networks from various places
across the world. First, we obtain 576 road networks from
8 countries and 46 cities from Globetrotter, for each of
which we simulate multiple scenarios using our CR-SUMO
interface. After selecting interesting ego vehicles, we obtain
1402 scenarios for which we optimize the criticality. The
resulting scenarios are added to our website5.

5https://commonroad.in.tum.de/
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In Fig. 7a we compare the area profiles A(t; p) of the
drivable area in the optimized scenarios against the initial
scenario obtained from SUMO: our approach is able to
significantly decrease the drivable area, and it thus increases
the criticality. Fig. 7b shows the distribution of the achieved
reduction of the critical area. For most of the optimized
scenarios, the drivable area ranges between 0.2 – 0.3 of its
initial size.

TABLE I
PARAMETERS FOR CRITICALITY OPTIMIZATION

Drivable area computation
max. acceleration ego vehicle |amax| 5.0 m/s2

time step size ∆t 0.1 s

time horizon tf 3.4 s

Constraints for optimization
initial velocity variation [−3, 3] m/s

acceleration variation [−5, 2] m/s2
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Fig. 7. (a) Size of the drivable area A(t; p) over time, averaged over all
scenarios. (b) Histogram of the size of the drivable area in the optimized
scenarios relative to the initial scenarios.

Let us present some concrete examples for demonstrating
our algorithm. The first example is an intersection from
the town Pula, Croatia. In Fig. 8, we compare the drivable
area of the initial scenario obtained from SUMO with the
optimized scenario. Note that we restrict the allowed road
surface Wlanes to lanelets that the ego vehicle is allowed
to drive in. In the initial scenario, the ego vehicle could
either turn freely to the right or drive straight. However, after
the optimization, two turning vehicles and a bicycle restrict
possible maneuvers of the ego vehicle.

The second example is a four-way intersection from the
town Putte, Belgium. In the optimized scenario, the ego vehi-
cle must either respect an oncoming vehicle when turning left
or a bicycle when driving straight. As a result, the drivable
area is split into two parts, as shown in Fig. 9.

VI. CONCLUSIONS

We present an approach to automatically generate a large
number of test scenarios for automated vehicles. Our results
show that we are able to extract a large number of distinct
road networks from OpenStreetMaps, for which we simulate
traffic scenarios using the traffic simulator SUMO. Our
approach subsequently yields challenging scenarios by de-
creasing the solution space for motion planning algorithms.

The generated, publicly-available scenarios render the
virtual testing of motion-planning algorithms in challenging

initial position
ego vehicle

t = 0.0 s

t = 1.5 s

drivable areavelocity

t = 3.2 s

(a) Initial scenario from simulation. (b) Optimized, more critical scenario.

Fig. 8. Example 1: Comparison of the drivable areas at different times.

t = 0.0 s

initial position
ego vehicle

t = 1.7 s

drivable area

velocity

t = 3.3 s

(a) Initial scenario from simulation. (b) Optimized, more critical scenario.

Fig. 9. Example 2: Comparison of the drivable areas at different times.

situations easier. In the future, the explicit consideration of
traffic rules during the generation of our critical scenarios
will further improve our test cases.
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