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Abstract

In this paper, we take the view that human-like response can only emerge through a richly integrated humanoid system. By
taking such a view, we have confined ourselves in the pursuit of developing a richly integrated humanoid system. We present
a humanoid system — an upper body humanoid robot — with active real-time stereo vision, an auditory system for spatial
hearing, and proprioceptive systems, with a high performance motor control system.

The context in which we wish to establish our research is in the context of continuous humanoid interaction. Interaction
with the environment, as well as interaction with people, all form part of this establishment. We present our approach to the
problem of interacting with a continuum of multiple stimuli, while producing meaningful responses. We will show by using
a relatively simple mechanism for integration, it is still possible to realise a vastly responsive system. Hence, providing a
system that is adaptable through redundancy, and flexible for integration.

Our presentation includes a new humanoid robot system currently being developed for complex continuous interaction.
An example of our humanoid robot in continuous interaction is presented. The system is able to track a person by sight in an
unmodified environment, perform real-time mimicking of the upper body motion of the person, track a sound source (spatial
orientation), and physical handling of the system in a compliant manner is also allowed. Each of the sub-systems of our
humanoid is also introduced, with experimental results of each presented. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Over the years robotics with AI research has taken
many shapes and forms. We can identify a number
of key issues: the aim to build machines that perform
tasks; to understand how, and what mechanism will
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allow us to produce human-like responses.4 We be-
lieve that humanoid research falls closely with both
of these objectives, and that humanoid research will
bring us even closer to the realisation of such goals.

Our own primary research objective, however, falls
closer with the goal of the investigation of mecha-
nisms, which allow us to construct a robotic system

4 The word “intelligent”, is not used here because the word
“intelligent/intelligence” seems to be overused for descriptions of
various things. Therefore, at this stage we wish to avoid the use
of this term.
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Fig. 1. Natural human-like interaction: It is our belief that having the form of a humanoid body will naturally bring about human-like
interaction. The evidence we present here is of a child, without prompting, naturally reaching for the lower arm of our humanoid robot,
purely due to the fact that the robot is shaped like a person.

that can yield human-like responses — in one com-
pletely integrated humanoid interactive system.

1.1. Humanoid interaction

A humanoid5 takes the form of a human person,
and should also respond in ways similar to a person.
As it has been suggested, the form of a human will
naturally induce human-like response from other hu-
mans, and will deduce the expectation of human-like
responses [6,9,28,38], e.g., see Fig. 1. The figure pro-
vides evidence of such a natural response by a human
person with our humanoid robot system.

Placing our emphasis on humanoid interaction, we
identified two types of interaction: active and passive.

• Active requires physical interaction with the
environment, including humans, objects and the
physical self. Such as being physically handled, or
pushing itself up using its body and environment.

5 Suffix -oid forming adjectives and nouns, denoting form or
resemblance (asteroid; rhomboid; thyroid). [Greek eidos form] —
© Oxford English Dictionary.

• Passive: no physical contact is necessary, such as
hearing, seeing and smelling. Thus, pure observa-
tion only, like listening to or watching a person.

It is apparent that these interactions will require a
rich number of abilities from a single integrated sys-
tem. For example, the abilities to hear, to see, and to
physically move and be moved, form part of such a
system. This establishes the base of our research, to
initially provide a richly able system for diverse inter-
action.

Our earlier work purposed a number of attributes
that should be encompassed by a humanoid interaction
system [9]:

• Seamlessness allows the system to interact with the
environment in a continuous manner. The system
should be able to interact continuously in a respon-
sive and timely manner, thus without stopping or
re-starting.

• Adaptivity/redundancy: the mechanism used should
provide the system with redundancy by being adap-
tive. The system should be able to adapt to failure
of sub-systems or components, for instance if one
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component fails another is able to function without
any dependency.

• Flexibility: additional components should be able
to be introduced in a simple manner. Flexibility is
an important attribute for the process of integration
and exploration.

The mechanism we proposed, is through chan-
nelling all inputs into an integrated system, in a
competitive manner. Allowing no inputs being dis-
carded, thus allowing a continuous seamless flow of
inputs and outputs to be produced (further discussion
is given in Section 9).

From the above attribution of humanoid interaction,
we arrived at the characterisation of an integrated hu-
manoid system. We believe, an integrated humanoid
system should possess a number of noticeable charac-
teristics, and provide a number of benefits:

1. An integrated humanoid system must have a rich
sensory system available to it. The processing must
be processed in a concurrent and continuous man-
ner without any noticeable delay.

2. The system must be able to respond to the large and
numerous types of inputs in various circumstances.
A wide range of responses must also be exhibited
by the system.

3. Explicitly, an integrated humanoid system will en-
sure mutual human-like interaction is embraced, in
a rich way: physical, as well as non-physical in a
seamless manner.

4. An integrated system will provide a vast number
of ways in which problems can be solved, and to
be solved. In the sense of humanoid — in an even
more human-like manner — e.g., exploiting the
rich sensory systems available, in dealing with the
problem at hand.

5. Like humans, such a diverse system will yield a
highly robust and redundant system, allowing it the
ability to adapt to failure.

6. As like all endeavours, we are going to get some
of this wrong, and having the availability of a large
diverse system, will allow possibilities for further
exploration. Thus, increasing the variation of possi-
ble solutions, and removing the boundary and lim-
itation of common methodology.

Our ideas coincide with others, in the view that
human-like attributes or characteristics can only

emerge from a complete embodied (human/human-like
in this case) system [1,6,11,36,44].

Also, we follow another line of thought, of
Dennett [13] and Gregory [16] that a tool auto-
matically enhances the way we think. Therefore,
a humanoid robot will only increase our own
understanding of human-like behaviours, and that
it will also increase our own intellectual abilities
— so to speak. Along this line, a humanoid will
change the way in which we would solve problems,
it will allow us to match closely the way in which
humans do things — “in an interactive manner”.
Thus, allowing us to re-think and re-pose some of
the problems that have been bound by the standard
set-up of a laboratory. By reposing their problem,
the recent work of Nakadai et al. [34] and Rucci
et al. [37] showed by exploiting sound and vision
in one system, they were able to achieve better re-
sults for auditory segmentation and spatial localisa-
tion.

1.2. Types of approaches

In order to clarify our discussion, we will begin
by outlining some of the approaches taken by hu-
manoid researchers. Descriptions of some of these sys-
tems will be provided in Section 2. Categorically, we
have divided these approaches into four, as depicted
in Fig. 2:

1. Task-based/task-oriented approach: these systems
typically start with a task description, then proce-
durally derive a set of routines that are given to
the system for later performance (e.g. WABOT-2,
CENTAUR, P2 and P3, ARMAR, HRP). This ap-
proach can be limited by the available routines pro-
vided to the system, thus a large development effort
is needed.

2. Mode switching: a system is divided into individ-
ual sub-systems, a switcher or a selector is used to
switch between each sub-system (e.g. HERMES,
Hadaly-2 and WABIAN). Although, switching may
be the most straightforward and easiest way in
which a system can be integrated. Nonetheless, one
major drawback of this approach can be that while
the system is in one mode the system may miss to
process, or discard important or critical informa-
tion available to it.
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Fig. 2. Types of approach: (a) task-based/task-oriented approach; (b) mode switching; (c) sub-systems — each assuming full control of a
system; (d) a form of an integrated approach.

3. Sub-systems having full control: in this approach
each sub-system assumes complete control of the
system (e.g. COG, DB). Thus, the interconnection
and interaction between each sub-system is typi-
cally not considered. Due to this, this approach may
eventually prevent a complete system to be derived
as a whole.

4. Integrated view: should ensure that each sub-system
can and are connected to the system, hence allow-
ing a rich exploration of the interaction between
all sub-systems to take place.

In this paper, we will present our initial work of
an integrated humanoid robot system that takes an
integrated view from the onset. Currently, we have
produced a system that encompasses auditory pro-
cessing, visual processing and proprioception pro-
cessing abilities. Specifically, the vision processing
for the detection of a person, with an attempt to infer
the motion of the person has also been incorporated.
In order to close the loop of humanoid interaction,
an experiment of mimicking the motion of a sighted

person has been realised. Our humanoid robot is
able to visually track and mimic the person in real
time, in an unmodified environment. Other possible
interaction includes physical, and auditory spatial
hearing.

Section 2 presents some of the related work, out-
lining some of the current humanoid research efforts.
Section 3 presents some of the design philosophy of
our system. The current state of our system and some
of the planned components are presented in Section 4.
The processing and components of our humanoid sys-
tem are then presented. Beginning with Section 5 the
motor control of our system is presented. Section 6
presents the vision processing for our system. Section
7 presents a spatial hearing system for our humanoid.
The vestibular system for our humanoid is presented
in Section 8. The initial way in which our system has
been integrated is presented in Section 9.

In Section 10, we present an experiment of our ini-
tial attempt of the integration of a humanoid system.
The presentation includes our humanoid copying the
upper body motion of a person. A brief discussion of
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our future endeavours is presented in Section 11. A
summary and conclusion is then given in Section 12.

2. Research landscape — related work

In this section, we discuss some existing humanoid
projects, and briefly outline some of their approaches
to humanoid robotics research.

This line of research in the development of
human-like robots is not so new. The first6 and most
pronounced humanoids, was the work of Waseda Uni-
versity. A human-like robot, WABOT-2, plays a piano
by sight reading music [22]. Their effort showed a
great deal of engineering accomplishment back in the
late 1980s. Producing a system which performed a
highly skilled task. Their approach was pretty much
task driven, in that the system must play the piano and
read music. Other capabilities of the system were not
considered as an issue. Nevertheless, this impressive
demonstration open up the way for further things to
come in humanoid robotics.

In recent times, a large deal of attention has been
placed on the humanoid named “COG”. A robot
which resided at the Massachusetts Institute of Tech-
nology, Artificial Intelligence Laboratory [6–8]. Their
focus has mainly been towards the reproduction of
human-like cognitive abilities. Little of their earlier
work was in addressing the issue of the production of
body motion for their system, until the recent work of
Williamson [46]. By carefully redesigning their exist-
ing mechanism, they have been able to produce some
complex human-like motions. Other sub-systems in-
clude the work of Scassellati [39], providing their
system with the ability of locating eyes and face via
vision. Their approach made every attempt in avoid-
ing the use of task models, in deriving components
for their system. In their development they have
shown many sub-systems that appeared to have close
resemblance to human activities. However, each of
their sub-systems made the assumption of complete
control of a particular system. The integration of
these rich components have not yet been made, and
reaching an agreement between each of these com-
ponents may prove to be challenging. As suggested
in their paper [7], this is an essential and beneficial

6 In modern time.

problem that needs to be addressed by humanoid
research.

More recently, the system which is receiving the
most amount of interest is that of Honda’s humanoid
systems, P2 and P3 [17]. Honda’s key contribution
was in producing biped locomotion that has not been
achieved before. Such motions as autonomous walking
or stair climbing have been produced. The impressive
work of Honda has sparked a number of entities to
undertake humanoid research, such as the efforts of the
new projects of MITI7 and KIST8 (see below). The
approach they have taken has been interesting. They
set out to produce a system using whatever means
possible, in order to provide the functionality/task that
was specified, to walk. Other motions of their system
were produced through a teleoperational interface. In
their approach, each task or function of the system is
playback in the manner that was developed — one at
a time selected by a remote operator. Their 10 years of
efforts have proven successful, in producing a highly
stable methodology for walking and stair climbing.

A recent project funded by the Ministry of Interna-
tional Trade and Industry (MITI) of Japan,9 the Hu-
manoid Robotics Project (HRP), addresses the issues
of searching for applications for humanoid systems
[19]. Their aim is to evaluate the feasibility of current
technologies, in producing humanoid systems which
can be applied to a vast range of problems. The project
is based on the development and integration of three
key components: a humanoid robot, a remote cock-
pit and a virtual robot. The robot they are to employ
is Honda’s P3 humanoid robot. It has been proposed
that in the first 2 years of this project, the establish-
ment of a virtual environment and a virtual robot,
will be used for the conceptualisation of various con-
trol methods. Such as performing complicated tasks
with the humanoid via teleoperation. It is interesting
to note that this project is approaching humanoid re-
search from a different perspective to ours, they are
starting at a higher level and searching for an applica-
tion. Thus, they are performing integration with exist-
ing systems, then evaluating how they will fit within

7 Ministry of International Trade and Industry of Japan.
8 Korea Institute of Science and Technology.
9 It is important to distinguish that our research is not part of this

new project. Our project started independently in 1996, 2 years
prior to this project.
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a particular application domain in producing specific
tasks. The switching for each task is currently selected
by a human operator in a closed operator–robot feed-
back manner [20].

The Korea Institute of Science and Technology
(KIST) are also producing a humanoid system named,
“CENTAUR” [10]. This system has an upper body
of a person, and the lower half is horse like, with
four legs. In their system development approach, they
have chosen to adapt open system technology. That is
the components of their system are readily available,
i.e. off-the-shelf. The works produced so far are tele-
operation interface [32], and manipulate by motion
planning of multiple-manipulators [25]. They have
chosen two approaches, a close-loop approach and a
planning-then-execution approach. However, it is still
unclear how they have connected the two schemes.

Following on from their earlier work, Waseda
University have been producing a number of hu-
manoid systems, e.g. the humanoid robots Hadaly-2
and WABIAN (see [38,42]). Noticeably, two distinct
topics of interest are under investigation, humanoid
interaction and humanoid controls. Interaction with
their systems can be via physical or non-physical con-
tacts, such as by vision, voice or physical force. In the
control of their humanoid they have managed to pro-
duce full body motions such as walking and dancing.
In their organisation, they have chosen rather than
to break up the system into subsystems, they divide
into groups, each group pursuing development with a
different objective. With this structure they are able
to perform constant integration of their system, thus
producing systems that are somewhat more coherent.
We believe this is an attractive approach to complex
system development. However, the connection be-
tween each sub-system has been divided in a way
which the system switches between one sub-system
to another. Thus, the switching may induce some
latency to response, or in some instances no response
at all.

More recently, the Kawato Dynamic Brain Science
research group acquired the humanoid robot manu-
factured by SARCOS, named “DB”. The actuation
of the robot is based on hydraulics, making this sys-
tem mobility extremely limited, due to the large pipe
and pump required to operate the system. This group
conducts research into motor learning, imitation and
neural model-based control of a humanoid [40,43].

Integration does not appear to be the focus of their
research, therefore, at this time no attempt has been
made into the integration of their control schemes.
Although this may be the case, many impressive
demonstrations have been produced.

Humanoid as the perfect service robots has been
the aim of many research groups. Recently, a number
of humanoid robots have been proposed, e.g., by two
German groups. One is the robot HERMES [3], and
the other named ARMAR, by the Forschungszentrum
Informatik Karlsruhe (FZI) [2]. The work of the HER-
MES project is mainly based around the integration
of off-the-shelf components in providing a human-like
robot, providing the equivalent capability of today’s
computer systems on a robot. A suite of communica-
tion schemes have also been developed for HERMES,
namely: by voice or email in a dialogue manner [4].
The ARMAR project on the other hand, has mainly
focused on the tasks of multiple-manipulators, based
planning and manipulation. Both of these systems pro-
vide a wheel-driven platform to allow mobility of their
system.

The group at Vanderbilt University is also working
towards a service orientated humanoid robot, ISAC.
Focus has been placed at the level of user interaction,
such tasks as the feeding of an elderly or disabled
person has been considered [23]. A psychophysically
based visual attention network has also been produced
for this system [14]. A distributed software architec-
ture has also been produced for this work [18]. The
interesting aspects of their work is that they hold two
views: one of engineering of a service robot, and two,
the utilisation of biologically inspired models in deriv-
ing sub-systems. However, these two separate views
have yet to emerge as a complete system. The merger
of these issues will be an interesting challenge for
things to come.

3. Design philosophy

Commonly, robotic systems have been designed
with a particular task in mind, e.g. the work of Konno
et al. [26], where the end-effector of the system is
replaced when it is to manipulate a different object or
perform a different task. This stands as the conven-
tional view to system design, one module, and one
function performing one task. The shortfall of this
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approach is that unexpected situations will ground
a system to a halt, as the system is ill equipped to
respond.

The design philosophy of our humanoid system
is with the aim of producing a system that closely
matches the capabilities of a human. A comprehensive
view of the design philosophy was originally estab-
lished in [27,28].

Having established capability, opposed to function-
ality as our main objective, we have built each of the
components of our humanoid in order for it to achieve
general movements like a person. Other human-like
features include, smooth outer surface, reasonable in
size and weight, and backdrivability is also possible.
These attributes make our humanoid ideal for physical
interaction.

The design of our humanoid system was not to
achieve any optimum task in particular, whereas the
arm can be used for reaching, pushing, or for the sup-
port of its own body. Our design philosophy is well
supported by the apparent evidences that the structure
of the human body is diverse in accomplishing a wide
range of activities.

In terms of strength and power in an everyday sit-
uation, the system should match the performance of a
mature adult human. Our aim is not to produce a super
being. Our aim is just to produce a humanoid which
can function as we do. The latest mechanical and tech-
nical details of our system can be found in [33].

In contrast to the approaches that have been taken
in other systems (see Section 2), our approach to sys-
tem development, places an emphasis on total integra-
tion. As soon as any part of the system is available, it
is integrated. Adopting a constant integration philos-
ophy, provides one of the key points in undertaking
humanoid research, moving toward the development
and understanding of a fully integrated system such
as a human. It is apparent that in day to day situa-
tions humans are governed by a number of integrated
factors influencing outcomes of their activities. Our
hypothesis in approaching development in this man-
ner is that by moving toward full integration from the
start, enhancement of the system will as a whole be
more meaningful. From the view of components, this
will allow components to be trailed and evaluated in a
much more coherent fashion. Also, the arrival of so-
lutions will be far more consistent within the system
as a whole.

A positive effect of this is constant integration, no
components of the system will be left non-utilised at
any stage of development. Preventing it from being
disregarded at a later time due to technical advance-
ment. This paper further describes our initial attempt
at this merger.

4. System configuration — ETL-humanoid

In our current phase of development, the upper
body of our humanoid robot has been completed: two
arms, head and torso, as shown in Fig. 3. The system
has been designed to be compact and light-in-weight,
while retaining similar size and proportion of an aver-
age person. The final system will be 160 cm in height
and 60 kg in weight. The upper body of our system
provides 24 degrees of freedom: 12 degrees of free-
dom for the arms, 3 degrees of freedom for the torso,
3 degrees of freedom for head/neck and 6 degrees of
freedom for the eyes. Other parts of the body are still
under construction. Further discussion of this system
is given in [27,28,33]. The processing for our system
is currently performed over a cluster of seven desktop
PCs connected to the robot via external cables, see
also [9].

We use one PC equipped with two Hitachi IP5005
vision processor for the vision processing of our sys-
tem. Another PC equipped with a SoundBlasterTM

card is used for the auditory processing. One PC is also
used for the vestibular system. Currently, the connec-
tions between these PCs is via an isolated 100 Mbps
Ethernet network. In the next generation of our sys-
tem, we plan to embed a large portion of these compo-
nents into a high speed interconnected computational
network (see Section 4.1).

The configuration we have established has been de-
liberately designed for concurrent actuation and pro-
cessing sensory inputs. Thus reducing the processing
cycle of each sub-system, and further allowing the pos-
sibility of real time and rich interaction to take place.

As shown in Fig. 3, we have divided the controls of
our humanoid system into separate limbs. Each arm
having its own controller, with the torso and the head
sharing one controller. The motors control of the body
limbs have been made possible via a set of embeddable
in-bodied LAN networks, as shown in Fig. 3. Each
controller manages one LAN, controlling one limb, see
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Fig. 3. ETL-humanoid (code name: ‘JACK’): in its current form, the upper portion of the body has been completed (head, eyes, arms
and torso). Each of the processing sub-systems are illustrated. From left to right: afferent modules, processes the external inputs from the
outside world; through to the higher order processing, providing such sub-systems as response selection, etc. These processes influence
the internal sub-systems as well as the overall response of the system. The effect produced by the system is via the efferent modules.
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Fig. 4. New hardware topology: this new hardware architecture allows high speed data transfer, the design is based on industrial standards,
rather than proprietary components. This will allow further expansion easier, allowing the benefit of further development to flow with the
advancement of standard technical components.
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for full technical detail of this in-bodied LAN system
[21,27,33].

In the current version of the LAN, up to eight nodes
can be connected. Each node is responsible for pro-
viding low-level feedback information; motor posi-
tion, encoder, temperature and motor current feedback.
Each node also has facilities for two additional A/D
channels, allowing further sensory inputs. All nodes
can be made to operate simultaneously. Although for
testing purposes, currently the nodes are off-board,
physically they have been kept to a bare minimum, al-
lowing them to be small and compact in anticipation
for future integration.

Each of the in-bodied LAN networks are inter-
faced via the usage of individual PCs, providing all
necessary computation, such as current, velocity and
position controls. The PC also acts as a joints server,
allowing a transparent service to be provided to any
of the networked PCs. Thus, allowing a wide number
of control topology to be connected and trailed easily.

4.1. Toward autonomy — next generation
of computing

Another goal which should be considered for a
humanoid system is the attribute of “autonomy”.10

Autonomy or autonomous is often described as the
governing of one’s self — self-governing. Autonomy
plays a key role in the way in which we interact with
the world, and the way in which problems are to be
solved. Therefore, we believe that we should move in
the direction of attributing a humanoid system with
autonomy.

The motivation to provide a fully autonomous hu-
manoid system has urged us to come up with a new
internal design of our computational system that can
provide enough computing power for the next genera-
tion of our system. Fig. 4 provides the current design
of a new embeddable computing system. The require-
ment for this system has been to allow compactness,
expendability and flexibility for future usage. Due to

10 Autonomousadj. (1) Govt. a: self-governing; independent; sub-
ject to its own laws only; b: pertaining to an autonomy. (2) Inde-
pendent; self-contained; self-sufficient; self-governing. (3)Philos.
containing its own guiding principles. (4)Biol. existing as an in-
dependent organism and not as a mere form or state of develop-
ment of an organism. (5)Bot. spontaneous. — ©The Macquaire
Dictionary.

the speciality of the original custom control LAN, it
is to be retained. However, the computing system for
the communication with and within these LAN will
be moved on-board, embedded inside the humanoid.
Thus, this will bring us closer to a truly autonomous
humanoid robot system.

5. Motor control — humanoid motion

The design of our current motor control system
provides the flexibility of control of motors at various
levels: position (angular), velocity and current (force).
These schemes run with a conventional proportional
integral controller. The controls of each joint can be
commanded via any of the above schemes, in a flexible
way. The motor can be controlled in a mixed fashion.
For instance, in the current experiment, the motion of
the arm is driven at both velocity and current level.
The motion of the arm is controlled via velocity, but
once no motion is required, the arm is commanded
to fall into a zero-current loop. Hence, allowing the
arm to be free and compliant for physical interac-
tion, and human-like ballistic motion can also be
achieved.

The motion produced by our humanoid system
closely resembles the motion of human movement
— ballistic-like motion. The underlying control is
based on a human movement model, physically it is
controlled via a mix of velocity and force control.
The velocity of each motor is given by the following
equation:

Vj (t) = Vmax
log10(Ui(t) + 1.0)

2.0
(1)

wherej is the motor joint number,i the index for each
ith output,Ui(t) the ith output at instantt given by the
integrator, andVj (t) the velocity atjth motor joint.

Self-regulating motion is achieved through the mon-
itoring of the encoder at each joint. The joint limits are
set in two ways, a priori at the start, and through phys-
ical interaction. Physical interaction, is done by tak-
ing advantage of the compliance of the system while
it is not in motion. A person may physically move the
robot, while the system monitors this movement. The
new limit of the joints is determined by the upper most
position reached.
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Fig. 5. Physical interaction: our humanoid system is light-in-weight, and has a similar range of motion as a human. This example shows
our system physically being handled by a person. The range of the torso is especially depicted: (a) torso fully extended forward; (b)
upright; (c) full extension to the left; (d) physical handling of the robot; (e) full extension to the right; (f) full extension to the front; (g)
light-weight and physical compliance; (h) physically guiding the system.
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5.1. Physical interaction

Various kinds of human-like responses have been
included into our system, for instance the reflex of
sudden withdrawal of a limb when excessive force
is being asserted. The same response will also occur
when the limit of a limb has been reached. Due to
the light-weight design of our system, the compliant-
ness during physical handling of the system was easily
achieved through a simple zero-current control loop at
the joints.

To demonstrate the physical characteristic of our
system, a physical interaction experiment was per-
formed. Fig. 5 presents our humanoid physically in-
teracting with a person, the system is being handled
by the person in a compliant manner. The torso mo-
tion of our system has also been shown here, the con-
figuration in our design closely matched the torso of
humans. The same design has also been applied to the
neck of our humanoid. The kinematics and dynamics
of our torso and neck is similar to the actuated manip-
ulator described in [30,31]. A full description of the
configuration of our system is presented in [33].

5.2. Coordinated motion

Further experiments of physical interaction were
also realised through the use of a coupled neural oscil-
lator. Coordinated arm and torso motion was achieved
by our system. A similar experiment has also been
reported by Williamson [46]. Due to the physical
coupling of the two arms with the torso, coordinated
motion was produced. For example, synchronised mo-
tion of both arms swinging up and down was realised
through the forward and backward rocking motion of
the torso. An alternating arm motion (similar to the
motion of a runner) was realised through the twisting
motion of the torso. Physically, the system retained
the property of compliance during this experiment,
while allowing itself to be physically handled.

5.3. Coupled motion — torso/neck

The motion coupling of the eyes and neck have
been widely studied and determined to be useful,
e.g. the vestibular–ocular (VOR) and opto-kinetic
reflexes (OKR) [24,41,47]. However, little study has

been made to the coupling of motion of other parts
of the human body. From our own observation and
studies, we hypothesise that the motion of the head
and the torso is based on a delay between the two.
Thus, when the neck moves, the torso will follow
with a smaller motion, but with a delay, and the neck
will also compensate this motion with an equivalence
counter motion. The motion will stop once the neck
and torso have reached a neutral position of com-
fort. The end effect of this coupled motion, yielded a
smoother and greater range of motion for the whole
system, e.g. smoother tracking of a target.

6. Seeing

The human visual receptor is the single most devel-
oped and heavily utilised part of our sensory system,
it provides a wide range of information which can be
used to determine various details within an environ-
ment. For example, detection of people and their cor-
responding motions. Currently, this part of our system
provides the following capabilities: motion detection
for the initiation of attention in a scene (see Fig. 6(a)),
skin detection is currently being used for the detec-
tion of a person (see Fig. 6(b)). By using these two
components our humanoid is able to visually track the
movement of a person. Disparity and depth percep-
tion have also been included into our system. Fig. 7
provides a summary of the vision processing stages of
our system. The processing is performed in real time.
Table 1 provides the processing cycle time of these
key stages of the vision processes. The processing is
well within the 30 Hz video cycle, with a total pro-
cessing time of 16.951 ms, allowing interaction to be
performed in real time.

Table 1
Vision processing execution cycle time

Processes Time taken (ms)

Initialisation 0.101
Skin colour extraction 5.135
Noise filtering and labelling 4.608
Calculate labelled areas 6.608
Search head 0.495
Search arms 0.004

Total 16.951
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Fig. 6. Visual cues: (a) motion cue: detection of a person moving; (b) contextual cue: human upper body detection.

The basic information used by our system is as fol-
lows: the position of the head in the scene and the mo-
tion of the arms. Fig. 7 shows the stages of our vision
processing. The detection of an upper body of a per-
son from the environment is based on segmentation
of skin colour. The process of skin colour detection
is based on colour distance and hue extraction. The
overall process is as follows:

1. Segmentation is made between the environment
and the person.

2. Select head, based on a set of attributes (e.g. colour,
aspect ratio, depth, etc.).

3. Extract the arms from the scene based on a set of
attributes (e.g. colour, aspect ratio, depth, etc.).

Position tracking of these extracted features is based
on error filtering of the past locations. Once the seg-
mentation and extraction have been performed, the
motion is then determined. The motion is calculated
by taking the derivative of the visual information of
the arms being tracked. The derivatives calculated for
the arms are then passed on, to be used for motor con-
trol. The position of the head in the scene is used to
orient the robot toward the person.

Each of these positions taken from both of the video
cameras are sent, as action vectors to the integrator of
the system. In addition, an associated activation signal
for each vector is also forwarded. The activation is de-
termined by an accumulative counter of the existence
of the tracked item.

7. Hearing — spatial hearing

We are motivated by the inspiring notion that at
the earliest stages of life, a baby is able to detect the
direction of a sound source without the use of sight
[15]. In terms of humanoid interaction, sound can play
a great role in providing a number of cues, such as
initiating focus of a moving target, before a sighting
can be made.

The spatial hearing of our humanoid is based on
the interaural difference processing proposed by psy-
chophysical studies of human hearing [5]. Fig. 8 shows
the steps involved in our initial spatial hearing pro-
cesses of our system. The processing steps start by
simultaneously sampling the left and right channels,
a fast Fourier transform (FFT) is then performed on
each channel, producing an energy spectrum for each
channel. The difference between the spectra of the two
channels are then used to determine the direction of
the sound source.

In our current examination of auditory response
for our humanoid, we performed the experiment of
left and right discrimination, by allowing our sys-
tem to centre on a sound source by minimising the
differences of the two channels. Fig. 9 shows an
example of this process after connecting it to the
rest of the system. The robot is allowed to servo to
a sound source (a “baby rattle”), simply by mov-
ing in the direction with the greater spectrum. Thus,
this simple interaction allows our humanoid to track
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Fig. 7. Vision processing: important stages of the vision processing performed by our system is shown. The total processing time required
is only 16.951 ms, see Table 1.
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Fig. 8. Auditory processing: stages of the auditory processing performed by our system is shown. First, simultaneous sampling of the left
and right channels is made. An FFT is then performed on each channel. The difference between the two channels are then used as the
output for spatial hearing response.

a sound source without the need of any complex
models.

For integration purposes, the output of the sound
source is sent to the integrator as an action vector,
indicating its magnitude and direction. The action vec-
tor carries the accumulative counter value of the ex-
istence of the sound source, used as the activation
signal.

8. Vestibular system

The vestibular system has commonly been associ-
ated with the VOR and OKR, allowing the stabilisa-
tion of the eyes while the head moves. A number of
researchers also embrace such a mechanism, mostly
for the determination of ego-motion for an active
head/eyes system [6,35]. We also believe this is an
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Fig. 9. Auditory tracking: our system is able to perform auditory servoing. These diagrams show our humanoid servoing toward the sound
source of a baby rattle. Visual tracking was deliberately set with a low gain, in order to allow auditory tracking to take over the system.

essential mechanism that needs to be incorporated
into our system. However, we believe the vestibu-
lar system will service additional purposes for our
humanoid system, such as the following:

• The stabilisation of the eyes while the whole body
is in motion, as well as the head when in motion (as
suggested by Brooks et al. [6] and Panerai [35]).

• Will provide information for balance and locomo-
tion for our humanoid system [17,41,45].

• Provide additional information for the auditory spa-
tial orientation, without the presumption of a fixed
posture.

We are currently using a three-axis acceleratome-
ter and three gyroscopes forx-, y-, and z-axis. The
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gyroscopes provide the rotational information of the
system. Whereas the acceleratometer provides the
system with three-dimensional translational informa-
tion of the system. The vestibular system is controlled
via one PC equipped with a 32 kHz A/D module, cur-
rently the information is sent to the rest of the system
via 100 MB Ethernet network.

9. Integration — putting it together

With the attributes we have outlined in Section 1,
we arrived at a way in which competition between
sensory-cues should be used in order to yield an in-
teractive system. This idea has been suggested by a
number of interdisciplinary studies in human science
[6,12,13,24,41]. The integration process allows each
of the components in the system to run in parallel, con-
currently competing or cooperating for each response,
as shown in Figs. 3 and 10.

Our approach requires only two features from the
above components:

• Action vector providing the magnitude and direc-
tion of a given input, e.g., a vector can be used to
represent the relative action of the arm, positive for
up, negative for down. Its speed is represented by
its magnitude.

• Activation potential provides temporal duration of
its associatedaction vector, representing the degree

Fig. 10. Sensory pathways: this diagram shows conceptually the pathways between perceptions and actions. These simplified pathways are
contextually connected.

of presence, or the absence of a particular stimu-
lus/cue given by the vector, determining its reliabil-
ity, i.e., confidence.

Inspired by the generality of a biological neural sys-
tem, the key and central idea of thisbasic integrator
must be applicable across many levels, at both the sen-
sory level and the actuation level, as a neuron would
be in a biological system.

For our current investigation, we introduce Eq. (2),
as ourbasic integrator for use throughout our system.
As discussed, the important properties of this integra-
tor is that it is model-free, it can be used at many lev-
els, from sensory processing to the final output of the
system:

Ui(t) =
∑

kαk(t)ak(t)vk(t)
∑

kak(t)
(2)

where k is the index for each relevant input,i the
index for eachith output,Ui(t) the ith output vector
at instantt, ak(t) the activation potential of thekth
input at instantt, vk thekth input vector, andαk(t) the
parameter which allows the alteration of the strength
of a particular input.

Currently, we are exploring the parameterαk(t),
which was introduced for the alteration of the overall
system behaviour. This is inspired by the daily inter-
action of a person. Influences from sensory systems
tend to be altered based on some selective occasions,
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Fig. 11. Humanoid interaction: visual attention and tracking, auditory attention and tracking, mimicking of a person. This experiment
shows the detection of a person, while estimating the upper body motion of the person. Detection of sound, allows our system to determine
the spatial orientation of the sound source — spatial hearing. The output response of this system allows our humanoid to orientate/servo
toward the person by keeping track of the person. The humanoid produces the same upper body motion as the person, thus mimicking the
person. The system performs the visual processing at 30 Hz in stereo, auditory sampling is performed at 44 kHz.
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Fig. 12. Mimicking traces: (a) shows the inputs movements of all parts being tracked; (b) shows the left arm motion of the humanoid; (c)
shows the right arm motion of the system. The four segments on each graph shows the continuous form of interaction, person entering
and exiting the scene and returning to interaction again.
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depending on themood of an individual at that partic-
ular time. Many other factors also comes into play, a
well-known phenomenon exhibited by a person, is the
decay in response to a continuous stimulus over some
duration of time [24,41]. It is believed that emotional
factors do come into play, in determining the responses
of our daily lives [12,29]. Therefore, we believe that
this parameter will allow us to further explore some
of these issues.

9.1. Sensory pathways

At this stage, we have divided a simple sensory
pathway for our system, the overall interaction of the
system is produced through the external sensors and
the flow of these pathways. A simplified representa-
tion of these pathways is given in Fig. 10. As dis-
cussed, these pathways are to be utilised in a parallel
manner allowing the overall response of the system
to be yielded through the interaction with the outside
world.

10. Continuous humanoid
interaction — mimicking

Fig. 11 shows the experimental results of our sys-
tem. The humanoid robot first orients toward a per-
son, tracking the person. Then once the upper body
has been fully sighted, i.e., head and two arms have
been detected, the humanoid robot mimics the upper
body motion of the person. When the upper body can-
not be fully seen, the robot continuously tracks the
person. When the system loses sight of the person,
then an auditory response to a sound made by the
person regains the attention of the robot. The system
continues to track and mimic in a robust and con-
tinuous manner. These snapshots were taken from an
experiment lasting over 4 minutes. Some experiments
and demonstrations of this system have lasted con-
tinuously over 20–30 minutes. For details of the in-
tegration of this system, see [9]. Fig. 12 shows the
sensory input traces of this experiment. Fig. 12(a)
shows the tracked inputs of the upper body of the
person. Figs. 12(a) and 12(b) show the motion of
the left and right arms, respectively. The transition
between various interactions are also shown in the
traces. That is, start “tracking a person”⇒ “lost” track

of the person⇒ “tracking a person” again⇒ “lost”
track of the person again. These transitions further
show the continuum of the integrated system we have
derived.

11. Further work

Further work will involve higher order abilities,
such as the incorporation of memory systems: asso-
ciative memory, motor memory and short/long-term
memory. Furthermore, learning scheme(s) will need
to be investigated: on-line learning, as well as off-line
learning. As mentioned, emotional factors for hu-
manoid systems will also need to be considered.
Connecting together all of these with the rest of our
system, will attribute to the majority of our future
work.

12. Summary and conclusion

In this paper, we presented the current version
of our integrated humanoid system, a 24 degrees of
freedom upper body humanoid robot system. The
sensory systems available in our humanoid were also
presented. Sensory systems include: an auditory sys-
tem, a real-time stereo vision system, a proprioceptive
system and a vestibular system. Our 24 degrees of
freedom humanoid system is actuated by a set of
high performance motors, and can be controlled in a
flexible manner.

The distributed configuration of our hardware ar-
chitecture for the support of such an integrated system
was also presented. The system architecture provides
a way in which concurrent computations can be re-
alised, allowing processes to be interconnected and
interact with each other in a responsive manner.

The current progress of our humanoid robot system
has been briefly discussed. Details of the design and
motivation of our current and future system was given
as part of our presentation. The various approaches to
humanoid research was also discussed, their benefits
and drawbacks were highlighted. Our view of an in-
tegrated humanoid system was taken into perspective.
This perspective for the integration of a complete hu-
manoid system was asserted throughout the work pre-
sented.
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Our approach to integration embraced a number of
factors:

• A task model was not taken as the prime purpose of
development, thus the system is not bound to any
preprogrammed task.

• No switching between modules or sub-systems was
allowed, ensuring that all data flowing through the
system are used in influencing the outcome of the
system.

• Each sub-system does not assume to have full con-
trol of the system, all sub-systems are integrated as
a whole.

• In producing a system which has a rich and diverse
set of sensory capabilities for interaction.

• It has enforced us to produce a system that can
produce a greater range of responses.

• Allowing us to take a wider range of view in solving
problems.

• Allows a way in which redundancy can be exploited.
Thus, providing a robust system.

We showed by using a simple competitive mecha-
nism that we were able to produce an integrated hu-
manoid interactive system that is adaptive, due to the
redundancy and flexible nature of this mechanism. By
taking an integrated view, we were able to produce a
system that gained adaptivity, redundancy and flexi-
bility in a robust system.

A number of experiments were also presented in
this paper, those include: physical interaction, our hu-
manoid allowing itself to be physically handle by a
person. Auditory interaction that allows our humanoid
to servo toward a sound source present in its envi-
ronment. A combined and integrated experiment of
our humanoid mimicking the upper body of a per-
son, while visually tracking the person was also pre-
sented. The experiment also allows physical contact
to be made by the robot and the person, and auditory
response was also available at the same time. The pro-
cessing for these interactions were done continuously,
without discarding any data inputs presented to the
system. Human ballistic-like motion was made pos-
sible through the high performance actuator motors
available within our humanoid system.

We believe by taking an integrated view from the
onset, into the investigation of humanoid research, that
it will allow us to explore further possibilities in the
field of humanoid robotics that have yet to be fulfilled.
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