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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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aTechnical University of Munich, Chair of automatic control, Garching, Germany

bTechnical University of Munich, Laboratory for product development and lightweight design, Garching, Germany
∗ Corresponding author. E-mail address: c.dengler@tum.de

Abstract

The development of product-service systems is affected by a large number of influences. These influences often show a cyclic character. The
management of these cyclic influences reveals great potential for improving the product-service system development process. Knowledge about
influences and their interdependencies supports the prediction of future changes and is highly valuable for planning. A core challenge is the high
degree of dependencies between the different cycles.

In this work, we show how to model and analyze cycles with interdependencies using system dynamics by extending a case study of former
research. A previously developed cycle network is adjusted and a system dynamics model of the resulting cycles and their interdependencies
is implemented. This enables a mathematical analysis and comprehension of the cycles within the network, supporting the understanding of
the future behavior of cyclic influences and anticipating their potential effects. We introduce a replacement for the sigmoid function, which
is frequently used to model cycles, but not suitable to include dependencies. The results emphasize the feasibility and benefits of a quantitative
analysis. Though the model needs to be adjusted for specific use cases, the created network can serve as a framework for analyzing the development
process of product-service systems and support deeper understanding of the interdisciplinary interdependencies.
c© 2019 The Authors. Published by Elsevier B.V.
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1. Introduction

Product-service systems (PSS) are becoming an increasingly
important concept in industry and research, because these in-
tegrated offerings, consisting of tangible products and intan-
gible services, can more precisely fulfill customer needs and
may lead to economic advantages in competition [1–3]. In ad-
dition to well-known aspects like shortened innovation cycles
and high pressure concerning time, cost, and competition, the
integration of products and services in one system further com-
plicates the development due to an increased interdisciplinary
character [4].

Companies must continuously adapt their products, pro-
cesses and production within the product life cycle [5,6]. The
adaptation and development of PSS is significantly affected by
numerous internal and external influences (see [7]) and high
uncertainties of future requirements [8]. These influences of-
ten show a cyclic character which means they have a timely or
structurally reoccurring pattern [9,10]. In the context of these
aspects, companies have to optimize their processes to improve
their competitiveness by integrating internal (i.e., engineering

change cycles and team building processes) and external (i.e.,
government- and customer-related demands) cycles in their pre-
vision [4].

However, the anticipation of these internal and external cy-
cles is challenging due to their complex dynamic behavior
[9,10] as well as their mutual dependencies and influences [4].
The unawareness and lack of manageability of these cycles lead
to challenges that are addressed by cycle management. This
contribution models the behavior and the dependencies of cy-
cles using system dynamics to support decision-making in de-
velopment. We extend the previously developed qualitative ap-
proach [4] by quantitative means to compensate the shortcom-
ings. The original approach in [4] has a high level perspective
on the system and, due to the qualitative analysis, no tangible
and hardly traceable interdependencies. The presented quanti-
tative analysis enables the validation of the influences’ implica-
tions, which are evaluated and compared in two scenarios.

The sigmoid function previously used to describe certain cy-
cles [11–13] is replaced by a function which allows to include
interdependencies. For constant influences, the shape of this
function is also an S-shape, similar to the sigmoid function.
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The next section revises the fundamentals of cycle networks
(multiple interconnected cycles), particularly in the context of
PSS and their modeling on a general level. In Section 3, the cy-
cle network from [4] is adapted and the mathematical model is
presented. Finally, the simulation results and the benefits of the
introduced system dynamics model will be presented and ana-
lyzed in Section 4, before passing to the conclusion in Section
5.

2. Background

2.1. Cycles and their interdependencies

A cycle is a reoccurring (temporally or structurally) pattern
that can be divided into phases and is characterized by repeti-
tion, duration, trigger and effects [10]. According to [10], cy-
cles can be further detailed by defined characteristics:

• A cyclic object describes the regarded patterns.
• The predictability describes the foresighted estimation.
• The controllability describes the intensity of the com-

pany’s influence on a cycle.
• The type of management defines the way how to deal with

cycles (reactive or proactive).
• The objects of managements describe which parts of the

cyclic object are handled.
• The interrelation describes the cross-linking with other cy-

cles.

In literature multiple categorizations of cycles are differenti-
ated. For instance, some cycles can easily be quantified while
others cannot, e.g., due to a lack of data [14]. Consequently, the
latter can only be modeled in a qualitative way [14]. Cycles can
be distinguished, regarding the perspective (internal and exter-
nal) [4,15,16] as well as their addressed level [10]. Micro level
cycles exemplary describe patterns on the process activity level
and macro level cycles on innovation process level, like tech-
nology maturity changes.

In the context of the collaborative research center 768, a
cycle network was developed over several years which is pre-
sented in [4]. Since this network builds the basis for this con-
tribution, the following focuses on the description of this cycle
network. The network is illustrated as a graph model that con-
sists of eight top level cycles which are again subdivided into
subnetworks. Each cycle is represented as a node while depen-
dencies are represented by edges. The edges link nodes within
a subnetwork but also nodes beyond the subnetwork, indepen-
dently of their hierarchical level. The dependencies are further
detailed by a short description (i.e., triggers, provides, etc.).
The eight top level cycles are the development cycle, engineer-
ing change cycle, manufacturing structure cycle, requirement
and planning cycle, team process cycle, PSS usage cycle, user
acceptance cycle, and user integration cycle. Each of the cycles
is further detailed by a description, its behavior, sub-cycles, and
interdependencies. Another cycle network is presented in the
context of manufacturing planning in [12]. This network con-
sists of six cycles with a clear focus on manufacturing: prod-
uct life cycle, manufacturing technology life cycle, engineering
change cycle, manufacturing change cycle, manufacturing re-
source cycle, and manufacturing structure cycle. Nevertheless,

it is again represented as a graph model consisting of nodes (cy-
cles with behavior) and edges (interdependencies).

Despite the gained knowledge about cycles, their time de-
pendent behavior and their interdependencies require a dynamic
modeling of the network [12]. Moreover, Ref [4] and [14] also
ask for a quantified model and analysis of cycle networks. The
previously mentioned network in the context of manufactur-
ing planning was quantitatively implemented and indicates a
general validity and mathematical applicability of the system
dynamics approach in the context of dynamic cycle modeling
[12]. System dynamics is a methodology to analyze and sim-
ulate complex dynamic systems [17]. Quantitative system dy-
namics uses stocks and flows to describe qualitative dependen-
cies, e.g., reinforcing or balancing loops [4].

2.2. Modeling and simulating cycle networks

In order to transition from systems thinking and soft opera-
tions research to a dynamical network model, the qualitative cy-
cle network needs to be described with additional quantitative
information [17]. In addition to the overall behavior and ap-
pearance of each cycle, also the interconnections and the time
scales, as well as the behavior on certain events need to be clar-
ified and translated into a mathematical representation, appro-
priate for simulation. The ability to simulate scenarios helps
validate assumptions, compare different strategies or carry out
sensitivity analyses [12].

In the context of simulating cycle networks, we differentiate
between cycles that exist during all times with a periodic behav-
ior and cycles that occur and run out at certain points in time.
The latter often require a triggering event starting the cycle, fol-
lowed by a continuous development in the form of differential
equations and eventually a finishing event or running out of the
cycle.

While in previous works the sigmoid function is often used
to describe the dynamic behavior [11–13] of certain cycles, we
found the resulting behavior extremely sensitive to the initial
value. Moreover the sigmoid function does not have an input
for external signals and is thus only suited to describe cycles
without interdependencies. Instead, we propose to use an all-
pole second order transfer function with unit gain, used fre-
quently in engineering, e.g., feedback control systems [18]. The
resulting shape for a constant input is an S-shape which can be
intuitively described by a time constant and a damping factor,
defining the speed of change as well as the transient behavior of
the dynamics in a decoupled manner. An example of a system
which can be modeled by a second order transfer function is a
linear mass-spring-damper system. Assuming an input signal
u and output signal y, the mathematical description of such a
system, with time constant T and damping factor D is

T 2ÿ + 2T Dẏ + y = u. (1)

The time constant T is related to the natural frequency ωn of
the system by the relation T = 1

ωn
. Methods for the analysis

of equation (1) can be found in basic control theory literature,
e.g., [18]. Equation (1) describes how the output y changes with
respect to the current input u . To compute the time course of
y, one usually uses numerical integration, e.g., the forward Eu-
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ler method. For further references to this second order transfer
function, we will use the abbreviation TF2. The input signal u
can originate e.g., from a different cycle, making the TF2 suited
to model influences and dependencies between cycles.

3. Methodology

3.1. Procedure and methodology

In the context of the manufacturing planning network intro-
duced in Section 2.1, a framework for computing dynamic cycle
networks was developed. The general methodology suggests
three steps to define a cycle network [12]:

1. Selection of change-relevant influences.
2. Description of each influence’s cyclic behavior.
3. Identification of plausible interrelationships between influ-

ences.

This contribution’s methodology basically follows these three
steps. Firstly, the selection of relevant influence cycles (1) is
based on the previously developed cycle network that was in-
troduced in Section 2.1. A hypothetical case from [4] is taken
up and serves as input to select specific cycles from the entire
network. Consequently, they define the relevant cycles in the
context of this study. Due to the complexity and lack of infor-
mation, some assumptions and simplifications are applied.

The description of each involved cycle (2) is based on prior
research [4,12]. The hypothetical case compares two scenar-
ios that are independently modeled and analyzed. On the one
hand, qualitative descriptions and schematic behaviors of the
major cycles are provided [4] and on the other hand mathemat-
ical descriptions of selected cycles are proposed in [12]. We
relied on the qualitative descriptions and developed our own
mathematical model with reasons explained in Section 3.3. The
interrelations between the selected cycles (3) are again chosen
according to the original cycle networks [4,12].

3.2. Description of the cycle network

Our use case is a hypothetical case based on [4] that de-
scribes the implementation of an upcoming requirement in an
already existing PSS. An exemplary assumption is that the
Manufacturing Structure Cycle is not up to date, but still capa-
ble to continue production of the current system (for more de-
tails see [4]). The question of the scenario is whether a Change
Cycle should be triggered immediately (scenario 1) or whether
the requirement should be implemented in terms of the next
upcoming Development Cycle (scenario 2). The resulting cycle
network for both scenarios is shown in Figure 1. Ten cycles and
their interrelations depending on the scenarios are described.
The original network [4] contains more elements, but for rea-
sons of lacking information and comprehensibility, the network
is reduced and simplified. For the specification of the cycles and
the interconnections, the descriptions given in [4,12] are com-
bined. The ten considered cycles (see Figure 1) are described
in the following:

The Planning Cycle (PC) (1) schedules the implementation
of requirements. It consequently triggers Engineering Change
Cycles (ECC) and Development Cycles (DC). An Engineering

Change Cycle (2) describes this requirement implementation
outside of Development Cycles. This PSS modification causes
changes in the manufacturing structure and triggers a Team Cy-
cle (TC). Similarly, the Manufacturing Change Cycle (MCC)
(3) defines the implementation of changes for manufacturing
resources or structures and causes Manufacturing Structure Cy-
cles (MSC) (4) that develop the production system structure’s
suitability for the current situation. Engineering Changes cause
Team Cycles (4) that are mostly interdisciplinary in the PSS
context. They describe the team performance and have a major
influence on the Development Cycle. The Development Cy-
cle (6) is characterized by the implemented requirements over
time and triggered by the Planning Cycle. Within the Devel-
opment Cycle, the Technology Cycle (TecC) (7) is triggered.
New Technologies increase the PSS demand. The PSS Demand
Cycle (DemandC) (8) is strongly influenced by the user accep-
tance and describes the current demand. In conflict of demand
and PSS availability, which is described by the PSS Stock Cy-
cle (StockC) (9), stands the PSS Usage Cycle (UsageC) (10). It
represents the occupancy rate of the PSS over its life cycle.

In their qualitative analysis, the authors of [4] came to the
conclusion that scenario 2 would be the better option to main-
tain the user acceptance high in a long term, so the demand for
usage. In the following analysis of the model this assumption
is validated quantitatively. Hence, the suitability and feasibility
of the mathematical approach is verified.

3.3. Simulation model of the dynamic cycle network

For the two example scenarios under consideration, the
mathematical equations are described in this section. As a gen-
eral notation t describes the time in years, and yc(t) represents
a numerical value referring to the current state of cycle c. uc(t)
is an input value that affects the target state of the cycle. The
numerical values of the parameters describing the system were
initiated and adjusted by hand to depict reasonable scenarios,
they must be adjusted for real world cases.

Scenario 1 contains the PC, ECC, TC, DC, MSC, StockC,
DemandC and UsageC (cf. Figure 1).

The PC is modeled to trigger an ECC every 15 years, starting
at year 5. The ECC value yECC jumps to 1, signaling an ongo-
ing cycle, and triggers a TC and the related DC. The ECC is
finished after the DC reaches a value above 0.99 and the value
then returns to 0.

The value of the TC yTC describes a normalized team perfor-
mance. It is evolving over time, according to equation (1) with
T = 1 and D = 1. The input to the TC uTC is a random sig-
nal following a uniform distribution of values between 0 and 1.
This input can be interpreted as the teams’ motivation changing
slightly from day to day. With the end of the ECC, the TC also
ends.

The value yDC referencing to the DC describes the progress
of the development. The progress is carried out by the team,
thus the TC dictates the change in the DC value. The DC value
is modeled as the integral of the team performance over the
respective cycle. Thus the development will progress faster if
the team is working efficiently. According to [4], the develop-
ment can also be hindered by randomly appearing problems,
e.g., new requirements. These disturbances spawn randomly
during an ECC and have a random, but short duration. With
each active disturbance, yDC is decreased. The final DC model,
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Fig. 1. Cycle Network showing qualitative dependencies between cycles. Abbreviations for cycles used in this paper are also given in brackets.

with the cycle assumed to have started at t0 and the number of
active disturbances at time t being Ndist(t), is:

yDC(t) =
∫ t

t0
0.4yTC(τ) − 0.2Ndist(τ)dτ. (2)

Moreover, the value of the DC cannot decrease below 0 and
is clipped to have a minimum of 0 in the case of early distur-
bances.

The MSC is modeled as a periodic, always existent cycle, re-
peating itself every 20 years. Its starts at a value yMSC = 0.8 and
decreases at a constant rate of 0.02 per year, until the manufac-
turing structure is modernized after 15 years of usage, rendering
the MSC to a value of 0.5 for 5 years, and then starting at 0.8
again.

The StockC value is following the MSC value in a smooth
manner with a certain delay. The underlying equation is a TF2
with T = 0.5 and D = 1.0 and input uStockC = yMSC.

The demand is described by a TF2 with T = 3.0, D = 1.0
and constant input uDemandC = 0.5, causing it to converge to this
value. The demand value is reset when the ECC is finished to
yDemandC = 0.9, describing an increased interest after an ECC
has finished.

Finally the usage is modeled as the minimum of the available
stock and the current demand:

yUsageC(t) = min(yStockC(t), yDemandC(t)). (3)

Scenario 2 contains the MCC, DC, TecC, MSC, DemandC,
StockC and UsageC (cf. Figure 1).

The StockC and UsageC are modeled in the same way as in
the first scenario. For the demand, the only difference is the
reset to yDemandC = 0.9 being triggered by a finishing MCC.

The PC is triggering an MCC every 20 years, starting at year
5. The MCC on its side triggers a TecC and a related DC. The
MCC value is 1 if an MCC exists and returns to 0 when it is
finished. An MCC is finished if both the underlying TecC and
DC reach a value above 0.99.

The DC is described by a TF2 with T = 1.0, D = 1.0 and
constant input uDC = 1. The related TecC is a TF2 with T = 0.5,
D = 1.0, and the input depending on the DC. With a probabil-
ity yDC, the input uPTC is 0.2 above its current value, and with
probability 1−yDC, the input is 0.2 below its current value. Thus
to conclude:

uTecC =


yTecC + 0.2 with prob. yDC

yTecC − 0.2 with prob. 1 − yDC
(4)

This relation expresses the idea of a more probable successful
technology development in more advanced stages of the devel-
opment cycle.

The MSC is reset with each finishing MCC to a value of
yMSC = 0.8, then decreases with a rate of 0.02 per year until the
next MCC is triggered, where the value of the MSC is constant
at yMSC = 0.5.

4. Results and interpretation

The simulation results for the cycle network described in
Section 3.3 are shown for scenario 1 in Figure 2 and for sce-
nario 2 in Figure 3 respectively.
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Fig. 2. Simulation results for scenario 1. The top sub-figure shows the ECC with its related DC and TC. During the second ECC, a disturbance is appearing, delaying
the DC and therefore the whole ECC. In the bottom sub-figure, MSC, demand and usage are presented. The demand and stock are not synchronized well, which
can be seen during the first two ECC cycles where the usage stays exceptionally low.
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Fig. 3. Simulation results for scenario 2. The top sub-figure depicts the occurring MCC’s with their respective DC and TecC’s. While a small amount of stochasticity
exists in the TecC, the behavior is very periodic and predictable. Regarding the bottom sub-figure, one can observe that the synchronization of the stock and demand
is assured, leading to a cyclical and improved usage, compared to scenario 1.
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In scenario 1, compared to scenario 2, the development cy-
cles are finished faster and triggered more often, while the man-
ufacturing structure cycle has the same period, but with less
downtime. This results from the decision to immediately trig-
ger the engineering changes in case of need. However, the us-
age is lower in scenario 1. While the changes are implemented
faster and more often, they are not synchronized with the man-
ufacturing structure cycle. This can lead to an inefficient man-
ufacturing structure while the demand is high, resulting in an
unsatisfied demand followed by a good manufacturing perfor-
mance but little demand later on.

In scenario 2, the development cycle is started with the man-
ufacturing change cycle, leading to a synchronization of high
demand with a high stock, resulting in an increased usage com-
pared to scenario one. For this scenario, the overall demand
is lower over the considered time period, but since the demand
is synchronized with the manufacturing, the overall usage is
higher.

Basically, the simulation results validate the estimations of
[4]. However, the results depend on the different time scales
of the development cycles and on the defined planning cycles,
dictating the period between triggers. Therefore, the time scales
need to be adjusted for specific use cases. The dependence on
the mentioned parameters becomes clear and can be visualized
once a system dynamics model has been created. The qualita-
tive cycle description of [4], however, is not sufficient to recog-
nize or analyze this information. This justifies the assumption
that qualitative models of cycles are limited when analyzing cy-
cle networks, as their interconnections, which might act on dif-
ferent time scales, can lead to dynamics that cannot be predicted
easily.

5. Conclusion

In the context of product-service system development, the
management of cycles is becoming an increasingly important
aspect to understand and improve processes and the decision-
making. This study has taken up a previously developed cycle
network and extends the qualitative description and analysis by
quantitative means. The application in a hypothetical case con-
firms the suitability of system dynamics for computing and ana-
lyzing cycle networks. The quantitative analysis shows benefits
in traceability compared to the qualitative analysis, especially
with regards to interconnections, and clarifies the need for cycle
synchronization. In ongoing studies the implementation of real
world data could give indications about necessary data input
in terms of quality and quantity. Furthermore, it could reveal
how beneficial the simulation of the inter cycle connections is
in practice. The model could also be used for sensitivity analy-
ses in further works.
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