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Abstract 

Multispectral optoacoustic tomography (MSOT), also termed spectroscopic 

photoacoustic tomography, enables high resolution imaging through the visualization 

of absorbing molecular absorbers deep within tissue. It emerges as a non-ionizing, 

non-invasive, label-free biomedical imaging technique that combines exquisite 

optical contrast of molecules with low scattering of ultrasound waves (not limited by 

optical diffusion) thus promising superior resolution/imaging depth over 

conventional methods for accurate diagnostics and assessment of diseases. In 

contrast to conventional optical methods, optoacoustic imaging utilizes the scattered 

photons, detects the consequential ultrasound wave generation due to optical 

absorption by biological tissue, and therefore provides high resolution and optical 

visualization across a wider range of depths, from a few hundred micrometers to 

several centimeter. Being able to provide valuable functional information by 

spectroscopic identification of absorbing chromophores, MSOT has demonstrated its 

potentials in both preclinical and clinical studies with and without extrinsic contrast 

agents. 

This dissertation aims to further improve the value of MSOT imaging, especially in 

clinical studies. As a steppingstone to justify and guide clinical MSOT research, the 

imaging chain of preclinical MSOT is studied and a synthetic data framework is 

developed for better experimental designs. Based on the understanding gained from 

preclinical MSOT, this dissertation extends the scope to clinical MSOT imaging. Due 

to the essential changes in hardware design (i.e. limited-view illumination and 

detection) to enable the portability of the scanner, clinical MSOT imaging put forward 

a lot of challenges for achieving good image quality and accuracy. As one of the major 

solutions, the hybrid MSOT and ultrasound imaging is the focus of this dissertation. 

In order to integrate the hybrid information provided by optoacoustic and ultrasound 

images, the image reconstruction for both modalities are studied and optimized. With 

each single modality working properly, the information unfolded in ultrasound 
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images are used as priors for optoacoustic reconstruction to improve the 

optoacoustic image quality. With the methods developed in this dissertation, more 

information is recovered in optoacoustic and ultrasound images, which facilitates the 

clinical studies and potentially increases the clinical value of MSOT imaging. 

 



 

Zusammenfassung 

Multispektrale optoakustische Tomographie (MSOT), auch spektroskopische 

photoakustische Tomographie genannt, ermöglicht die hoch aufgelöste Bildgebung 

von absorbierenden Molekülen im Gewebeinneren. MSOT ist eine nicht-ionisierende, 

nichtinvasive, kontrastmittelfreie biomedizinische Bildgebungstechnik, die 

optischen molekularen Kontrast mit streuungsarmen Ultraschall (nicht limitiert 

durch optische Streuung) kombiniert. Diese Kombination erlaubt eine verbesserte 

Auflösung und Bildeindringtiefe im Vergleich zu konventionellen Methoden, z.B. um 

medizinische Diagnosen zu erstellen oder Krankheiten zu erkennen. Im Gegenteil zu 

klassischen optischen Methoden beruht das Prinzip der optoakustischen Bildgebung 

auf gestreuten Photonen, wobei es die im Gewebe durch optische Absorption 

generierten akustische Wellen auflöst. Diesbezüglich erlaubt diese Technik eine 

hochauflösende optische Darstellung in verschiedenen Tiefenbereichen, die von ein 

paar hundertstel Mikrometer bis zu mehreren Zentimetern reichen. Durch die 

Identifikation von Chromophoren mittels ihrer Absorptionspektren zeigt MSOT 

großes Potential für präklinische und klinische Studien mit oder ohne zusätzliche 

Kontrastmittel. 

Diese Dissertation will die Qualität der Bildgebung mittels MSOT verbessern, 

besonders im Rahmen klinischer Studien. Als Grundlage für weitere Forschung wird 

für die präklinische MSOT-Bildgebung eine synthetische Daten-Plattform entwickelt, 

welche insbesondere ein Werkzeug für ein verbessertes Studiendesign darstellt. 

Basierend auf den Erkenntnissen aus präklinischen Studien, erweitert diese 

Dissertation das Anwendungsfeld der MSOT-Technologie. Um die Umsetzung eines 

handgeführten MSOT-Scanners zu ermöglichen, mussten in Sachen Design viele 

Herausforderungen in Bezug auf Bildqualität und Präzision überwunden werden (z.B. 

begrenzter Öffnungswinkel sowohl bei der Beleuchtung als auch bei der Erfassung). 

Als eine der zentralen Lösungen steht hier ein hybrides MSOT- und Ultraschallsystem 

im Fokus dieser Dissertation. Um die komplementäre Information von MSOT- und 
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Ultraschallbildgebung zu vereinen, wurden beide Modalitäten studiert und optimiert. 

Auf dieser Grundlage wurden schließlich die Ultraschallbilder als A-priori-

Information für die optoakustische Rekonstruktion benutzt, um die Bildqualität zu 

verbessern.  Mit der in dieser Dissertation präsentierten Methoden können wir mehr 

Information aus MSOT- und Ultraschall-Bildern extrahieren und ermöglichen damit 

potenziell eine Erweiterung der Einsätzmöglichkeiten der MSOT-Technologie im 

klinischen Bereich. 
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1. Introduction 

1.1  Optoacoustic imaging 

As an inherently hybrid imaging modality, optoacoustic (photoacoustic) imaging capitalizes 

on the strengths of optical and acoustic imaging in acquisition of high-resolution images with 

molecular specificity from depth not accessible to any optical modality [1-4]. The underlying 

physical phenomenon is the photoacoustic effect, which describes the induction of acoustic 

pressure waves following the absorption of light [5]. In optoacoustics, tissue is illuminated 

with modulated light to generate acoustic responses from optical absorbers due to the 

thermoelastic expansion of tissue [6]. Thus, similar to purely optical imaging methods, 

optoacoustic imaging illuminates the specimen with light. However, instead of collecting 

photons for image production, optoacoustic imaging makes use of the conversion of the light 

energy into ultrasound waves by optical absorbers, with their detection using ultrasonic 

transducers [7]. As a result, optoacoustic imaging combines the molecular specificity of 

optical imaging with capabilities of spectral differentiation of molecular absorbers. Since 

sound waves are scattered orders of magnitude less than light waves as they propagate 

through tissue, optoacoustic imaging enables to generate high resolution images at depths 

limited by ultrasound diffraction [2]. Through such merger of the light and sound, 

optoacoustic gains a great degree of imaging flexibility with fully maintained molecular 

specificity and spectral flexibility [8]. 

Optoacoustic imaging as an emerging biomedical imaging modality has been widely used in 

preclinical and clinical research [9-12]. Optoacoustic imaging is usually implemented in the 

time domain using high-energy light pulses (>10 mJ/pulse) lasting shorter than 

approximately 10 ns to induce acoustic responses from optical absorbers. Time domain 
optoacoustic imaging generates broadband acoustic signals due to the ultrashort excitation 

profile, ranging from MHz up to hundreds of MHz [13, 14], generated by objects with sizes 

between 1.5 mm and <15 µm. Optoacoustic imaging can also be implemented in the frequency 

domain using intensity modulated continuous wave (CW) lasers [15], which offers mainly the 

advantage of using economic light sources such as diode lasers which are technically simpler 

and more stable, as opposed to the optical parametric oscillator (OPO) based technology used 

in time domain optoacoustic imaging [16, 17]. 

1.2  Multispectral optoacoustic tomography 

As a subclass of optoacoustic imaging, multispectral optoacoustic tomography (MSOT) has 

been developed and applied in biomedical applications, demonstrating the ability to 
differentiate tissues in vivo and ex vivo in real time with and without the application of 

contrast agents several millimeters deep in the biological specimen with numerous research 

and translational applications for biomedical imaging [8, 18, 19]. Offering much higher 

resolution than diffuse optical tomography [20], MSOT is able to resolve morphological 

structures and to accurately quantify tissue biomarkers, which is not possible using diffuse 

photons [10]. 
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MSOT takes the advantage of multi-wavelength illumination operating in the near-infrared 

(NIR) spectral region, which allows deep penetration in tissue [19], and tomographic 

detection, which enables high signal-to-noise ratio (SNR) [1]. The illumination wavelength of 

MSOT is normally between 650 nm and 950 nm which is known as the first optical window. 

This spectral range is widely used in tissue studies, since tissue is of minimal absorption and 

less scattering in the first optical window than that in shorter wavelengths [21], therefore 

enables the delivery of sufficient optical energy to generate detectable acoustic pressure from 

30 – 60 mm depth [9]. 

Different from single-wavelength optoacoustic imaging, MSOT results in at least 3-

dimensional image stacks, i.e. 2 spatial dimensions and another spectral dimension. The 

spectral dimension is of particular importance for functional analysis in biomedical studies, 

since spectral information is the foundation to identify different optical absorbers, whether 

endogenous (oxygenated and deoxygenated hemoglobin, melanin, and lipid) [8, 10, 22] or 

exogenous (imaging probes, nanoparticles) [8]. For imaging intrinsic absorbers, many tissue 

physiology studies based on hemoglobin have been carried out. As an important indicator to 

tissue physiological and pathological conditions, oxygen saturation (sO2) [23], which is the 

fraction of oxygenated hemoglobin to the total hemoglobin, has been studied non-invasively 

with MSOT. Matrix metalloproteinase activity, typically associated with atherosclerotic 

plaque instability, has been resolved in ex vivo human carotid plaques [22]. Lipids, absorbing 

light in the wavelength range of 1210 nm, were clearly identified and characterized in plaques 
within human aorta and carotid artery samples ex vivo [24, 25]. For the biomedical 

applications based on optoacoustic contrast agents, a number of moieties that absorb light 

have been resolved with MSOT, including fluorescent proteins [26, 27]; fluorescent dyes such 

as IRDye800 [28], indocyanine green (ICG) [29-33], and Alexafluor750 (AF750) [18]; carbon 

nanotubes [34]; polymer nanoparticles [35, 36]; and gold nanorods (GNRs) [33, 37, 38]. 

In addition, the multispectral illumination with the help of spectral unmixing algorithms can 

improve the detection sensitivity of the optical absorbers comparing to the single wavelength 

image [39]. The detection sensitivity of conventional optoacoustic tomography with single 

wavelength depends purely on the SNR of the target to background, therefore, an absorber of 

interest can be studied only if its absorbed light energy is higher than that of the background 

tissue. However, with multi-wavelength illumination, an absorber of interest can be studied 

based on its spectral signature. Therefore, even its absorbed light energy is lower than the 

background, it can be differentiated from background by its spectral signature. Moreover, 

when there exist multiple absorbers with distinct absorption peaks, they can be decomposed 

using spectral unmixing methods and lower the minimum detectable concentrations than 

single wavelength optoacoustics. 

1.3  Preclinical MSOT imaging 

As an important stepping stone to study and guide clinical studies about the progression of 

human diseases and their corresponding therapies, small animals especially mice are widely 

used in biomedical researches [6, 19, 40], which are classified as preclinical studies while the 

studies based on human are classified as clinical studies. For preclinical optoacoustic imaging, 

in vivo whole-body small animal MSOT is of particular interest since it allows longitudinal 

studies to follow the disease and therapy progression in a large time scale and enables the 
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development of different human disease models in different organs or tissues on mice [19, 

40]. There are several commercial preclinical MSOT systems, including inVision256 (iThera 

Medical), Vevo Lazr (Visual Sonics), LOIS-3D (TomoWave Laboratories), Nexus (Endra) and 

a number of laboratory system designs that have been reported in the literature for imaging 

small animals. Herein, we take the inVision256 system, which is used for all preclinical 

studies in this dissertation, as an example to demonstrate the experimental orientations of 

MSOT imaging. 

 
Figure 1.1. Schematic of the major components in MSOT systems. 

As Figure 1.1 shows, preclinical MSOT (e.g. inVision256) comprises mainly three parts: 

illumination and detection system, data acquisition system, and image formation [41]. The 

detection system features a spherically concave array spanning 270° in the xy-plane with a 

radius of 40 mm. [42]. Each single element of the array is manufactured from the same 

piezocomposite material to cover central frequency 5MHz with -6dB of >50% frequency band 

[42]. For the illumination, a wavelength tunable pulsed laser with a pulse duration of <10ns, 

repetition rate of 10 Hz and peak pulse energy of 90 mJ at 750 nm is applied for multispectral 

measurements from 680nm to 950nm [42]. The laser beam was coupled into 10-arm fiber 

bundles next to the transducer array to establish ring illumination at the imaging plane. A 

custom-made data acquisition (DAQ) system digitized up to 256 channels in parallel at 10 Hz 

repetition rate and 40 MegaSamples/second. During in vivo measurements, the animal is 

anesthetized and positioned in an animal holder in the center of the imaging plane. 

1.4 Clinical handheld MSOT imaging 

Clinical MSOT has recently demonstrated potent clinical imaging abilities in cancer detection 

[43-46], label-free assessment of tissue inflammation [47, 48], tissue metabolism [49] or 

imaging of vascularization [50-52]. Comparing to the preclinical MSOT imaging 

demonstrated in Figure 1.1, clinical MSOT imaging has four major changes from hardware 

design to imaged specimen, i.e. illumination, detection, acquisition and specimen size. The 

first change is the hardware design of the transducer array and illumination. In order to bring 

MSOT into the clinics, a handheld device which is small and portable to allow clinicians scan 

patients conveniently like the case in ultrasound imaging is needed, which leads to the 

implementation of illumination and detection in a handheld probe. Such design results in the 

sample to be illuminated on only one side and only part of the resulting acoustic signal to be 

collected, which makes clinical optoacoustic image reconstruction a very ill-posed problem 

and results in limited-view artifacts. The second change occurs in the data acquisition stage. 

In preclinical MSOT imaging, 10 averages or more are normally used during data acquisition 

to assure a good SNR of the acquired signals. However, in clinical MSOT, normally no signal 
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averaging is done during data acquisition at each wavelength in order to achieve real-time-

imaging and avoid motion artifacts introduced during measurements, which results in a 

lower SNR of optoacoustic signals than that in preclinical MSOT imaging. The third change is 

the size of the specimen. In clinical optoacoustic imaging, the specimen is human or the tissue 

or lesion inside human body which is of much larger size and require deeper imaging depth 

than in preclinical small-animal studies. 

1.5  Clinical handheld hybrid optoacoustic and ultrasound (OPUS) imaging 

In order to bypass the challenges imposed in clinical MSOT imaging, handheld MSOT is 

combined with complementary imaging modalities such as magnetic resonance imaging (MRI) 

and ultrasound (US) to enhance the capabilities of handheld MSOT and extract a richer range 

of physiological and pathophysiological information [53-55]. Among all hybrid imaging 

systems, integrating optoacoustic and ultrasound is particularly straightforward, since the 

two modalities rely on the same signal detection mechanism. This has given rise to handheld 

hybrid OPUS that have already shown promise for clinical use [46, 56-58]. Handheld OPUS 

system was used to noninvasively detect sentinel lymph node based on increased contrast 

from methylene blue in breast cancer patients [46]. Inflammation in arthritis patients’ joints 

was identified and characterized based on the detection of hemodynamic changes with a 

handheld OPUS device [56]. Malignant and benign nodules in the thyroid were differentiated 

with a hybrid OPUS system [57]. Liver fibrosis was investigated and the capability of imaging 

heterogeneous liver structures with handheld OPUS system was demonstrated in [58].  

In above mentioned studies, ultrasound images generally provided anatomical images of 

imaged tissue and were employed post-hoc to aid the interpretation of optoacoustic images. 

Besides providing post-hoc for optoacoustic image interpretation, the information carried in 

ultrasound images such as structural information and acoustic properties of tissue can be 

treated as priors for optoacoustic image reconstruction to improve image quality. Because of 

the potential and feasibility in clinical applications of handheld OPUS systems, it is 

worthwhile to optimize the image reconstruction for both imaging modalities in OPUS and 

develop methodology to fuse the hybrid information to maximize the value of OPUS systems.  

1.6  Outline of the thesis 

This dissertation is mainly about image reconstruction in clinical hybrid MSOT and 

ultrasound imaging. As the foundation of understanding, a general introduction of the 

optoacoustic imaging from preclinical to clinical is given in Chapter 1. Then more specific 

technical background about optoacoustic image reconstruction is introduced in Chapter 2. 

The rest of the dissertation is divided into three parts: “A study of molecular sensitivity of 

preclinical MSOT with synthetic data framework”, “Studies of image reconstruction in 

handheld OPUS imaging” and “Studies of integrating hybrid information from handheld 

OPUS”. In the first part, the imaging chain of MSOT from an optical absorber to multispectral 

images is introduced and a synthetic data framework is developed to study the molecular 

sensitivity of preclinical MSOT systems (Chapter 3). In the second part, the major challenges 

in clinical MSOT imaging and the customized reconstruction for each imaging modality in 

OPUS system are introduced. The hardware design and working scheme of hybrid OPUS 

imaging is introduced in detail based on a specific OPUS system in Chapter 4. To consider the 
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Speed of Sound (SoS) mismatch between coupling medium and tissue in clinical applications, 

an advanced dual-SoS reconstruction model is presented in Chapter 5. The adapted synthetic 

aperture technique and its corresponding ultrasound image reconstruction under the 

concave design of the transducer array are described in Chapter 6. After the single mode 

optoacoustic/ultrasound reconstruction being optimized, the efforts to integrate the hybrid 

information from OPUS imaging is presented in the third part. The structural information 

unfolded in ultrasound images are used as prior for optoacoustic image reconstruction to 

improve image quality and compensate for the limited-view artifacts (Chapter 7). Moreover, 

ultrasound images are used to derive the acoustic properties, such as SoS of imaged tissue, 

then the derived spatial-variant SoS is used along with bent-ray propagation model to 

improve optoacoustic image quality and accuracy (Chapter 8). 

The dissertation is organized as follows: 

Chapter 1 provides a brief introduction about optoacoustic imaging, multispectral 

optoacoustic tomography, and the preclinical and clinical MSOT systems. 

Chapter 2 introduces the technical background about image reconstruction including wave 

equation, back-projection, model-based reconstruction, and spectral unmixing.  

Chapter 3 introduces the imaging chain of preclinical MSOT, which enables the realistic 

simulation of optoacoustic signal from an optical absorber and the development of a synthetic 

data framework to allow estimation of the molecular sensitivity of various contrast agents 

under different tissue conditions without extensive animal experiments.  

Chapter 4 indicts the major changes from preclinical to clinical MSOT in detection, 

illumination, and application requirements. Result from those changes, the challenges in 

clinical MSOT imaging are highlighted. As the foundation of the following four chapters, a 

specific OPUS system, i.e. Acuity256, is introduced in detail. 

Chapter 5 presents a dual-SoS model-based reconstruction method for clinical MSOT imaging. 

The dual-SoS model is described and the comparison between single-SoS model and dual-SoS 

model is presented. 

Chapter 6 introduces the synthetic aperture technique and the reconstruction of ultrasound 

images in hybrid OPUS, referring to conventional ultrasound imaging. Three signal 

processing methods and three image formation methods commonly used in ultrasound 

imaging are analyzed based on their influence on ultrasound image quality.  

Chapter 7 describes a new method to incorporate ultrasound structural information into 

optoacoustic reconstruction to reduce the limited-view artifacts and improve contrast of 

clinical optoacoustic images. Phantoms and data from OPUS scans of human radial and 

carotid arteries are reconstructed with the proposed method and compared with 

conventional reconstruction without ultrasound prior to demonstrate the improvement in 

optoacoustic image quality. 

Chapter 8 presents another new method to derive the spatial-variant SoS distribution from 

ultrasound images, then use the derived SoS to facilitate the optoacoustic image 
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reconstruction. Together with the spatial-variant SoS, the bent-ray propagation model is 

implemented using fast marching method. The improvement in image quality introduced by 

the new reconstruction scheme is demonstrated with simulation and experimental data. 

Chapter 9 gives a brief summary and conclusion of the work presented in this dissertation 

and an outlook about the future development. 

 



 

2.  Technical background of MSOT 

2.1  Physics of acoustic wave generation and propagation in optoacoustic 
imaging 

2.1.1  The generation of acoustic waves in optoacoustic imaging 

As mentioned in Chapter 1, the ultrasound pressure wave in optoacoustic imaging is formed 

due to the absorption of light, which is described as photoacoustic effect [5] and comprise 

three phases, i.e. the absorption of light, the localized pressure perturbation introduced by 

thermalization of absorbed energy, and the propagation of the localized pressure 

perturbation [59]. 

In most optoacoustic imaging applications, a laser beam in NIR range is used to illuminate 

samples with part of the photons being absorbed by the chromophores inside the sample. 

Then the absorbed light energy is converted into heat via vibrational relaxation, which gives 

a rise in local temperature and pressure. In thermal confinement [20] and stress confinement 

[20], the generated local pressure perturbation 𝑝0 can be written as [59] 

𝑝0 = Г ∙ 𝐻, (2.1) 

where Г  is the Grüneisen parameter demonstrating the photoacoustic efficiency of an 

absorbing chromophore and 𝐻 is the deposited heat per unit volume which is the product of 

light fluence Φ and the optical absorption coefficient 𝜇𝑎, i.e. 𝐻 = 𝜇𝑎Φ. Because of the elastic 

nature of tissue, the local pressure perturbation 𝑝0 propagates outwards in all directions and 

referred as initial acoustic pressure distribution. 

2.1.2  The propagation of acoustic waves 

The propagation of an acoustic wave is the fluctuation of the pressure field in the medium 

[60]. In most cases, the propagation of acoustic waves in tissue is approximated with that in 

fluid [61], therefore can be described with the wave equation in fluid. The derivation of wave 

equation in fluid is based on the fact that the propagation of a sound wave meets three laws: 

(1) the conservation of mass; (2) motion equation of fluid; and (3) the pressure-density 

relations in fluid [60]. The following derivation of wave equation is based on [60, 61]. 

The law of conservation of mass says that the mass (𝑀) of a closed system must remain 

constant over time, which can be expressed as 
𝑑𝑀

𝑑𝑡
=

𝑑

𝑑𝑡
∭ 𝜌𝑑𝑉

𝑉
= 0, where V represents a 

volume in three-dimensional space which is compact and has a piecewise smooth boundary 

S. This can be met only if the change of the mass enclosed by a closed surface in time is equal 

to the mass that traverses the surface, which can be expressed as 

𝑑

𝑑𝑡
∭ 𝜌𝑑𝑉

𝑉
+ ∯ 𝜌𝒗𝑑𝑆

𝑆
= 0, (2.2) 
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where 𝒗 is the flow velocity field and 𝜌  is the density. 𝒗 is negative if matter goes in and 

positive if matter goes out from the surface, which is consistent with the normal vector of the 

surface. With Gauss theorem, Equation 2.2 can be reformed as 

𝜕𝜌

𝜕𝑡
+ ∇(𝜌𝒗) = 0. (2.3) 

Motion Equation in fluid is derived by Euler based on Newton’s second law of motion which 

indicts that resulting from a net force, the acceleration of an object is proportional to the 

magnitude of the force and inversely proportional to the mass of the object, i.e. 𝐹 = 𝑚
𝑑𝒗

𝑑𝑡
=

𝑑

𝑑𝑡
∭ 𝜌𝑣𝑑𝑉

𝑉
. In ideal fluid which has no viscosity and body force, last equation can be 

rewritten as 

𝑑

𝑑𝑡
∭ 𝜌𝑣𝑑𝑉

𝑉
= − ∯ 𝑝𝑑𝑆

𝑆
, (2.4) 

where 𝑝 is the pressure on the surface and the minus sign comes from the fact that the force 

is considered towards the surface, while the normal vector of the surface points outward. 

With Gauss theorem, Equation 2.4 can be simplified as 

𝜌
𝑑𝒗

𝑑𝑡
= −∇𝑝. (2.5) 

The pressure-density relation in fluid is described by Newton-Laplace equations as 

𝑝 = 𝜌𝑐2, (2.6) 

where 𝑐 is the SoS in the medium. 

Combing Equation 2.3 and 2.6 with the assumption that the medium is acoustically 

homogeneous gives 

1

𝑐2

𝜕𝑝

𝜕𝑡
+ 𝜌∇𝒗 = 0. (2.7) 

Differentiating Equation 2.7 with respect to time gives 
1

𝑐2

𝜕2𝑝

𝜕2𝑡
+ 𝜌∇

𝝏𝒗

𝝏𝒕
= 0 . Substituting 

Equation 2.5 into Equation 2.7 gives the wave equation with respect to pressure as 

∇2𝑝 −
1

𝑐2

𝜕2𝑝

𝜕2𝑡
= 0. (2.8) 

In optoacoustic imaging, the wave source is the local pressure perturbation due to light 

energy absorption. In order to model the physical processes of thermalization of absorbed 

energy following tissue excitation by a light source, the energy conservation law (Equation 

2.9 [62]) should be considered. 

ρT
∂E

∂t
= ∇(𝑘∇𝑇) + 𝐻, (2.9) 

where E, 𝑘, and T denote the entropy, thermal conductivity, and temperature, respectively. 

Combining Equation 2.9 with Equation 2.3, Equation 2.5, and the thermodynamic relation (i.e. 
ρTE=ρ𝑐𝑝𝑇 − 𝛾𝛽𝑇𝑝, where 𝛾, 𝛽, and 𝑐𝑝 denote the heat capacity ratio, the volumetric pressure 

expansion coefficient, and the heat capacity at constant pressure, respectively), the 
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optoacoustic wave equation.in homogeneous medium and thermal confinement can be 

written as [62-64] 

𝜕2𝑝

𝜕2𝑡
− 𝑐2∇2𝑝 = Γ

∂𝐻(𝒓,t)

∂𝑡
. (2.10)  

2.2  Technical background of optoacoustic image reconstruction 

With the initial acoustic pressure distribution 𝑝0 at 𝑡 = 0 satisfies 𝑝0(𝒓) ≔ 𝑝(𝒓, 0) = Γ𝐻(𝒓) 

with vanishing time derivative 𝜕

𝜕𝑡
 𝑝(𝒓, 0) = 0, the entire optoacoustic effect can be formulated 

with the source function serves as an initial condition as follows: 

∇2𝑝 −
1

𝑐2

𝜕2𝑝

𝜕2𝑡
= 0, 

𝑝(𝒓, 0) =  Г𝐻(𝒓), 

𝜕

𝜕𝑡
 𝑝(𝒓, 0) = 0. 

This is the optoacoustic wave equation Cauchy problem [62] and can be solved using the 

Green’s function. The pressure distribution at 𝒓 and 𝑡 in an acoustic homogeneous medium is 

then given by [65]: 

𝑝(𝒓, 𝑡) =
𝛤

4𝜋𝑐

𝜕

𝜕𝑡
∫

𝐻(𝒓′)

|𝒓−𝒓′||𝒓−𝒓′|=𝑐𝑡
𝑑𝒓′. (2.11) 

The integral indicts an integration over a sphere in 3D problem or an integration over a circle 
in 2D problem with origin in 𝒓 and radius of 𝑐𝑡 [65]. All optoacoustic image reconstruction 
problem is trying to recover the spatial distribution of 𝑝0 or 𝐻, given the optoacoustic signal 
𝑝(𝒓𝒅, 𝑡) at a detector location 𝒓𝒅 [64-67]. Back-projection and model-based reconstruction 
are most commonly used methods to solve the above problem. 

2.2.1  Back-projection reconstruction 

The back-projection formula in time domain can be written as [64, 68]: 

𝑝0(𝒓) = ∫ [2𝑝(𝒓′, 𝑡̅) − 2𝑡̅ 𝜕𝑝(𝒓′,�̅�)

𝜕𝑡̅
]

|𝒓−𝒓′|=�̅�

𝑑Ω(r′)

Ω0
, (2.12) 

where 𝑡̅ = 𝑐𝑡,  [2𝑝(𝒓′, 𝑡̅) − 2𝑡̅ 𝜕𝑝(𝒓′,�̅�)

𝜕𝑡̅
]  is the back-projection term, 𝑑Ω(r′) =

𝑑S0

|𝒓−𝒓′|2 ∙ [𝒏(𝒓′) ∙

(𝒓 − 𝒓′)/|𝒓 − 𝒓′|]  is the solid angle for a detection element 𝑑S0  with respect to a spatial 

location r and 𝒏(𝒓′) denotes the outward-pointing normal of the integration surface at 𝒓′. In 

Equation 2.12, Ω0  is a solid angle of the whole integration surface, i.e. Ω0 = 2𝜋 for planar 

geometry and Ω0 = 4𝜋  for spherical and cylindrical geometry. In tomography, several 

detector elements at different spatial locations along the surface are used for detection, so 

𝑑𝛺0/𝛺0 denotes the weighting factor of the contribution of a single detection element to a 

reconstruction point 𝑝  at r’. The reconstruction is simply projecting the detected signal 

𝑝(𝒓′, 𝑡)  from each transducer element backward on a spherical surface or a circle with 

respect to the location of the transducer element 𝒓𝒅 [64]. 

Nevertheless, images reconstructed with back-projection algorithms suffer from 

approximation errors, leading to less accurate quantitative functional or molecular imaging 
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[69]. Moreover, back-projection cannot account for the information loss due to limited view 

detection. 

2.2.2  Model-based reconstruction 

Model-based reconstruction reconstructs optoacoustic images by minimizing the 

discrepancy between the measured acoustic signals and the signals theoretically predicted 

by the forward model. Rosenthal et al. [65] developed a semi-analytical model-based scheme, 

termed interpolated-matrix-model inversion (IMMI), to achieve real-time reconstruction. 

Discretizing the linear forward model for acoustic wave propagation in Equation 2.11 leads 

to  

𝒑 = 𝑴𝒙, (2.13) 

where 𝒑  stands for the optoacoustic signal; 𝒙  is the unknown image, i.e., the spatial 

distribution of energy absorbed per unit volume of the tissue in the imaging plane, written in 

a vector representation; and 𝑴 is the model matrix that computes sound propagation in the 

imaged medium for the experimental acquisition geometry employed. The inversion of 

Equation 2.13 is achieved by minimizing the squared error 

𝒙𝑠𝑜𝑙 = arg min
𝒙

 ‖𝒑𝑑𝑒𝑡 − 𝑴𝒙‖2
2, (2.14) 

typically using the least squares minimization algorithm (LSQR) algorithm. In Equation 2.14, 

𝒑𝑑𝑒𝑡 is the experimentally detected optoacoustic signal and ‖∙‖2 is the 𝐿2-norm. 

2.2.3  𝑳𝟐 regularization 

As the minimization problem given in Equation 2.14 is ill-posed for limited-view geometry of 

handheld probes, regularization is required to achieve a unique and stable reconstruction. In 

addition, a suitable regularization often reduces the noise level and artifacts [63, 67]. The 

most common regularization method is 𝐿2 regularization, i.e. regularization with a functional 

of the form 𝒙 ↦ ‖𝑳𝒙‖2
2: 

𝒙𝑠𝑜𝑙 = arg min
𝒙

  ‖𝒑𝑑𝑒𝑡 − 𝑴𝒙‖2
2 + λ‖𝑳𝒙‖2

2, (2.15) 

where 𝑳 is the regularization matrix and capable to integrate prior information about the 

solution and 𝜆 > 0 is the regularization parameter. A suitable regularization parameter can, 

for example, be selected via the L-curve. The L-curve is a plot of the penalty term (‖𝑳𝒙‖2) 

against the norm of the residual ( ‖𝒑𝑑𝑒𝑡 − 𝑴𝒙‖2 ). It is a convenient graphical tool for 

displaying the trade-off between the regularizing functional and the fit to the given data in 

dependence of the regularization parameter. Usually, the optimal trade-off is achieved close 

to the corner of the L-shaped curve [70]. 

2.3  Spectral unmixing 

In MSOT imaging, the reconstructed optoacoustic images 𝒙𝑠𝑜𝑙  represent the initial pressure 

distribution 𝑝0 in the region of interest (ROI), which is a combination of Grüneisen parameter, 

optical absorption coefficient and light fluence, i.e. 𝑝0 = Г𝜇𝑎Φ. Γ is a known constant when 

the absorber is decided and if the light fluence Φ can be taken as constant if the light energy 
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arriving at the absorbers at each wavelength is uniform. In this case, the optoacoustic spectra, 

which are defined as the intensity of recovered optoacoustic images within the absorber area 

along with multiple wavelengths, are consistent with the absorption spectra of absorbers 

measured with other optical methods such as optical spectrometer, i.e. 𝑝0(𝜆) and 𝜇𝑎(𝜆) are 

equivalent. Thus, different absorbers and their concentrations can be easily identified with 

linear unmixing, since 𝑝0(𝜆)  can be decomposed into the proportion/weight 𝑤  of each 

individual absorber’s absorption spectrum 𝜇𝑎(𝜆) as [59]: 

𝑝0(𝜆) = ∑ 𝑤𝑖 ∙
𝑁𝑎
𝑖=1 𝜇𝑎,𝑖(𝜆), (2.16) 

where i denotes the ith type of absorbers and 𝑁𝑎   is the total number of the absorber types. 

However, in most biomedical imaging applications, the assumption of uniform light fluence 

at different wavelengths does not hold true and the optoacoustic spectral signature of the 

same absorber can be distorted by surrounding tissues, which complicates the unmixing 

problem [59]. In reality, biological tissue is highly scattering and has numerous intrinsic 

absorbers of different optical absorption spectra. Therefore, light travels a long way to arrive 

at the surface of the absorber and is of varied energy at different wavelengths. In other words, 

the optoacoustic spectrum 𝑝0(𝜆) is not consistent with 𝜇𝑎(𝜆), instead, it is the combination 

of the spectra of the fluence Φ(𝐱, 𝜆) and the absorption spectrum 𝜇𝑎(𝜆), which is termed as 

‘spectral coloring’ [59]. In this case, directly applying linear unmixing to 𝑝0(𝜆) works poorly 

and either light fluence compensation or more advanced algorithms based on statistical 

methods are needed. Light fluence compensation is straightforward to come up, but 

nontrivial to fulfill, since the light fluence estimation in in vivo tissues is very difficult and 

therefore remains an unsolved problem. In order to avoid light fluence estimation, statistical 

methods have been developed to overcome the spectral coloring effect by modeling the 

spectral fluctuation using priors [71]. Those statistical unmixing algorithms can be classified 

into two categories depending on their goals: one is to identify the relative ratios of the 

intrinsic absorbers such as the oxygenated and deoxygenated blood [72, 73], which is for 

tissue physiology study; while the other is to identify the existence of the extrinsic absorbers, 

which is also termed as ‘target detection’ [71, 74] and suitable for molecular imaging 

applications. 

 





 

 

 

 

 

 

 

 

 

Section I: A study of molecular sensitivity of preclinical MSOT with 

synthetic data framework 





 

3.  A Synthetic Data Framework (SDF) for prediction of molecular 
sensitivity of preclinical MSOT 

This chapter contains adapted text, tables and figures from the publication by Hong Yang et 

al. [75] ©  1999-2019 John Wiley & Sons, Inc. More information on the reuse license for textual 

material is shown in appendix B. 

3.1  Motivation 

Contrast agents that absorb light have been widely used in small-animal studies using 

preclinical MSOT. The optimal concentration of these contrast agents for a given 

experimental situation and imaging set-up cannot currently be estimated in advance, which 

means that it must be determined through pilot studies that require time and effort and 

increase the number of experimental animals required. Such pilot studies could be minimized 

if an analytical method was available to estimate the minimum detectable concentration, i.e. 

molecular sensitivity [76, 77] for contrast agents under a given set of experimental conditions 

and imaging hardware specifications. Such a method could also help streamline efforts to 

design next-generation optoacoustic contrast agents.  

The molecular sensitivity of MSOT depends on a multitude of parameters: (1) characteristics 

of the contrast agents employed, i.e. the molar extinction coefficient, Grüneisen coefficient 

and the absorption spectrum; (2) the agent location within tissue (tissue depth); (3) the size 

of the lesion occupied by the agent; (4) the optical properties and overall characteristics of 

the imaged tissue; (5) the specifications of the imaging system and (6) the image 

reconstruction and spectral analysis method used, therefore, varies substantially across 

studies. 

Different methods and research groups have attempted to characterize the molecular 

sensitivity of MSOT with simulations or phantom experiments [30, 53, 78]. Although such 

studies offer insight into the physical parameters affecting sensitivity, they typically do not 

consider the challenges of in vivo imaging, in which the optoacoustic contrast agent needs to 

be spectrally unmixed from a spatially heterogeneous absorbing tissue background. 

Therefore, the molecular sensitivity values refer to the particular parameters contained in 

the simulation or phantom studied but do not universally capture in vivo conditions. 

Detection limits in biological tissues (e.g. chicken muscle) ex vivo have also been considered 

for better approximation of tissue imaging conditions and for exploring the maximum 

imaging depth achieved using a certain agent concentration [28, 32, 79]. However, excised 

tissue muscle does not reproduce the complex, dynamic physiological conditions that affect 

optoacoustic contrast in vivo, such as the hemoglobin distribution. Moreover, those previous 

studies did not consider multispectral detection. Reports of the detection of contrast agents 

in vivo have enabled insights into the optoacoustic molecular sensitivity in real settings [18, 

31, 34-36, 38, 53] but also do not allow for a generalized understanding of the molecular 

sensitivity achieved, because they report only on the specific conditions of the experimental 

measurements. Despite an extensive number of demonstrations with various dyes and 
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nanoparticles, it is not possible to extrapolate from those measurements in order to estimate 

the molecular sensitivity if experimental parameters change, such as the applied contrast 

agent, tissue, depth, lesion size or imaging set-up. 

Therefore, we developed a streamlined approach to estimate the molecular sensitivity of 

contrast agents in small-animal optoacoustic molecular imaging for a given set of 

experimental conditions and imaging parameters, which may reduce the need for extensive 

animal experiments. We developed a Synthetic Data Framework (SDF) that combines 

experimental measurements and a signal simulation framework to derive synthetic 

multispectral optoacoustic images. Background optoacoustic signals are experimentally 

measured from animals in vivo, in the absence of exogenous agents. Using these 

measurements as the imaging background, SDF simulates the signals obtained from assumed 

agents embedded in tissue, enabling a framework that allows the generalized study of MSOT 

molecular sensitivity by achieving simulations that correspond to the optical properties and 

detection conditions of live animal tissues and the specifications of a real MSOT system. The 

SDF developed was validated using experimental in vivo MSOT data on tissue containing 

known concentrations of contrast agents. We showcase close agreement between SDF data 

and experimental data in terms of both image intensity and minimum detectable 

concentrations. Finally, using SDF we generalize observations of MSOT molecular sensitivity 

for different conditions, such as agent types, lesion size and imaging depth. 

3.2  Synthetic Dataset Framework (SDF) 

The SDF platform generates synthetic MSOT images that mimic MSOT experimental images, 

in which the tissue background is based on experimental data from healthy, untreated 

animals and the signal from exogenous contrast agent is simulated based on the known 

properties of the agent and the specifications of the MSOT imaging system. The SDF simulator 

compensates for the fact that while it is straightforward to simulate the propagation of 

optoacoustic signals emitted from well-defined agents, it is difficult to accurately simulate 

signals coming from tissue, since the optical and acoustic properties of biological tissues are 

not precisely known. 

 
Figure 3.1. Schematic presentation of the SDF-based molecular sensitivity study. This figure is 
adapted from Ref. [75]. 

To develop a generalized way to study the MSOT molecular sensitivity, we developed a 

pipeline to study the MSOT molecular sensitivity based on the SDF, which comprises three 

modules as Figure 3.1shows. Each module in Figure 3.1is explained in detail in following text. 
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3.2.1 Simulation of optoacoustic signals of contrast agents 

The formation of an optoacoustic signal includes three main factors [59]: (1) the light fluence 

at the agent location, (2) the propagation of pressure perturbations that arise when the tissue 

absorbs the laser light and heats up, and (3) the characteristics of the imaging system such as 

the spatial impulse response (SIR) and the electrical impulse response (EIR) of the transducer 

array. Serving the goal of simulating close-to-reality optoacoustic signals, the optoacoustic 

signal generation process is described in a mathematical way in this section. 

 

Figure 3.2. Workflow of the generation process of optoacoustic signals of an absorber. EIR, 
electrical impulse response and SIR, spatial impulse response. This figure is adapted from Ref. [75]. 

In the first stage, being illuminated by a transient light fluence field Φ(𝐱, 𝜆) , an optical 

absorber of absorption coefficient 𝜇𝑎(𝐱, 𝜆) generate the initial pressure 𝑃𝑖𝑛𝑖𝑡: 

𝑃𝑖𝑛𝑖𝑡(𝐱, 𝜆) = Γ ⋅ Φ(𝐱, 𝜆) ⋅ 𝜇𝑎(𝐱, 𝜆), (3.1) 

where 𝜇𝑎(𝐱, 𝜆) = 𝑐𝑎(𝐱)𝜀(𝜆) , 𝐱  is spatial coordinates, 𝜆  is the wavelength, 𝑐𝑎  is the 

concentration of absorbers, 𝜀  is the molar extinction coefficient and Γ  is the Grüneisen 

coefficient. The propagation of the initial pressure in the medium can be described with wave 

equation ∇2𝑃 −
1

𝑐2

𝜕2𝑃

𝜕2𝑡
= 𝑃𝑖𝑛𝑖𝑡 , whose derivation and physical explanation can be found in 

Chapter 2 The wave equation is discretized and simplified as a model matrix, which allows 

the propagating pressure waves 𝑃𝑤  be expressed as a function of the initial pressure 

distribution as: 

𝑃𝑤(𝐱, 𝜆) = 𝐌 ⋅ 𝑃𝑖𝑛𝑖𝑡 , (3.2) 

where 𝐌 is a model matrix that corresponds to the imaging geometry of the system and 

describes the optoacoustic wave propagation [65]. Then the pressure waves arrive at the 

surface of transducer and are spatially averaged by the active area of the transducer, which 

generate an averaged pressure 𝑃𝑎𝑣𝑔(𝐱, 𝜆)  which can be modeled using the SIR of the 

transducer. The above process is noted mathematically as 

𝑃𝑎𝑣𝑔(𝐱, 𝜆) = 𝑆( 𝐌) ⋅ 𝑃𝑖𝑛𝑖𝑡 , (3.3) 

where 𝑆(𝐌) stands for the operation that incorporates the SIR of the transducer array into 

model matrix 𝐌. Discretization and details about the model matrix that incorporates the SIR 

have been described [80]. 
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Because of the acoustic attenuation and the fact that optoacoustic signals are broadband [13], 

the amplitude of the averaged pressure is frequency- and distance-dependent. With the 

attenuation model in a uniformly attenuating medium, the acoustic pressure after 

attenuation 𝑃𝑎𝑡𝑡 can be expressed as  

𝑃𝑎𝑡𝑡(𝐱, 𝜆)=Re{𝐹−1(𝐹(𝑃𝑎𝑣𝑔) ⋅ ℎ𝑎𝑡𝑡)}, (3.4) 

where 𝐹 and 𝐹−1 stand for the Fourier and inverse Fourier transforms, respectively; and 

ℎ𝑎𝑡𝑡(𝑓, 𝑑) = 𝑒𝑥𝑝( − 𝛼0𝑓|𝑓|𝑛𝑑)  is the acoustic attenuation function [81], where 𝛼0𝑓  is a 

material-related acoustic attenuation constant, n is a real positive constant, 𝑓 is the frequency 

bandwidth of the agent and 𝑑 is the propagation distance of the acoustic wave. For water, 

𝛼0𝑓 = 0.00217 𝑑𝐵𝑀𝐻𝑧−1𝑐𝑚−1  and 𝑛 is 2; for tissues, 𝑛 is 1 and 𝛼0𝑓 ≈ 0.5 𝑑𝐵𝑀𝐻𝑧−1𝑐𝑚−1 

[82]. The pressure signal 𝑃att(𝐱, 𝜆) is converted into an electrical signal 𝑃: 

𝑃(𝐱, 𝜆, 𝑡) = 𝑘 ⋅ ℎ𝐸𝐼𝑅(𝐱, 𝑡) ∗ 𝑃att(𝐱, 𝜆),  (3.5) 

where ℎ𝐸𝐼𝑅(𝐱, 𝑡) is the EIR of the transducer element [83] and 𝑘 is a constant for converting 

pressure to voltage. Combining Equations 3.1-3.5 allows the acquired pressure signals to be 

expressed as a function of the absorber concentration: 

𝑃(𝐱, 𝜆) = 𝑘 ⋅ ℎ𝐸𝐼𝑅 ∗ Re{𝐹−1(𝐹(Γ ⋅ 𝑆( 𝐌) ⋅ Φ ⋅ 𝑐𝑎(𝐱) ⋅ 𝜀) ⋅ ℎ𝑎𝑡𝑡)}.  (3.6) 

Equation 3.6 expresses the acquired optoacoustic signals as a function of the spatially varying 

molar concentration 𝑐𝑎(𝐱) of absorbers through sequential steps graphically presented in 

Figure 3.2. 

The simulation of optoacoustic signals is based on Equation 3.6 which includes three 

additional unknown parameters: the light fluence Φ, which is strongly dependent on the 

background tissue; the Grüneisen coefficient Γ of the agent, which is typically not known; and 

the conversion factor 𝑘 of transducer. The Grüneisen coefficient and conversion factor are 

jointly estimated as one calibration factor 𝑐𝑎𝑙, which leads to a simpler form of Equation 3.6:  

𝑃(𝐱, 𝜆) = 𝑐𝑎𝑙 ⋅ ℎ𝐸𝐼𝑅 ∗ Re{𝐹−1(𝐹(𝑆( 𝐌) ⋅ Φ ⋅ 𝑐𝑎(𝐱) ⋅ 𝜀) ⋅ ℎ𝑎𝑡𝑡)},  (3.7) 

where 𝑐𝑎𝑙 = Γ ⋅ 𝑘. Light fluence and 𝑐𝑎𝑙 are estimated as described below. 

1)  Estimation of the light fluence field 

As dictated by Equation 3.7, in order to simulate the optoacoustic signals emanating from a 

specific agent concentration distribution 𝑐𝑎(𝐱), an estimation of the light fluence field Φ(𝐱, 𝜆) 

is required. To simulate the light fluence within the tissue, we use a 2D finite element method 

(FEM) to solve a diffusion equation previously described for modeling light propagation 

inside turbid media [84]. This simulation of light fluence occurs in the following steps: 

• An anesthetized mouse with a rectally inserted capillary tube filled with ink is 

scanned in vivo at 21 wavelengths (from 700 nm to 900 nm in 10-nm steps) in the 

lower abdominal area using MSOT. 

• The experimental data acquired in step 1 are reconstructed. 

• The tissue region is segmented based on the reconstructed images. 
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• Constant optical properties 𝜇𝑎, 𝜇𝑠 and oxygen saturation (sO2) are assumed within 

the segmented tissue region. 

• Based on the assumed optical properties, Φ(𝐱, 𝜆) is simulated using the FEM, and the 

light fluence 𝚽𝐱 at the position 𝐱 of the ink is obtained. 

• Following Equation 3.1, 𝚽𝐱 is multiplied by the absorption spectrum of ink, which has 

previously been measured using a photospectrometer, to get the simulated 

optoacoustic spectrum 𝑆𝑖𝑛𝑘.𝑠𝑖𝑚(𝜆). 

• The experimental optoacoustic spectrum of the ink 𝑆𝑖𝑛𝑘.𝑒𝑥𝑝(𝜆) is calculated from the 

reconstructed experimental images. 

• 𝑆𝑖𝑛𝑘.𝑠𝑖𝑚(𝜆) is normalized and compared to the normalized 𝑆𝑖𝑛𝑘.𝑒𝑥𝑝(𝜆). 

• The process is repeated by varying 𝜇𝑎 , 𝜇𝑠 and sO2 until an optimal fit between 

𝑆𝑖𝑛𝑘.𝑠𝑖𝑚(𝜆) and 𝑆𝑖𝑛𝑘.𝑒𝑥𝑝(𝜆) is achieved. 

 

Figure 3.3. Estimation of the light fluence within tissue background. (a) Background tissue mask 
of Group A experiments; (b) estimation of tissue optical properties through fitting of the simulated 
colored spectra of ink to the experimental one; (c) light fluence profile from surface to center 
within the background. This figure is adapted from Ref. [75]. 

As Equation 3.7 dictates, the light fluence is an important input of the simulation of the 

optoacoustic signals emanating from a contrast agent. Figure 3.3 shows the light fluence 

estimation example related to the Group A experiments introduced in Section 3.3. Figure 

3.3(a) shows the segmented mask from experimental MSOT images (highlighted as 

‘experimental’ in all figures) of Group A experiments. In Figure 3.3(a), the background is the 

mouse tissue, for which both absorption and scattering are unknown. The absorption 

spectrum of the agent (ink in this case) was measured with a spectrometer in advance and 

the scattering coefficient of the ink solution was assumed to be approximately 0.01 cm-1, since 

the ink was diluted in distilled water. Figure 3.3(b) shows the spectrum of ink from the 

spectrometer (black) and the colored spectra from the agent region in experimental (red) 

and synthetic (blue and cyan) images. As the blue, cyan and red curves stand for the absorbed 

energy per volume, compared to the original spectrum of ink, the obtained optoacoustic 

spectra are distorted by Φ(𝐱, 𝜆) according to Equation 3.1. In Figure 3.3(b), the blue curve 

shows the best match of the simulated and experimental spectra with a tissue background of 

the scattering coefficient 10 cm-1 and absorption coefficient of 0.1 cm-1. The cyan curve 

shows the mismatched simulated spectra of ink. Figure 3.3(c) shows the light fluence 

intensity profile from the surface to the center of the mask and the profiles from three 

different wavelengths (700, 750 and 850 nm) are presented. These profiles show that light 
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fluence within tissue is wavelength- and depth-dependent and is shaped by the optical 

properties of the background. 

2)  Estimation of the calibration factor (𝒄𝒂𝒍) 

Since the calibration factor 𝑐𝑎𝑙 in Equation 3.7 accounts for the Grüneisen coefficient and the 

conversion factor, it is an agent-dependent constant when the imaging system is known. In 

order to calculate the calibration factor of different contrast agents, a cylindrical phantom 

with a diameter of 2 cm and containing 1.2% intralipid and 2.6% agar was imaged. In the 

center of the phantom, a tube with a 3-mm diameter was iteratively filled with a certain 

concentration of one of the following absorbers: India ink, AF750, ICG or GNRs. During the 

experiments, the phantom was fixed in the center of the transducer array and immersed in 

distilled water within a holder.  

After the measurement, the experimental data were reconstructed and the signals of the 

contrast agent in the phantom were simulated and reconstructed based on Equation 3.7 

assuming 𝑐𝑎𝑙  equals 1. Then we calculated the mean intensity of the agent region on the 

experimental and simulated optoacoustic images. Dividing the mean intensity of the 

experimental image by the mean intensity of the simulated image gave the calibration factor. 

Using these procedures, we calculated the following calibration factors: India ink, 

5.18 × 10−6; AF750, 3.0 × 10−6; and GNRs, 4.0 × 10−6. 

3)  Imaging system and parameter settings 

During the simulation of optoacoustic signals using Equation 3.7, the system parameters are 

assigned based on the commercially available inVision256 system (iThera Medical GmbH, 

Munich, Germany), which features a transducer array of 256 cylindrically focused elements 
providing 270° angular coverage; the transducer array has a diameter of 40 mm and a central 

frequency of 5 MHz, since this machine is used for the in vivo experiments for validation 

purpose. The SIR of each transducer element is approximated by 140 line-transducers and 

simulated analytically. For the acoustic attenuation, the distance from the agent to the surface 

of the transducer is assumed to be constant at 4 cm (1 cm tissue and 3 cm water). 

3.2.2  Target implantation 

Figure 3.4 shows that the simulated optoacoustic signals 𝑃𝑠𝑖𝑚 (output of last section), which 

correspond to an assumed concentration distribution of an agent, are merged with 

experimentally measured background signals 𝑃𝑒𝑥𝑝  to produce synthetic signals. In other 

words,  

𝑃𝑠𝑦𝑛 = 𝑃𝑠𝑖𝑚 + 𝑃𝑒𝑥𝑝. (3.8) 

In Equation 3.8, 𝑃𝑒𝑥𝑝 is the experimental signals obtained from in vivo experiments of a mouse 

without any exogenous contrast agent, and the synthetic signals are reconstructed to 

generate synthetic MSOT images. In this chapter, we reconstruct all the MSOT images using a 

LSQR and standard Tikhonov regularization [69]. We reconstruct all the datasets in this work 

with a field of view (FOV) of 2𝑐𝑚 × 2𝑐𝑚 and 200 × 200 pixels. 
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Figure 3.4. Schematic of target implantation. The simulated optoacoustic signals of an agent 
(output of Simulation Module) are superimposed onto experimental tissue signals from an in vivo 
animal measurement, giving rise to synthetic MSOT signals. After image reconstruction, synthetic 
MSOT images are generated. This figure is adapted from Ref. [75]. 

3.2.3  Molecular sensitivity calculation 

 

Figure 3.5. Schematic of the determination of MSOT molecular sensitivity. The synthetic MSOT 
images generated by SDF simulator are unmixed. Then a detection metric is applied to the 
unmixing result to define the detectability of the contrast agent until the minimum detectable 
concentration is defined. This figure is adapted from Ref. [75]. 

Figure 3.5 shows the derivation of MSOT molecular sensitivity based on the SDF simulator. 

To assess the molecular sensitivity of MSOT as a function of tissue depth, lesion size and 

contrast agent employed, we analyzed the reconstructed synthetic images produced by the 

target implantation module using an unmixing algorithm based on the adaptive matched 

filter (AMF) [74]. Our goal was to spectrally resolve the distribution of the agent from the 

absorbing background. The spectral unmixing result is a 2D image 𝐷(𝐱). In order to derive 

the minimum detectable concentration of the agent, a standard for defining an agent as 

‘detectable’ should be established. In the present study, the agent is treated as ‘detectable’ if 

it can be distinguished from the background with only a moderate amount of false positives 

after unmixing [74], which can be expressed as 

∑ 𝐷(𝐱)𝐱∈𝐷𝑎
> ∑ 𝐷(𝐱)𝐱∈𝐷𝑏∧𝐷(𝐱)>𝑇 , (3.9) 

where 𝐷𝑎 is the agent region and 𝐷𝑏is the background region, 𝐷𝑏=𝐷 \𝐷𝑎 and ‘\’ denotes set 

subtraction, and 𝑇  is the mean intensity of the agent region from the unmixing result 𝐷 . 

According to the detection metric above, if the agent is detectable, the process restarts at the 

simulation module, this time with a lower input concentration. The iterations continue until 

the agent can no longer be detected. Then the lowest detectable concentration is defined as 

the molecular sensitivity. 
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3.3  Validation of SDF  

To validate the SDF simulator, we performed experiments with two anesthetized CD1 mice 

in vivo, i.e. Group A and Group B in Table 3.1. For each animal experiment, a polyester 

capillary tube of inner diameter 0.8/1 mm was rectally inserted into the mouse. Then the 

mice were imaged at 21 wavelengths (from 700 nm to 900 nm with 10 nm interval) in the 

lower abdominal area. First, the animal was scanned with a water-filled tube in order to 

acquire the background signals for agent implantation (Experiments A1 and B1). Then for 

Group A experiments, the inserted tube was iteratively filled with 2 concentrations of ink (4.6 

and 9 cm-1) (Experiment A2) and 10 increasing concentrations of AF750 (0.12, 0.21, 0.35, 

0.64, 1.22, 2.3, 4.6, 9.2, 16.1 and 23 cm-1) (Experiment A3). For Group B experiments, the 

inserted tube was iteratively filled with distilled water (Experiment B1), 8 concentrations of 

ink (0.35, 0.58, 0.78, 1.52, 3.54, 4.49, 5.75 and 8.74 cm-1) (Experiment B2) and 8 increasing 

concentrations of AF750 (0.28, 0.64, 0.74, 1.33, 2.78, 4.6, 9.2 and 13.8 cm-1) (Experiment B3). 

For the in vivo experiments, the animals were anesthetized using 1.8% isoflurane (Forene© , 

Abbott AG, Switzerland) vaporized in 100% oxygen at 0.8 L/min. All animal procedures were 

approved by the Government of Upper Bavaria.  

As a complement to the in vivo measurements in Experiments A2-3 and B2-3, we performed 

simulations using the SDF simulator, in which 𝜇𝑎(𝐱, 𝜆)  in the agent region equals the 

absorptions. Four synthetic datasets were generated: Synthetic A2-3 and B2-3. To validate 

the simulation framework, the reconstructed synthetic images were compared to in vivo 

experimental images in two ways. First, the intensities of the agent region in synthetic and 

experimental optoacoustic images were compared in a process referred to below as ‘intensity 

validation’. Second, the synthetic and experimental images were spectrally unmixed, and the 

minimum detectable AF750 concentrations determined from each set of images were 

compared. This process is referred to below as ‘molecular sensitivity validation’. Table 3.1 

summarizes key information about in vivo experiments performed with MSOT in the present 

study. 

Table 3.1 Summary of in vivo experiments 

Group Expt. 
no. 

Agent No. of 
concs. 

Purpose 

 1 none 0 Background signal for synthetic dataset 

A 2 India ink 2 Light fluence field estimation; intensity validation 

 3 AF750 10 Intensity validation; sensitivity validation 

 1 none 0 Background signal for synthetic dataset 

B 2 India ink 8 Light fluence field estimation; intensity validation 

 3 AF750 8 Intensity validation; sensitivity validation  

Expt. no., experiment number; No. of concs., number of concentrations. This table is adapted from 
Ref. [75]. 

In order to validate the SDF, four synthetic datasets (Synthetic A2, A3, B2 and B3) were 

generated corresponding to Experiments A2, A3, B2 and B3 described in Section 3.3.1 and 
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3.3.2. We followed two different approaches for validation to demonstrate the agreement of 

the SDF with the real experiments in terms of image intensity and molecular sensitivity. In 

the first approach the image intensity of the agent region in synthetic images is compared to 

that of the experimental ones, while in the second approach the minimum detectable 

concentration after spectral unmixing is compared. 

3.3.1 Intensity validation 

 
Figure 3.6. Comparison of the image intensity within the agent area between experimental and 
synthetic images. (a) Animal background image from Experiment A1; (b) experimental image 
with a 0.8-mm tube filled with 16.1 cm-1 AF750 at 750 nm (Experiment A3); (c) synthetic image 
with the simulated agent of the same absorption, location and size as the agent in panel (b); (d) 
quantitative analysis of image intensity within the agent area for Experiment A2 and Synthetic 
A2; (e) quantitative analysis of image intensity within agent area for Experiment A3 and 
Synthetic A3; (f) Group B animal background image (Experiment B1); (g) an experimental image 
of B2 with 1-mm tube filled with 5.75 cm-1 India ink at 700 nm; (h) synthetic image with the 
simulated agent of the same absorption, location and size as the agent in panel (g); (i) 
quantitative analysis of image intensity within agent area for Experiment B2 and Synthetic B2; 
(j) quantitative analysis of  image intensity within agent area for Experiment B3 and Synthetic 
B3. All error bars stand for standard deviation. All scale bars are 1 cm. This figure is adapted from 
Ref. [75]. 

First the accuracy of the SDF by comparing the image intensity within the agent area was 

validated. Figure 3.6(a) – 3.6(e) correspond to the Group A experiments. Figure 3.6(a) 

presents the experimental background image (only the 750-nm image shown for simplicity) 

from the abdominal area of the animal in Experiment A1. Figure 3.6(b) presents the 

experimental image (in Experiment A3) in which the inserted tube containing AF750 at an 

absorption of 16.1 cm-1 is highlighted with a red circle. Figure 3.6(c) presents a synthetic 

image (highlighted as ‘synthetic’ in all figures) derived from the SDF simulator with the same 

absorption as Figure 3.6(b). Optoacoustic image intensities within the circled area for 

different concentrations of ink (Experiment A2 and Synthetic A2) and AF750 (Experiment A3 

and Synthetic A3) are presented in Figure 3.6(d) and 3.6(e) with blue error bars, respectively. 
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Figure 3.6(f) – 3.6(j) correspond to the Group B experiments in Table 3.1. Figure 3.6(f) 

presents the background image (only the 700-nm image shown for simplicity) from the 

abdominal area of the second animal in Experiment B1. Figure3.6(g) presents the image from 

Experiment B2 with the tube containing 5.7 cm-1 ink. Figure 3.6(h) is formed using the 

background signals shown in Figure 3.6(f) and the simulated signals of the tube region with 

the same absorption as in Figure 3.6(g). The optoacoustic image intensities within the circled 

tube area for different ink (Experiment B2 and Synthetic B2) and AF750 concentrations 

(Experiment B3 and Synthetic B3) are presented in Figure 3.6(i) and 3.6(j), respectively. 

From Figure 3.6(d), 3.6(e), 3.6(i), and 3.6(j), it can be seen that the mean and median 

intensities of the agent region accord well between experimental and synthetic MSOT images 

in most cases. Discrepancies in the intensity fluctuation range between experiments and 

simulations is due mainly to the manual segmentation of agent area in experimental images, 

which is unavoidable as there exists no prior information about the boundary of the agents. 

3.3.2  Molecular sensitivity validation 

 
Figure 3.7. The minimum detectable concentration of AF750 after spectral unmixing in 
experimental and synthetic datasets. (a) Spectral unmixing result of Experiment A3 with 3.0 µM 
AF750; (b) spectral unmixing result of Experiment A3 with 1.6 µM AF750; (c) spectral unmixing 
result of Synthetic A3 at 3 µM; (d) spectral unmixing result of Synthetic A3 at 1.6 µM; (e) spectral 
unmixing result of Experiment B3 with 3 µM AF750; (f) spectral unmixing result of Experiment 
B3 with 1.3 µM AF750; (g) spectral unmixing result of Synthetic B3 with 3 µM AF750; (h) spectral 
unmixing result of Synthetic B3 with 1.3 µM AF750. This figure is adapted from Ref. [75]. 

Besides the intensity validation, spectral unmixing was also applied to the reconstructed 

images of Experiment A3, Synthetic A3, Experiment B3 and Synthetic B3 to verify the 

accuracy of the SDF. Figure 3.7(a) - 3.7(d) show the overlay of the spectral unmixing result of 

AF750 (green) and anatomical MSOT image (gray) from Experiment and Synthetic A3 

datasets at respective concentrations of 3.0 and 1.6 µM. Figure 3.7(e) - 3.7(h) are the spectral 

unmixing results of AF750 from Experiment and Synthetic B3 datasets at concentrations of 

3.0 and 1.3 µM. Figure 3.7(a) and 3.7(b) show two adjacent concentrations in Experiment A3, 

and 3.7(e) and 3.7(f) show two adjacent concentrations in Experiment B3. Based on the 

detection metric in Equation 3.9, the agent in Figure 3.7(a) and 3.7(e) are detectable, while 
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the agent in Figure 3.7(b) and 3.7(f) are not, which demonstrates that in this case the 

minimum detectable concentration of AF750 is about 3 µM. At the same time, the spectral 

unmixing results of corresponding synthetic datasets [Figure 3.7(c) - 3.7(d) and 3.7(g) - 

3.7(h)] also show the same minimum detectable concentration in both cases. Comparing 

these two groups of unmixing results, it can be seen that the synthetic datasets provide the 

same minimum detectable concentration of AF750 as the experimental cases, which means 

that the developed simulation framework SDF can be used to determine the molecular 

sensitivity of MSOT. 

3.4 SDF-based molecular sensitivity study 

After the validation of the SDF, various agents were implanted at different depths and 

volumes into Experiment A1 background signals [experimental signals corresponding to 

Figure 3.6(a)], and MSOT molecular sensitivity was determined. Agents with distributions 

like disks with diameters of 1, 2 or 3 mm were separately implanted at seven imaging depths 

(1, 2.4, 3.8, 5.2, 6.6, 8 and 9.4 mm). At each imaging depth, 4 disks of the same diameter were 

implanted at different locations on the background to study molecular sensitivity variations 

at the same imaging depth; such variations should reflect mainly heterogeneity in the 

background. Figure 3.8(a) and 3.8(b) show that 4 agents with diameters of 2 and 3 mm at 1 

mm depth are detected, respectively. Figure 3.8(c) and 3.8(d) are the molecular sensitivity 

curves of AF750 and GNRs, respectively. Both panels show that the minimum detectable 

concentration increases with depth of the agent and decreases with agent size. For each agent 

size, molecular sensitivity to AF750 and GNRs varies at every depth, reflecting the 

heterogeneity of background tissue. For example, in Figure 3.8(a) and 3.8(b), four agents on 

the same image are of the same depth and size, but the agent on the bottom is much more 

difficult to detect than the other three agents. In other words, with the same depth and lesion 

size, the minimum detectable concentration of the bottom agent is much higher than the 

other three agents, which introduces standard deviation into the curve. Agent at the bottom 

was difficult to detect because of the strongly absorbing vessel (highlighted with a red arrow 

on the images) and the 270-degree transducer coverage. Since the synthetic signal 𝑃𝑠𝑦𝑛  is 

generated by superimposing the simulated optoacoustic signal of the contrast agent 𝑃𝑠𝑖𝑚 

onto the experimental background signal 𝑃𝑒𝑥𝑝, i.e. 𝑃𝑠𝑦𝑛 = 𝑃𝑠𝑖𝑚 + 𝑃𝑒𝑥𝑝, the presence of strong 

non-homogenous intrinsic absorber (such as blood vessels) in the background makes the 

background signal dominate the synthetic signal. In this case, the unmixing algorithm detects 

the main absorber at that location as hemoglobin and fails to detect the contrast agent. 

Additionally, the coverage angle of the transducer array is only 270 degrees and does not 

cover the central bottom part of the image. Therefore, signal from that region is slightly 

weaker than the signal from other regions. The molecular sensitivity curve also fluctuates 

because the sensitivity metric (shown in Equation 3.9) is related to agent location and size. 

Comparing panel 3.8(c) and 3.8(d), we can see that MSOT can detect gold nanorods with 

nanomolar molecular sensitivity, which is much higher than micromolar molecular 

sensitivity to AF750. 
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Figure 3.8. Molecular sensitivity curves of AF750 and GNRs as a function of depth with agents 
showing disk-like distributions with diameters of 1, 2 or 3 mm. (a) Spectral unmixing result for 
an agent with diameter of 2 mm at a depth of 1 mm; (b) spectral unmixing result for an agent 
with diameter of 3 mm at a depth of 1 mm; (c) molecular sensitivity to AF750 as a function of 
imaging depth for agents with diameters of 1, 2 or 3 mm; (d) molecular sensitivity to GNRs as a 
function of imaging depth for agents with diameters of 1, 2 or 3 mm. All error bars stand for 
standard deviation. This figure is adapted from Ref. [75]. 

Figure 3.9 shows another example of using the SDF to estimate molecular sensitivity of AF750 

in blood-rich/pigment-rich organs such as liver. In this simulation, the coefficient of optical 

properties of the liver is referred to published studies: absorption, 0.6 cm-1 [85], scattering, 

7.5 cm-1 [86] and the oxygen saturation, 85% [87]. The optical properties of the superficial 

tissue surrounding the liver are assumed as absorption, 0.1 cm-1, scattering, 10 cm-1 and 

oxygen saturation, 80%. 

Figure 3.9(a) is a cross-sectional image of the liver region at 750 nm. The intensity decreases 

dramatically from the surface to the center, due mainly to attenuation of light fluence with 

increasing depth, which is shown in Figure 3.9(b). Figure 3.9(c) shows the unmixing results 

at a depth of 2.4 mm and concentration of 0.93 µM overlaid onto the background image. 

Figure 3.9(d) shows the molecular sensitivity of AF750 as a function of imaging depth for 

agents with a diameter of 2 mm. 

The result shows that the molecular sensitivity to AF750 is 6× higher (meaning lower 

injection concentration required) in the abdominal region (1 µM, Figure 3.8) than in the liver 

region (6 µM, Figure 3.9) for the 2-mm target size and 8-mm depth, which is due mainly to 

the strong absorption in liver. Since light absorption is much higher in blood-rich/pigment-

rich organs than in abdominal tissue, light fluence is attenuated much more in these organs. 

In other words, after propagating the same distance, much less light energy arrives at the 

location of the contrast agent, which is demonstrated by comparison of Figure 3.5(c) and 

Figure 3.9(b). Approximately 40% of light energy arrives to a depth of 1 cm in the abdominal 

region, while only 5% reaches the same depth in the liver region. The dramatic decrease of 

light energy leads to a relatively lower SNR of the optoacoustic signals, which as expected 
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lowers the molecular sensitivity and consequentially requires high AF750 injection 

concentration for imaging in this region. 

Furthermore, MSOT molecular sensitivity to AF750 is lower in the liver region for a second 

reason. The optoacoustic spectrum of the contrast agent extracted from multi-spectral 

optoacoustic images is the combination of the absorption spectrum of the agent and the light 

fluence spectrum arriving at that location, which is termed spectral coloring. When the light 

fluence spectrum is flat, the signature of the optoacoustic spectrum is the same as the 

absorption spectrum. However, in hemoglobin-rich organs such as liver, the light fluence 

spectrum is strongly distorted by the absorption of the hemoglobin/pigment in the pathway 

of the light. Therefore, the signature of the optoacoustic spectrum turns to be very different 

from the absorption spectrum of the contrast agent due to such spectral coloring effect. This 

makes spectral unmixing difficult for liver imaging and thus requires relative high 

concentration of exogenous contrast agents. Similar conclusion can also be applied to other 

contrast agents and target sizes in other hemoglobin-rich organs, such as spleen and kidney. 

 

Figure 3.9. Molecular sensitivity curve of AF750 in the liver region as a function of depth with 
agents showing disk-like distributions with a diameter of 2 mm. (a) In vivo background image. (b) 
Light fluence profile from surface to center within the background. (c) Spectral unmixing result 
of synthetic data at 0.93 µM. (d) Molecular sensitivity of AF750 as a function of imaging depth for 
agents with a diameter of 2 mm. Error bars indicate standard deviation. 

3.5  Discussion and outlook 

In this study, a new synthetic data framework is developed to systematically assess the 

molecular sensitivity of MSOT. The synthetic data generated using this technique are 

compared against controlled in vivo experiments and show good agreement. For the first time, 

a framework can predict MSOT molecular sensitivity as a function of lesion size, imaging 

depth and agent type, including fluorescent dyes and photo-absorbing nanoparticles. 
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The SDF developed in this study is able to generate realistic synthetic MSOT data mainly 

because it uses experimental measurements for tissue background signal determination and 

a calibrated agent implantation method. The concept of agent implantation has previously 

been used [39, 71, 74] to compare the performance of different spectral unmixing algorithms. 

However, in those previous studies, only the relative agent intensity was of interest, and 

therefore, the intensity of the implanted agents was not accurate in an absolute sense. That 

work was substantially expanded in the present study because we included a number of 

additional system parameters (SIR, EIR), physical effects (ultrasound attenuation) and 

calibration parameters (light fluence, Grüneisen coefficient) into our simulation in order to 

achieve accurate simulated agent intensities. Furthermore, instead of superimposing the 

image of simulated agents onto the background tissue image, we merged the simulated 

optoacoustic signals of agents with the experimental MSOT signals of background tissue 

before image reconstruction. This approach generates more realistic synthetic MSOT images. 

The molecular sensitivity of MSOT depends on a multitude of parameters: (1) characteristics 

of the contrast agents employed, i.e. the molar extinction coefficient, Grüneisen coefficient 

and the absorption spectrum; (2) the agent location within tissue (tissue depth); (3) the size 

of the lesion occupied by the agent; (4) the optical properties and overall characteristics of 

the imaged tissue; (5) the specifications of the imaging system and (6) the image 

reconstruction and spectral analysis method used. These parameters affect the molecular 

sensitivity of MSOT in two ways. One way is via the optoacoustic signal intensity generated 
by the absorber. The molecular sensitivity is affected by the relative intensity between the 

signal from an agent and the signal from background absorbing tissue. The amplitude of the 

signals depends, in turn, on its optical and thermal properties (absorption and Grüneisen 

coefficients) and on the light fluence reaching the agent. These considerations mean that 

agents showing higher absorption and Grüneisen coefficients [88] can be detected with 

greater molecular sensitivity, and that the same agent can be detected with different 

molecular sensitivities at different locations or laser powers [89]. The second way is that 

different spectral unmixing algorithms differ in their ability to detect and quantify the 

absorbers of the same relative signal intensity against the absorbing tissue background. For 

example, statistical sub-pixel detection methods offer 5-fold greater molecular sensitivity 

than linear unmixing approximations [39, 74]. The performance of spectral unmixing 

algorithms depends, in turn, on the absorption spectrum signature of the agent and the 

illumination wavelength(s). A contrast agent with a distinct absorption peak (e.g. AF750) is 

easier to detect than an agent with a flat spectrum signature (e.g. India ink). Molecular 

sensitivity can increase by an order of magnitude simply by moving from single- or dual-

wavelength to multi-wavelength illumination. 

Since the molecular sensitivity of MSOT is affected by numerous parameters as mentioned 

above, the reported values in literature vary substantially across different studies. For 

example, among all studies performed with dyes and gold nanorods, the Vevo LAZR system 

(VisualSonics, Toronto, Canada) was reported to detect 5 nM gold nanorods beneath the skin 

layer for assessing protease activity in colorectal cancer [90]. The LOUIS-3D system 

(TomoWave Laboratories, Houston, USA) was reported to achieve molecular sensitivity of 

~50 µM to ICG in tissues with relatively low blood content [89]. The Nexus 128 system (Endra 

Life Sciences, Ann Arbor, USA) detected a cellulose-based nanoparticle with a detection limit 

of 6 pM in vitro and 0.35 nM in vivo [36], or gold nanorods with a limit of 0.40 nM in ovarian 
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cancer cell line 2008 and a limit of 24 pM ex vivo [38]. In studies with the same MSOT 

inVision256 system used in this work (iThera Medical, Munich, Germany), ~10 µM AF750 

was injected into the pelvic limb of euthanized wild-type mice, approximately 5 mm below 

the knee joint, in order to reveal functional and molecular information [18]. The same system 

detected 0.6 mM Lipo-ICG within the tumor microenvironment [29]. In addition to these 

commercial systems, molecular sensitivity of in-house optoacoustic systems has been 

reported. Optoacoustic molecular imaging has been reported with sensitivities of 5 nM for 

ICG in phantoms [30], ~10 µM in the blood stream in vivo [31] and ~129 µM within chicken 

muscle at a depth of 5.2 cm [32]. Another system has shown sensitivity of 5 µM for IRDye800-

c(KRGDf) at a depth of ~2 mm in chicken tissue [28]. Gold nanorods at a concentration of 50 

pM have been visualized in rat tail joints [91]. These results are summarized in Table 3.2. 

Table 3.2 Summary of reported molecular sensitivities with nanorods and dyes 

system name contrast 
agent applied 

detected 
concentration 

experiment 
type 

Ref. 

Vevo LAZR gold nanorods 5 nM  in vivo [90] 
 

Nexus 128 
cellulose-

based 
nanorods 

6 pM  in vitro [36] 
0.35 nM  in vivo [36] 

gold nanorods 0.4 nM  in vitro [38] 
24 pM  ex vivo [38] 

in-house system 
University of Michigan 

 
gold nanorods 

 
50 pM  

 
in vivo 

 
[91] 

 
MSOT inVision256 

AF750 ~10 µM  in vivo [18] 
Lipo-ICG 0.6 mM  in vivo [29] 

LOUIS-3D ICG ~50 µM  in vivo [89] 
in-house system 
OptoSonics, Inc. 

 
ICG 

 
5 nM  

 
phantom 

 
[30] 

in-house system 
Texas A&M University 

 
ICG 

~10 µM  in vivo [31] 
~129 µM  ex vivo [32] 

in-house system 
National Tsing Hua University 

 
IRDye800-c 

 
5 µM  

 
ex vivo 

 
[28] 

AF750 = Alexa Fluor 750; ICG = indocyanine green. This table is adapted from Ref. [75]. 

The results of our SDF-based molecular sensitivity study indicate that the minimum 

detectable concentration of AF750 lies in the lower micromolar (< 2 µM) to upper nanomolar 

(> 200 nM) scale, depending on the agent size and imaging depth. Conversely, in the case of 

GNRs, the molecular sensitivity lies in the range of 200 pM to 50 pM. These sensitivities 

predicted by the SDF in our study appear consistent with the in vivo experiments and are 

comparable to, or better than, values previously reported for dyes and GNRs. The molecular 

sensitivity determined here was higher than in some previous studies probably because of 

the use of multi-wavelength imaging and spectral unmixing techniques, which can increase 

MSOT molecular sensitivity by an order of magnitude [39]. We also note that, as the 

interested target and tissue/animal differs in each molecular imaging application, the 

molecular sensitivity of a given system for potential contrast agent varies. Thus, the SDF-

based method is hereby proposed to derive molecular sensitivity under different 

optoacoustic molecular imaging scenarios. As the molecular sensitivity numbers predicted 

by the SDF-based study appear consistent with physical experiments, these numbers can be 
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used as a reference for the minimum amount of contrast agent that should be injected in 

MSOT studies. 

The SDF development is here focused on MSOT, but the framework could also be used in the 

context of other state of the art optoacoustic imaging systems for identifying their molecular 

imaging sensitivities to varied contrast agents in future applications. In the simulation 

module (Figure 3.2), the properties of the transducer (e.g. the EIR, SIR, conversion factor) are 

taken into account and the geometrical parameters of the transducer array (e.g. concave 

design as well as radius, focal length and coverage angle of the array) are incorporated into 

the model matrix M. As these parameters are easily adjustable, the SDF could be adapted for 

other imaging systems to estimate the molecular sensitivity. The SDF is also suitable for 

(pre)clinical studies with various tissue types, such as hypoxic tissue. In this case, the sO2 

needs to be changed during the estimation of light fluence in Simulation Module. 

The simulation framework discussed in this paper can predict MSOT molecular sensitivity 

without the need for extensive animal experiments. It provides reliable estimates of 

concentrations of contrast agents required for MSOT experiments. Nevertheless, the 

influence of each factor (e.g. system hardware components, spectral unmixing algorithm, 

signal processing and imaging processing method) in attaining certain molecular sensitivity 

in MSOT imaging can be quantitatively analyzed with this simulation framework, since all 

those factors are independent and easily adjustable in the SDF, which is infeasible with 

physical experiments. This offers the possibility for further improvement of MSOT. To allow 
accurate simulation of all kinds of agents, a more accurate light fluence model to simulate a 

more complex light distribution within a large, strong absorber should be developed. 

In this chapter, a novel simulation framework including all effects in MSOT imaging was 

developed and the accuracy of this method was demonstrated with controlled in vivo 

experiments. Using this framework, we estimate the molecular sensitivity of MSOT for 

fluorescent dyes (AF750) and GNRs as a function of agent size and imaging depth. With this 

method, MSOT molecular sensitivity can be systematically predicted in order to optimize the 

type and concentration of contrast agent for MSOT studies. Having those molecular 

sensitivity numbers as a reference, the minimum concentration of injected contrast agents 

can be decided before performing MSOT imaging. This can save time and resources as well as 

improve animal welfare by offering more insightful information during the experimental 

design stage. This framework will also be useful as a tool to study the effect of each parameter 

in Equation 3.6 on MSOT molecular sensitivity, which will allow systematic studies to 

improve MSOT performance. 

 



 

 

 

 

 

 

 

 

 

Section II: Studies of image reconstruction in handheld 

optoacoustic and ultrasound (OPUS) imaging 

 





 

4.  Characteristics and operation of the OPUS system 

4.1  The probe designs of OPUS systems 

As introduced in Chapter 1, since the only way to make MSOT practical in clinics is to develop 

a handheld device, a probe similar to that used in clinical B-mode ultrasound imaging is 

needed in clinical MSOT, which means less coverage angle for both illumination and detection. 

The change in detection and illumination from preclinical to clinical MSOT imposes a series 

of unique challenges for image reconstruction. To bypass the challenges, the combination of 

MSOT with other imaging modality, especially the combination with ultrasound, i.e. OPUS is 

a popular way. 

Among all reported OPUS systems, two implementation strategies of the probe have been 

used. The first and most straight-forward strategy to combine optoacoustic and ultrasound 

is using a commercial ultrasound probe of a linear-array or a convex transducer array for 

ultrasound wave detection in both modalities and adding optical fibers on the side of the 

probe to guide the laser beam for the illumination in optoacoustic imaging [46, 92-95]. The 

second strategy is to use a cylindrically focused concave transducer array for both 

optoacoustic and ultrasound imaging [96, 97]. The major difference between these two 

methods is the choice of transducer type and geometry of the array. In order to understand 

the advantage and disadvantage of each design, the main difference of ultrasound detection 

in ultrasound imaging and optoacoustic imaging needs to be clarified. 

In conventional pulse-echo mode ultrasound imaging, the probe is normally a linear or 

convex ultrasound array which composes of multiple flat acoustic transducer elements. 

These elements are of small size and densely placed to meet the spatial sampling theorem, 

that is, the pitch size should be ideally less than half a wavelength [98]. This sampling 
theorem is mainly to confine the pulse energy in the main beam and prevent the occurrence 

of grating lobes or side lobes which are caused by sound energy that spreads out from the 

transducer at angles outside the electronically driven direction [97]. The energy in grating 

lobes can interact with the specimen in the same way as the main beam, and thus generate 

echoes causing spurious indications on an ultrasound image and interference to the 

inspection. 

For clinical optoacoustic imaging, ultrasound waves, which are broadband and non-

directional [13], are generated by the thermo-expansion of optical absorbers in the tissue. 

Based on this mechanism, a concave transducer array is normally used to fulfill a tomographic 

detection of ultrasound signals with multiple focused transducer elements. The concave 

geometry of the array is to assure a large coverage angle to the specimen which is necessary 

for the reconstruction of spherical waves source [99]. The choice of focused transducer is due 

to the fact that the ultrasound wave in optoacoustic imaging is generated from light 

absorption and light scattering is strong inside tissue, the sources of ultrasound signals are 

located in a large volume of specimen and focused transducer elements are needed to choose 

the imaging plane [97]. Meanwhile, the amplitude of optoacoustic signals is relatively weak, 
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therefore large element size is preferred in optoacoustic imaging to enable high detection 

sensitivity [96]. 

Back to the comparison of the two implementation strategies of hybrid OPUS probes, 

although the first strategy, i.e. a commercial ultrasound probe with the addition of laser 

bundles on side, is easy to implement from the hardware point of view, some studies have 

already demonstrated that it results in obvious limited-view artifacts and poor optoacoustic 

image quality [100], because the coverage angle of the probe and small pitch designs provide 

insufficient recording of optoacoustic signals [4, 101]. Meanwhile, for the second strategy, i.e. 

a concave array with large element size, it is mainly optimized for optoacoustic detection and 

due to the large element size (larger than half a wavelength), grating lobes are inevitable and 

put higher requirement for imaging technique, signal processing and image processing to get 

rid of the artifacts introduced by grating lobes. Therefore, those two strategies should be 

carefully chosen based on the focus of applications. 

4.2  Operation principles of the experimental OPUS system – Acuity256 

Since commercial linear array has been demonstrated inefficient in optoacoustic imaging and 

results in poor optoacoustic image quality [97] and concave array has been demonstrated to 

be able to generate adequate ultrasound image quality using synthetic aperture technique 

and spatial compounding to reduce the effect of the grating lobes [61, 96, 97], a hybrid OPUS 

system with a probe using the second implementation strategy, such as the commercially 

available Acuity256 system (iThera Medical GmbH, Munich, Germany), is of major interest in 

this dissertation. All clinical studies in this dissertation are carried out with a customized 

Acuity256 system. 

The customized OPUS system is of a handheld probe which uses a concave transducer array 

for both optoacoustic and ultrasound imaging. As pulse-echo mode ultrasound and 

optoacoustic imaging have opposite requirement on transducer element size and pulse-echo 

ultrasound image quality is sensitive to pitch size, the customized OPUS system uses a 

compromise value of pitch size, which is 0.59 mm (i.e. 1.9λ assuming the speed of sound 1530 

m/s). The transducer array of the system comprises 256 cylindrically focused transducer 

elements (of 4 MHz central frequency and 60 mm focal length) and 145°angular coverage 

with heavy water as the coupling medium, as Figure 4.1(a) shown. For optoacoustic imaging, 

a 25 𝑚𝐽 laser pulse (of 10 ns duration) is emitted at 25 Hz repetition rate to excite the sample. 

Generated optoacoustic waves are detected by all the transducer elements as Figure 4.1(b) 

shows. Figure 4.1(c) illustrates the operation of ultrasound module in the customized 

Acuity256 system. Under the ultrasound module, each of the transducer elements is activated 

to generate an ultrasound pulse sequentially and half of the transducer array are activated to 

detect the reflected ultrasound echoes after each pulse being generated. More information 

about ultrasound module will be introduced in Chapter 6. 

For the synchronization of optoacoustic module and ultrasound module, the laser pulse is 

used as the trigger of the acquisition of both modalities. Figure 4.1(d) shows the operating 

protocol used in the handheld OPUS system. When the laser pulse is emitted, the optoacoustic 

module is activated immediately to acquire optoacoustic signals and perform reconstruction, 

which takes about 10ms. After a delay of ~10ms, ultrasound module is activated to acquire 

signals for ~26 ms and perform reconstruction approximately 110 ms. As a result, within the 
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time of the acquisition and reconstruction of one ultrasound frame, multiple optoacoustic 

frames are acquired and reconstructed. Due to the use of a common detector and the 

synchronization procedure, the acquired optoacoustic and ultrasound images using such an 

OPUS system can be accurately co-registered if no movement is introduced from outside. 

As the magnitude of ultrasound echoes is normally several orders of magnitude higher as 

compared to optoacoustic signals [4], the used OPUS system utilizes two different data 

acquisition system for optoacoustic and ultrasonic signals acquisition. Both optoacoustic and 

ultrasonic signals are reconstructed with back projection algorithm in real-time to display on 

the screen during the measurements. At the same time, the reconstructed images and raw 

ultrasound and optoacoustic signals can be saved for each scan. 

 

Figure 4.1. The hybrid OPUS imaging system and dual-modality operating procedure. (a) 
Photograph of the scanning head. (b) Schematic of the OA module in the scanning head. (c) 
Schematic of the US module in the scanning head. (d) Timing diagram of Acuity. OA: optoacoustic; 
US: ultrasound. 

 

 





 

5.  Dual-Speed-of-Sound (SoS) model-based optoacoustic 
reconstruction 

This chapter contains an adapted text passages and figures from the publication by Hong 

Yang et al. [102] ©  2019 SPIE. More information on the reuse license for textual material is 

shown in appendix B. 

5.1  Motivation 

As introduced in Chapter 2.2, in most optoacoustic reconstructions, the imaging medium is 

normally assumed to be acoustically homogeneous and the SoS in imaged region to be 

therefore invariant, enabling the derivation of a closed-form solution to the acoustic wave 

equation [64]. However, this assumption leads to visible artifacts on the image when the 

variation of the SoS in the imaged region is around 10% [103]. It might not introduce too 

many errors with uniform SoS assumption in small-animal studies, since water or ultrasound 

gel is normally used as coupling medium and of similar SoS to the SoS of the tissue of mice. 

However, in some clinical studies which aim to image biological chromophores whose 

absorption peak appears between 850 nm to 1000 nm like lipids and proteins [104], water 
cannot be used as coupling medium. Instead, heavy water is used as coupling medium for 

handheld OPUS system [105] since light absorption is much lower in heavy water than in 

water at wavelengths >900 nm [106]. The new coupling medium does enable many 

interesting clinical studies, e.g. fatty tumors has been successfully image with an optoacoustic 

imaging set-up with heavy water as coupling medium to demonstrate the potential of 

handheld optoacoustic tomography in the diagnosis and evaluation of subcutaneous soft-

tissue masses [104]. Simultaneous imaging lipid and hemoglobin while also determining 

oxygen saturation, which is required for many cardiovascular and oncological applications 

[107, 108] is also achieved with a handheld optoacoustic system with heavy water as the 

coupling medium. 

In such cases, the SoS variation between coupling medium and tissue is larger than 10% and 

can introduce strong artifacts in reconstructed images, which might hinder the proper 

interpretation of the optoacoustic images. Therefore, we developed a dual-SoS model-based 

reconstruction to account for the SoS variation between coupling medium and the specimen, 

aiming to improve the quality of reconstructed images. 

5.2  Dual-SoS model-based optoacoustic reconstruction 

The reconstruction artifacts induced by uniform SoS model have attracted increasing 

attention in recent years. Previous work has shown that uniform SoS can introduce 

localization errors, reconstruct absorbers with inaccurate dimensions, and decrease the 

maximal resolution of the recovered image [106]. Other studies have described additional 

artifacts such as smearing and deformation of absorbers due to the assumption of constant 

SoS, and these artifacts are difficult to reduce using post-processing schemes [109, 110]. All 

these studies have focused on image intensity artifacts in single-wavelength optoacoustic 
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data. Much less understood is the impact of uniform SoS reconstruction on the spectra of 

multiple chromophores in multi-spectral optoacoustic data. It is likely that the impact of such 

artifacts on multi-spectral optoacoustic imaging is underestimated, and that they can hinder 

quantitative analysis of reconstructed spectral information [8], such as the analysis of 

endogenous chromophores such as lipids and proteins [78]. 

Therefore, in this section a dual-SoS model is developed for handheld optoacoustic 

tomography to consider the SoS variation between coupling medium and sample, with an 

emphasis on the reduction of spectral artifacts contributed by dual-SoS model comparing to 

the uniform SoS model. The analysis is based on the multi-spectral optoacoustic images of a 

phantom and human tissue in vivo, allowing us to develop and evaluate a dual-SoS model that 

can assign different SoS values in heavy water and the sample. 

Since model-based schemes can explicitly take experimental characteristics into account and 

offer superior accuracy and image fidelity [65, 69], therefore, we develop our dual-SoS 

reconstruction under the scheme of model-based reconstruction by extending the algebraic 

reconstruction technique type model-based reconstruction using IMMI (Chapter 2) [65] and 

angular discretization strategy [69] to include different SoS.  

5.2.1  Methods 

When the SoS difference between coupling medium and sample is considered (dual SoS), the 

solution to optoacoustic wave equation (Equation 2.10) needs to be rewritten, i.e. the 

pressure distribution at 𝒓 and 𝑡 (Equation 2.11) in this case is rewritten as: 

𝑝(𝐫, 𝑡) =
Γ

4𝜋𝑐1
∫

𝐻(𝐫′)

|𝐫−𝐫′|𝐿1(𝑡)
𝑑𝐫′ +

Γ

4𝜋𝑐2
∫

𝐻(𝐫′)

|𝐫−𝐫′|𝐿2(𝑡)
𝑑𝐫′, (5.1) 

where 𝐿1(𝑡) =  {r’ ∈ R3 | |r − r’|  =  𝑐1t}, 𝐿2(𝑡) =  {r’ ∈ R3 | |r − r’|  =  𝑐2t}, 𝑐1  and 𝑐2  are the 

SoS in coupling medium and tissue sample in this section, respectively. The integral is split 

into two domains (coupling medium and tissue), assuming that wave equation is linear with 

respect to SoS variation and discretize Equation 5.1 as 

𝒑 = 𝐌𝑑𝑢𝑎𝑙𝒙 (5.2) 

where 𝐌𝑑𝑢𝑎𝑙 is the model matrix with dual SoS. The inversion of Equation 5.2 can be achieved 

as, 

𝒙𝑠𝑜𝑙 = 𝑎𝑟𝑔 min
𝒙

‖𝒑𝑑𝑒𝑡 − 𝐌𝑑𝑢𝑎𝑙𝒙‖2 + 𝜆‖𝐋𝒙‖2. (5.3) 

The computational complexity of Equation 5.3 and 2.15 is the same, i.e. the dual-SoS 

reconstruction can contribute to more accurate results than uniform SoS reconstruction 

without increasing computational cost. 

In order to compare the spectral performance between the two different reconstruction 

schemes (uniform SoS and dual SoS), spectral similarity 𝑆(𝐈𝐢, 𝜇𝑎) between the normalized 

optoacoustic intensity spectrum in each pixel 𝐈𝐢 and the normalized absorption spectrum of 

target chromophore 𝜇𝑎is calculated [111]: 

𝑆(𝐈𝐢, 𝜇𝑎) = −‖𝐈𝐢(𝜆) − 𝜇𝑎(𝜆)‖2
2  (5.4) 
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5.2.2  Optoacoustic imaging of phantoms and human tissue with Acuity256 

The efficiency of dual-SoS reconstruction was evaluated using the experimental data of a 

phantom and a healthy volunteer, which were scanned using Acuity256 with 28 wavelengths 

from 700 nm to 970 nm with 10 nm interval. The phantom is with three plastic tube 

insertions and shown in Figure 5.1(a). The background of the phantom is made with a 

mixture of agar, distilled water and intralipid and the tubes contain indocyanine green (ICG, 

𝜇𝑎(750𝑛𝑚) = 2.1 cm-1), Alexafluor750 (AF750, 𝜇𝑎(750𝑛𝑚) = 4.2 cm-1) and Indian ink 

(𝜇𝑎(750𝑛𝑚) = 3.9cm-1) solution, respectively. Therefore, SoS inside the phantom is close to 

the SoS in water, i.e. approximately 1500m/s while the SoS in coupling medium is around 

1400 m/s, i.e. the SoS of heavy water [105]. The absorption spectra of ICG, AF750 and ink 

were measured with a spectrometer and plotted in Figure 5.1(b). Further the spectral efficacy 

of the proposed reconstruction was studied with in vivo measurements, to this end the 

forearm and frontal neck regions of a healthy volunteer were imaged. Procedures on human 

subjects were performed after obtaining their written informed consent. 

5.2.3  Results 

In this section, the reconstruction results of the phantom and human tissue based on 

Equation 5.3and 2.15 are presented. The difference of the reconstruction results between 

these two methods are compared and the improvement from dual-SoS model is highlighted. 

 

Figure 5.1. Comparison of phantom reconstruction assuming uniform SoS or dual-SoS. (a) 
Photograph of the imaged phantom. (b) Absorption spectra of imaged chromophores. (c) 
Reconstruction of the phantom assuming uniform SoS at 700 nm. Red dots indicate the areas (~15 
pixels) whose spectra are shown in panels (e) and (f). (d) Reconstruction of the phantom 
assuming dual-SoS at 700 nm. Red dots indicate the areas whose spectra are shown in panels (e) 
and (f). (e) Reconstructed spectra at P1 in panels (c) and (d). (f) Reconstructed spectra at P2 in 
panels (c) and (d). (g) Similarity between the spectrum at each pixel in panel (c) and the spectrum 
of AF750 in panel (b). (h) Similarity between the spectrum at each pixel in panel (d) and the 
spectrum of AF750 in panel (b). This figure is adapted from Ref. [102]. 

Figure 5.1 evaluates and compares reconstructions of the phantom carried out assuming 

uniform SoS (Equation 2.15) or dual SoS (Equation 5.3). Figure 5.1(c) shows anatomical 

deformation with assumption of uniform SoS, consistent with previous studies [103, 109]. 
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Figure 5.1(d) shows that using dual-SoS model reduces the deformation, allowing the signal 

to converge to a circular structure. To compare the two SoS approaches in greater detail, 

Figure 5.1(e) plots the mean intensities of a small region inside the middle tube (indicated as 

P1) as a function of wavelengths, while Figure 5.1(f) plots the mean intensities outside the 

tube (indicated as P2). As the tube in the middle contains AF750 solution, the spectrum of P1 

should be similar to the absorption spectrum of AF750 shown in Figure 5.1(b). In contrast, 

the spectrum of P2 should not bear any resemblance to the AF750 spectrum, since P2 is a 

background region containing primarily water, which absorbs negligibly below 900 nm. 

Figure 5.1(e) shows that reconstruction assuming either uniform or dual-SoS recovers the 

AF750 spectrum in P1. Figure 5.1(f) indicates that only dual-SoS reconstruction accurately 

gives a noisy spectrum at P2, whereas uniform SoS reconstruction shows a spectral signature 

similar to AF750. In other words, assuming uniform SoS causes "spectral smearing" in which 

spectral information of an absorber smears over neighboring regions. 

Figure 5.1(g) shows spatial analysis of this spectral smearing by quantifying the similarity 

between the spectrum observed in Figure 5.1(c) and the absorption spectrum of AF750: 

spectral similarity is greatest in the middle tube containing AF750, and the smearing extends 

to the very bottom of the image to form two obvious smearing ‘tails’ [dashed ellipses in Figure 

5.1(g)]. Figure 5.1(h) shows that with dual-SoS reconstruction, spectral similarity values are 

highest only in the middle tube, and smearing ‘tails’ are largely eliminated. Comparing Figure 

5.1(g) and 5.1(h) indicates that uniform SoS reconstruction can cause extensive spectral 
smearing even when it is less obvious in the single-wavelength images, and that this smearing 

can be drastically reduced by modeling the SoS variation between heavy water and sample. 

 

Figure 5.2. Comparison of image reconstruction of human forearm assuming uniform SoS or dual-
SoS. (a) Reconstruction assuming uniform SoS at 930 nm. Red dots indicate the area (~ 15 pixels) 
whose spectra are shown in panels (d) and (e), and yellow arrows indicate blood vessels. (b) 
Reconstruction assuming dual-SoS at 930 nm. (c) Absorption spectra of four endogenous 
chromophores in tissues [112].  (d) Reconstructed spectra at P1 in panels (a) and (b). (e) 
Reconstructed spectra at P2 in panels (a) and (b). (f) Similarity between the spectrum at each 
pixel in panel (a) and the spectrum of fat in panel (c). (g) Similarity between the spectrum at each 
pixel in panel (b) and the spectrum of fat in panel (c). This figure is adapted from Ref. [102]. 
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Next we extended this comparison between uniform and dual-SoS reconstruction to 

biological samples. Figure 5.2 compares the two reconstructions of a region of forearm in a 

healthy volunteer. Figure 5.2(a) reveals substantial deformation of blood vessel shape due to 

the assumption of uniform SoS, whereas Figure 5.2(b) shows the expected circular shape 

when dual-SoS model is used. In order to quantify spectral smearing just as we did for the 

phantom dataset, we had to modify our procedure to take into account the more 

heterogeneous background intensities of the tissue as well as the fact that we had no prior 

information about the exact distribution of chromophores within imaged tissue. As the 

subcutaneous fat layer is easily identifiable, we analyzed the similarity between the 

reconstructed optoacoustic spectra of pixels in the observed reconstruction and the 

reference absorption spectrum of fat in Figure 5.2(c). Figure 5.2(d) and 5.2(e) compare the 

reconstructed spectra in an area inside the subcutaneous fat layer (marked as P1) and in an 

area below the fat layer (P2). Figure 5.2(d) shows that assuming uniform SoS leads to a lipid-

like spectrum in both P1 and P2, whereas Figure 5.2(e) shows that applying dual-SoS more 

accurately reconstructs P2. 

 

Figure 5.3. Comparison of image reconstruction of human neck region assuming uniform SoS or 
dual-SoS. (a) Reconstruction assuming uniform SoS at 930 nm. Red dots indicate the area (~ 15 
pixels) whose spectra are shown in panels (c) and (d). (b) Reconstruction assuming dual-SoS at 
930 nm. (c) Reconstructed spectra at P1 in panels (a) and (b). (d) Reconstructed spectra at P2 in 
panels (a) and (b). (e) Similarity between the spectrum at each pixel in panel (a) and the spectrum 
of fat in Figure 5.2(c). (g) Similarity between the spectrum at each pixel in panel (b) and the 
spectrum of fat in Figure 5.2(c). 

Figure 5.2(f) and 5.2(g) show spatial analysis of the similarity of reconstructed spectra of 
pixels in Figure 5.2(a) and 5.2(b) with the absorption spectrum of fat in Figure 5.2(c). The red 

color indicates high similarity to the fat spectrum, which should be observed only in the fat 

layer. The region enclosed within a black dashed ellipse in Figure 5.2(f) shows that the 

spectrum of the blood vessel smears into the surrounding fat layer and creates a sharp gap 

(indicated with black arrow) in the similarity map. Meanwhile, dual-SoS reconstruction 

recovers a spatially continuous fat distribution in the fat layer, which is biologically more 
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reasonable. We obtained similar results when we compared image reconstruction of a region 

of human neck assuming uniform SoS or dual-SoS (Figure 5.3). 

5.3 Discussion and outlook 

In this chapter, we provide the spectral analysis of multispectral optoacoustic imaging 

artifacts induced by assuming uniform SoS in situations where the SoS changes substantially, 

such as when the coupling medium is heavy water. In order to improve the image quality, we 

developed a reconstruction algorithm that takes into account dual SoS, and this algorithm 

more faithfully reproduced the absorption spectra of chromophores in a phantom and tissue 

in vivo. This approach may serve as a basis for more accurate unmixing of optoacoustic signals 

from a range of chromophores, including oxy- and deoxy-hemoglobin, fat, and water. In this 

way, this approach may improve the unique ability of clinical multispectral optoacoustic 

imaging to simultaneously visualize numerous parameters of health and disease non-

invasively in real time. 

Previous studies examined artifacts induced by invariant SoS in single-wavelength 

optoacoustic imaging, and they demonstrated visual smearing of key features in the 

reconstructed image. Here we demonstrate the spectral equivalent, which we term "spectral 

smearing", when uniform SoS is assumed during reconstruction of multi-wavelength 

optoacoustic images. We show that this assumption can lead to substantial spectral distortion 

even when visual distortion is less obvious in reconstructed images; such spectral smearing 

can substantially affect the accuracy of the unmixing. This results in inaccurate quantitation 

of functional tissue parameters and distribution of chromophores, which is precisely where 

multi-spectral optoacoustic imaging can offer a high-resolution, non-invasive advantage over 

other imaging methods.  

The dual-SoS model developed in this study can be easily adapted to other coupling media, 

such as water and ultrasound gel, without increasing computational cost. This model may be 

useful for handling SoS variation not only between sample and coupling medium, but also 

between different tissues inside the sample, such as fat and muscle. Application of this model 

should improve spectral unmixing results and subsequent quantitation of molecules in 

tissues. This should be tested directly in future controlled experiments.  

In conclusion, we studied the influence of uniform SoS modeling on spectral accuracy and the 

benefits of using a dual-SoS model to account for the SoS variation between heavy water and 

tissue sample. The dual-SoS model was developed by employing two SoS in the imaged region 

specifically focused towards imaging lipids and biomolecules. The spectral smearing 

introduced by uniform SoS reconstruction was quantified and the dual-SoS reconstruction 

was demonstrated to be able to correct the spectral smearing and lead to more accurate 

spectral information. As spectral accuracy is the foundation of molecular optoacoutic imaging, 

dual-SoS reconstruction should be applied in the future to avoid spectral smearing and enable 

accurate unmixing of different chromophores like oxyhemoglobin, deoxyhemoglobin, and 

lipids. 

 



 

6.  Ultrasound imaging and image reconstruction in OPUS systems 

As introduced in Chapter 2 and Chapter 4, hybrid OPUS systems such as Acuity256 are 

capable of performing ultrasound imaging and optoacoustic imaging with good co-

registration in clinical applications. The customized Acuity256 includes a key innovation of a 

concave transducer array with cylindrical focused transducer elements for both ultrasound 

and optoacoustic imaging. Meanwhile, the implications of this innovation for hybrid OPUS 

have not been fully studied. As a result, many aspects of data collection, signal processing and 

reconstruction are probably far from being ideal. Therefore, in this chapter, the work which 

has been done to improve the ultrasound image quality ranging from imaging schemes to 

image reconstruction are studied. 

This chapter starts from a brief introduction of the background and technical fundamentals 

of clinical ultrasound imaging. Then the synthetic aperture technique is described as the 

foundation of ultrasound image reconstruction. The pipeline of ultrasound image formation 

based on delay-and-sum algorithm and a dual-SoS model is introduced in the second half of 

this chapter. Moreover, signal preprocessing techniques used in conventional ultrasound 

field such envelope detection and spiking deconvolution are introduced and their effect on 

reconstructed ultrasound images are demonstrated with phantom and tissue datasets 

acquired using the customized OPUS system. Finally, two variations of the synthetic transmit 

aperture schemes are explored to speed up the acquisition process and improve ultrasound 

image quality. 

6.1  Conventional ultrasound imaging in medical applications 

Ultrasound has been widely used as a diagnostic imaging technique in clinics since the last 

century [82, 113], because of its unique advantages such as safety/no radiation, portability 
and real-time capability [61]. In medical applications, ultrasound waves of frequency from 

1MHz to 50 MHz [61, 82] are used to perform morphological imaging of internal body 

structures and organs [114] and to study the dynamics of the target structures [115]. 

Clinical ultrasound imaging can be divided into transmission mode or reflection mode 

depending on the spatial relationship between the ultrasound emitter and the receiver [116, 

117]. Transmission-mode ultrasound is also known as ultrasound transmission tomography 

(UTT) [116, 118]; in this case, the ultrasound receiver/transducer/detector is located on the 

opposite side of the sample from the ultrasound emitter, and the sound wave needs to 

propagate through the whole specimen to reach the transducer surface. This type of 

ultrasound is mostly used to estimate the attenuation coefficient [119, 120], refractive index 

[121] and SoS distribution [120] in tissue for the detection of diseases, for example breast 

cancer [116]. In reflection-mode ultrasound, also termed pulse-echo ultrasound [117], the 

ultrasound emitter and transducer are located on the same side of the specimen, and the 

emitted ultrasound wave is reflected or scattered by the structures in the specimen back to 

the transducer. This enables the design of portable probes used in most clinical ultrasound 

applications where the visualization of anatomical structures or their dynamics is needed 
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[82], such as obstetric ultrasonography [122]. Pulse-echo mode ultrasound is used in our 

handheld OPUS system and therefore is the focus of the following text. 

The physical process of pulse-echo ultrasound imaging in medical applications can be 

described as follows: a pulser excites the transducer with a short pulse, often modeled as an 

amplitude-modulated sinusoid [82], i.e. 𝑝(𝑡) = 𝑎(𝑡)𝑒𝑖2𝜋𝑓0𝑡 , where 𝑓0 is the carrier frequency, 

typically 1-10 MHz. Then an ultrasound pulse is emitted from a transducer surface and 

propagates inside the tissue and reflected by the acoustic heterogeneities of tissue. The 

heterogeneities are mainly formed by the interfaces of different tissue layers or scatterers 

inside the tissue. Depending on the size of the heterogeneity, the ultrasound pulse is partly 

reflected or scattered back to the transducer and converted from pressure into electrical 

signals by the transducer and then digitalized and acquired by a data acquisition system at a 

certain sampling frequency. Our customized Acuity256 system introduced in Chapter 4 

generates ultrasound pulses with a central frequency 6 MHz, and the echoes are acquired 

with a sampling frequency 24 MHz. 

Pulse-echo mode ultrasound can be further classified into 3 categories, A-mode, B-mode and 

3D ultrasound imaging, depending on the dimension(s) in which the detected electrical 

signals are displayed. 

A-mode (amplitude-mode): In A-mode ultrasonography, a single transducer is used to scan 

a line through the specimen and then the reflected echoes are plotted as a time sequence that 

is a function of tissue depth. A-mode ultrasound can be used to estimate the depth and 

dimensions of organs [123, 124] or to calibrate other modalities [125]. Longitudinal 

continuous acquisition of A-mode signals can also be used to detect fetal heart beat in early 

pregnancy [126] and the asymmetry between left and right hemispheres of the brain [127]. 

B-mode (brightness-mode, 2D mode): B-mode ultrasound forms a 2D image to show the 

anatomical structures in the object instead of a time sequence in A-mode. In B-mode 

ultrasound imaging, a linear array comprising multiple transducer elements (normally 64, 

128 or 256 elements) are used to scan a plane of the specimen. Real-time B-mode ultrasound 

imaging has been commonly used in clinical applications, such as image-guided injection 

[128], lesion identification [129], cardiac or vascular movement visualization [130] and blood 

flow measurement based on the Doppler effect [131]. Since the ultrasound modality in 

Acuity256 is B-mode ultrasound, we mainly consider this mode in this dissertation. 

3D ultrasound: 3D ultrasound is an extension of B-mode ultrasound from 2D to 3D by adding 

another scan dimension to B-mode ultrasound. It offers a volume rendering of ultrasound 

data and is normally capable of displaying the volumetric rendering over time. In 3D 

ultrasound imaging, the third dimension of scanning is commonly achieved by tilting the 

probe manually, tilting the probe mechanically with a motor, using an endoprobe or using a 

matrix array transducer [61]. With 3D ultrasound imaging, three-dimensional structures 

under investigation can be visualized directly from the monitor, which means that the 

clinician need not mentally reconstruct the 3D geometry of a lesion from its B-mode images. 

Therefore, 3D imaging is widely used in cases where volumetric information is necessary, 

such as fetal, trans-rectal and intra-vascular applications [132]. 
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6.2  Ultrasound imaging with the customized OPUS system 

B-mode ultrasound has been widely combined with other imaging modalities to enable 

hybrid imaging in clinics, such as X-ray computed tomography (CT) [133], MRI) [134], 

positron emission tomography (PET) [135] or single-photon emission computed tomography 

(SPECT) [136]. Since both ultrasound and optoacoustic imaging detect ultrasound waves, it 

is natural to combine them into a hybrid OPUS system. 

As introduced in Chapter 4, the customized OPUS system utilizes a cylindrically focused 

concave transducer array with transducer element size being a compromise value between 

that needs in optoacoustic imaging and that needs in ultrasound imaging to achieve adequate 

image quality for both modalities. This design optimizes optoacoustic signal detection but 

places challenges on ultrasound signal SNR [97]. Although the element size in the customized 

Acuity256 probe is smaller than that in standard optoacoustic tomography to reduce the 

occurrence of grating lobes happening in ultrasound imaging, the pitch size of the probe is 

still approximately 1.9 wavelengths, which is much larger than half a wavelength and 

therefore leads inevitably to grating lobes [98, 137]. Therefore, in order to reduce the 

artifacts introduced by grating lobes, optimized transmit-receive beamforming methods such 

as the synthetic aperture ultrasound technique (SAU) [61, 97, 138] need to be used during 

ultrasound imaging to achieve good image quality and real-time performance. 

The customized OPUS uses a SAU that was firstly applied in radar systems in the 1950s [61]. 

Since then, the earliest simple model of a generic synthetic aperture (Figure 6.1) has been 

adapted for different applications, such as the synthetic receiver aperture (Figure 6.2) and 

synthetic transmitter aperture (Figure 6.3) [61]. 

 

Figure 6.1. Generic synthetic aperture ultrasound imaging. (a) Diagram of the activation of 
transmitter and receiver elements in each event. The entire acquisition occurs as N events. (b) 
Active transmitter and receiver transducer element combinations in a generic synthetic aperture. 
The row number corresponds to the number of the transmitter element; the column number, to 
the number of the receiver element. Dark gray marks the active transmitter element and light 
gray marks the active receiver element. 

Generic synthetic aperture: In generic synthetic aperture ultrasound, the same transducer 

element is activated firstly to emit an ultrasound pulse, then later to receive the reflected 

ultrasound waves after a certain delay time (Figure 6.1). During the entire acquisition process, 

all elements are activated one by one sequentially. The phrase "imaging event" is used in this 
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chapter to refer to the process that begins with the emission of an ultrasound pulse and ends 

with the receipt of reflected echoes. 

 

Figure 6.2. Synthetic receive aperture (SRA) ultrasound imaging. (a) Diagram of the activation of 
transmitter and receiver elements during each imaging event. The entire acquisition involves N 
imaging events. (b) The combination of active transmitter and receiver transducer elements in 
the SRA. The row number corresponds to the number of the transmitter element; the column 
number, to the number of the receiver element. Dark gray marks the active transmitter element 
and light gray marks the active receiver element. 

Synthetic receive aperture (SRA): In one imaging event, all transducer elements are 

activated to emit ultrasound pulses and focus along a scan line (Figure 6.2). Then the 

reflectors or scatterers along this scan line reflect ultrasound waves back towards the 

transducers. During the receiving process, only one element is activated to receive ultrasound 

waves. The imaging event is repeated by going through all elements for receiving. SRA can 

provide higher SNR than the generic synthetic aperture, but with long acquisition time [61]. 

 

Figure 6.3. Synthetic transmit aperture (STA) ultrasound imaging. Figure 6.3. Synthetic transmit 
aperture (STA) ultrasound imaging. a) Diagram of the activation of transmit and receive 
elements in each imaging event. The entire acquisition involves N imaging events. (b) Active 
transmit and receive transducer element combination in synthetic transmit aperture. The row 
number corresponds to the number of the transmitter element; the column number, to the number 
of the receiver element. Dark gray marks the active transmitter element and light gray marks the 
active receiver element. 
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Synthetic transmit aperture (STA): As the converse of the situation with an SRA, an STA 

activates one element to emit an ultrasound pulse but all elements to receive ultrasound 

echoes during one imaging event (Figure 6.3). This scheme provides higher SNR than the 

generic synthetic aperture and faster frame rate than the SRA [61]. 

Given the advantages of the STA and the cylindrical focus of the Acuity256 transducer array, 

the studies in this dissertation were carried out using a modified STA design (Figure 6.4) if 

no extra ultrasound working scheme is provided. In each imaging event, one transducer 

element emits an ultrasound pulse towards the center of the array, then the ultrasound waves 

are reflected/scattered back towards the transducer from all directions. Then half of the 

transducer elements are used to detect echoes. In other words, in imaging event #i, element 

#i is activated to emit an ultrasound pulse and elements from #i to #(i+127) are activated to 

receive echoes [Figure 6.4(b)]. 

 

Figure 6.4. The STA in the Acuity256 system. (a) Diagram of the activation of transmit and receive 
elements in each imaging event. The entire acquisition involves N=256 imaging events. (b) Active 
transmit and receive element combination in the Acuity256. In each event, one element emits a 
pulse and 128 elements receive the echoes. The row number corresponds to the number of the 
transmitter element; the column number, to the number of the receiver element. Dark gray marks 
the active transmitter element and light gray marks the active receiver element. 

6.3  Ultrasound image formation 

The ultrasound echoes are detected and converted by the transducers from pressure waves 

to electrical signals, then digitalized and recorded as a data sequence 𝑆(𝑡)  by the data 

acquisition system. The saved data are reconstructed into ultrasound images that can be 

interpreted by the clinician. In this dissertation, ultrasound images are formed using a delay-

and-sum method that takes into account the STA imaging scheme, concave geometry of the 

transducer array and the use of heavy water as coupling medium. In contrast to conventional 

delay-and-sum methods, the one used here takes into account the SoS difference between 

coupling medium and specimen, and it uses a customized stack projection procedure to 

optimize ultrasound image quality. 

6.3.1  Delay-and-sum reconstruction 

Delay-and-sum reconstruction in ultrasound imaging is based on the time of flight (ToF) of 

the ultrasound pulse between emission and receipt. In pulse-echo ultrasound mode, the ToF 

of a pulse is decided by its traveling distance from the emitter to the reflectors/scatterers and 
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back to the receiver. Based on the relationship between time and space, the acquired data can 

be back-projected onto the grids in the imaged region. 

 

Figure 6.5. Schematic of the spatial relationship among all variables in in the image 
reconstruction described in this chapter. 𝒙𝑘 , 𝒙𝑑  and 𝒙𝑟 are the respective locations of the 
transmitting/emitting element, receiving element and acoustic reflector/scatter. The black arc 
represents the entire transducer array, and the black solid square is the image region/ROI. (a) 
The travel distance in homogeneous medium equals the propagating forward distance plus the 
backward distance, i.e. 𝐿 = 𝐿1 + 𝐿2. (b) In the Acuity256, which uses coupling medium showing 
strong mismatch of SoS with the sample, travel distance 𝐿 = 𝐿1 + 𝐿2 + 𝐿3 + 𝐿4, with 𝒙𝑖1 and 𝒙𝑖2 
being the two intersection points of the acoustic paths with the coupling medium interface. 

As Figure 6.5(a) shows, in an acoustically homogeneous medium, the traveling distance 𝐿 

from an emitter with coordinates 𝒙𝑘 to a reflector/ scatter 𝒙𝑟 and then back to the receptor 

𝒙𝑑 is described by 𝐿 = 𝐿1 + 𝐿2 which corresponds to a ToF described by 

𝑡(𝒙𝑘 , 𝒙𝑑 , 𝒙𝑟) =
√(𝒙𝑘−𝒙𝑟)2

𝑐
+

√(𝒙𝑟−𝒙𝑑)2

𝑐
,  (6.1) 

where 𝑐 is the SoS in the medium. The customized Acuity256 system introduced in Chapter 4 

uses heavy water as coupling medium, and the SoS difference between this medium and 

tissue is not negligible since it can introduce deformation to the structures which is 

demonstrated in Chapter 5. Therefore, a dual-SoS model was applied to ultrasound image 

reconstruction. In this case, the calculation of ToF needs to be adjusted to 

𝑡(𝒙𝑘 , 𝒙𝑑 , 𝒙𝑟) =
√(𝒙𝑘−𝒙𝑖1)2

𝑐1
+

√(𝒙𝑖1−𝒙𝑟)2

𝑐2
+

√(𝒙𝑟−𝒙𝑖2)2

𝑐2
+

√(𝒙𝑖2−𝒙𝑑)2

𝑐1
, (6.2) 

where 𝒙𝑖1  and 𝒙𝑖2  are the respective intersection points of the forward- and backward-

propagation paths of an ultrasound wave from 𝒙𝑘  to 𝒙𝑑  with the interface of coupling 

medium and sample under the straight ray propagation assumption [Figure 6.5(b)], 𝑐1 is the 

SoS in couplant, and 𝑐2 is the SoS in the sample. 

During signal acquisition in one imaging event, the amplitude of acquired signal 𝑆𝑘,𝑑(𝑡), in 

which element 𝑘  transmits the pulse and element d receives the echoes, reflects the 

contributions of all reflected echoes arriving at the same time from all reflectors/scatters in 

the imaged region. This can be expressed as: 

𝑆𝑘,𝑑(𝑡) = ∑ 𝑠𝑖(𝑡)𝑀
𝑖=1 , (6.3) 
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where 𝑠𝑖(𝑡) is the echo from 𝑖𝑡ℎ reflector and M is the number of the reflectors in the imaged 

region that satisfy the condition 𝑐 ∙ 𝑡 = √(𝒙𝑘 − 𝒙𝑟)2 + √(𝒙𝑟 − 𝒙𝑑)2 . In the inverse 

computation for an imaging event 𝑒 in the Acuity256 system, the intensity (reflectivity) of a 

spatial point 𝐼𝑘  is calculated by summing the amplitudes of all reflected signals from that 

point in the same event:  

𝐼𝑘 = ∑ 𝑆𝑒,𝑑(t)
𝑘+

𝑁

2
−1

𝑑=𝑘 . (6.4) 

Based on Equation 6.4, an ultrasound image can be formed for each imaging event and N 

images are formed for all imaging events. 

Since each imaging event covers only a limited area of the specimen, therefore captures only 

part of the information from the sample, each of the N images contains only a few structures 

in the sample, making each image on its own insufficient for clinical interpretation. To 

summarize the information contained across all imaging events, the N images need to be 

merged into one image with a stack projection or Z-projection. The appropriate projection 

type depends on the type of data being represented and the structures need to be highlighted 

for a specific application. In the work described in this chapter, our goal was to optimize 

image contrast and resolution, so we focused on three types of projection: average intensity 

projection (AIP), maximum intensity projection (MIP) of the N images and the combination 

of the two projection types (AIP + MIP). 

AIP, which is equivalent to summation projection and is widely used in X-ray CT [139] and 

optoacoustic tomographic image reconstruction [140], can efficiently reduce noise and 

thereby improve image contrast. The procedure can be expressed as 

𝐼 = ∑ 𝐼𝑘
𝑁
𝑘=1 /𝑁.  (6.5) 

MIP is widely used in X-ray CT [141] and magnetic resonance angiography (MRA) [142] for 

3D data visualization and has been demonstrated to connect the high intensity dots of the 

blood vessels in three dimensions, providing an angiogram that can be viewed from any 

projection. Each point in the MIP represents the highest intensity experienced in that location 

on any partition within the imaging volume., i.e. 

𝐼 = max
𝑘=1,2…𝑁

𝐼𝑘.  (6.6) 

AIP + MIP: The third projection type is to combine AIP and MIP to enjoy the advantages of 

both methods. Unlike the standard AIP or MIP, this method prompts for a group size 𝑛𝑠𝑒𝑐  that 

must be a factor of the total number of slices in the stack, and then the method groups the 

stack into (𝑁 − 𝑛_𝑠𝑒𝑐 + 1) subsets. Within each subset, AIP is applied, which results in a new 

stack of 𝑁/𝑛_𝑠𝑒𝑐 slices, with each slice being an averaged image of a subset of the original 

stack. Then MIP is applied to the resulting (𝑁 − 𝑛_𝑠𝑒𝑐 + 1)  images to generate the final 

ultrasound image. In other words,  

𝐼 = max
𝑖=1,2…(𝑁−𝑛_𝑠𝑒𝑐+1)

𝐼𝑖 , 𝐼𝑖 = (∑ 𝐼𝑘
𝑖+𝑛𝑠𝑒𝑐−1
𝑘=𝑖 )/𝑛_𝑠𝑒𝑐. (6.7) 

In Equation 6.7, if group size 𝑛_𝑠𝑒𝑐 equals the number of slices in the stack, the method will 

evaluate the stack in the same manner as AIP. If group size 𝑛_𝑠𝑒𝑐 equals 1, the method will 
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evaluate the stack in the same manner as MIP. In the work described in this chapter, 𝑛_𝑠𝑒𝑐 

was set to 16, which in pilot studies with phantom and tissue datasets efficiently reduced 

noise and kept speckle low in the background. To generate the figures in this chapter, the raw 

ultrasound image 𝐼  was compressed logarithmically to enhance contrast, and 2D order-

statistic filtering was applied as post-processing when no envelope detection was used 

during signal pre-processing. 

Figure 6.6 shows the reconstruction results of an acoustic phantom and the arm region of a 

volunteer using the above three types of projection. Procedures on human subjects were 

performed after obtaining their written informed consent. For the phantom datasets showed 

in this chapter, they were acquired using a standard Acuity256 whose probe is of 4cm radius, 

3 MHz central frequency and 124-degree coverage angle. 

 

Figure 6.6. Reconstructed ultrasound images with three different Z-projection methods.  (a-c) 
Reconstructed images of the acoustic phantom and (d-f) Reconstructed images of the arm region 
of a volunteer. Red arrows indicate the discontinuity introduced by AIP; the red dashed circle, the 
third target region; and yellow arrows, the noise highlighted by MIP. Scale bars are 1 cm. 

The first row of Figure 6.6 is the reconstruction result of an acoustic phantom that includes 

three acoustic regions with different reflectivity. Figure 6.6(a) shows the reconstruction 

result of AIP, in which discontinuity exists at the interface of coupling medium and sample 

(marked with red arrows). In addition, strong speckles are visible on the background of the 

phantom and reduce the contrast of the third target region (red dashed circle). Figure 6.6(b) 

presents the reconstructed image with MIP, in which the discontinuity issue at the interface 

is absent, and much less speckling is observed in the background. However, some artifacts 

not observed in the AIP projection are visible (yellow arrows). Figure 6.6(c) shows the results 

of combining AIP and MIP. All 3 contrast regions and the interface are successfully 

reconstructed, and the strong artifacts seen with the MIP projection are eliminated.  
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Figure 6.6(d) - 6.6(e) are the reconstruction images of the arm region of a volunteer after 

projection using, respectively, AIP, MIP or AIP+MIP. In Figure 6.6(d), the strong speckle effect 

of AIP damages the continuity of all structures in the tissue. For example, several gaps are 

observed along with the surface of the bone (red arrow), which is a strong acoustic reflector 

and should therefore appear as a continuous arc in ultrasound images [143]. In Figure 6.6(e), 

the structures inside tissue are successfully reconstructed, but the reflection from bone 

causes smearing artifacts that contaminates the background. With AIP+MIP in panel 6.6(f), 

the reflection artifacts are reduced, and the continuity of the structures is maintained. 

Comparing the images in the first and second column of Figure 6.6, it can be seen that AIP can 

contribute to high contrast noise ratio (CNR) because the averaging procedure can reduce 

noise and enhance the signals from the target, but that the projection approach generates 

strong speckles that generate gaps in continuous structures. MIP, for its part, can generate 

smooth and continuous structures, but it suffers from artifacts introduced by random noise 

or stable reflections in some imaging events. The third column shows that the combination 

of AIP and MIP combines the advantages of AIP and MIP. The average procedure in the first 

phase of this method can reduce the noise and the reflection artifacts from strong reflectors. 

The MIP in the second phase can maintain the continuity of structures and minimize the 

speckles introduced by coherence of different events. 

6.3.2  Advanced signal preprocessing 

The images showed in Figure 6.6 were reconstructed after the ultrasound signals had been 

band-pass filtered according to the central frequency of the excitation pulse and central 

frequency of transducer elements. However, more advanced signal preprocessing is normally 

used in conventional ultrasound imaging. For example, envelope detection based on I/Q 

demodulation [144] or Hilbert transformation [145] is commonly used in signal 

preprocessing to prevent ripple artifacts in clinical ultrasound imaging. In addition, spiking 

deconvolution has been developed and demonstrated to give image resolution higher than 

conventional envelope detection [146].These methods are implemented into the ultrasound 

image reconstruction of the Acuity256. In this section, we introduce briefly the concept of 

each method and show the reconstruction results using each method. In addition, the effect 

of preprocessing methods on the final reconstructed images is discussed. 

1)  I/Q demodulation 

I/Q demodulation, also termed as quadrature detection, is commonly used for envelope 

detection in ultrasound imaging. This method consists of 3 main steps [144]. In the first step, 

the method down-mixes a signal 𝑆(𝑡) with two sinusoidal signals with a 90-degree phase 

difference as I(𝑡) = 𝑆(𝑡) cos(2𝜋𝑓0𝑡); Q(𝑡) = 𝑆(𝑡)sin (2𝜋𝑓0𝑡), i.e. 𝑆𝐼𝑄(𝑡) = 𝑆(𝑡)e−i2𝜋𝑓0𝑡, where 

𝑓0 stands for the central frequency of the excitation ultrasound pulse. In the second step, the 

method uses a low-pass filter (e.g. finite impulse response filter) to remove the negative 

frequency spectrum and the noise outside the desired bandwidth. In the third step, the 

envelope is detected using √𝐼2 + 𝑄2 . The advantage of I/Q demodulation is its 

straightforward implementation in both hardware and software. On the other hand, it 

requires low-pass filtering that can result in blurring. 
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2)  Hilbert transform-based envelope detection 

Another method to detect the envelope of a signal is based on Hilbert transformation, which 

is used for creating a so-called analytic signal [145]. For an ultrasound signal 𝑆(𝑡), its Hilbert 

transform is �̂�(t) and its analytic signal is 𝑆𝑎(𝑡) = 𝑆(𝑡) + 𝑖�̂�(t) = A(t)e−iφ(t) , where A(t) is 

the instantaneous amplitude and can be used to find the envelope of the signal. This method 

gives good results and is increasingly used as sample rates and digital processing capabilities 

increase. This method is efficient in reducing ripple artifacts, while maximizing image details. 

A downside of this method is that it takes more time than I/Q demodulation, which might be 

problematic in real-time or high-frame-rate imaging. 

Although the idea of I/Q demodulation and Hilbert transformation are different, the envelope 

detection results using these two methods are the same. Therefore, in the following text, we 

show only the envelope detection results using Hilbert transformation. 

3)  Spiking deconvolution 

 

Figure 6.7. Signal preprocessing results with Hilbert transform-based envelope detection method 
and spiking deconvolution. The A-scan ultrasound signal is a solid black line; envelope detection 
using Hilbert transformation, a dashed blue line; and spiking deconvolution, a dash-dot red line. 

Spiking deconvolution is a relatively new preprocessing method in ultrasound, whose goal is 

totally different from that of envelope detection. Instead of trying to remove the carrier signal 

in the pulse and recover the signal envelope, spiking deconvolution tries to identify the 

reflectors’ location in the signal and its reflectivity. The core of this method is the assumption 
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that an ultrasound echo signal 𝑆(𝑡) can be modelled as the convolution of the tissue response 

𝑥(𝑡) with the emitted ultrasound excitation pulse 𝑤(𝑡), which can be expressed as [146] 

𝑆(𝑡) = 𝑤 ∗ 𝑥 (𝑡). (6.8) 

The emitted excitation pulse is dependent on the pulse 𝑝(𝑡) generated by the pulser and the 

transfer function of transducer elements, while 𝑥(𝑡) is the tissue response, which is a spatial 

reflectivity distribution. Therefore, with the echo signal 𝑆(𝑡) and emitted pulse 𝑤(𝑡) known, 

the tissue response 𝑥(𝑡) can be deconvolved with the inverse filter of 𝑤(𝑡). In the ideal case 

of homogeneous medium and no acoustic attenuation, sharp peaks appear at the location of 

reflectors in the deconvolved signals as shown in Ref. [146]. 

However, this method cannot generate ideal peaks in lossy media, such as tissue, because it 

is sensitive to noise and the match of acquired signal to the shape of the emitted pulse. As a 

result, spiking deconvolution of clinical data cannot generate ideal clean peaks, but instead a 

peak is accompanied by multiple sidelobes and noise. In order to adapt this method for tissue 

imaging for clinical OPUS systems and avoid ripple artifacts introduced by the sidelobes, 

envelope detection is applied to the signals after deconvolution. For simplicity, this method 

including standard spiking deconvolution and envelope detection is hereafter referred as 

spiking deconvolution. 

Figure 6.7 shows an A-scan ultrasound signal from the Acuity256 system in a solid black line, 

the envelope detection result using Hilbert transformation in a dashed blue line, and the 

spiking deconvolution result in a dash-dot red line. From the first burst of the A-scan signal 
in the zoomed-in window, spiking deconvolution gives different results than envelope 

detection and leads to sharper peaks. The effect of the signal preprocessing on the final 

reconstructed ultrasound images are demonstrated with Figure 6.8, in which the 

reconstruction result without advanced signal preprocessing is marked as ‘standard’; the one 

with envelope detection, as ‘Hilbert transform’; and the one with spiking deconvolution, as 

‘spiking deconvolution’. 

Figure 6.8 shows the effect of different signal preprocessing methods on the reconstructed 

ultrasound images. Figure 6.8(a) is the schematic of the acoustic phantom (Model 551, ATS 

Laboratories-Phantoms, USA), with imaged region demarcated with a red square. Figure 

6.8(b) shows the zoomed-in view of the imaged region of the phantom, which includes 

multiples line targets on vertical and horizontal direction. The reconstructed ultrasound 

image of this region with no advanced signal preprocessing, with envelope detection or with 

spiking deconvolution are shown in panels 6.8(c), 6.8(d) and 6.8(e), respectively. Comparing 

panel 6.8(c) and 6.8(d), it can be seen that envelope detection gives similar image quality as 

the standard reconstruction for the targets (dots), but with weaker background noise. 

Comparing the image in panel 6.8(e) with the other two images, we can see that spiking 

deconvolution recovers a thinner line of interface (marked with yellow arrow), sharper dots 

and weakest background noise. Due to the intrinsic ability of deconvolution methods to 

increase SNR, reduction in the random noise on the background using spiking deconvolution 

translates to stronger fixed-pattern noise, which the algorithm treats as signal from the target 

(marked with white arrow). Figure 6.8(f) and 6.8(g) show the line profile of the dots along 

lines 1 and 2 on panel 6.8(b), respectively. The results show that spiking deconvolution 

achieves the best resolution and SNR among the three methods. In cases where two dots 
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locate close enough that they are barely differentiated with the standard or Hilbert 

transformation-based methods, spiking deconvolution clearly separates them [red arrow in 

panel 6.8(f)]. 

Although spiking deconvolution outperforms the other two methods, it may amplify some 

pattern noise. In order to avoid strong artifacts from such noise on reconstructed images, the 

noise should be removed using a proper filter. Since such noise is normally frequency-

dependent, a bandpass, low-pass, or high-pass filter can be used. 

 

Figure 6.8. Reconstruction of a commercially available acoustic phantom using three signal 
preprocessing strategies. (a) Schematic of the acoustic phantom with the imaged region 
highlighted using a red square. (b) Imaged region and the lines (red dashed) used to generate line 
profiles in panels (f) and (g). Reconstruction of ultrasound signals was performed (c) without 
advanced signal preprocessing, (d) with envelope detection using the Hilbert transform, or (e) 
with spiking deconvolution. Image quality was quantitatively analyzed along line profiles (f) 
along line 1 in panel (b) and (g) along line 2 in panel (b). Scale bars are 1 cm. 

6.4 Variation of default STA 

In the default STA of the customized Acuity256, data acquisition requires 256 imaging events 

and 1 emitting element and 128 receiving elements for each imaging event (see Section 6.2). 

The 128 receiving elements are continuous and shift one by one from event to event. This 
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acquisition scheme might not be optimal for three reasons. Firstly, when the transmitting 

element #i is larger than #128, some receiving elements are located on the opposite side of 

the probe [Figure 6.9(a)], and this lies outside the reflection angle according to Snell’s 

reflection law. Secondly, the default STA takes a long time and generates huge amounts of 

data, requiring more computational time and power. Moreover, motion is inevitable during 

clinical scanning, so when acquisition takes too long, motion is inevitable in clinical scan 

which might introduce artifacts that damage image quality. Therefore, we propose two 

transmitting-receiving schemes that use the same number of acquisition channels as the 

default setting, i.e. 128 receiving channels for each event. We then compared these two 

schemes, named Scheme 2 and Scheme 3, with the default settings, named Scheme 1. In 

Scheme 2, in order to collect the echoes within the reflection angle, when the emitting 

element #i is larger than #128, the acquisition elements are from #i to #(i-127) [Figure 

6.9(b)]. In Scheme 3, we propose to use only the central 128 elements for transmitting in 

order to shorten acquisition time and reduce the acquired data amount [Figure 6.9(c)]. 

 

Figure 6.9. Three different transmitting and receiving schemes and their ability to reconstruct the 
phantom described in Figure 6.8. (a-c) Three emitting and receiving schemes for the Actuity256. 
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(d-f) Phantom reconstruction using each acquisition scheme. (g) Line profile of the dots along the 
red vertical line. Scale bars are 1 cm. 

Figure 6.9 shows reconstruction with the three transmitting-receiving schemes. The three 

different acquisition schemes are shown schematically in Figures 6.9(a) – 6.9(c). Each scheme 

was used to image the same acoustic phantom showed in Figure 6.8(b), and the results are 

shown in Figure 6.9(d) – 6.9(f). It can be seen that Scheme 2 generates a similar image as 

Scheme 1 but with better recovery of dot shape (see zoomed-in regions). Scheme 3 generates 

the best image quality without any information loss, as seen in the line profiles in Figure 

6.9(g), even though Scheme 3 handles only half as much data as the other two schemes. From 

the comparison, we can see that it is redundant to use all elements for transmitting. In other 

words, proper selection of receiving elements can substantially reduce the number of 

imaging events without losing any information. The reduction in imaging event number leads 

in turn to shorter imaging time for each frame and lower computational cost for 

reconstruction, all of which facilitates real-time imaging. 

6.5 Discussion and outlook 

In this chapter, clinical ultrasound imaging, the synthetic aperture technique used in 

conventional ultrasound, and the ultrasound imaging in the customized OPUS system were 

introduced. In contrast to commercial ultrasound systems, the customized OPUS system 

optimizes the detection of optoacoustic signals by using a concave transducer array 

comprised of cylindrical focused transducer elements. To optimize the ultrasound image 

quality with this geometry, the ultrasound modality in Acuity256 uses an STA technique for 

sample excitation and echo detection. An adapted delay-and-sum algorithm with different Z-

projection types is then used for ultrasound image formation. The best results are obtained 

by combining the AIP and MIP projection, because their combination avoids the 

disadvantages of each projection type on its own and maintains the advantages of both types. 

Besides, envelope detection and spiking deconvolution are applied as advanced signal 

preprocessing techniques to correct for the blurring introduced by 2D order-statistic filtering 

used in standard reconstruction. It has been demonstrated that the spiking deconvolution 

contributes to the best SNR and resolution than that without advanced signal processing and 

that with envelope detection. Moreover, two new imaging schemes other than the default 

scheme in customized Acuity256 have been proposed to improve ultrasound image quality 

and reduce time and computational cost. The Scheme 3 which uses only 128 imaging events 

shows the potential to reduce the cost of time and computation without scarifying image 

quality. 

For advanced signal preprocessing, it has been demonstrated that spiking deconvolution 

outperforms the other two methods with better resolution and higher SNR. Since this method 

is based on the assumption that the A–scan signals can be modelled as the tissue response of 

the imaged object convolved with the shape of the ultrasound pulse, signal shape strongly 

influences how well spiking deconvolution performs. It would work perfectly if there is no 

noise in the signal and no deformation of the pulse shape in the reflected echoes. Spiking 

deconvolution cannot work ideally with tissue imaging, since it is a lossy medium that causes 

acoustic attenuation and dispersion during wave propagation, thereby deforming the pulse 

shape. Applying envelope detection after spiking deconvolution is one way to bypass the 

sidelobes and noise introduced by the deformation of pulse shape as being demonstrated in 
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this chapter, but for future studies, a more accurate way is to applying attenuation and 

dispersion compensation at the signal level before applying spiking deconvolution. Then the 

direct results of spiking deconvolution can be used directly for reconstruction, which can 

further improve the image resolution. 

A matched filter as another potential advanced signal preprocessing method is worth to 

explore in the future, which shares the same goal and assumption as spiking deconvolution 

and will also contribute to higher SNR and better resolution. The assumption that A-scan 

signals are the convolution of excitation pulse with the tissue response implies that the tissue 

response can be reconstructed if the location of reflectors is known in the signal. A matched 

filter can be an alternative to spiking deconvolution for recovering the location of reflectors 

in the signals, since the A-scan signal can be treated as the summation of multiple reflected 

excitation pulses with some noise. If the excitation pulse is known, applying the matched filter 

to the denoised A-scan signals should identify the peaks of the reflectors. This method is likely 

to require denoising and attenuation compensation, because, like spiking deconvolution, it 

will be sensitive to noise and pulse shape. 

The new imaging schemes for the STA shown in Figure 6.9 show the potential to reduce the 

number of imaging events, since Scheme 3 uses only half the time and data as the other two 

schemes, yet it recovers the best image quality. In future, a sparse design for both 

transmitting and receiving procedures is necessary for real-time imaging, which falls into the 

field of sparse arrays [147]. Sparse arrays are a popular technique to arrange large radio 
frequency telescopes in astronomy [61], and they have recently been adapted to ultrasound 

imaging. For the designers of sparse arrays in ultrasound imaging, how to position the 

elements of the array to minimize the grating lobes is the most important question. It has 

been demonstrated that breaking the periodicity in the positions of the elements can reduce 

the grating lobes, which is achievable by randomly picking the active elements in ultrasound 

imaging. About the rules to guide the randomly selecting the active elements, Lockwood and 

Foster [148, 149] have used the idea ‘effective aperture’, which is defined as the spatial 

convolution between the transmitting aperture function and receiving aperture function to 

create the Vernier Arrays. Their studies indicate that the optimal design creates an effective 

aperture with transmitter and receiver elements spaced λ/2 away in space, which is 

equivalent to space the transmit aperture (p) λ/2 and receive aperture (p+1) λ/2 and smooth 

the appearance with apodization [61, 148, 149]. This might be the way to optimize the 

transmitting-receiving schemes for ultrasound imaging using clinical OPUS in the future. 

In this chapter, various improvements have been carried out by drawing on imaging schemes 

and image reconstruction techniques from conventional ultrasound and optoacoustic 

imaging. In the future, simulations are needed to compare the concave transducer array with 

conventional linear or convex arrays to fully understand the main difference introduced in 

wave propagation. Based on the understanding, further optimization studies of the 

acquisition schemes, signal preprocessing methods and image reconstruction may help 

ensure that the full potential of the concave design is exploited. 

 





 

 

 

 

 

 

 

 

 

Section III: Studies of integrating hybrid information from 

handheld OPUS 





 

7.  US structural prior integrated model-based optoacoustic 
reconstruction 

This chapter contains adapted text passages and figures from the publication by Hong Yang 

et al. [150] ©  2020 Elsevier. More information is shown in appendix B. 

7.1  Motivation  

Although the probe design of OPUS systems in analogy to ultrasonography clinical systems 

allow the portability, this implementation leads to limited-view acoustic detection 

geometries and the collection of incomplete optoacoustic projection data from the imaged 

specimen. As a consequence, the corresponding reconstruction problem is ill-posed, possibly 

deteriorating imaging performance [151]. Limited-view detection results in streak artifacts 

[152] and in a low CNR in reconstructed optoacoustic images. Combined with a SNR that 

decreases with increasing imaging depth [67, 153-155] due to light fluence attenuation, 

limited-view projection optoacoustic tomography may suffer from lowered image quality as 

a function of depth. Therefore, there is strong motivation to develop methodologies to 

improve the optoacoustic image quality and facilitate accurate interpretation of physiological 
and functional information at increased depths, as required in many clinical studies. 

Different methodologies have been suggested to account for the effects of limited-projection 

optoacoustics. Regularization is a suitable tool to condition ill-posed problems and achieve 

stable approximate solutions, and various regularization methods have been considered in 

limited-view optoacoustics, including total variation regularization [156] or wavelet sparsity 

regularization [157, 158]. Hard thresholding, truncated generalized singular value 

decomposition or preconditioning methods [67] have also been proposed for limited-view 

optoacoustic tomography. Also, a prefiltering technique has been developed for reducing 

streak artifacts, based on a full characterization of the artifacts in the framework of microlocal 

analysis [152]. However, while regularization and filtering address limited-view acquisition 

problems in a generic way, it does not use information specific to the sample under 

investigation and is not sufficient to restore the information that is lost due to incomplete 

data acquisition. 

As introduced in Chapter 4, the relatively straightforward availability of hybrid OPUS imaging 

systems allows for a different approach in improving limited-view optoacoustic imaging. 

Ultrasound images generally provide anatomical images of tissues and can further resolve 

blood flow using Doppler techniques. In this role they can be employed post-hoc to aid the 

interpretation of optoacoustic images [46, 56-58, 159-163]. Special implementations of 

ultrasound imaging can also be considered for providing information about acoustic 

reflections in the sample imaged and subsequent correction of reflections from the 

optoacoustic images [164]. Nevertheless, reduction of acoustic reflections does not address 

the problem of limited-view projections common in clinical OPUS imaging. It has been also 

demonstrated in simulations, phantoms, and ex vivo experiments that full-view ultrasound 

transmission data can be used to estimate the SoS distribution in the sample, which in turn 
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can be used to improve the optoacoustic image quality [109, 165]. However, due to the 

requirements of full-view data acquisition, this approach is not applicable to handheld 

optoacoustic imaging. 

In this chapter, we propose a novel approach for utilizing ultrasonography data co-registered 

with optoacoustic data, i.e. as typically collected from clinical OPUS systems, to improve the 

limited-view tomographic optoacoustic problem. We hypothesized that the ultrasound 

information could substantially improve the image quality of reconstructed images and 

improve medical diagnostics in an adaptive, tissue-specific manner. In particular, we 

considered a regional Laplacian regularization functional for optoacoustic tomography that 

incorporates structural information obtained from co-registered ultrasound images. Using 

simulations and in vivo measurements, we examine whether the proposed use of priors 

reduces limited-view artifacts and increases the contrast of structures deep in tissue. Then, 

we apply the method in clinical OPUS carotid imaging data and show the merits of the 

proposed method compared to stand-alone optoacoustic imaging. We further demonstrate 

for the first time that clinically important functional features of atherosclerotic plaques in the 

carotid can be observed with a clinical handheld OPUS system. 

Despite the complementary contrast advantages of the two modalities, efficient integration 

of the information in co-registered optoacoustic and ultrasound data from OPUS system has 

not been straightforward. Because in conventional hybrid imaging such as PET-computed 

tomography [135], PET- MRI [136], fluorescence molecular tomography-x-ray computed 
tomography [137, 138], or diffuse optical tomography (DOT)-MRI [139], the typical way to 

integrate information is that priors are taken from a higher resolution modality and 

integrated into a lower resolution modality. However, in OPUS, two modalities are of similar 

resolution and different contrast mechanism. Therefore, how to maximize the value of clinical 

handheld OPUS is the focus of the works presented in this dissertation. 

7.2  Methods to integrate structural ultrasound prior 

OPUS systems provide complementary information in co-registered ultrasound and 

optoacoustic images: ultrasound images provide acoustic contrast to identify regions with 

different acoustic properties, while optoacoustic images provide optical contrast to identify 

regions with different optical properties. Since tissues with different acoustic properties 

usually also differ in optical properties, we designed a regularizer based on ultrasound 

images that promotes smoothness within regions of constant acoustic properties. To take 

into account the possibility that tissue features or types may have optical contrast, but no 

acoustic contrast, the prior needs to be ‘soft’, in the sense, that it does not sacrifice this pure 

optical contrast. 

In the framework of L2 regularization introduced in Chapter 2, prior spatial knowledge about 

the reconstructed object can be integrated into the reconstruction by designing a suitable 

regularization matrix 𝑳. Previous studies have shown that using the spatial priors in this 

fashion – as a so-called ‘soft prior’ [166] – does not bias the image formation when the prior 

information is imperfect [167]. For example, knowing that the reconstructed object is a 

smooth function, the matrix 𝑳 can be chosen to be a spatial high-pass filter, e.g., a discrete 

Laplacian operator. If, instead, it is known that the reconstructed object is smooth in certain 

regions and varies strongly in other regions, a regional smoothness prior based on Laplacian 
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method can be incorporated into 𝑳. Both of these cases will be introduced in the following 

sections for the special case of OPUS imaging, and their performance will be compared using 

simulations and clinical datasets. 

7.2.1  Spatial high-pass filter regularization (standard reconstruction) 

The matrix 𝑳 in Equation 2.15 can be defined as a spatial derivative operator [63, 67, 168]. In 

this case, the regularization term discriminates the high-frequency content of the image [169]. 

Including such a term into the regularization selects an image that is consistent with the data, 

while having a minimal amount of high-frequency components. The regularization parameter 

needs to be chosen such that high-frequency noise is suppressed, while edges are preserved. 

In the present study, 𝑳 was defined to be a 2D discrete Laplacian operator given as: 

𝐿𝑖𝑗 = {

     1,   𝑖𝑓 𝑖 = 𝑗

 −
1

8
,   𝑖𝑓 𝑗 ∈ 8 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠 𝑜𝑓 𝑖

     0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

. (7.1) 

Throughout this chapter, least-squares reconstruction with this regularization operator is 

termed ‘standard reconstruction’. 

7.2.2  Regional Laplacian regularization (prior-integrated reconstruction) 

Regional Laplacian regularization can be used to integrate prior information obtained by 

segmenting an ultrasound image of the sample into different tissue types. Similar to previous 

methods [167, 170], we construct an anisotropic non-homogeneous smoothness prior: 

𝐿𝑖𝑗 = {

        1,   𝑖𝑓 𝑖 = 𝑗

  −
1

𝑁𝑘−1
,   𝑖𝑓 𝑖 ≠ 𝑗 𝑎𝑛𝑑 𝑖 , 𝑗 ∈  𝑅𝑂𝐼𝑘 

        0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

,  (7.2) 

where 𝑘 is the index of the ROI and 𝑁𝑘  is the number of pixels in 𝑅𝑂𝐼𝑘. The ROIs are obtained 

by segmenting an ultrasound image into 𝑛 ROIs labelled by the index 𝑘 ∈ {1,2,3, … , 𝑛}. With 

this design of the L matrix, each ROI is weighted equally, regardless of its area. It is the 

analogue of the random walk normalized graph Laplacian. Throughout this chapter, least-

squares reconstruction with this regularization operator is termed ‘prior-integrated 

reconstruction’. 

This design of 𝑳  promotes a reconstructed image that is smooth inside each ROI and 

highlights the difference between different ROIs, while remaining consistent with the data. 

This approach is based on the idea that dominant photon-absorbers vary between different 

tissue types, but are similar within one tissue type. Therefore, it is reasonable to expect 

heterogeneity among different ROIs and homogeneity within one ROI. Figure 7.1(a) shows 

the workflow to integrate the ultrasound prior into a model-based optoacoustic 

reconstruction. From the ultrasound images, ROIs are segmented and labelled to form a prior 

mask. Then the regularization matrix 𝑳  is constructed based on Equation 7.2. Finally, an 

appropriate regularization parameter is chosen to reconstruct optoacoustic images from the 

acquired optoacoustic data using the model-based scheme in Equation 2.15. 
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Figure 7.1. Block diagram of prior-integrated reconstruction, the related imaging setup and 
numerical phantom used for simulation. (a) Block diagram of prior-integrated reconstruction. (b) 
Imaging set-up, with detectors shown in blue. (c) Shepp–Logan phantom without noise (ground 
truth). (d) Segmented prior mask with 5 labelled ROIs (ideal prior mask). 

7.2.3 Numerical simulation 

A numerical Shepp-Logan phantom was used to simulate the optoacoustic signals based on 

Equation 2.13, where the model matrix 𝐌 was calculated based on the probe shown in Figure 

7.1(b) of the Acuity256 imaging system (introduced in Chapter 4). In addition, zero mean 

Gaussian noise was added to achieve a certain SNR. In other words, the simulated 

optoacoustic signal 𝒑𝑠𝑖𝑚 takes the form: 

𝒑𝑠𝑖𝑚 = 𝐌(𝒙𝑆𝐿 + 𝜀), (7.3) 

where 𝒙𝑆𝐿 is the Shepp-Logan phantom without noise shown in Figure 7.1(c) and 𝜀 is zero 

mean Gaussian noise. The simulated optoacoustic signals 𝒑𝑠𝑖𝑚 were inverted using standard 

and prior-integrated reconstruction, and the performance of those two methods was 

assessed based on the reconstructed image quality using the metrics described in Section 

7.2.5. In order to analyze the effect of various parameters on algorithm performance (noise 

level, coverage angle of the transducer array, segmentation accuracy, ROI labelling, and 

regularization parameter), we performed multiple simulations by modifying the Shepp-
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Logan phantom and the ideal prior mask in Figure 7.1(d), which was segmented from the 

ground truth image. 

The mentioned parameters were analyzed in 4 groups of simulations. In the first group 

(SIM1), different noise levels and coverage angels of the detector array were simulated; in 

the second group (SIM2), segmentation errors (e.g. too large or small ROIs), were mimicked 

with morphological operations; in the third group (SIM3), labelling errors were simulated; 

and in the fourth group (SIM4), the simulated signals were reconstructed with varying 

regularization parameters. 

1)  Noise and coverage angle (SIM1) 

In order to analyze the robustness of the algorithm with respect to noise, we added different 

levels of white Gaussian noise ε to degrade the ground truth image 𝒙𝑆𝐿, achieving an SNR (dB) 

of 26, 20, 16.5, 14, 12, 10.5, 9.1, 8, 7 and 6. The ability of the algorithms to deal with the 

limited-view projections was analyzed by simulating the following coverage angles of the 

transducers: 200°, 175°, 150°, 125°, 100°, 75° and 50°. Except for this group, for all other 

simulations the default SNR was 26 dB and the default coverage angle was 125°. 

2)  Segmentation accuracy (SIM2) 

Accurate image segmentation in the presence of noise is challenging. Therefore, we used 

morphological operations to mimic inaccurate segmentation. For the Shepp-Logan phantom, 

the exact segmented prior mask, termed the ‘ideal prior mask’, is shown in Figure 7.1(d). We 

eroded the ideal prior mask with a disk of diameter 2, 4, 6 or 8 pixels to simulate the case that 

the ROIs are segmented too small; and we dilated the ideal mask with a disk of diameter 2, 4, 

6 or 8 pixels to simulate the case that the ROIs are segmented too large. Another potential 

segmentation error is the number of segmented regions, as for different segmentation 

methods, the number of segmented ROIs may vary. In order to analyze how this parameter 

affects the quality of the reconstructed images, we derived 5 prior masks based on the ideal 

prior mask. The first prior mask included only ROI 1, the second prior mask included ROI 1 

and 2, and so on. 

3)  ROI labelling (SIM3) 

After image segmentation, labelling the segmented ROIs, is a key step in the regional 

Laplacian method, since the labelling has a direct effect on 𝑁𝑘  in Equation 7.2. In order to 

examine the effect of labelling a non-existing region, which mimics the case that a region is 

an efficient acoustic reflector but not a good optical absorber, we modified the Shepp-Logan 

phantom by removing the lowermost structure [Figure 7.4(a)] and labelled an independent 

non-existing ROI 2 in the prior mask [Figure 7.4(b)]. A further variant of labelling is to label 

multiple ROIs as the same tissue type. To simulate this case, we labelled the non-existing ROI 

2 in the ideal prior mask with the same label as ROI 1 [Figure 7.4(c)]. 

4)  Regularization parameter (SIM4) 

For regularization problems, many methods have been developed to optimize the selection 

of regularization parameter λ. In this study, in order to analyze the effect of the prior mask 
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on the selection of the regularization parameter, we used the L-curve to find a proper λ for 

each prior mask and examined the reconstructed images with different λ. 

7.2.4  Tissue imaging of healthy volunteers and patients 

Procedures on human subjects were performed after obtaining their written informed 

consent. To image the radial artery, we scanned one healthy volunteer over the ventral side 

of the distal forearm with the Acuity256. To image the carotid, we scanned three healthy 

volunteers and five patients with diagnosed carotid atherosclerosis over the lateral cervical 

region of the neck on both sides, i.e. 6 healthy volunteers’ datasets and 10 patients’ datasets 

in total. Signal data were not averaged for either modality.  

7.2.5  Image quality evaluation 

In this study, we compared standard and prior-integrated reconstruction mainly in terms of 

several quantitative quality indicators of the reconstructed image, as described below. 

1)  CNR 

As contrast is the most crucial factor to determine if a region can be differentiated from the 

background or not, we used CNR to quantify the improvement in image contrast. The CNR of 

an image was defined as follows [171]: 

𝐶𝑁𝑅 =
𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡

𝑛𝑜𝑖𝑠𝑒
=

|𝜇1−𝜇2|

√𝜎1
2+𝜎2

2
,  (7.4) 

where 𝜇1,   𝜇2 and 𝜎1, 𝜎2 are the means and the standard deviations of, respectively, a given 

ROI and the background (defined as the whole image except for the ROI). 

2)  Structural SIMilarity Index (SSIM) 

Since limited-view projections introduce deformations of structures, SSIM is an appropriate 

indicator to quantify the structural accuracy of the reconstructed images. SSIM is commonly 

used for measuring the similarity between two images based on an initial distortion-free 

image (ground truth) as reference [172]. It can be calculated as. 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝑥𝜇𝑦+c1)(2𝜎𝑥𝑦+c2)

(𝜇𝑥
2+𝜇𝑦

2+c1)(𝜎𝑥
2+𝜎𝑦

2+c2)
, (7.5) 

where 𝜇𝑥  and 𝜎𝑥
2  are, respectively, the mean and variance of 𝑥 , with 𝑥  representting the 

reconstructed image. 𝜇𝑦 and 𝜎𝑦
2 are, respectively, the mean and variance of 𝑦, with 𝑦 being 

the reference image (ground truth). The variable 𝜎𝑥𝑦 is the covariance of 𝑥 and 𝑦, while c1 

(0.01 in this study) and c2 (0.03 in this study) stabilize division by a weak denominator. 

7.3  Results 

To demonstrate the performance of the two regularization schemes introduced in the Section 

7.2, we performed 4 groups of simulations (SIM1: different noise level and coverage angle; 

SIM2: segmentation errors; SIM3: labelling errors; and SIM4: varying regularization 

parameters) and reconstructed 2 groups of clinical datasets – one for radial artery images 
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and one for carotid artery images. The reconstruction results for the numerical phantoms are 

presented in Section 7.3.1, and the results for the clinical datasets are shown in Section 7.3.2. 

7.3.1  Simulations 

 
Figure 7.2. Integrating US priors into the OA reconstruction enhances the contrast and reduces 
limited-view artifacts. (a) Shepp–Logan phantom with zero-mean Gaussian noise (26 dB SNR). 
(b-c) Reconstructed image under a 125° coverage angle with (b) standard or (c) prior-integrated 
reconstruction. (d) CNR of the reconstructed images at different noise levels following standard 
or prior-integrated reconstruction. (e) Variation of SSIM of the reconstructed images with respect 
to the coverage angle. 

Figure 7.2 shows the results of SIM1, which demonstrates that for varying SNR and coverage 

angle, prior-integrated reconstruction can efficiently enhance the contrast and reduce the 

limited-view artifacts. Figure 7.2(a) shows the degraded image of the Shepp-Logan phantom 

of 26 dB SNR. Figures. 7.2(b) and 7.2(c) show, respectively, standard and prior-integrated 

reconstruction of Figure 7.2(a) under the default coverage angle (125°). In Figure 7.2(b), both 

the structural deformation due to limited-view and the intensity fluctuation within the same 

region due to noise can be clearly seen. These artifacts are reduced by incorporating priors 

into the reconstruction [see Figure 7.2(c)]. Figure 7.2(d) shows the CNR of the reconstructed 

images for varying SNR. For linearly decreasing SNR, the CNR of the images also decreases 

linearly. However, the CNR of the prior-integrated reconstructions decreases more slowly 

than the CNR of the standard reconstructions, while the CNR of the prior-integrated 

reconstruction outperforms the one of the standard reconstruction at all SNR levels. Figure 

7.2(e) shows the SSIM of the reconstructions for varying coverage angles. With standard 

reconstruction, the structural similarity of the reconstructed images decreases linearly with 

decreasing coverage angle. However, with prior-integrated reconstruction, the SSIM of the 

reconstructed images remains relatively unchanged even when the coverage angle decreases 

dramatically. Therefore, the prior-integrated reconstruction is demonstrated to efficiently 

reduce limited-view artifacts and to contribute to a better CNR than standard reconstruction 

in all simulations. 
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Figure 7.3. Effects of segmentation accuracy and the number of ROIs on prior-integrated 
reconstruction. (a) An inaccurately segmented prior mask, which is generated by the erosion of 
the ideal prior mask in Figure 1d with a disk of diameter 6 pixels. (b) Reconstruction of the noisy 
phantom (Figure 7.2a) using the prior mask in panel (a). (c) Variation of SSIM of the 
reconstructed images with respect to erosion and dilation. (d) A prior mask with only 2 ROIs. (e) 
Reconstruction of the noisy phantom in Figure 7.2(a) using the prior mask in panel (d). (f) 
Variation of the CNR of ROI 1 with respect to the number of ROIs ROIs were added according to 
their labels in Figure 7.1(d). 

Figure 7.3 shows the results of SIM2, which demonstrates the effect of segmentation accuracy 

with respect to the size and the number of the segmented ROIs on the reconstructed images. 

Figure 7.3(a) shows an inaccurately segmented prior mask. Figure 7.3(b) shows the 

reconstruction result of the degraded phantom in Figure 7.2(a) using the prior mask in Figure 

7.3(a). On this image, we can see that the true boundary of each ROI remains while the prior 

mask introduces false boundaries inside each ROI, which is expected to be reflected by a 

lower SSIM index. Figure 7.3(c) shows the SSIM in the presence of various segmentation 

errors. When there is no segmentation error, or the segmented ROI is slightly larger than the 

true case, the SSIM of the reconstructed images with prior-integrated reconstruction is 

optimal. However, if the segmented ROI is obviously smaller or larger than the true case, 

strong false boundaries start to appear in the reconstructed images, which reduces the SSIM 

values. Figure 7.3(d) shows another type of inaccurate prior mask that includes only two ROIs. 

Figure 7.3(e) presents the reconstruction result of Figure 7.2(a) using the prior mask in 

Figure 7.3(d). It can be seen that due to the prior mask, the structure and intensity of ROI 1 

and 2 are well recovered, while the remainder of the image is poorly reconstructed. Figure 

7.3(f) shows the variation in CNR for ROI 1 as the number of ROIs in the prior mask changes: 

more ROIs in the prior mask translates to better CNR. Regardless of the number of ROIs in 

the segmented prior mask, CNR is always better with prior-integrated reconstruction than 

with standard reconstruction. These analyses suggest that in prior-integrated reconstruction, 

when there is a clear target region to analyze, it is better to segment only the target region 
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and treat the rest of the image as one region. This can achieve high CNR inside the target 

region without introducing extra false boundaries in other regions. 

 
Figure 7.4. Effects of ROI labelling on prior-integrated reconstruction. (a) A modified Shepp-
Logan phantom with the lowermost structure removed. (b-c) Inaccurate prior masks in which (b) 
a nonexistent ROI has been added, or (c) the nonexistent ROI has been added to ROI 1. (d-f) 
Reconstruction of the noisy phantom with (d) standard reconstruction or with prior-integrated 
reconstruction using (e) prior mask no. 1 or (f) prior mask no. 2. The red ellipse in panels (e) and 
(f) indicates the location of the ROI that was assigned different labels, introducing a false positive 
in panel (f). 

Next, we examined the effects of ROI labelling on prior-integrated reconstruction (SIM3). 

Figure 7.4 shows that erroneous labelling of the segmented ROIs in the prior mask after 

segmentation might introduce false positives. Figure 7.4(a) is the modified Shepp-Logan 

phantom, which was the ground truth in this simulation. Figure 7.4(b) shows an erroneous 

mask on which a nonexistent region is labelled as ROI 2. Figure 7.4(c) shows that a 

nonexistent region is labelled as the same tissue type as ROI 1. Figure 7.4(d) is the 

reconstructed image using standard reconstruction. Figure 7.4(e) is the reconstruction result 

of prior-integrated reconstruction using the prior mask in Figure 7.4(b), which demonstrates 

that labelling a nonexistent region as an independent ROI in the prior mask introduces no 

error to the reconstructed image. Figure 7.4(f) shows the prior-integrated reconstruction 

result with the prior mask on panel 7.4(c), which demonstrates that labelling a nonexistent 

region to an existing region definitely introduces false positive. Therefore, two separated or 

discontinuous regions should never be labelled a priori as the same tissue type. 

Since the regularization parameter is important for all regularization methods, SIM4 was 

performed. Figure 7.5 demonstrates that the prior mask affects the selection of an 

appropriate regularization parameter. Figure 7.5(a) shows the ideal prior mask as one 

example of the prior mask. Figure 7.5(b) shows a prior mask including only one ROI as 

another example of the prior mask. Figure 7.5(c) presents the L-curve corresponding to the 

masks in panel 7.5(a) and 7.5(b). It can be seen that different prior masks lead to different L-

curves, specifically different corner points of the L-curves. As the corner point of the L-curve 

is the basis to find an appropriate λ, it is necessary to examine the choice of the λ when the 
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prior mask changes. Figure 7.5(d)–7.5(f) show the reconstructed images of Figure 7.2(a) 

using the prior mask in panel 7.5(b) with a small, appropriate and large λ. With a small 

regularization parameter, the prior-integrated reconstruction is similar to the standard 

reconstruction. With an appropriate regularization parameter, the ROI can be reconstructed 

with higher accuracy and maintain the information on the background in prior-integrated 

reconstruction. With a large regularization parameter, the prior dominates the 

reconstruction result and basically only the prior mask is reconstructed with all other 

information being discarded. 

 
Figure 7.5. The prior mask affects the choice of appropriate regularization parameter. (a) Ideal 
prior mask. (b) A prior mask that has only ROI 1. (c) L-curves corresponding to the prior masks 
in panels (a) and (b). (d-f) Reconstruction of the noisy phantom in Figure 2a with (d) a small 
regularization parameter (1e5), (e) an appropriate regularization parameter (4e5) or (f) a large 
regularization parameter (1e7). 

7.3.2  Clinical datasets 

Based on the simulation results, we proceeded to test the performance of the prior-integrated 

method for reconstruction of clinical datasets. We focused on the distal forearm, where a 

precise longitudinal measurement of radial artery dimensions allows assessment of 

cardiovascular health [173], and on the carotid artery in the lateral aspect of the neck, which 

is the major source for cerebrovascular disease and stroke [174]. For imaging of the radial 

artery, optoacoustic images were reconstructed at the wavelength of 800 nm, which allows 

detection of both oxygenated and deoxygenated blood. For imaging of the carotid artery, 

optoacoustic images were reconstructed at wavelengths of 850 nm to detect oxygenated 

blood and of 930 nm to detect lipid. 

Figure 7.6 shows that prior-integrated reconstruction improves the contrast of the radial 

artery deep in the distal forearm of a healthy volunteer as compared to the standard 

reconstruction. Figure 7.6(a) – 7.6(c) show the reconstruction results of the radial artery at 

3.5 mm, 7.4 mm and 11.6 mm depth, respectively, using the standard reconstruction. Figure 
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7.6(d) – 7.6(f) show the reconstructed images of the radial artery using the prior-integrated 

reconstruction at a depth of 3.5 mm, 7.4 mm and 11.6 mm, respectively. The zoomed-in 

images of the radial artery show that the prior-integrated method reconstructs the radial 

artery with much better contrast, which allows better visualization even when the radial 

artery is lying in deep tissue. 

 
Figure 7.6. Prior-integrated reconstruction improves the contrast of the radial artery (yellow 
arrow) deep in tissue. Standard reconstruction of the radial artery at 800 nm at depth (a) 3.5 mm, 
(b) 7.4 mm and (c) 11.6 mm. Prior-integrated reconstruction of the radial artery at 800 nm at 
depth (d) 3.5 mm, (e) 7.4 mm and (f) 11.6 mm. The scale bar is 1 cm. 

Figure 7.7 compares the performance of prior-integrated and standard reconstruction for 

reconstructing images of the carotid artery of an atherosclerosis patient and of a healthy 

individual. Figure 7.7(a) – 7.7(i) are the results of patient with proven carotid atherosclerosis. 

Figure 7.7(a) is the prior mask used for reconstructing the carotid at 850 nm. Figure 7.7(b) is 

the reconstructed optoacoustic image at 850 nm using the prior mask in panel 7.7(a). Figure 

7.7(c) is the reconstructed image at 850 nm using the standard reconstruction. Comparing 

Figure 7.7(b) and 7.7(c), it can be seen that the carotid is not visible against the background 

in the standard reconstruction, but it is visible in the prior-integrated reconstruction. Since 

the major absorber is hemoglobin (blood in the carotid) at 850 nm and lipid (contained in 

plaque) at 930 nm, the prior mask at 930 nm, corresponding to the plaque, is different from 

the prior mask of the carotid at 850 nm. Figure 7.7(d) – 7.7(f) show the reconstructed 

optoacoustic images at 930 \nm with prior-integrated reconstruction and standard 

reconstruction, respectively. With the standard reconstruction, the plaque in the carotid 

artery is not recognizable from the optoacoustic images, but with the prior-integrated 

reconstruction, the lesion is clearly detectable. Figure 7.7(g) is the co-registered ultrasound 

image from which the prior masks are segmented. Figure 7.7(h) is the overlay of US and the 

optoacoustic images of panel 7.7(b) and 7.7(e). Figure 7.7(i) is the overlay of the US and the 

optoacoustic images of panel 7.7(c) and 7.7(f). 
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Figure 7.7. Prior-integrated reconstruction improves the contrast of the carotid and the 
detectability of a plaque inside the carotid. The results of an atherosclerosis patient are shown in 
panels (a)-(i). (a) A prior mask for the carotid. (b-c) Reconstructed images at 850 nm using (b) 
prior-integrated and (c) standard reconstruction. (d) A prior mask for the lesion inside the carotid. 
(e-f) Reconstructed images at 930 nm using (e) prior-integrated and (f) standard reconstruction. 
(g) US image of the neck region. (h) Overlay of panels (b), (e) and (g). (i) Overlay of panels (c), (f) 
and (g). (j-r) The results of a healthy volunteer are shown in panel. (j) A prior mask of the carotid. 
(k-l) Reconstructed images at 850 nm using (k) prior-integrated and (l) standard reconstruction. 
(m) Prior mask of a nonexistent lesion inside the carotid. (n-o) Reconstructed images at 930 nm 
using (n) prior-integrated and (o) standard reconstruction. (p) US image of the neck region. (q) 
Overlay of panels (k), (n) and (p). (r) Overlay of panels (l), (o) and (p). The scale bar is 1 cm. The 
grey regions in the prior masks are the control for the true ROI in white. 

Figure 7.7(j) – 7.7(r) are the results of a healthy volunteer as the control. Figure 7.7(j) is the 

prior mask at 850 nm. Figure 7.7(k) – 7.7(l) are the reconstructed optoacoustic images at 850 

nm using the prior mask in panel 7.7(j) and the standard reconstruction, respectively. The 

carotid is well recovered by the prior-integrated method but only the upper boundary is 

visible with standard reconstruction. Figure 7.7(m) is a manually drawn prior mask including 

a non-existing lesion and used for the reconstruction at 930 nm to examine whether it 

introduces false positive or not. Figure 7.7(n) and 7.7(o) are the reconstructed optoacoustic 

images at 930nm with prior-integrated reconstruction and standard reconstruction, 

respectively. The two reconstruction methods gave similar images; the prior-integrated 

method did not introduce false positives. Figure 7.7(p) is the co-registered ultrasound image 

from which the prior mask in panel 7.7(j) is segmented. Figure 7.7(q) is the overlay of panel 
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7.7(p) and the optoacoustic images on panel 7.7(k) and 7.7(n). Figure 7.7(r) is the overlay of 

the 7.7(p) and the optoacoustic images of panel 7.7(l) and 7.7(o). 

A comparison of the results using prior-integrated and standard reconstruction shows that 

prior-integrated reconstruction is efficient in improving the contrast of the carotid and 

making the carotid visible directly from reconstructed optoacoustic images. The results 

obtained at 930 nm shows that the prior-integrated method increases the detectability of the 

plaque, which is not visible with standard reconstruction. At the same time, using priors does 

not introduce a false positive, such that no false lesion is detected in the healthy volunteer. 

Finally, Figure 7.8 shows the intensity analysis of the datasets presented in Figure 7.7 and 

extends the analysis to the full datasets of 10 datasets from patients and 6 datasets from 

healthy individuals. The y-axis is the intensity ratio of the target ROI and the reference ROI 

(white region to grey region in the prior masks in Figure 7.7). Figure 7.8(a) – 7.8(b) show that 

at 800 nm, both prior-integrated and standard reconstruction give a similar intensity ratio 

for patients and healthy volunteers. This is expected since the image intensity from the target 

ROI at 800 nm is mainly due to the blood in the carotid, and hence, there should be no 

significant difference between atherosclerotic patients and healthy volunteers. However, a 

significant intensity difference is expected at 930 nm, as lipids are the main absorbers at 930 

nm, and the patients with carotid artery disease frequently have atherosclerotic plaques that 

contain lipids, while the healthy volunteers do not. As expected, prior-integrated 

reconstruction shows a significant difference between the intensity ratios of patients and 
healthy volunteers [Figure 7.8(c)], while the standard reconstruction fails to show a clear 

difference [Figure 7.8(d)]. From Figure 7.8(c) and 7.8(d), we can see that there is a difference 

in the intensity ratio distribution depending on whether reconstruction incorporates US 

priors. These results suggest that such priors can improve optoacoustic image quality, and 

therefore clinical usefulness, in real clinical datasets. 

 
Figure 7.8. Statistical analysis of carotid images from atherosclerosis patients and healthy 
volunteers. (a-b) Intensity ratio of the reconstructed images at 800 nm using (a) prior-integrated 
or (b) standard reconstruction. (c-d) Intensity ratio of the reconstructed images at 930 nm using 
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(c) prior-integrated reconstruction and (d) standard reconstruction. ns: difference between two 
groups is not significant, p>0.05; **: difference between two groups is very significant, p<0.01. 

7.4 Discussion and outlook 

Simultaneous recording of co-registered ultrasound and optoacoustic images using a hybrid 

handheld system offers not only a comprehensive anatomical ultrasound-based validation of 

optoacoustic images, but also valuable prior information for improving optoacoustic 

reconstructions. Ultrasound priors can be efficiently incorporated into optoacoustic model-

based reconstruction by a regional Laplacian regularization method based on segmented 

ultrasound images. This prior-integrated reconstruction is shown to improve the 
optoacoustic image quality and the detectability of structures in deep tissue. 

In all clinical datasets and simulations that were considered, we found that the prior-

integrated reconstruction improves the optoacoustic image quality in terms of structural 

similarity, contrast, and detectability of certain ROIs. In particular, we demonstrate that the 

radial artery can be reconstructed with a sharp contrast even deep in tissue, and that 

functional features of plaques in the carotid of atherosclerosis patients can be extracted with 

prior-integrated reconstruction, which is not possible with the considered standard 

reconstruction. 

In addition, the regional Laplacian method is found to be an efficient way to at least partially 

compensate the information loss due to limited-view detection. For example, vertical 

structures with acoustic contrast can partially be recovered, which is known to be a major 

problem for limited-view geometry systems [154]. Thus, our approach can help complete 

boundaries in optoacoustic images even in the regions not fully covered by detectors. 

Similar regional Laplacian methods have been applied to integrate prior information in multi-

modal imaging in other fields [175-179]. While in these cases, priors are taken from a higher 

resolution modality and integrated into a lower resolution modality, we demonstrate for the 

first time that priors from one modality can improve the reconstruction in a second modality 

when the two modalities offer similar resolution, as is the case for OPUS systems. 

Previous studies integrating prior information did not examine how their method performed 

in the presence of specific, isolated factors that can affect reconstruction quality. Here we 

analyzed the influence of certain parameters during prior integration on the final 

reconstruction quality, we found that the segmentation accuracy of the prior masks and the 

regularization parameter have a strong influence on the reconstructed image quality. In 

addition, labelling unconnected regions as the same tissue type can introduce false positive 

to the results. In order to avoid this, the labelling of the prior mask is suggested to follow the 

connectivity of the regions, i.e. two unconnected regions should not be labelled a priori as the 

same tissue type. 

For further improvement of the proposed method, automatic segmentation of the prior mask 

could be considered. For example, superpixel segmentation might be an appropriate way to 

automatically segment the priors. Even though superpixels might oversegment the image, it 

is expected to find the relevant edges in the ultrasound image [180]. In general, automatic 

segmentation should avoid the bias introduced by manual segmentation. Also, automatic 
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selection of the regularization parameter should be considered, since using the L-curve is a 

time consuming method [181]. 

In summary, this chapter proposes a novel perspective to further enhance the capabilities of 

handheld OPUS imaging systems. It is shown that the use of ultrasound priors can facilitate 

optoacoustic image reconstruction. The developed prior-integrated method improves the 

quality of the reconstructed optoacoustic image and increases the detectability of deep-lying 

structures. The demonstrated improvements will allow more accurate image analysis in 

applications requiring high contrast deep in tissue, such as vascular imaging, and vascularity 

analysis of soft-tissue tumors. Moreover, by achieving higher contrast in the target ROIs, our 

method shows great potential for increasing the diagnostic information available to clinicians 

to support diagnosis, characterization and monitoring of disease and response to therapy. 

 





 

8.  Ultrasound SoS prior integrated optoacoustic reconstruction 

8.1  Motivation  

As being demonstrated in last chapter, in OPUS imaging, the structural information in 

ultrasound images can be integrated as prior into optoacoustic reconstruction to improve 

optoacoustic image quality, not just be used to provide basic anatomical orientation or post 

hoc validation to aid the interpretation of optoacoustic images. In addition to structural 

information, ultrasound images also carry information about the acoustic properties of the 

imaged sample, such as the SoS distribution which is one of the most important parameters 

for optoacoustic reconstruction and of particular importance in clinical imaging 

(demonstrated in Chapter 5). 

However, due to the simplicity of implementation using uniform SoS and the difficulty to 

derive the spatial-variant SoS distribution in imaged samples, most optoacoustic 

reconstruction algorithms assume uniform SoS in the imaged region [64] or inside the sample, 

i.e. dual-SoS model [102, 103, 182] along with straight ray propagation assumption, which is 

contrary to the acoustically inhomogeneous nature of tissue. When the real SoS distribution 

is heterogeneous and different from the above assumption, the discrepancies in SoS can lead 

to reduced image contrast and resolution, distortions in the reconstructed structures, and so 

reduce their clinical value. Therefore, the estimation of a close-to-reality SoS distribution 

should be pursued not only because it enables image correction, but also as a way of 

improving image accuracy which paves the way for quantitative OPUS imaging. 

In OPUS imaging, a common way to estimate the SoS distribution is using UTT [116, 118], 

which has previously been shown to allow accurate reconstruction of the SoS distribution in 

phantom studies [183-185] and ex vivo studies [183, 185]. In UTT, the acoustic properties of 
sample are estimated by sending a series of ultrasonic pulses through the sample and 

measuring the resulting wavefield with an array of ultrasound transducers on the opposite 

side of the ultrasound emitters. The calculation of the SoS is based mainly on the slowness 

(i.e. reciprocal of the SoS) [183] difference between with and without a sample in the imaged 

region. Although this severs well for the purpose of SoS estimation, it needs full-view data 

acquisition in transmission mode and not applicable to handheld OPUS systems which is 

working on reflection mode. A few methods have been developed to derive the SoS 

distribution with reflection-mode ultrasound imaging systems [186-189]. Depend on 

whether an extra reflector to mimic the UTT is needed or not, these methods can be classified 

into two categories. For the category which needs an extra reflector to enable full 

transmission and reflection of the ultrasound pulse from the emitters back to the receivers 

[189], it is not feasible in clinical imaging, because in clinical imaging, the ultrasound waves 

will be fully reflected by bones in human body. Besides, adding an extra reflector also loses 

the portability of handheld probes. For the other category, the slowness difference is 

extracted from the phases of the signals reflected by the reflectors inside the sample at 

different incident angles. Although this is an interesting perspective to derive the SoS 

distribution from reflection-mode ultrasound imaging, the reconstructed SoS distribution 
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suffers from low resolution and heavy artifacts [186]. Moreover, all above studies have been 

done using either phantom or small-animal data, no work has been done for clinical studies, 

in which the variation of SoS inside the sample is more significant. Therefore, we developed 

an iterative ultrasound-image-driven method to estimate the SoS distribution, which needs 

no extra UTT measurements or extra adaption to the handheld probe and is easily applicable 

for all handheld OPUS systems. 

In this chapter, a method to reconstruct SoS distribution in imaged samples from reflection-

mode ultrasound images using an iterative nonlinear optimization scheme is proposed and 

the proposed method is demonstrated with simulations, phantoms and clinical datasets from 

clinical OPUS system. Different from the conventional methods which are based on slowness 

difference, the proposed method derives the spatial-variant SoS distribution by modeling the 

ultrasound image as a function of SoS, which is based on the fact that the intensity of 

ultrasound images is the representation of acoustic impedance and encodes the SoS 

distribution of the imaged samples. In addition, bent ray propagation model based on fast 

marching method (FMM) is used to further improve optoacoustic image quality and accuracy. 

8.2  Ultrasound-image-driven SoS reconstruction  

Since the contrast mechanism of an ultrasound image is the change in acoustic impedance 

(which is the combination of the SoS and density) of different media encountered during 

sound wave propagation, the acoustic properties of the sample, such as the SoS distribution, 

is encoded in the intensity of ultrasound images and should be possible to be derived. 

 

Figure 8.1. Ultrasound-image-driven high-quality reconstruction scheme. OA - optoacoustic; US - 
ultrasound; SoS – Speed of Sound; ToF – Time of Flight. 

Figure 8.1 shows the workflow of the high-quality reconstruction framework which is built 

upon the proposed ultrasound-image-driven SoS reconstruction method. The workflow 
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comprises three modules.  In the first module, a multispectral optoacoustic image stack, its 

co-registered ultrasound image, and the ultrasound signals are used as the inputs of the 

proposed iterative ultrasound-image-driven SoS reconstruction to estimate the SoS 

distribution inside the imaged region. In the second module, with the spatial-variant SoS 

output from last module, a bent-ray propagation model is applied to calculate the ToF from 

each transducer element to all grid points in the full FOV of the transducer array. In the third 

module, optoacoustic signals and ultrasound signals are reconstructed using the ToF output 

from the second module with the reconstruction methods introduced in Chapter 2 and 6, 

respectively. Since the calculated ToF is based on close-to-reality SoS distribution and bent-

ray propagation model, the reconstructed optoacoustic and ultrasound images are of higher 

accuracy in terms of the dimension, location and shape of structures and better image quality 

than the ones reconstructed with uniform or dual SoS straight ray propagation models. 

8.2.1 Iterative ultrasound-image-driven SoS reconstruction 

Figure 8.2 shows the workflow of the proposed iterative ultrasound-image-driven SoS 

reconstruction method. In this method, we model the ultrasound image as a function of SoS 

and use model-based nonlinear optimization to reconstruct the SoS in the imaged sample. 

The inputs of the model-based SoS reconstruction are the raw ultrasound image and initial 

SoS guess, while the output is the estimated SoS distribution. According to a preset criterion, 

the calculated SoS is either forwarded to form a new ultrasound image for another iteration 

or output as the optimal estimation achieved. Since the model-based SoS reconstruction is a 

non-linear optimization process which requires a good initial guess, a data-driven clustering 

method is applied to segment different tissues and then assign the corresponding SoS values 

to them according to literature, which is used as initial guess to start the iterative process of 

deriving the SoS distribution based on ultrasound images. The three major steps highlighted 

in Figure 8.2, i.e. tissue segmentation based on data-driven clustering, the model-based SoS 

reconstruction, and bent-ray propagation are introduced in detail in the following sections. 

 

Figure 8.2. Framework of iterative US-image-driven SoS reconstruction. 
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8.2.2  Model-based SoS reconstruction 

For handheld ultrasound probes, the detected ultrasound signals are the reflected echoes of 

the emitted ultrasound wave from each transducer element, which means that the contrast 

of reconstructed ultrasound images are mainly affected by the reflectivity of the structures 

inside the imaged sample. Moreover, the reflectivity 𝑅 is the function of SoS and density as 

follows (only normal incidence is considered): 

𝑅(𝜌, 𝑐) = (
𝜌2𝑐2−𝜌1𝑐1

𝜌2𝑐2+𝜌1𝑐1
)

2
,  (8.1) 

where 𝜌 is the density and 𝑐 is the SoS of the medium, subscript 1 and 2 stand for two media 

beside an interface. The reflectivity in normal incidence stays the same whether the sound is 

travelling from medium 1 to medium 2 or vice versa. The production of density and SoS is 

termed as acoustic impedance of a material. From Equation 8.1, it can be seen that the 

proportion of energy reflected depends on the acoustic impedances of the two media beside 

an interface. The greater the difference is, the greater the fraction reflected is and the less the 

fraction transmitted is. According to the reported values of tissue density and SoS in literature 
[190], the density and SoS of most soft tissue types follow a linear relationship which can be 

modeled with linear regression. In this study, we use the density and SoS values of water, 

blood, fat, liver, kidney, brain, heart, muscle, skin reported in Ref. [190] for linear regression 

as following: 

 

Figure 8.3. Linear regression of tissue density and SoS. 

With the linearity between tissue density and SoS, Equation 8.1 can be simplified as a single 

variable equation: 

𝑅(𝑐) = [
0.68(𝑐2

2−𝑐1
2)−16.35(𝑐2−𝑐1)

0.68(𝑐2
2+𝑐1

2)−16.35(𝑐2+𝑐1)
]

2

. (8.2) 

The intensity of a raw ultrasound image reconstructed with the method introduced in 

Chapter 6 is mainly decided by the reflectivity of the tissue, acoustic attenuation during 

ultrasound wave propagation and limited-view detection, we assume that the ultrasound 

image intensity can be expressed as a function of SoS distribution and simulated as Figure 8.4 

shows. 
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Figure 8.4. Workflow of ultrasound image simulation. 

In order to model an ultrasound image as the function of the SoS and simulate ultrasound 

images using the workflow in Figure 8.4, the process from an ultrasound pulse being 

generated to an ultrasound image being formed in OPUS system should be recapped. When 

OPUS system works in ultrasound modality, an acoustic pulse is emitted from a known 

location outside the object. The acoustic wave travels through the object until being reflected 

by the acoustic reflectors. The resulting pressure wavefield is recorded by a collection of 

ultrasonic transducers surrounding the object. This process is repeated for several emitter 

locations corresponding to different views around the object. 

The initial excitation pulse generated by the emitter can be written as: 

𝑝𝑖𝑛𝑖𝑡(𝑡) = 𝑎(𝑡)𝑒𝑖2𝜋𝑓0𝑡, (8.3) 

where 𝑎  is the amplitude of the ultrasound pulse and 𝑓0  is the carrier frequency. The 

ultrasound wave travels through the FOV until being reflected by an acoustic reflector with 

reflectivity 𝑅 . The reflected ultrasound echo is written as 

𝑝(𝑡) = 𝑝𝑖𝑛𝑖𝑡(𝑡) ∙ 𝑅(𝒓), (8.4) 

where 𝒓 is the spatial location of the reflectors in the imaged region. After being reflected by 
reflectors, most of the sound waves travel back towards the ultrasound transducers. 

During ultrasound wave propagation in medium, the energy would loss due to viscosity, 

scattering and absorption of the medium, which causes frequency- and distance-dependent 

reduction of the amplitude of detected ultrasound signals. We model the amplitude reduction 

of the ultrasound wave with an exponential decay, which is most commonly used in reported 

studies [81]: 

𝑝(𝑡) = 𝑝𝑖𝑛𝑖𝑡(𝑡) ∙ 𝑅(𝒓) ∙ 𝑒−2|𝒓′−𝒓|𝛼0𝑓|𝑓|𝑛
,  (8.5) 

where 𝛼0𝑓 is a material-related acoustic attenuation coefficient, n is a real positive constant, 

𝑓 is the central frequency of the ultrasound wave and 𝑑 is the propagation distance of the 

acoustic wave. For water, 𝛼0𝑓 = 0.00217dB ⋅ MHz-1 ⋅ cm-1  and 𝑛 is 2; for tissues, 𝑛 is 1 and 

𝛼0𝑓 ≈ 0.5 dB ⋅ MHz-1 ⋅ cm-1 [82]. In the considered case (Acuity 256), the central 
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frequency/carrier frequency is 6 MHz and distance 𝑑 comprises 2 parts: couplant (4 cm) and 

the travelling distance inside sample. 

Since each transducer is focused and of limited-detection aperture, the detected ultrasound 

echo from the whole FOV is  

𝑝𝑑(𝑡) = ∫ [𝑝𝑖𝑛𝑖𝑡(𝑡) ∙ 𝑅(𝒓) ∙ 𝑒−2|𝒓′−𝒓|𝛼𝑓0]
Ω0

𝑑𝛺0/𝛺0, (8.6) 

where 𝑑𝛺0 stands for the detection aperture of the transducer and Ω0 = 4𝜋 for spherical and 

cylindrical geometry. In tomography, several detector elements at different spatial locations 

along the surface are used for detection, so 𝑑𝛺0/𝛺0  denotes the weighting factor of the 

contribution of one single detection element in each imaging event to the reconstructed 𝑝 at 

a point 𝒓′. 

Assume the excitation pulse is narrow band, last equation can be approximated as 

𝑝𝑑 = ∫ [𝐴 ∙ 𝑅(𝒓) ∙ 𝑒−2|𝒓′−𝒓|𝛼𝑓0]
Ω0

𝑑𝛺0/𝛺0. (8.7) 

where A is a constant. According to the working scheme shown in Figure 8.7(d), the intensity 

of reconstructed ultrasound images can be written as follows: 

𝐼(𝒓) = 𝑾(𝒓) ∙ 𝐴 ∙ 𝑹(𝒓) ∙ 𝑻(𝒓) ∙ 𝑒−2|𝒓′−𝒓|𝛼𝑓0 ∙ 𝜴𝒊(𝒓), (8.8) 

where N is the total number of the imaging events (N=256 in this study), 𝜴𝒊 is the weighting 

matrix of 𝑖 th imaging event which is decided by coverage angle, and 𝑾  is the weighting 

matrix created according to the norm direction of the structure in each grid (the detailed 

information about how to create these two matrixes is presented in Figure 8.5), and 𝑻(𝒓) is 

the accumulative transmission coefficient along the depth direction, i.e. 𝑻(𝒓) = ∫ (1 −
𝒓

𝒅𝒊

𝑹(𝒙))2 𝑑𝒙. 

Different from UTT, handheld probes have limited-view detection angles. Therefore, the 

possibility of a structure being successfully reconstructed in an image is not 100 percent any 

more. Instead, the possibility is decided by the coverage angle of detection at that location 

and the orientation of the structure. In order to simulate such limited-view effect, we 

introduce a weighting matrix 𝜴𝒊 to simulate the limited coverage angle of detection for each 

imaging event and 𝑾 to simulate the effect of structure orientation. 

According to the working scheme of ultrasound modality in OPUS system (shown in Figure 

8.7), each imaging event uses different transducer elements for detection, therefore 

generating different coverage angle for the same point in the space. Even in the same imaging 

event, the coverage angle of detection is different at different spatial location, which is shown 

in Figure 8.5(a). It can be seen that the coverage angle is a function of spatial locations. In 

order to take such effect into consideration, we assume that the possibility of a structure in 

location 𝒓′ to be fully recovered is 1, if the detection angle is 360 degree. Therefore, in the 

cases of limited-view detection, the probability of a structure to be detected is proportional 

to the coverage angle of that spatial point. For example, the detection elements from 𝒅𝒊 to 
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𝒅
𝒊+

𝑵

𝟐
−𝟏

 forms two different coverage angles 𝛼1 and 𝛼2 to the two points 𝒓𝟏 and 𝒓𝟐 in Figure 

8.5(a), which leads to two different weighting factors, i.e. 𝛺𝑖(𝒓𝟏) =
 𝛼1

360
 and 𝛺𝑖(𝒓𝟐) =

 𝛼2

360
. This 

weighting matrix is created one event by one event. For the effect introduced by the 

orientation of the structure, the maximum detection angle (i.e. the angle covered by all 

transducer elements) is considered. When the normal direction of the structure in 𝒓 falls into 

the maximum detection angle, 𝑊(𝒓) = 1, otherwise, 𝑊(𝒓) = 0, as Figure 8.5(b) shows. 

 

Figure 8.5. multispectral OA data-driven clustering to segment and identify different tissue types. 
(a) An OA image of the arm at 800 nm; (b) initial segmentation result of (a) with data-driven 
clustering method; (c) final segmentation results adapted from (b). 

Following Equation 8.8, a simulated ultrasound image can be formed for each pulsing event 

and 256 simulated images are formed at the end. Then Equation 6.7 is used to generate one 

final simulated ultrasound image 𝑰𝑠𝑖𝑚. 

The SoS distribution in the imaged region can be calculated using the least square 

optimization as:  

𝒄 = 𝑎𝑟𝑔 min
𝒄

(‖𝑰𝑢𝑠 − 𝑰𝑠𝑖𝑚‖2
2),  (8.9) 

where 𝑰𝑢𝑠  is a quantitative ultrasound image without any image postprocessing and 

reconstructed with the method introduced in Chapter 6. A quantitative ultrasound image is 

crucial to guarantee that Equation 8.9 can generate meaningful SoS distribution, therefore, if 

only a contrast-enhanced ultrasound image available, which is common in clinical ultrasound 

imaging, the post-processing should be undone before going for the optimization problem as 

Figure 8.2 shown. The optimization problem in Equation 8.9 is nonlinear and the optimal SoS 

distribution can be found with the nonlinear programming solver ‘fminunc’ in Matlab. In 

order to stabilize the solution and avoid the fluctuation introduced by noise, a penalty term 

is introduced to Equation 8.9 as: 

𝒄 = 𝑎𝑟𝑔 min
𝒄

(‖𝑰𝑢𝑠 − 𝑰𝑠𝑖𝑚(𝒄)‖2
2 + 𝜆‖𝑳𝒄‖2

2), (8.10) 

where 𝜆 is the regularization parameter and 𝑳 is the regularization matrix and designed to be 

a high-pass filter to enforce smoothness in this case. 𝑳 is a standard Laplacian operator (the 

same as the one used in Chapter 7). 
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8.2.3  Initial SoS guess – multispectral optoacoustic data-driven clustering 

The multispectral optoacoustic data-driven clustering method introduced in this subsection 

is developed by Jan Kukačka. 

Since nonlinear optimization converges to local minimum, a good initial guess is important 

for final solutions. In order to have a good initial guess about the SoS distribution in the 

imaged tissue sample, a reasonable way is to segment an ultrasound image into different 

tissue types and then assign corresponding SoS value from literature to each tissue type. 

However, even though the traditional image intensity-based segmentation methods might be 

able to segment an image into different tissue types, they cannot identify specifically the 

tissue type of each segmented region. In this case, multispectral optoacoustic imaging 

appears as a very promising solution, since it has multi-wavelength illumination and can 

recover the absorption spectrum of optical absorbers in the imaged sample. As each tissue 

type contains a characteristic optical absorber and can be distinguished from each other with 

their absorption spectra, optoacoustic spectra-based clustering can perform not only image 

segmentation but also identify the tissue type. Therefore, we develop a segmentation method 

which clusters the pixels in multispectral optoacoustic images into 𝐿 = 5 classes i.e. blood, 

fat, water, skin and other based on the optoacoustic spectra of each pixel. Since the spectral 

coloring corrupts the optoacoustic spectra along with imaging depth, we use a data-driven 

principal component analysis (PCA)-based method to get rid of effect from spectral coloring 

on the clustering accuracy as follows: 

• Prepare a training set 𝑇  which includes 𝑀multispectral optoacoustic image stacks 

and each image stack is of width 𝑤, height ℎ, and number of wavelengths 𝑘 , i.e. 𝑇 =

 {𝐼𝑖 ∈ ℝ𝑤×ℎ×𝑘|𝑖 ∈ [1, … , 𝑀]}; 

• Create a matrix 𝑃 of all pixels in 𝑇, 𝑃 ∈ ℝ𝑀×𝑤×ℎ×𝑘; 

• Extract the first 𝐷 = 4  principal components of 𝑃  with PCA to form a matrix 𝐴 ∈

ℝ𝑘×4 ; 

• Project 𝑃 on 𝐴, i.e. 𝑃𝑃𝐶𝐴 = 𝑃𝐴; 

• Manually assign one of the following labels: blood, fat, water, skin, and other to every 

pixel in matrix 𝑃𝑃𝐶𝐴; 

• Compute the mean and variance over all pixels assigned to the same label (except for 

‘other’). 

After the above training procedure is finished, a multispectral optoacoustic image stack is 
segmented to different tissue types using the probabilistic graphical mixture model in Figure 
8.6. We assume that the observed spectrum 𝒙𝑛 in each of the 𝑁 pixels depends on the tissue 
type 𝒛𝑛  that the pixel belongs to. Furthermore, to capture the large variability of spectra 
caused by light fluence variability in the tissue, we model each tissue component as a mixture 
of 𝐾 = 3 diagonal Gaussians and assume the pixel 𝑛 was generated from the mode 𝒔𝑛,𝑙. Our 

model is thus a mixture of Gaussian mixtures, with the joint probability distribution 
factorized as: 

𝑝(𝒙, 𝒛, 𝜽, 𝝅, 𝒔, 𝝆|𝜶, 𝜷, 𝜼) = 𝑝(𝒙|𝒛, 𝒔, 𝜽)𝑝(𝒛|𝝅)𝑝(𝝅|𝜶)𝑝(𝜽|𝜼)𝑝(𝒔|𝝆)𝑝(𝝆|𝜷), (8.10) 

where 𝜽 represents parameters of the individual Gaussian components, 𝝅 are the mixing 

coefficients of the tissue types, 𝝆 are the mixing coefficients of the mixtures representing the 

individual components, and 𝜶, 𝜷, and 𝜼 are hyperparameters whose values are set based on 
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the training procedure described above to represent the distribution of tissue types and the 

mean and variance of each component in each dimension. Specifically, 𝑝(𝒙𝒏|𝒛𝒏, 𝒔𝒏, 𝜽) =

∏ [∏ [∏ 𝒩(𝑥𝑛,𝑑|𝜃𝑘,𝑙,𝑑)𝐷
𝑑 ]

𝑠𝑛,𝑘,𝑙𝐾
𝑘 ]

𝑧𝑛,𝑙𝐿
𝑙 , where 𝑧𝑛 and 𝑠𝑛,𝑙  are random variables from categorical 

distributions, i.e. 𝒛𝑛 ∼ Cat(𝝅), 𝒔𝑛,𝑙 ∼ Cat(𝝆𝑙), 𝝅 and 𝝆𝑙  are random variables from Dirichlet 

distributions, i.e. 𝝅 ∼ Dir(𝜶), 𝝆𝑙 ∼ Dir(𝜷𝑙) , and 𝜃𝑘,𝑙,𝑑  is distributed as Normal-Inverse 

Gamma distribution, i.e. 𝜽𝑘,𝑙,𝑑 ∼ Normal − Inverse Gamma (𝜼𝑘,𝑙,𝑑). 

 

Figure 8.6. Schematic of the multispectral optoacoustic data-driven clustering method. 𝑁 is the 
number of pixels in the image, 𝐿 is the number of tissue types, 𝐾 is the number of subcomponents 
for each tissue type, and 𝐷 is the dimensionality of each pixel. 

In this study, 𝐿 is the number of tissue types (𝐿 = 5), 𝐾 is the number of subcomponents for 

each tissue type (𝐾 = 3), and 𝐷 is the dimensionality of each pixel (𝐷 = 4). To cluster the 

image, we need to evaluate the probability 𝑝(𝐳|𝒙, 𝜶, 𝜷, 𝜼). This quantity is not tractable, but 

since the model uses conjugate priors, we can use variational inference procedure to 

approximate it by a variational distribution 𝑞(𝒛) and use Monte Carlo sampling to get the 
distribution of tissue class membership for each pixel, using its mode as hard clustering [191]. 

8.2.4 Bent-ray propagation -- Fast Marching Method (FMM) 

According to Snell’s law, the acoustic rays bend when sound waves propagate from one 

medium to another with different sound speed. In other words, heterogeneous SoS 

distribution is always accompanied with refraction on the interfaces during wave 

propagation. For example, the propagation of ultrasound waves from muscle which is of SoS 

about 1570 m/s to subcutaneous fat which is of SoS 1450 m/s causes a refractive effect that 

significantly distorts the ultrasound ray direction and eventually causes spatial distortion 

and intensity artifacts in the resulting images if straight ray propagation model is used. 

Therefore, accompanied with the spatial-variant SoS distribution, bent ray propagation is 

necessary to achieve high-accuracy reconstruction. 

With the satisfaction to high-frequency assumption, the propagation of a sound wave can be 

expressed with Eikonal equation as [192]: 

|∇𝑇(𝒓)|2 =
1

𝑐2,  (8.11) 



86 Ultrasound SoS prior integrated optoacoustic reconstruction 

where 𝑇 is the arrival time of a wave front Г at a spatial location 𝒓, and the arrival time 𝑇 of 

the initial position of the wave front is set to 0, i.e. 𝑇(Г0) = 0. 

The solution of Equation 8.11 tracks the motion of a monotonically advancing wave front 

from sound source to detectors. Among all methods for solving Eikonal equation, the fast 

marching method (FMM) is computationally fast due to the fact that it combines entropy-

satisfying upwind schemes and a fast sorting technique to find the solution in one-pass 

algorithm [193, 194]. In order to reduce the computational complexity and increase the 

accuracy along diagonal directions of traditional FMM, we used a more advanced FMM named 

multi-stencils fast marching method (MSFMM) developed by M. Hassouna [193]. With this 

method, the traveling time of a wave front from the source to each point in space can be 

calculated.  

Considering the case of Acuity256, the image region is normally a 4 × 4 𝑐𝑚2 and centered in 

the focus region of transducer array. In order to calculate the ToF in the image region, the SoS 

from each grid point in that area to every transducer element need to be known. Since the 

SoS distribution output from model-based SoS reconstruction only covers the image region, 

we expand the 4 × 4 𝑐𝑚2-SoS distribution to the whole field which covers transducer array 

and image region (12 × 8 𝑐𝑚2) under the assumption that the space above the skin layer is 

the coupling medium (heavy water) and the area beneath the interface and outside the 

defined image region is of a constant SoS 1530 m/s. With the SoS distribution expanded to 

cover the whole field, MSFMM can be applied to calculate the ToF from each transducer 

element to every grid based on Equation 8.11.  

For each transducer element, one ToF map is calculated, which results in N different ToF 

maps in total (N equals to the number of transducer elements in the array, N=256 for 

Acuity256). After the ToF maps from all transducer elements to the grids in image region 

being calculated, the reconstruction of ultrasound images can be done following the steps 

introduced in Chapter 6. 

If the iteration number is no larger than the optimal setting, the ToFs are only applied to do 

ultrasound image reconstruction to update the 𝑰𝑢𝑠  in Equation 8.10 for next round of 

iteration. Using the residual between the simulated ultrasound image and the experimental 

ultrasound image as the criterion, the non-linear optimization framework shown in Figure 

8.2 is run with a few iterations (e.g. 10 iterations). 

The whole framework of ultrasound-image-driven high-quality reconstruction (shown in 

Figure 8.1) introduced in this chapter can be decomposed into a three-phase algorithm. In 

phase 1, the segmentation of tissues based multispectral optoacoustic images and the 

preparation of a quantitative ultrasound image are done; in phase 2, the spatial-variant SoS 

distribution is iteratively reconstructed based on a nonlinear optimization engine; and in 

phase 3, we use this optimal SoS distribution to guide the bent ray propagation for the 

reconstruction of optoacoustic and ultrasound images. Note that the image reconstruction is 

straightforward once accurate ToF maps are available to guide the back-projection of the data 

into the image region. The algorithm proceeds as follows: 

Table 8.1 Ultrasound-image-driven high-quality reconstruction algorithm 
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load a multispectral OA image stack and the corresponding co-registered US 
image; 

Phase1: initialization of the first iteration 

• segment the OA image with data-driven clustering; 
• assign SoS value from literature to each tissue type; 
• prepare the US image to be a quantitative raw image; 

Phase2: iterative SoS reconstruction 

o if 𝑖 ≤ 𝑜𝑝𝑡𝑖𝑚𝑎𝑙 𝑁_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛, loop 
• apply the nonlinear optimization (Equation8.10) to derive the SoS 

distribution in imaged region; 
• extend the SoS from image region to the whole field; 
• calculate the ToF from each grid to each transducer element with 

MSFMM; 
• back project the US signals according to the ToFs to form a new US 

image; 
• update the input US image in the nonlinear optimization; 
• update the initial guess of SoS distribution in the nonlinear 

optimization; 

Phase3: reconstruction with optimal SoS distribution 

o if 𝑖 > 𝑜𝑝𝑡𝑖𝑚𝑎𝑙 𝑁_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 
• back project the US signals according to the ToF of each transducer 

element; 
• back project the OA signals according to the ToF of each transducer 

element. 

8.2.5 Experimental settings 

To validate the simulation framework, we performed experiments with an agar phantom 

which includes a polyester tube of inner diameter 3mm. The focus of our validation is the 

intensity of major structures (i.e. surface of the phantom, upper and lower wall of the tube) 

in the simulated and experimental ultrasound images. 

In order to demonstrate the improvement introduced by the spatial-variant SoS and bent-ray 

propagation model, the reconstruction results using conventional single SoS, dual-SoS model 

(introduced in Chapter 5) are presented and compared. This part of demonstration has been 

enabled using numerical phantom and an experimental measurement from a volunteer. 

Procedures on human subjects were performed after obtaining their written informed 

consent. 

The healthy volunteer was imaged over the upper arm after obtaining the written informed 

consent. The scanning system was a hybrid handheld OPUS system (Acuity 256; iThera 

Medical GmbH, Munich, Germany) introduced in Chapter 4. Figure 8.7(a) shows the imaging 

probe of the system. When it works in optoacoustic mode, the laser beam is triggered to 
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illuminate the sample and collect optoacoustic signals as Figure 8.7(b) shows. After 

reconstruction, an optoacoustic image is formed (Figure 8.7(c)). For optoacoustic imaging, 

the sample is scanned from wavelength 700 nm to 970 nm with 10 nm interval. In this study, 

the ultrasound mode is following the work scheme shows in Figure 8.7(d). After the 

ultrasound pulse being generated, reflected and acquired (Figure 8.7(e)), an ultrasound 

image is formed (Figure 8.7(f)) which is co-registered with the optoacoustic image in panel 

8.7(c). 

 

Figure 8.7. Experimental hybrid OPUS system. (a) The imaging probe; (b) optoacoustic mode; (c) 
an example of optoacoustic image from OPUS system; (d) working scheme of ultrasound modality; 
(e) ultrasound mode; (f) an example of ultrasound image from OPUS system. 

8.3 Results 

In this section, the validation of the ultrasound simulation using an agar phantom is 

presented. Then the reconstruction results using single SoS, dual-SoS and spatial-variant SoS 

model are compared based on a numerical phantom mimicking the tissue and an 

experimental dataset from forearm. 
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8.3.1  Ultrasound image model validation 

 

Figure 8.8. Spatial-variant SoS and ToF calculation from image region to the whole field. (a) SoS 
output from nonlinear optimization in the image region; (b) expand the SoS in image region to 
whole field; (c) ToF of element #256 in whole field; (d) ToF of element #256 in image region. 

In order to validate the proposed ultrasound image simulation framework, an agar phantom 

with a tube insertion was imaged. Figure 8.8(a) presents the experimental ultrasound image 

which shows the surface of the phantom, the upper and lower walls of the tube. Due to the 

limited-view detection geometry, the boundary of the tube on the left and right is not visible 

in this image. Figure 8.8(b) is the initial SoS guess, i.e. the input of the simulation framework 

presented in Figure 8.4. The SoSs for the four different layers are 1397 m/s, 1430 m/s, 1340 

m/s, and 1480 m/s (corresponding to the SoS of heavy water, fat, polymer and water 

reported in [190, 195]). Because this phantom is made with artificial materials, whose 

density and SoS does not follow the linear regression shown in Equation 8.1, we assigned the 

corresponding density of the above mentioned four material reported in literature as 1110 

g/ cm3 , 1040 g/ cm3 , 1416 g/ cm3 , and 997g/ cm3  [190, 195]. Figure 8.8(d) shows the 

simulated ultrasound image using the framework presented in Figure 8.4. It can be seen that 

the three interfaces and the limited-view effect are successfully simulated. In order to check 

whether the simulation framework is capable to simulate the reflection and attenuation 

properly, the line profile of these three interfaces are plotted in Figure 8.8(e). The normalized 

intensity of those three interfaces from experimental and simulated ultrasound images are 

compared. From panel 8.8(d), we can see that the location and relative intensity of the three 

interfaces in simulated ultrasound image are similar to the ones in experimental images, 
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which indicts that out ultrasound image simulation scheme considered the reflection, 

attenuation and limited-view detection properly and is capable to generate close-to-reality 

ultrasound images. 

8.3.2 Reconstructed SoS in tissue 

 

Figure 8.9. Convergence of the framework shown in Figure 8.2. 

After the fidelity of the simulation scheme being demonstrated, we applied it to derive the 

spatial-variant SoS in the tissue measurement based on the iterative ultrasound-image-

driven SoS reconstruction scheme shown in Figure 8.2. Figure 8.9(a) shows the ultrasound 

image of the upper forearm region, which includes multiple tissue layers such as skin, fat, 

muscle and bone. Figure 8.9(b) is the corresponding optoacoustic image at 750 nm. For one 

scan, 28 multispectral optoacoustic images are acquired. Then using the data-driven 

clustering method, the image is segmented into five classes, i.e. coupling medium (heavy 

water), skin, fat, blood and background (muscle). We assign the corresponding SoS to 

different tissue types to form the initial guess of the SoS as panel 8.9(c) shows. After ten 

iterations, the reconstructed SoS image is output and presented in Figure 8.9(d). In order to 

study the convergency of the algorithm, the norm of the residual between simulated 

ultrasound image and experimental image are plotted along with the iteration number in 

Figure 8.9(e). It can be seen that the algorithm converges fast from the first iteration to the 
second iteration. Then the converge speed decreases time by time. In order to have a balance 

about computational speed and result accuracy, 5 iteration is set as criteria in Figure 8.2, i.e. 

when the iteration is larger than 5, the iterative reconstruction of SoS distribution in Figure 

8.2 stops and the derived SoS is output as the optimal SoS distribution for final optoacoustic 

and ultrasound image reconstruction. 

8.3.3 Image reconstruction results with spatial-variant SoS 

Using the criteria derived from last section, we use the derived spatial-variant SoS for image 

reconstruction. In order to demonstrate the improvement of image quality, the 

reconstruction results using spatial-variant SoS are showed and compared with the 



8 Ultrasound SoS prior integrated optoacoustic reconstruction 91 

reconstruction results using single SoS and dual-SoS models based on both simulations and 

experimental datasets. 

 

Figure 8.10. Reconstruction of phantom/simulations with dual-SoS and spatial-variant SoS model. 
(a) SoS distribution; (b) simulated US image; (c) ground truth of simulated optoacoustic image; 
(d) reconstruction with uniform-SoS; (e) reconstruction with spatial-variant-SoS. 

Figure 8.10 shows the reconstruction results of the numerical simulation. Figure 8.10(a) is 

the SoS image of the numerical phantom, which forms a simulated ultrasound image as panel 

8.10(b) shown. The simulated optoacoustic image (i.e. the ground truth of optoacoustic 

reconstruction) is presented in Figure 8.10(c) in which the skin, fat, muscle and blood vessels 

are simulated. Figure 8.10(d), 8.10(e) and 8.10(f) are the reconstructed optoacoustic images 

using single-SoS, dual-SoS and spatial-variant-SoS models, respectively. From panel 8.10(d), 

it can be seen that with single-SoS model, the superficial layers such as skin and fat layer are 

reconstructed successfully. But the blood vessels are deformed strongly, i.e. the deeper the 

blood vessel is, the stronger the deformation is. When dual-SoS model is used and the SoS 

mismatch between heavy water and tissue is considered, the deformation of blood vessels is 

largely reduced (as Figure 8.10(e) shown). However, when the imaging depth increases, 

strong deformation is still observed from panel 8.10(e). When the spatial-variant SoS close 

to reality is used, the blood vessels can be well reconstructed regardless of the depth as 

demonstrated in Figure 8.10(f). Although clear artifacts due to limited-view detection is still 

visible, the spatial-variant SoS model contributes to the best image quality among three 

reconstructions. 
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Figure 8.11. Reconstruction of an arm dataset with spatial-variant SoS and dual-SoS model. (a - 
b) Reconstructed US image with (a) dual-SoS model and (b) spatial-variant SoS model; (c) 
difference between (a) and (b); (d - e) Reconstructed OA image at 800 nm with (d) dual-SoS model 
and (e) spatial-variant SoS model; (f) difference between (d) and (e). 

In addition to the numerical phantom, we also used the spatial-variant SoS model to 

reconstruct experimental tissue data and compared with the other two methods. Figure 8.11 

shows the optoacoustic and ultrasound reconstruction results of the forearm. Figure 8.11 (a)- 

(c) are the reconstructed optoacoustic images using single-SoS, dual-SoS and spatial-variant 

SoS, respectively. Consistent with the numerical phantom’s results, the blood vessels beneath 

the fat layer (in the zoomed-in views) are suffering strong deformation in uniform SoS 

reconstruction. With dual-SoS model, the deformation of the blood vessels is reduced and 

contribute to much sharper image and even unfold a new structure which was not visible in 

panel 8.11(a) (marked with red arrow). But still beside the vessels, there exist smearing 

artifacts. With spatial-variant SoS model, the blood vessels are better converged and much 

sharper than in the other two images. In addition, the smearing artifacts is eliminated. 

The spatial-variant SoS reconstruction is helpful not only for optoacoustic images, but also 

for ultrasound images. Figure 8.11(d) – 8.11(f) are the reconstructed ultrasound images of 

the forearm using single-SoS, dual-SoS and spatial-variant SoS, respectively. In the zoomed-

in view, there exist multiple structures e.g. the nerves marked with yellow arrows. It can be 

seen that from uniform SoS to spatial-variant SoS, the boundary of the nerves is sharper and 

shaper. The same phenomenon is observed with other structures. Among the three images, 

spatial-variant SoS reconstruction contributes to the best contrast and sharpness. 

8.4 Discussion and conclusion 

This chapter presents a pilot study i.e. an ultrasound-image-driven high-quality 

reconstruction framework, which is mainly based on an iterative model-based SoS 

reconstruction algorithm and a new multispectral optoacoustic-data driven clustering 

method. Moreover, in this reconstruction framework, bent ray propagation model is used to 
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consider the acoustic refraction on the interfaces of different tissues. Thanks to the spatial-

variant SoS distribution and bent ray propagation model, the reconstructed images are of 

higher accuracy and better image quality for both optoacoustic and ultrasound images. 

The proposed ultrasound-image-driven high-quality reconstruction framework is of several 

advantages over conventional approaches. First, it enables to derive high-resolution SoS 

distribution from reflection mode ultrasound imaging and make it possible to derive the SoS 

distribution inside imaged sample without the UTT measurements. The derived SoS 

distribution contributes to a more accurate reconstruction compared with the one assuming 

a constant SoS for both optoacoustic and ultrasound modalities. Second, our proposed 

framework takes into account ray refraction by solving the Eikonal equation, minimizing the 

reconstruction artifacts due to straight ray assumption. The use of bent-ray propagation 

model is more accurate than straight rays. This contributes to superior image quality 

compared with using straight rays as being demonstrated in simulation results in Figure 8.9 

and experimental results in the forearm dataset (Figure 8.10).  

The reconstruction of SoS distribution inside the tissue requires a quantitative ultrasound 

image whose intensity can be modeled by the acoustic reflectivity and attenuation. For 

commercial ultrasound systems, the generated ultrasound images have been applied signal 

processing e.g. time-gain amplification and post-processing, which makes the intensity values 

of an ultrasound image lose the quantitative meaning and can only be used for morphological 

interpretation. However, with the customized OPUS system introduced in Chapter 4 and the 
corresponding reconstruction method introduced in Chapter 6, the ultrasound images are 

quantitative and the intensity values can be fairly modeled by the acoustic reflectivity, 

attenuation and limited-view detection. In the cases where raw ultrasound images are not 

available, we need to either undo all processing or same processing procedures need to be 

simulated into the simulation model. 

For the ToF calculation using MSFMM in this study, we set the distance between two grids 

the same as the image resolution of the ultrasound, but this is not necessary. If readers want 

to speed up the computation, coarser grid spacing is applicable. For example, the grid spacing 

in MSFMM can be 400 µm, i.e. 4 times coarser than image resolution in our case, and bicubic 

interpolation to obtain the ToF values at off grid points can generate similar results. 

As a proof-of-concept study, our approach has some limitations. First, the imaging model 

employed simulate 2D imaging plane, while the 3D acoustic propagation occurs 

experimentally. Second, the same as most nonlinear optimization algorithms, our approach 

depends on the initial guess of SoS. A fair initial guess can lead to realistic estimation of the 

spatial-variant SoS distribution, meanwhile, a bad initial guess can trap the solution to the 

local minimum and diverse from the optimal solution. Third, the method involves some 

computational cost especially when the number of pixels is large. At the same time, in order 

to find an optimal solution, multiple outer iterations are necessary. Further optimization of 

the stopping criteria could help reduce the computational cost.  

Most optoacoustic studies and reconstruction algorithms are based on the assumption of 

tissue homogeneity which justifies the use of a single SoS value and straight ray propagation 

for the region of interest. We have demonstrated numerically and experimentally that such 

an assumption in the presence of SoS heterogeneities leads to inaccurate reconstruction of 
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both optoacoustic and ultrasound images. We have also demonstrated that the ultrasound-

image-driven SoS reconstruction can derive high resolution SoS and contribute to better 

optoacoustic and ultrasound image quality. The iterative reconstruction algorithm for 

retrieving SoS images, using the Eikonal equation to model refractive effects in the forward 

projection, yields accurate SoS images in the OPUS imaging. This approach shows the 

potential in obtaining high quality optoacoustic images. In addition to improving image 

quality in optoacoustics, knowledge of the spatial distribution of SoS can also potentially 

improve diagnostic value of clinical optoacoustic imaging.  

 

 



 

9.  Conclusion and outlook 

In order to further improve the value of MSOT imaging, especially in clinical studies, three 

parts of work were done and presented in this dissertation. In the first part, as the 

preparation, the imaging chain of preclinical MSOT imaging was studied and a synthetic data 

framework was developed for better experimental designs. Based on the understanding 

gained from this study, the rest of dissertation extended the scope to clinical MSOT imaging, 

especially clinical hybrid MSOT and ultrasound imaging. In the second part, the image 

reconstruction of single-mode MSOT and ultrasound was developed and optimized 

separately. In the third part, the issue that how to optimize the value of such hybrid 

information was addressed. The ultrasound images were used as priors for optoacoustic 

image reconstruction, which was demonstrated to improve optoacoustic image quality, 

therefore, hopefully increase the clinical value of MSOT imaging. 

In Chapter 2, readers were familiarized with the technical background of optoacoustic image 

reconstruction, including the wave equation, back-projection algorithm, and model-based 

reconstruction scheme. Besides, an analysis technique namely spectral unmixing was 

introduced, since it can largely increase the sensitivity of optoacoustic imaging and empower 

MSOT imaging. 

In Chapter 3, the imaging chain of preclinical MSOT imaging, i.e. the formation of optoacoustic 

signal from an optical absorber to an electrical signal, was studied. Based on that, the 

optoacoustic signal from an absorber was successfully simulated, which enabled the 

development of the SDF. The SDF was demonstrated to generate realistic synthetic MSOT 

images which mimicked the experimental MSOT images in small animal studies with the 

application of extrinsic contrast agents. The simulated synthetic images are of comparable 

image intensity and molecular sensitivity to the experimental MSOT images, which validates 

the fidelity of the SDF simulator. The development of the SDF enables the molecular 

sensitivity studies of varied contrast agents without extensive animal studies. Moreover, the 

optoacoustic signal simulator in the SDF allows the analysis of the influence of each variable 

in the imaging chain on the optoacoustic image quality, such as the EIR, SIR and 

reconstruction algorithm and so on, which played an important role in the following research 

of improving clinical optoacoustic image quality. 

In Chapter 4, the essential changes in hardware design (i.e. limited-view illumination and 

detection) for the portability of clinical MSOT and the corresponding challenges were 

introduced. Besides, the working protocol of a handheld hybrid MSOT and ultrasound system 

(i.e. OPUS) was indicted in detail to prepare the reader for the following two chapters, which 

are the reconstruction of optoacoustic and ultrasound reconstruction in OPUS imaging, 

respectively. 

In Chapter 5, a dual-SoS optoacoustic reconstruction model was developed to take into 

account the SoS mismatch between coupling media (e.g. heavy water) and imaged sample (e.g. 

tissue). In clinical studies, some optical absorbers whose spectral signature is after 900 nm 
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(e.g. lipid) are of special clinical values for disease diagnosis. In order to enable the 

corresponding studies, some special coupling media such as heavy water is used to replace 

water or ultrasound gel as coupling medium used in preclinical studies to avoid the strong 

light absorption from water. But this introduces the SoS mismatch issues which fails the 

standard reconstruction algorithm with uniform SoS assumption. Therefore, a dual-SoS 

model was developed to optimize the optoacoustic image quality for standalone clinical 

MSOT imaging. With phantom and tissue data, the dual-SoS model was demonstrated to 

contribute to better optoacoustic image quality by largely reducing the spectral smearing 

artifacts and recovering the structures with more accurate shape. 

In Chapter 6, three different signal processing methods, ultrasound image reconstruction, 

and three image Z-projection strategies were developed for the customized OPUS system. 

Moreover, in order to optimize the efficiency of imaging in both time and computational cost, 

some variations of defaulted synthetic aperture and their corresponding reconstruction 

results and efficiency improvements were studied and analyzed. According to the phantom 

and tissue datasets, spiking deconvolution and “AIP + MIP” contribute to the best ultrasound 

image quality  

In Chapter 7, a new method to incorporate ultrasound information into optoacoustic 

reconstruction to reduce the limited-view artifacts and improve contrast of clinical 

optoacoustic images was developed. After the work presented in last two chapters being done, 

well co-registered optoacoustic and ultrasound images are accessible from each scan 
performed with hybrid OPUS systems. The structural information from ultrasound images 

was utilized to guide regional Laplacian regularization-based reconstruction of optoacoustic 

images. Using phantoms and data from OPUS scans of human radial and carotid arteries, it 

shows that ultrasound-driven optoacoustic inversion reduces limited-view artifacts and 

improves image contrast. The approach is shown to detect deep-seated blood vessels and to 

offer unique insights into atherosclerotic carotid plaques in humans, potentially paving the 

way for new abilities in vascular imaging and more generally in optoacoustic imaging. 

In Chapter 8, another new method to incorporate ultrasound information and optoacoustic 

information available in hybrid OPUS system was developed. Comparing to the work in last 

chapter, instead of the structural information, the functional parameters in ultrasound 

images i.e. the SoS distribution was derived using an iterative nonlinear model-based method 

with the help of the spectral information offered by optoacoustic images. Based on the 

derived spatial-variant SoS distribution, FMM was used to consider the diffraction happening 

on the interfaces of different layers of different acoustic properties. The reconstruction 

results with this new model were compared to the results of single-SoS and dual-SoS model 

to demonstrate the improvement in accuracy. 

Outlook 

However, the development of clinical MSOT imaging is still far from ideal, given the numerous 

medical needs [196]. For example, for precise assessment of the plaque vulnerability, deeper 

penetration with higher signal-to-noise ratio signals is needed [196], especially for the 

deeper-seated internal carotid arteries which are more likely to cause strokes by carotid 

stenosis or thrombosis [196-198]. Thus, fundamental improvement in sensitivity of the 

ultrasound transducers and further improvement in image quality enabled by better signal 
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preprocessing or by incorporation of ultrasonographic priors to optoacoustic reconstruction 

will empower macroscopic optoacoustic imaging with deeper penetration and better 

image/spectral quality than the current state of the art. 

Further improvement of the detection sensitivity and the concomitant increase in 

penetration depth of optoacoustic imaging devices can provide a long-awaited tool for 

addressing clinical needs for on-site real-time assessment of disease state or treatment 

efficacy especially in early stages [196]. Such an ultra-sensitive/deep optoacoustic imaging 

technique would enable novel theranostic approaches with earlier detection, diagnosis and 

treatment monitoring, also facilitating for example patient stratification in the era of 

personalized precision medicine [199]. Towards deeper penetration than just the dermis 

[200, 201], a more sensitive detection of the dimmed optoacoustic signal induced by low light 

fluence in deep tissue is of key importance [202-204]. However, simply tuning up laser 

energy is not an option as higher light fluence may damage the tissue. Therefore, the 

alternative would be to use ultrasound transducers of higher sensitivity. Given the radiation 

safety limit, the higher the detection sensitivity of the employed transducer/sensor the 

deeper the penetration capability of the optoacoustic device. 

Ultrasound transducer convert mechanical waves into electrical signals based on the 

piezoelectric effect, and vice versa, which are widely used in most medical echography 

devices and adopted in sensors for optoacoustic signal detection. Given optimal optoacoustic 

signal generation using pulsed lasers, the detection sensitivity and bandwidth of ultrasound 
sensors determine the performance of any optoacoustic imaging system in an imaging 

application [205]. Transducer sensitivity is proportional to the piezoelectric coefficient, 

proportional to the square root of element area, speed of sound, dielectric constant and the 

electric capacity, and inversely proportional to the square root of ambient temperature, 

acoustic impedance and detection bandwidth [205-207]. Therefore, to maximize the area of 

transducer under the limitation of system integration requirements will increase the 

detection sensitivity of optoacoustic imaging. Besides, using active material with a high 

piezoelectric / electromechanical coupling coefficient [205, 208, 209] or with a high speed of 

sound as well as using optimal production techniques [210, 211] to match acoustic 

impedance of transducer to the impedance of coupling medium will also improve the 

detection sensitivity of ultrasound sensors at a given bandwidth for optoacoustic detection. 

Another way to improve the sensitivity of a given sensor is to integrate an on-chip amplifier 

and an electrical impedance matching circuit before coupling the captured signal along 

transmission line [212-216]. 

Along with the improvement in optoacoustic signal SNR enabled by high-sensitivity 

ultrasound transducer, better signal preprocessing methods should be applied to 

optoacoustic signals before image reconstruction. Nowadays, band-pass filter is usually used 

for preprocessing the optoacoustic signal according to the detection bandwidth of the 

ultrasound transducer. However, in order to improve the chances of recovering low-intensity 

information which would be lost in the reconstruction process, more advanced signal 

processing methods which can increase the SNR of signal should be applied. For example, 

matched filter is widely used in radar [217], ultrasound [218] and even frequency-domain 

optoacoustic imaging [219], which is of the ability to differentiate signal from noise by 

selecting signals consistent with the known excitation characteristics even with low SNR. 
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Besides improving the SNR with better sensors or signal preprocessing methods, the 

limitations related to limited-view geometry should be further addressed, since limited-view 

is inevitable for handheld probes. Our studies in Chapter7 and Chapter 8 have demonstrated 

that incorporating the structural and SoS information acquired from ultrasound images as 

priors into optoacoustic image reconstruction improves the image quality of optoacoustic 

images. In addition, a study has shown that the missing data from the missing detector 

elements can be estimated and compensated with a Gerchberg–Papoulis extrapolation-based 

method [220]. Deep learning has also been demonstrated to be potential to compensate the 

limited- view issue. Therefore, in the future, using machine learning to recover the missing 

information on the limited-view ultrasound image based on a training dataset of USCT images 

and ultrasound images from handheld probes, and then compensating for the missing 

information in limited-view optoacoustic images based on its corresponding co-registered 

ultrasound image might be a solution for the limited-view issue. 
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