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a b s t r a c t 

In this study, a species-clustered integrator for chemical kinetics with large detailed mechanisms based 

on operator-splitting is presented. The ordinary differential equation (ODE) system of large-scale chemical 

kinetics is split into clusters of species by using graph partition methods which have been intensely stud- 

ied in areas of model reduction, parameterization and coarse-graining, e.g., diffusion maps based on the 

concept of Markov random walk. The definition of the weight (similarity) matrix is application-dependent 

and follows from chemical kinetics. Each species cluster is integrated by the variable-coefficient ODE 

solver VODE. The theoretically expected speedup in computational efficiency is reproduced by numerical 

experiments on three zero-dimensional (0D) auto-ignition problems, considering detailed hydrocarbon/air 

combustion mechanisms at varying scales, from 53 species with 325 reactions of methane to 2115 species 

with 8157 reactions of n-hexadecane. Optimal clustering weighing both prediction accuracy (for ignition 

delay and equilibrium temperature) and computational efficiency is implied with the clustering number 

N = 2 for the 53-species methane mechanism, N = 4 for the 561-species n-heptane mechanism and N = 8 

for the 2115-species n-hexadecane mechanism. 

© 2019 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute. 

This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Gasoline, diesel and jet fuels, particularly those derived from

etroleum sources, are composed of hundreds of components [1] .

s the number of hydrocarbon species grows, so does the di-

ensionality of kinetic mechanism to model hydrocarbon oxida-

ion. For example, the detailed mechanism for methyl decanoate, a

iomass fuel surrogate, consists of 3036 species and 8555 reactions

2,3] . For the accurate prediction of combustion processes such as

gnition, extinction and flame propagation, the efficient solution of

arge-scale detailed chemical kinetics is a key [4] , limited, however,

y the current computing power. The above-mentioned mechanism

s time consuming even for 0D simulations [3] , no matter whether

sing explicit or implicit solvers. This limitation therefore moti-

ates to the development of mechanism reduction methods, e.g.,

irected relation graph (DRG) based methods [5–8] , etc. 

Moreover, numerical stiffness due to large differences of reac-

ion timescales exists, so that the high-cost implicit ODE solvers,

.g., VODE [9] and DASAC [10] , requires robust use of reasonably

arge timesteps [4] . Since Jacobian evaluation and factorization in
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mplicit solvers dominate the computational cost for compressible

nd reactive CFD [11] , the CPU time scales with the number of

pecies in the mechanism as O(N 

2 ) to O(N 

3 ) with dense matrix

perations [12,13] . 

For general multi-dimensional reactive flows, operator splitting

as been widely used to separate chemistry integration from that

f transport processes to reduce computational efforts [14–18] . Xu

t al. [4] and Gao et al. [19] adaptively separate the dynamic sys-

em into a fast operator including only fast reactions and a slow

perator including slow reactions and the transport process, with

ach part being imposed of an implicit solver and a more effi-

ient explicit solver, respectively. For the chemical dynamics only,

guyen et al. [20] aiming at preserving mass conservation and

ositivity solves each chemical reaction after splitting the multi-

eaction system into decoupled processes. Pan et al. [21] introduce

he graph/network partition into large-scale stochastic and mass

oncentration based chemical networks. 

The quadric/cubic scaling of CPU time to mechanism size us-

ng implicit ODE solvers implies that the computational cost of

olving a sequence of smaller subsystems ought to be much less

han that of solving the entire system in one step. Therefore, un-

ike the above use of operator splitting in decoupling two or more

hysical processes, we start with splitting the large-scale chemical

inetics in terms of the involved species. Once the participating
stitute. This is an open access article under the CC BY license. 
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species of the large mechanism have been clustered into subsets

of a smaller and equal size, an implicit solver can be applied to

each group with significantly reduced matrix dimension. To mini-

mize the splitting error, diffusion maps [22–24] are utilized to ana-

lyze the pairwise interaction relations of species by constructing a

weight or similarity matrix of chemical kinetics, such that strongly

interacting and mutually dependent species can be clustered into

the same group. To partition the species into equal clusters, a bal-

anced k-means algorithm [25] is employed. 

The paper is organized as follows. In Section 2 , we introduce

the ODE system of chemical kinetics and formulate the species-

clustered solver illustrated by a simple model example. Results

from the proposed method for three detailed mechanisms in vary-

ing scales are presented and discussed in Section 3 , considering the

0D auto-ignition problem at constant-volume and adiabatic condi-

tions. Conclusions are drawn in Section 4 . 

2. Methodology 

2.1. Operator splitting by species for chemical kinetics 

The ODE system for chemical kinetics under adiabatic and

constant-volume conditions can be expressed as 

d y i 
d t 

= 

˙ ω i 

ρ
, i = 1 , . . . , N s , (1)

where y i and ˙ w i denote the mass fraction and the total produc-

tion rate of species i , respectively, in a mechanism consisting of N s 

species and N r reactions. Each reaction can be written as 

N s ∑ 

i =1 

ν f 
ji 
X i ⇐⇒ 

N s ∑ 

i =1 

νb 
ji X i , j = 1 , . . . , N r , (2)

where ν f 
ji 

and νb 
ji 

are the stoichiometric coefficients of species i

appearing as a reactant and as a product in reaction j . The total

production rate of species i in Eq. (1) is the sum of the production

rate from each single elementary reaction 

˙ ω i = W i 

N r ∑ 

j=1 

(νb 
ji − ν f 

ji 
) 

[ 

k f 
j 

N s ∏ 

l=1 

[ 
ρl 

W l 

] ν f 

jl − k b j 

N s ∏ 

l=1 

[ 
ρl 

W l 

] νb 
jl 

] 

, (3)

with k 
f 
j 

and k b 
j 

denoting the forward and backward reaction rates

of each chemical reaction, and W i being the molecular weight of

the i th species and the partial density ρl = y l ρ . With fixed total

density and constant specific internal energy, the equation of state

(EoS) for an ideal gas mixture can be used to determine the evolu-

tion of mixture temperature and thus to close the system. 

The solution vector � = { y 1 , . . . , y N s } T at time level n is inte-

grated through the above ODE system for one timestep of �t with

the implicit solver VODE [9] to obtain 

�n +1 = R �t (�
n ) . (4)

The operator R represents the time integration by VODE. Upon op-

erator splitting by species, we obtain 

�n +1 = R �t (�
n 
1 ) ◦ R �t (�

n 
2 ) · · · ◦ R �t (�

n 
N ) , (5)

corresponding to the Lie–Trotter splitting scheme [26] , where �k 

denotes the mass fractions of the species clustered in subset S k out

of N subsets in total. Clustering of species in each subset obeys 

� = { �1 , . . . , �N } T , 
S = ∪ 

N 
k =1 S k , S i ∩ S j = ∅ if i 	 = j. 

(6)

Each subset of species cluster should have no overlap with oth-

ers, and an almost equal number of species in each subset is as-

sumed varying by at most one species, which requests a balanced

partition/clustering algorithm [25] . The extension to higher-order
plitting of Strang [27] is straightforward but inevitably more time

onsuming. Recalling that the scaling of computational cost to the

umber of species or the size of the kinetic mechanism involved

sing an implicit solver such as VODE is [4] 

t CPU ∼ O 

(
N 

2 
s 

)
to O 

(
N 

3 
s 

)
, (7)

he total cost after species splitting can be reduced to 

t 
′ 
CPU ∼ O 

(
N 

2 
s 

N 

)
to O 

(
N 

3 
s 

N 

2 

)
, (8)

ssuming equal computational consumption for each subsystem af-

er species-splitting. A large mechanism consisting of ten thousand

pecies, e.g., split the system into ten clusters with the Lie–Trotter

cheme, results in a computational speedup of ten to a hundred

imes, without the need for additional sparse matrix techniques

12,13,28] . 

The essence of operator splitting by species for chemical ki-

etics lies in clustering species into subsets, each corresponding

o a sub-ODE-system to be integrated by VODE or other implicit

olvers. The merits of operator splitting by species are improved

peedup of computational efficiency without changing the implicit

olver, fast convergence and numerical stability [21] . 

.2. Graph-based species clustering 

A chemical reaction system with multiple species and reactions

an be translated to a bi-partite graph [29] , in which two sets of

odes represent the chemical species and reactions. Herein, we

imply consider a finite graph consisting of the chemical species

nly and the non-linear coupling between pairs of species through

eactions is abstracted as undirected edges linking every two nodes

f species. For the sake of illustration, we consider N s = 6 six

pecies, { A, B, C, D, E, F }, and six first-order one-way reactions, i.e.

A 

k 1 −→ C, B 

k 2 −→ C, C 
k 3 −→ B, 

D 

k 4 −→ C, E 
k 5 −→ D, F 

k 6 −→ D, 

(9)

here k 1 , . . . , k 6 are constant reaction rates. The exact solution for

his problem can be easily obtained using symbolic computations

f MATLAB 

® [30] . 

First we construct the graph of species, Fig. A.1 (a). We may have

wo different clusterings I and II with two subsets ( N = 2 ). Clus-

ering I in Fig. A.1 (b) is obtained by cutting off the link between

pecies C and D . The strong couplings within clusters { A, B, C } and

 D, E, F } are preserved. Upon clustering loosely coupled { A, E, F }

ogether and leave the rest to compose the other cluster, we ob-

ain Clustering II. The distance in the graph between ( A, E ) or ( A,

 ) is remote as they are separated by two other species. The dif-

erence of the two clusterings also reflects in the rearranged Jaco-

ian matrices by the order of splitting and clustering as shown in

ig. A.1 (c) and (d). We can see that for Clustering I, when solving

he cluster of { A, B, C } first, only the effect of species D is con-

idered as constant since k 4 is not within the sub-Jacobian matrix.

hen solving the other cluster { D, E, F } subsequently, species A, B

nd C have no effect due to the corresponding zero entries. In to-

al, the splitting error is attributed to only one element in the Jaco-

ian, i.e. the k 4 block (red color) in Fig. A.1 (c). For Clustering II, the

olution of the first cluster { A, E, F } introduces no splitting error,

hereas errors will occur when solving the cluster { B, C, D }, due

o first-order approximation of k 1 y A for the production of species

 and k 5 y E + k 6 y F for the production of species D . 

Numerical tests, in Fig. A.2 , show that Clustering I agrees quite

ell with the exact solution, while Clustering II underestimates

oth the mass fractions of species C and D . This observation is in

greement with the previous discussion about operator splitting. 

Given a prescribed number of clusters N , there are many pos-

ible clustering combinations. One simple strategy is to cluster the
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Fig. A.1. Reaction system example for species clustering. (a) Each node represents one species in { A, B, C, D, E, F }, and the edge, e.g., e ( A, C ), indicates that linked two species 

participate in at least one reaction as reactant or product; (b) two equal-sized clusterings are easily obtained as ({ A, B, C }, { D, E, F }) and ({ A, E, F }, { B, C, D }) by cutting off

corresponding edges; (c) rearranged Jacobian matrix in the order of Clustering I; (d) rearranged Jacobian matrix in the order of Clustering II. 
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pecies according to species indices appearing in the mechanism.

nother very promising strategy is to cluster all ‘close’ nodes in the

raph into a subset, corresponding to having species with strong

nteractions in the same cluster. In this paper, we introduce dif-

usion maps [22–24] as a non-linear technique for dimensionality

eduction, data set parameterization and clustering, to serve the

urpose. 

Let G = (�, W ) be a finite graph of n nodes, where the weight

atrix W = { w (x, y ) } x,y ∈ � is symmetric and component-wise pos-

tive [23] . The definition of weight matrix needs to reflect the de-

ree of affinity of nodes x and y . Diffusion maps start with a user-

efined weight matrix and utilize the idea of Markov random walk

o describe the connectivity of nodes through a diffusion process.

or technical details of diffusion maps, we refer to [22–24] . 

For the above reaction system, we define, with the help of

pecies graph in Fig. A.1 (a), the weight matrix W by 

w (x, y ) = 

{
max (k j ) , if x and y both participate in reaction j, 
ε, otherwise , 

(10) 

here ε takes a small positive value to avoid zero entries, e.g., ε =
0 −12 . The diagonal elements in the weight matrix, w ( x, x ), can be

efined as 

w (x, x ) = max (w (x, y ) y 	 = x ) . (11) 

n combination with the reaction rates given in Fig. A.2 , the weight

atrix obtained by the above definition is shown in Fig. A.3 . Using
iffusion maps to analyze the graph based on our defined weight

atrix, we can project the set of species into a diffusion space

ith at most n dimensions, where the pairwise distance reveals

he connectivity between two species. In Fig. A.3 , it is shown that

he species are projected onto a x 1 x 2 plane using the first two

imensions of the diffusion space. We can see that species A, B

nd C almost collapse into one point and locations of species D,

 and F in the x 1 direction (which is also the first and domi-

ant dimension) are also very close to each other. Their coordi-

ates in the second dimension separate the three species. How-

ver, the centroids of subset { A, B, C } and subset { D, E, F } are

ar from each other. Accordingly, a straightforward clustering us-

ng the k-means algorithm (setting k ≡ N = 2 ) can be easily ob-

ained, i.e. ({ A, B, C }, { D, E, F }). This clustering from diffusion maps

s the same as the previous Clustering I, indicating that it is the

ptimal case of two clusters for the reaction system above with

inimum splitting errors. In Fig. A.2 , we can also observe that ex-

ct mass conservation is violated by operator splitting with first-

rder convergence rate using the Lie–Trotter scheme. However,

he optimal Clustering I has a significantly lower mass conserva-

ion error than Clustering II. An additional treatment for the cor-

ection of mass-conservation errors as in [11] can be applied. In

his illustrative example, it should be noted that the underlying

act of k 4 = 1 being quite small benefits Clustering I through the

eight matrix W in Eq. (10) . If k 4 becomes larger, both the previ-

us manual clustering and the current diffusion maps based clus-

ering would be different, with the coupling between species C
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Fig. A.2. Numerical integration results with two clusterings by Lie–Trotter and Strang splittings, compared with the exact solution. Reaction rates are k 1 = 1 , k 2 = 10 , k 3 = 

100 , k 4 = 1 , k 5 = 10 , k 6 = 20 , and the initial condition is y A = 0 . 6 , y E = 0 . 2 , y F = 0 . 2 with zero mass fractions of B, C, D . The base timestep size is �t = 0 . 02 . 

Fig. A.3. Weight matrix of diffusion maps for the reaction system (left); embedding and clustering of species in 2D diffusion space (right). 
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Fig. A.4. Calculated temperature and mass fraction histories for methane/air ignition delay problem in two initial conditions: left column (Case 1) and right column 

(Case 2). 
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Table 1 

Numbers of species and reactions in detailed 

mechanisms. 

No. of species No. of reactions 

CH 4 53 325 

n-C 7 H 16 561 2539 

n-C 16 H 34 2115 8157 

a

f  

o

3

 

d  

M  

(  

(  

a  

r  

i  

u  

c

nd D to be preserved and both being clustered into the same

ubset. 

For much more complicated realistic chemical kinetics espe-

ially involving fuel combustion mechanisms, reaction rates are not

lways constant but depend on temperature or even pressure of

he mixture. This normally can be expressed by the finite-rate Ar-

henius model [31,32] and thus the weight matrix as above should

lso take into account the varying reaction rates with temperature.

ather than sampling at a single temperature, e.g., the initial tem-

erature of an auto-ignition problem of combustible gas mixtures,

e take many temperature samples in order to construct a repre-

entative weight matrix. The derived clustering by diffusion maps

ased on such a weight matrix can be stored and used for other

onditions as long as the same mechanism is involved. In such

ay, the determination of the weight matrix as well as the clus-

ering procedure can be treated as a preprocessing step instead

f costly on-the-fly clustering. Since multiple scales of the abso-

ute reaction rates exist, usually spanning several orders of mag-

itude, logarithmic scaling of the reaction rates can be performed

o avoid underestimating the slow reactions. Also, normalization in

ach row of the matrix relative to the diagonal species is carried

ut as 

w (x, y ) = 

w (x, y ) 

w (x, x ) 
, (12) 
nd 

w (x, y ) = max (w (x, y ) , w (y, x )) (13) 

or all species pairs is further checked to guarantee the symmetry

f weight matrix in the diffusion maps. 

. Numerical results and discussion 

In this section with numerical experiments, we consider three

etailed mechanisms for hydrocarbon fuel combustion: the GRI-

ech 3.0 mechanism for methane (CH 4 ) [33] , the n-heptane

n-C 7 H 16 ) mechanism (Version 2) [34,35] , and the n-hexadecane

n-C 16 H 34 ) mechanism [36] . The dimensions of three mechanisms

re listed in Table 1 , exhibiting increasing numbers of species and

eactions as well as growing computational complexity of time

ntegration. Zero-dimensional auto-ignition of the fuel/air mixture

nder adiabatic and constant-volume conditions is taken into

onsideration. 
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Table 2 

Initial conditions for methane/air mixture. 

CH 4 –O 2 –Ar molar ratio Temperature (K) Pressure (atm) 

Case 1 9.1–18.2–72.7% 1500 1.8 

Case 2 1700 2.04 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. A.5. Embedding with first three diffusion coordinates of species for methane 

mechanism. 
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3.1. Methane/air auto-igniton 

The first example considers the ignition delay problem of

methane/air mixture. Two different initial conditions [37] are con-

sidered as in Table 2 . For Case 1, the computation is carried out

until t = 0 . 001 s and the timestep size is fixed at �t = 1 × 10 −7 s

(this timestep size is also adopted for other cases and is compara-

bly large for compressible and reactive CFD analysis). The compu-

tation of Case 2 is until t = 2 × 10 −4 s. CHEMEQ2 [31] as a popular

explicit ODE solver for chemical kinetics is also employed here for

reference, together with the implicit solver VODE. In CHEMEQ2,

the convergence parameter of the predictor–corrector method

is 1 × 10 −4 . In VODE, the relative and absolute error thresholds

(RTOL and ATOL) are 1 × 10 −5 and 1 × 10 −13 , respectively. Since

the dimension of the methane mechanism is relatively small, we

cluster the 53 species into two subsets, and each cluster of species

is integrated by VODE by operator splitting as in Eq. (5) . Accuracy

and convergence of the splitting method using species clustering

are examined by this example. Benefits of computational efficiency

from operator splitting by species clustering is to be tested by the

following two mechanisms of much larger dimensions. As an im-

portant parameter to measure the accuracy of mechanism and ODE

solver, ignition delay times, t ign , for the two cases can be referred

to [37] , i.e. t ign = 6 6 6 ms for Case 1 and t ign = 110 ms for Case 2. 

To validate operator splitting by species, the results obtained by

CHEMEQ2 and VODE with/without species clustering are shown in

Fig. A.4 , where VODE-1 is without species clustering (that is, all

the species are solved in a single set and a single step) while both

VODE-2 and VODE-2dm partition the species into two clusters for

operator splitting by setting N = 2 . The difference of clustering is

that VODE-2 simply clusters the species in accordance with the

species’ index in the mechanism (e.g., species of odd or even in-

dexing numbers are clustered in different subsets) while VODE-

2dm utilizes diffusion maps for species clustering based on the

weight matrix defined in Eqs. (10) –(13) , see Appendix A . In gen-

eral, clustering based on the indices of species can be readily ob-

tained by 

Species i ∈ 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

cluster 1 : if mod(i, N) = 1 , 

cluster 2 : if mod(i, N) = 2 , 

· · ·
cluster N − 1 : if mod(i, N) = N − 1 , 

cluster N : if mod(i, N) = 0 , 

(14)

where i denotes the i th species in the mechanism and N is the

number of clusters by partition. It can be seen that all four solu-

tions give the correct ignition delay times in two cases. For Case

1, VODE-2 overestimates the temperature slightly before it reaches

an equilibrium state while VODE-2dm has nearly the same temper-

ature with both CHEMEQ2 and VODE-1. The deficiency of VODE-2

solution is larger in Case 2, which also occurs at the end of the

ignition process. Different predictions by VODE-2 and VODE-2dm

can be attributed to the splitting error: with diffusion maps, the er-

ror in VODE-2dm is smaller than that in VODE-2. This can be illus-

trated by embedding the clustered species into a diffusion space,

as shown in Fig. A.5 . As the clustered species are projected into

the 3D diffusion space, we can clearly see that the two clusters of

species are separated from each other using diffusion maps, which

indicates that each cluster is able to preserve the close interactions

between coupling species. In particular, for the VODE-2dm cluster-
ng, the first species H and the last species CH 3 CHO are within the

ame cluster as the 13th species CH 3 , due to the high activity of H

hich is involved in composition or decomposition reactions with

ydrocarbon species such as 

O + C 2 H 5 ⇐⇒ H + CH 3 CHO , 

H + CH 3 (+ M ) ⇐⇒ CH 4 (+ M ) . 

lso, playing a critical role in the mechanism (as it participates in

 large number of reactions), H is located at the center of the diffu-

ion map among all the species. On the other hand, species such as

O and NH are clustered into the other subset because they mainly

articipate in nitrogen-related reactions, with weaker interactions

ith hydrocarbon species. In contrast, H is clustered into the NH

nd NO group in the VODE-2 clustering by index. The obtained two

lusters merge each other in the diffusion map, and some pairs of

wo species with short distances are divided into different clusters,

eading to larger splitting error with VODE-2 than with VODE-2dm.

We examine convergence of the splitting method by varying

he fixed timestep adopted in Fig. A.6 . It can be seen that as the

imestep decreases the evolution of temperature and mass frac-

ions approach the corresponding profiles at the shortest timestep:
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Fig. A.6. Calculated temperature and mass fraction histories for methane/air ignition delay problem by species clustering using varying timesteps in two initial conditions: 

left column (Case 1) and right column (Case 2). 

Table 3 

Initial conditions for n-heptane/air mixture. 

n-C 7 H 16 :O 2 :N 2 (mole) Temperature (K) Pressure (atm) 

Case 3 0.09091:1:3.76 1250 10 

Case 4 50 
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pikes in the temperature profiles with large timesteps gradually

isappear and the jumps of mass fraction, y CH , tend to sharpen due

o sudden consumption during the ignition process. The timestep

ize of �t = 1 × 10 −7 s is verified to be sufficient for integrating

he chemical kinetics correctly. 

.2. n-Heptane/air auto-igniton case 

The second example considers the n-heptane/air combustion

echanism. Two different initial conditions [38] are considered

s in Table 3 . For Case 3, the computation is carried out until

 = 4 × 10 −4 s and the timestep size is fixed at �t = 1 × 10 −7 s.

he computation for Case 4 is until t = 1 . 1 × 10 −4 s. Without a

rior knowledge of the number of clusters which is most suitable

nd efficient for computing this large-scale mechanism, we choose

o split the species by eight clusters using diffusion maps first. 

In Fig. A.7 , the species clustered VODE result using diffu-

ion maps is compared with that of simple clustering using
q. (14) by setting N = 2 , 4 and 8, respectively, and also the re-

ults by CHEMEQ2 and non-split VODE. Calculated ignition de-

ay times observed from the temperature histories of Case 3 and

 by CHEMEQ2, VODE-1 as well as VODE-8dm agree well with

ach other and also with the numerical results in Ref. [38] . Using

he simple clustering algorithm instead of diffusion maps, VODE-

, VODE-4 and VODE-8 obtain the correct ignition delay time for

ase 3 while they all severely over-predict the delay of ignition

or Case 4. Although the ignition delay time is not very sensitive

o the species clustering in Case 3, the post-ignition equilibrium

tate appears to depend strongly on the quality of the clustering,

s we can see that both VODE-2 and VODE-4 overestimate the

quilibrium temperature incorrectly and VODE-8 induces an incor-

ect spike before the temperature reaches the equilibrium state,

hich is similar with the example of methane combustion. For

ase 4, extremely high equilibrium temperatures nearly 40 0 0 K

nd higher are predicted by VODE-2 and VODE-4, and tempera-

ure spike also can be seen for the VODE-8 solution. To explain

he over/under-estimation of the equilibrium temperature as well

s the delayed ignition times resulted from simple clusterings,

e refer to the time-dependent total mass conservation errors in

ig. A.8 . As previously stated in Fig. A.2 for the illustrative ex-

mple, species-clustered splitting might violate total mass conser-

ation because it will inevitably cut off some pathways/channels

ithin coupled species. It is observed that mass conservation
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Fig. A.7. Calculated temperature histories for n-heptane/air ignition delay problem in two initial conditions: left column (Case 3) and right column (Case 4). 

Table 4 

CPU times (s) for clusters at different clustering number N for Case 4. 

N Total Max. Min. Ave. 

1 283.407527 283.407527 283.407527 283.407527 

2 77.981967 24.689422 53.052336 53.052336 24.689422 38.870879 

4 43.336673 11.065684 18.228123 6.475912 7.314687 18.228123 6.475912 10.7711015 

8 62.65253 6.059054 5.854662 9.995675 5.960626 5.253225 7.319861 7.693178 14.218079 14.218079 5.253225 7.794295 

Fig. A.8. Total mass conservation error ( | ∑ 

y i − 1 | ) histories for n-heptane/air ignition delay problem in two initial conditions: left column (Case 3) and right column (Case 

4). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

errors are very small before ignition, and as ignition triggers

them to increase, mass conservation errors reach a relatively high

plateau after ignition. We also observe that VODE-8dm yields

obviously less conservation errors compared with other simple

clusterings, corresponding to less splitting errors. In comparison,

CHEMEQ2 produces orders of magnitude smaller errors than the

present VODE-8dm and VODE-1 preserves the mass conservation

up to roundoff errors (not shown in the figure). Therefore, although

the proposed VODE-8dm outperforms other simple clusterings by

largely reducing the splitting errors, there is room for further

improvement. 

In Fig. A.9 , we present the species embedding with the first

three coordinates, leading to eight clusters of species being scat-

tered but compact in the diffusion space. In comparison, the sim-

ple clustering by indices produces disorder species in the diffusion
space. The quality of such a simple clustering is therefore expected

to be poor, as shown in Fig. A.7 . Since the weight matrix is kept

unchanged for the same mechanism, the diffusion space contain-

ing all the species is also the same and independent of the number

of clusters one wants to partition. It is straightforward to further

combine the close subsets (every two or four) into a larger cluster

so that clustering by N = 4 and N = 2 can be obtained. 

Next, we compare the results denoted by VODE-2dm and

VODE-4dm in Fig. A.10 . It can be seen that for both cases, the

diffusion-map based results all capture the correct ignition delay

time and the equilibrium temperature. In particular, the VODE-

2dm result performs better than the CHEMEQ2 result, being closer

to the non-split VODE-1 result. As the number of partition/splitting

decreases, the split VODE results consistently approach the non-

split solution, with reduced splitting errors. 
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Fig. A.9. Species distribution in the diffusion space with first three diffusion coor- 

dinates of species for n-heptane mechanism. 
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Fig. A.10. Calculated temperature histories for n-heptane/air ignition delay problem by s

and right column (Case 4). 
In Fig. A.11 (left), we investigate the computational efficiency

f different solvers. All the results are normalized based on the

PU time of VODE-1. It is to be noted that in these two cases, the

on-split VODE solver is faster than CHEMEQ2. For the split VODE

olver using diffusion maps, we can see the reduced CPU times

ith the increasing number of clusters up to N = 4 falls within

he region bounded by two theoretical scalings according to Eq.

8) . When the number of clusters increases to N = 8 , the CPU time

eets a turning point and the computational efficiency no longer

onotonically decreases. Regarding the decay in computational ef-

ciency, two facts should be noted: 

• For the decoupled subsystems at a specific number of clus-

ters N , although they share the equal number of species as in

Eq. (6) , species and their reactions/interactions within each

subset are quite different such that Jacobian evaluation and LU

factorization as well as the Newton iteration in the VODE solver

for each subsystem consume different CPU times. As shown

in Fig. A.11 (right) and Table 4 , CPU times for subsystems at

a given partition number exhibit very large diversity, leading

to an imbalance of computational costs among clusters after

species-splitting. The non-balanced computational costs contra- 

dict the ‘ideal’ balanced theoretical scaling in Eq. (8) ; 

• When the number of clusters N is large and the dimension of

each subsystem is small, CPU time of dense LU factorization ( ∝
N 

3 
s ) no longer dominates the total CPU time. Instead, CPU times

of Jacobian evaluation and Newton iteration (both ∝ N s ) begin to

exceed that of dense LU factorization; see in [12,19] . The ‘ideal’

theoretical scaling in Eq. (8) is no longer valid for large clus-

tering numbers. Therefore, the averaged computational cost of

a cluster in Fig. A.11 (right) exhibits high-order decrease rates

( ∝ 1/ N 

2 to 1/ N 

3 ) for small N and then it linearly decreases with

the decreasing number of species within each subsystem 

N s 
N or

the inverse of the clustering number N for larger N . 

From Fig. A.11 , N = 4 may be an optimal clustering number

hich weighs efficiency and accuracy for the n-heptane ignition

roblem. With VODE-4dm, we further investigate the ignition de-

ay times of n-heptane oxidation based on a series of varying initial

emperatures at 10 and 50 atm, respectively, in Fig. A.12 . The nega-

ive temperature coefficient (NTC) behavior has been accurately re-

roduced, in excellent agreement with the results in Fig. 2 of [38] .
pecies clustering setting N = 2 , 4 , 8 in two initial conditions: left column (Case 3) 



50 J.-H. Wang, S. Pan and X.Y. Hu et al. / Combustion and Flame 205 (2019) 41–54 

Fig. A.11. Left: normalized CPU time and speedup factor by species clustered VODE with N = 1 , 2 , 4 , 8 ; CPU time is normalized by t / t vode 1 and speedup factors use hollow 

symbols. Right: CPU time of each cluster by species clustered VODE with N = 1 , 2 , 4 , 8 for Case 4. 

Table 5 

Initial conditions for n-hexadecane/air mixture. 

n-C 16 H 34 :O 2 :N 2 (mole) Temperature (K) Pressure (bar) 

Case 5 0.04082:1:3.76 1111.11 13.5 

Case 6 1250 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. A.12. Ignition delay times based on different initial temperatures for the stoi- 

chiometric n-heptane/air mixture predicted by VODE-4dm. 

V  

a  
3.3. n-Hexadecane/air auto-igniton case 

The third example considers the n-hexadecane/air combustion

mechanism with the largest dimension. Two initial conditions

[39] are considered as in Table 5 . For Case 5, the computation is

carried out until t = 1 . 1 × 10 −3 s while it is interrupted for Case 4

at t = 2 . 2 × 10 −4 s with 2200 equal timesteps. We also choose to

split the species by eight clusters using diffusion maps. 

In Fig. A.13 , the species clustered VODE result using diffu-

sion maps is compared with that of simple clustering using

Eq. (14) by setting N = 2 , 4 and 8, respectively, and also with the

results by CHEMEQ2 and non-split VODE. Calculated ignition de-

lay times observed from the temperature histories of Case 5 and 6

by CHEMEQ2, VODE-1 as well as VODE-8dm agree well with each

other and also numerical results of Ref. [39] . Using simple clus-

tering algorithm instead of diffusion maps, VODE-2, VODE-4 and
Fig. A.13. Calculated temperature histories for n-hexadecane/air ignition delay prob
ODE-8 obtain three increasing ignition delay times for Case 3

nd 4. VODE-8 computes the most delayed ignition time, and both
lem in two initial conditions: left column (Case 5) and right column (Case 6). 
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Fig. A.14. Species distribution in the diffusion space with first three diffusion coor- 

dinates of species for n-hexadecane mechanism. 
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ODE-2 and VODE-4 overestimate the equilibrium temperature af-

er ignition incorrectly. In contrast, the VODE-8dm result is com-

arable with the CHEMEQ2 result in both the ignition and post-

gnition process. 

In Fig. A.14 , we present the species embedding with the first

hree coordinates, leading to eight/four/two clusters of species be-

ng scattered in the diffusion space. It can be seen that the clus-

ering with less number of clusters basically combines the close

ubsets of species into a larger cluster, as it is manually realized

n the n-heptane example. By comparing the five results with dif-

erent number of clusters up to N = 16 based on diffusion maps in

ig. A.15 , it is demonstrated that for both cases, the diffusion maps

ased results all capture the relatively correct ignition delay time

nd the equilibrium temperature. In particular, the VODE-2dm re-

ult performs the best, even better than the CHEMEQ2 result, be-

ng closest to the non-split VODE-1 result. The VODE-16dm result

lightly overestimates the equilibrium temperature and the igni-

ion time predicted by VODE-8dm is later than that of VODE-4dm

y 1 × 10 −5 s roughly. Though, as the number of partition/splitting

ecreases, the split VODE results consistently approach the non-

plit solution, with reduced splitting errors. 

In Fig. A.16 (left), we investigate again the computational effi-

iency of different solvers. CHEMEQ2 is more efficient than VODE

n the first case while in the second case the non-split VODE solver

s faster than CHEMEQ2, both solvers with the same order of mag-

itude of CPU time. Focused on the split VODE solver using diffu-

ion maps, we can see the reduced CPU times as the number of

lusters increases up to N = 8 . The performance in terms of com-

utation efficiency for the clustered VODE solvers when N = 2 or 4

ven exceeds the theoretical expectation. It can be also explained

y the large deviation of computational costs for single subsys-

ems when N = 2 or 4. As shown in Fig. A.16 (right) and Table 6 ,

t a given clustering number, the maximum CPU time for a clus-

er is larger than the minimum CPU time by nearly one order of

agnitude in this n-hexadecane case. As a result, the total CPU

ime mainly depends on the maximum CPU time for a cluster: for

he N = 2 clustering, its maximum CPU time for one cluster is ap-

roximately proportional to 1 
N 3 

, and it is between 

1 
N 2 

and 

1 
N 3 

if

he maximum CPU time for one cluster in VODE-4dm is scaled in

omparison to that of the non-split VODE-1. When N = 8 or 16,

he deviation of CPU times for different clusters of equal size be-

omes smaller and thus its total CPU time, as a sum of CPU times

or 8 or 16 clusters, falls into the theoretical zone, which also im-

lies that N = 8 or 16 is a reasonable clustering number for the

-hexadecane mechanism. 

When the number of clusters increases to N = 16 , the CPU time

o longer decreases, indicating N = 8 may be an optimal clustering

umber from the aspect of efficiency for the n-hexadecane ignition

roblem. A total speedup factor of around 40 is realized by VODE-

dm for Cases 5 and 6. It is about 50 times faster than CHEMEQ2

or the computation of Case 6. 

. Conclusions 

For large-scale chemical kinetics involving many species and re-

ctions, computational efforts needed for time integration usually

xceeds linear scaling with the dimension of the kinetic mecha-

ism, especially when implicit ODE solvers are used. To achieve a

igher computational efficiency, we have proposed operator split-

ing to integrate the large system in separate yet consecutive sub-

ystems of the same and smaller dimension. Each subsystem in-

ludes a cluster of species decoupled from the other species of the

ull mechanism and is solved separately, e.g., implicitly by VODE.

n order to reduce the inevitable splitting error, diffusion maps are

pplied to analyze the species graph and to cluster strongly cou-

led species into the same subsystem, by defining an appropriate
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Fig. A.15. Calculated temperature histories for n-hexadecane/air ignition delay problem by species clustering setting N = 2 , 4 , 8 , 16 in two initial conditions: left column 

(Case 5) and right column (Case 6). 

Fig. A.16. Left: normalized CPU time and speedup factor by species clustered VODE with N = 1 , 2 , 4 , 8 , 16 ; CPU time is normalized by t / t vode 1 and speedup factors use hollow 

symbols. Right: CPU time of each cluster by species clustered VODE with N = 1 , 2 , 4 , 8 , 16 for Case 6. 

Table 6 

CPU times (s) for clusters at different clustering number N for Case 6. 

N Total Max. Min. Ave. 

1 35658.79841 

2 4627.708055 4199.952252 421.175725 4199.952252 421.175725 2310.563989 

4 14 4 4.509509 881.356017 205.015734 186.602952 165.190546 881.356017 165.190546 359.5413123 

8 1229.048646 95.69621 152.021022 223.654529 112.994413 101.913815 127.773558 115.278783 293.349254 293.349254 95.69621 152.835198 

16 1426.498538 68.988243 69.019327 82.548198 89.518775 100.960711 88.552028 110.131483 70.334471 110.131483 68.988243 85.0066545 

80.029979 72.147735 71.572883 151.654559 103.434 94 9 84.679633 98.248576 78.258389 

Table 7 

Optimal clustering number N for mechanisms of different sizes (num- 

bers of species). 

Mechanism size O ( 10 ) O 

(
10 2 

)
O 

(
10 3 

)
Optimal clustering number, N 2 4–8 8–16 
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weight matrix for chemical kinetics. Three hydrocarbon fuel/air ig-

nition problems with an increasing dimension of the mechanism,

up to 2115 species and 8157 reactions, are taken into consideration

under varying initial conditions. 

Computational efficiency and accuracy can be improved by

choosing a proper number of clusters to split the large system. For
he n-heptane mechanism, partition by 4 clusters of species leads

o about 8 times speedup compared to the non-split VODE solver

nd 10 –20 times speedup versus the explicit solver CHEMEQ2. For

he n-hexadecane mechanism, partition by 8 clusters of species

esults in a speedup factor of around 40. Clustering by diffusion

aps based on a given weight matrix outperforms the simple clus-

ering according to species’ index in the mechanism, in terms of

redicting the correct ignition delay time and post-ignition equi-

ibrium state. It implies that an optimal clustering for a certain

echanism is preferable not only for computational acceleration

ut also for higher accuracy. An optimal choice of clustering num-

er N is suggested in Table 7 in relation with the dimension of the

echanism to consider. 
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With a specific clustering number, there is still room to improve

he present species-clustered splitting scheme to further reduce

plitting errors, e.g., the total mass conservation error at the igni-

ion instant. Either a new definition of weight matrix or other op-

imal partition techniques in addition to diffusion maps are worth

f further investigation. Taking advantage of the fast convergence

f operator-splitting methods, it is also possible to use adaptive

ub-cycling or time-stepping to achieve better accuracy. The above

plitting so far considers the first-order Lie–Trotter scheme or the

econd-order Strang scheme, and extension to higher-order split-

ing schemes is straightforward. Adaptive variable clustering num-

er might be another option. Also, a combination of the species-

lustered splitting scheme and sparse matrix techniques to obtain

dditional efficiency gain is possible. 
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ppendix A. Clustering of species for the three involved 

echanisms based on diffusion maps 

For the GRI-Mech 3.0 mechanism of methane (CH 4 ), by setting

 = 2 , we have the diffusion maps based clustering as 

C 2 = { c 1 , c 2 , . . . , c 52 , c 53 } = 

{ 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 1 , 1 , 1 , 1 , 1 , 1 , 2 , 2 , 2 , 2 , 1 , 1 , 2 , 2 , 2 , 
1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 2 , 1 , 1 , 2 , 2 , 2 , 1 , 1 , 2 , 1 , 1 , 1 , 1 } , 

(A.1) 

here c i = 1 or 2 means the i th species is clustered into subset 1

r 2. 

For the n-heptane (n-C 7 H 16 ) mechanism, by setting N = 8 , we

ave 

 

8 = { c 1 , c 2 , . . . , c 560 , c 561 } = 

{ 5 , 5 , 5 , 5 , 5 , 5 , 5 , 5 , 5 , 1 , 5 , 5 , 5 , 5 , 5 , 1 , 1 , 5 , 1 , 1 , 1 , 6 , 6 , 1 , 1 , 6 , 5 , 6 , 1
6 , 5 , 5 , 5 , 1 , 5 , 5 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 5 , 1 , 1 , 1 , 1 , 1 , 1 , 5 , 5 , 5 , 5 , 5 , 5 , 6 ,

8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 1 , 5 , 8 , 8 , 1 , 1 , 1 , 5 , 1 , 5 , 1 , 6 , 6 , 6 , 6 , 4 , 1 , 6 , 6 , 1 , 1 ,

4 , 4 , 4 , 4 , 4 , 1 , 1 , 1 , 1 , 1 , 1 , 6 , 6 , 5 , 4 , 1 , 1 , 7 , 8 , 7 , 3 , 2 , 4 , 2 , 4 , 4 , 4 , 2 , 4 ,

2 , 4 , 2 , 4 , 2 , 4 , 4 , 4 , 4 , 6 , 6 , 6 , 6 , 6 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 8 , 8 , 3 ,

6 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 4 , 2 , 4 , 2 , 4 , 2 , 4 , 4 , 2 , 2 , 2 , 2 , 2 , 4 , 2 , 4 ,

2 , 2 , 2 , 4 , 4 , 2 , 2 , 4 , 2 , 1 , 6 , 7 , 7 , 6 , 6 , 6 , 5 , 5 , 5 , 3 , 3 , 3 , 5 , 5 , 5 , 2 , 4 , 2 , 2 ,

2 , 4 , 2 , 2 , 4 , 2 , 4 , 2 , 2 , 4 , 2 , 4 , 2 , 4 , 4 , 1 , 7 , 7 , 6 , 1 , 7 , 8 , 3 , 8 , 8 , 4 , 6 , 1 , 5 ,

6 , 6 , 6 , 8 , 5 , 3 , 1 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 6 , 8 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 ,

6 , 7 , 3 , 3 , 7 , 3 , 7 , 7 , 3 , 6 , 7 , 4 , 5 , 5 , 6 , 5 , 6 , 5 , 5 , 1 , 5 , 6 , 6 , 6 , 4 , 6 , 8 , 3 , 8 ,

8 , 4 , 4 , 6 , 6 , 5 , 5 , 5 , 5 , 6 , 8 , 5 , 8 , 8 , 5 , 5 , 5 , 6 , 7 , 1 , 5 , 6 , 6 , 3 , 6 , 5 , 6 , 6 , 6 ,

6 , 5 , 8 , 5 , 6 , 3 , 6 , 6 , 3 , 5 , 7 , 7 , 3 , 3 , 8 , 3 , 3 , 6 , 5 , 3 , 3 , 3 , 3 , 3 , 5 , 3 , 3 , 3 , 3 ,

3 , 3 , 5 , 3 , 3 , 3 , 5 , 6 , 6 , 6 , 6 , 3 , 3 , 3 , 3 , 6 , 3 , 6 , 6 , 6 , 1 , 8 , 8 , 8 , 1 , 6 , 6 , 6 , 1 ,

7 , 7 , 1 , 7 , 6 , 6 , 8 , 8 , 8 , 5 , 8 , 8 , 2 , 4 , 2 , 2 , 2 , 2 , 4 , 2 , 2 , 4 , 2 , 2 , 4 , 2 , 2 , 4 , 2 ,

4 , 4 , 4 , 2 , 2 , 4 , 4 , 4 , 4 , 2 , 3 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 3 , 7 , 7 , 7 , 7 , 7 , 8 , 8 , 8 , 8 , 8 ,

8 , 8 , 1 , 1 , 1 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 8 , 2 , 4 , 2 , 2 , 2 , 2 , 4 , 4 , 2 , 4 , 2 ,

4 , 2 , 2 , 2 , 4 , 2 , 2 , 4 , 2 , 2 , 2 , 2 , 4 , 4 , 2 , 4 , 4 , 4 , 4 , 2 , 2 , 2 , 4 , 4 , 1 , 6 , 7 , 7 , 1 ,

7 , 7 , 1 , 6 , 3 , 7 , 7 , 7 , 3 , 7 , 7 , 7 , 7 , 3 , 7 , 7 , 7 , 7 , 3 , 3 , 7 , 7 , 5 , 6 , 3 , 3 , 3 , 3 , 3 ,

3 , 3 , 3 , 5 , 3 , 3 , 3 , 3 , 3 , 3 , 3 , 3 , 3 , 3 , 3 , 3 , 3 , 3 , 8 , 7 , 5 } . (A
For the n-hexadecane (n-C 16 H 34 ) mechanism, by setting N = 8 ,

e have 

 

8 = { c 1 , c 2 , . . . , c 2114 , c 2115 } 
= { 3773373111111111118111111111111111111117115575 

7533337311117771133555536563555775377767773535 

3577777755777777557757577777775777555777777187 

7735335333777777777775556122661221661228882288 

8822881414111111111155535333533355557777555566 

6266652166612116244822488822488842777777777714 

4411414111111141557777757775577771117111711753 

3333333333333333333333333555555555555555555555 

5355555355555355553333333333333333333333555575 

5377775377753777537353333333333333333333333333 

3555555555555555555555555555555555333333333333 

3333333333355555555555555555555555555555555533 

3333333333333333333335555555555555555555777777 

7777777766886668866668886666888866668888666688 

8866668888666688662266622666622266662222666622 

2266662222666622226666226662266662226666222266 

6622226666222266662266886668866668886666888866 

6688886666888866662266622666622216662222666622 

2266662266226662266662226666222266662222666122 

6612216612221661222216612261226612216612221661 

2222166122661221661222166122888888888888888888 

8888888888888888888888888888888888882222222222 

2222222222222222242222222422222224222242222822 

2282222882222488822224888842248888422888888888 

88888888888888888888888888888888888822882228822

24888822488884224888842248822882248882248888224

88884224888842288822488822488842248888422888288

82248882248884224888842288822488822488842288877

76776777767766776677667767777677777776776677667

76676777677677766776677667767777677667766776677

66767776776677667766776777767766776677667677767

76677767767777677777776767776776777671114111141

11144111144411114444114144441444444444444444114

41111411114411144441111444411444444144444444444

11441114411144411144441111444411444444144444441

14411444111444111444411144444114444444444144411

44411144411144441114444441444444144411444111444

11144441444444444441444114441114441414444444444

44144411444111444141444444441444114441114141414

44433555555533555555575555555617555555511155555

5333355377333333333 } , (A.3) 

eaving out the delimiter. 
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