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Magnetite is a highly abundant catalytic oxide support with rich surface chemistry. Its surface
dynamics are unveiled at increasing temperatures, and structure-dependent surface hydrogen mo-
bility, subsurface iron mobility in domain boundaries and iron-rich defects, iron exchange with the
bulk, and the dynamics of a high-temperature phase transition are observed using fast scanning
tunnelling microscopy. The implementation of a highly sensitive sniffer reactor into the experiment
allows for correlating structure and reactivity of such catalytic surfaces.

I





Magnetit ist ein katalytischer Oxidträger mit reichhaltiger Oberflächenchemie. Hier wird die Ober-
flächendynamik mittels schneller Rastertunnelmikroskopie bei zunehmenden Temperaturen unter-
sucht: strukturabhängige Wasserstoffmobilität an der Oberfläche, Eisenmobilität unter der Ober-
fläche in Domänengrenzen und eisenreichen Defekten, Eisenaustausch mit dem Volumen und die
Dynamik eines Hochtemperaturphasenübergangs. Die Implementierung eines Sniffer-Reaktors ins
Experiment ermöglicht die Korrelation von Struktur und Reaktivität.
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1 Introduction

1.1 Motivation

Technical catalysts are a major part of everybody’s lives at least since Döbereiner invented his
famous lamp [1] in 1823. They are central for the production of the majority of chemical compounds
of our daily life, and can be found in day-to-day life in domains as diverse as exhaust catalysts [2],
cleaning agents [3], and fuel-cells [4]. Furthermore, catalysis plays an important role in industrial
chemistry. Hydrogen production via water-gas shift reaction [5], ammonia synthesis [6], and alcohol
reforming [7] are examples for industrial processes where catalysts play an important role. A
breakthrough for the investigation of heterogeneous catalysts was the development of surface science
techniques that allow the systematic study of the processes on a catalyst surface. The effort in this
field was recognized with the Nobel prize in Chemistry in 2007 which was awarded to Gerhard Ertl
”for his studies of chemical processes on solid surfaces”, especially the investigation of the catalyst
for ammonia synthesis. [8]
Today’s and future societies are facing enormous challenges to change the way energy is produced,
stored, and transported to transition to renewable energy sources and combat climate change. One
attempt to contribute to overcoming both challenges with the help of technology is transforming the
way the economy is driven to a hydrogen economy [9], which uses hydrogen as a means of storing
energy as is done with petrol up until now. The German federal government is working on a national
hydrogen strategy [10, 11] to boost the implementation of the technological and logistical changes
necessary. A core of these efforts is the development, improvement, and spread of CO2-free and
CO2-neutral technologies. [11] Hydrogen can be used as a fuel that is synthesised at the location
where renewable energy sources are harvested (near wind plants or close to solar plants). It can
then be transported to regions where renewable energy sources are not available. Similarly, this
would allow vehicles to ”refuel” hydrogen gas instead of petrol and use a fuel cell to generate the
energy necessary to drive the vehicle.
Surface science methods can yield information on, amongst others, catalyst stability and reactant
and intermediate species transport processes. Investigating the stability of catalysts dependent
on temperature and pressure helps to better understand catalyst deactivation and poisoning pro-
cesses. [12–14] Furthermore, transport processes on the catalyst surface like hydrogen atom transport
can be critical for a reaction and strongly influence its reaction rate. [15, 16]
Already in today’s economy, the production of hydrogen is a major industrial process that supplies
CO-free reactants to the Haber-Bosch process [5, 6]. Currently, the major source for hydrogen is
the steam methane reforming process,

CH4 + H2O −−⇀↽−− 3 H2 + CO, (1.1)
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1 Introduction

producing CO as a product. This CO can be used in a second step to synthesis more hydrogen by
the water-gas shift (WGS) reaction,

CO + H2O −−⇀↽−− H2 + CO2. (1.2)

Thereby, the WGS reaction can use CO - which is a common (by-)product [17] - to generate
hydrogen without additional consumption of otherwise useful carbon compounds. This is why it is
considered CO2-neutral in the framework of the national hydrogen strategy. [11] The WGS reaction
is typically performed using two reactors in series. [17, 18] The first reactor generally uses an iron-
oxide (Fe3O4) based catalyst at 600-700 K (high-temperature water-gas shift reaction, HT-WGS),
while the second reactor is operated at lower temperatures with a copper-zinc oxide based catalyst
(460-520 K, low-temperature water-gas shift reaction, LT-WGS). While a lot of work has been done
to find new and better catalysts for the WGS reaction on a trial-and-error basis in the past, the
processes at the iron oxide based catalyst for the HT-WGS reaction are still not fully understood
on the atomic level. [18]
Classical surface science studies commonly use ultra-high vacuum pressures and operate scanning
tunnelling microscopes at temperatures of room temperature and below. The continuous develop-
ment of state-of-the-art surface science techniques towards reaction conditions can make significant
contributions to understanding the mechanistic steps at catalyst surfaces, thereby drawing closer to
the industrial catalyst. In this thesis, two complementary approaches are pursued to approximate
conditions of the catalysts in use, exploring high temperature surface dynamics and reactivity at
increased pressures.
The first approach uses accelerated scanning tunnelling microscopy at temperatures up to 784 K to
study dynamic processes on the atomic scale. As the Fe3O4(001) surface - the most stable surface of
magnetite [19] - commonly shows various defects [20], the microscopic ansatz of atomically resolved
microscopy allows to distinguish effects from different kinds of defects and their influence on each
other. Transport processes on the Fe3O4(001) surface of hydrogen are investigated quantitatively at
temperatures between room temperature and 382 K and the effect of local iron-rich sites on these
dynamics is described. The subsurface mobility of iron at the Fe3O4(001) surface is investigated
between 353 K and 516 K. Furthermore, fast STM measurements in the high-temperature phase
transition of the Fe3O4(001) surface are presented, providing the first real space information on the
subsurface mobility of cations during the order-disorder phase transition around 720 K, which is
close to the reaction temperature of the HT-WGS reaction.
Secondly, subnanometre-sized metal clusters supported by this Fe3O4(001) support can allow to tune
the catalytic properties of this material, adding an additional layer of complexity to the sample.
In order to perform high-sensitivity experiments at variable pressures (up to 10-4 mbar) within an
ultra-high vacuum system, a special instrument is designed, constructed and implemented as part
of this thesis. The instrument is a pulsed mini-reactor called ”sniffer”, which is sensitive enough
to obtain quantitative information on the catalytic properties of small amounts of sub-nanometre
sized metal clusters.
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1.2 Nanoparticles and Nanoclusters in Catalysis

Heterogeneous catalysts often contain noble metals, e.g. platinum or palladium. This makes their
application particularly costly. As only atoms at the surface of a heterogeneous catalyst can directly
interact with the reactants, catalysts in bulk form only use a small fraction of their atoms to catalyse
a reaction. The surface/volume ratio can be improved a lot by the use of catalysts at the nanoscale
as that ratio is much higher, and so is the amount of active sites per mass.
For nanoparticles, the general behaviour for a given chemical or physical property, χ, is usually [21,
22]) described by

χ(N) = χinf + a
1
R

(1.3)

with the bulk value represented as χinf , a constant, a, and the effective radius of the nanoparticle, R.
Using the electron affinity (EA) as an example for a physical property illustrates this relationship.
Figure 1.1a shows that the electron affinity decreases following this principle over a wide range
until the particle size reaches a size of a few tens of atoms [22, 23] dependent on the material
of interest. In the range of the smallest particles commonly termed ”cluster”, the properties can
become non-linear and depend on the exact number of atoms [23–25]. In the nano-sized region,
new reaction paths can open up [26] and even noble metals like gold (which is catalytically inert
as bulk material) in form of nanoparticles become catalytically active for CO combustion [27–
29]. Decreasing the particle size further to cluster, the non-scalable size regime sets in and the
catalytic activity can change dramatically with each additional atom [30] (see figure 1.1). CO
adsorption/desorption kinetics of Pd nanoparticles [31] resemble those of bulk palladium [32], while
Pd clusters behave differently, showing the potential for new insights on the non-scalable size regime
for catalysis [26]. Examples for cluster size-dependent reactivity include the reactivity of CO with
NO to CO2 and N2 on palladium clusters [33], CO oxidation through platinum clusters on TiO2 [34],
the cyclotrimerization of acetylene on palladium cluster on MgO [25], and ethylene hydrogenation
on platinum clusters [35, 36].
The scientific reasoning to explain the astonishing properties of metal clusters is based on three
principles [37] that distinguish them from rather large nanoparticles in the scalable size regime and
bulk materials. First, the electronic structure of small metal clusters can show a significant size
effect [38–42], which highly impacts the chemical properties. In addition, it is possible to change
the electronic structure by adding an atom of a different element and thus influencing the electronic
structure (shown for doping Au clusters with Sr in figure 1.2a). [37] Second, the clusters can have
multiple isomers close to the ground state, between which they can easily alternate and therefore
create new reaction channels (see figure 1.2b). [43] The rapid fluctuation between such isomers is
called dynamic structural fluxionality. [37, 41, 43–45]
The third aspect that distinguishes the chemical properties of metal clusters from bulk material is
the interaction of the clusters with the support material, which can provide or withdraw electrons to
the clusters, influence their electronic structure and therefore impact their catalytic properties. [46–
49]
When depositing clusters onto the support material, care must be taken to deposit them intact and
avoid inserting the cluster into the support material. This can be achieved through electrostatic
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Figure 1.1: Scalability at the nanoscale: (a) The onsets of the 3d and 4s bands determined by ultraviolet
photoelectron spectroscopy (UPS) for copper nanoparticles linearly decreases with 1

R . The
scaling relation holds down to a few tens of atoms, where the non-scalable size regime begins.
This regime starts at larger cluster sizes for the 4s band than the 3d band. Reprinted from J.
Chem. Phys. 1992, 96, 3319–3329, with the permission of AIP Publishing. (b) Gold clusters
are (contrary to the catalytically inert bulk material) efficient catalysts for CO combustion.
Their activity is highly dependent on the size of the cluster. Catalytic activity starts at Au8
clusters and varies non-linearly with each additional atom. Reprinted with permission from J.
Phys. Chem. A 1999, 103, 9573–9578. Copyright 1999 American Chemical Society.

Figure 1.2: (A) Doping Au clusters with a Sr atom leads to significant changes in the chemical reactivity,
R, towards CO. (B) In the non-scalable size regime, the clusters have multiple states which
are close in energy, allowing the cluster to interchange between them if energetically favourable
during a reaction, as shown here for the example of Au and Sr-doped Au clusters Reprinted
with permission from Angew. Chem., Int. Ed. 2003, 42, 1297–1300. Copyright 2003 John
Wiley and Sons.

lenses and a retarding field on the support material, which allows the soft-landing [50–53] of clusters
with kinetic energies lower than 2 eV/atom, which is the fragmentation threshold determined by
molecular dynamics calculations. [50, 52, 54] Figure 1.3 shows that fragments of metal clusters
landed on a graphene film with a kinetic energy of 100 eV can indeed be observed and differ from
soft-landed clusters. [53]
The stability of clusters on surfaces is of interest to sustain the catalytic properties over time.
Possible deactivation processes include catalyst poisoning [55–57], sintering of the clusters [13] and
catalyst loss by reaction of catalyst material to a product that can desorb [12]. In case either one
reaction participant binds too strongly to the catalyst that it does not desorb easily enough, it can
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Figure 1.3: (a) Pd19 clusters hard-landed (Ekin ≈ 100 eV) on graphene/Ru(0001). The cluster fragments
due to the hard-landing are marked by squares and circles. (b) Pd20 clusters soft-landed on
the same support do not show any fragmentation. Reprinted with permission from Nano Lett.
2012, 12, 5907–5912. Copyright 2012 American Chemical Society.

enrich at the catalyst surface and block the further adsorption of reactants. [36, 56, 57] Small metal
clusters are prone to ripening into larger particles at higher temperatures. The mechanisms can
involve transport atom-by-atom or cluster-by-cluster (Ostwald or Smoluchowski ripening, respec-
tively), depends highly on the cluster-support interaction, and can change with temperature. [13]
Losing catalyst material is a well-known problem in industrial ammonia synthesis, where some
platinum is oxidized to PtO2, which can become volatile at reaction conditions. [12] Furthermore,
metal oxide support materials can encapsulate metal clusters deposited on their surface and thereby
prevent contact between the cluster and the reactants. [58–61] This phenomenom is called strong
metal-support interaction (SMSI).

1.3 Metal Oxides in Catalysis

In many industrial processes, metal oxide supports are used as heterogeneous catalysts like MgO,
Al2O3, or Fe3O4 [5] due to their high stability and abundance [17]. The properties of the support
material strongly influence the catalyst performance. As described in chapter 1.2, the relative
strength of the cluster-support interaction can change the structure of deposited clusters and thereby
their reactivity. [46–49] One of the most abundant materials is the iron oxide magnetite (Fe3O4). It
has been used as a precursor for Fe0 - the catalytically active species in the ammonia synthesis [62]
- and as starting material in steel production [63]. Because of its abundance, non-toxicity, and
affordability [64], it is an attractive support material for catalysis, and widely used for the water-
gas shift reaction [5, 18]. Figure 1.4 shows the dependence of the surface free energies on the facet
as distance from the centre (Wulff construction [65]) for magnetite based on density functional
theory (DFT) calculations [19]. The most stable surfaces of magnetite are the (001) and (111)
surfaces, leading to cubic and octahedral crystal shapes. [19, 66] In recent years, single atoms on
magnetite (001) have been investigated. Some metal atoms like Ni [67] seem to be more stable
towards ripening than others like Pt [68, 69].
Early studies [70, 71] already in the 1990s found that the atomic structure of magnetite (001) is
sensitive to the preparation procedure. Magnetite crystallizes in a face-centred cubic (fcc) struc-
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Figure 1.4: Surface free energy for multiple crystal facets of Fe3O4. In this representation, higher surface
free energy of a surface structure correlates to longer distance from the centre of the crystal.
(Wulff construction [65]) The stability of the facets decreases from the (001) to the (111) surface.
Reproduced from Phys. Chem. Chem. Phys. 2014, 16, 21082–21097. - Published by the PCCP
Owner Societies.

ture with both Fe2+ and Fe3+ present in order to reach charge neutrality. The accepted model
for the (001) surface is the subsurface cation vacancy structure (SCV) of the

(√
2×
√

2
)

R45◦ re-
construction by Bliem et al. [72], which is well suited to explain a wide range of observations on
this surface. [20] It has characteristically undulating rows of Feoct that are separated by Fetet (see
figure 1.5BC). In a simple bulk-truncated model (see figure 1.5A), one half of tetrahedral lattice
positions would be occupied. In contrast, in the SCV reconstruction, three quarters of the tetrahe-
dral surface lattice positions are occupied. At the same time, two Feoct atoms in the third layer are
missing, of which one moved to the second layer to increase the above-mentioned occupation of the
Fetet positions and the other one went to the bulk. As the tetrahedral vacancies are the preferred
adsorption sites (called non-blocked sites as there is no Fetet in the second layer that could block the
adsorption [72]) for metal atoms like Ag and Pd, the SCV model predicts only one adsorption site
per unit cell for these metals, instead of two sites for the bulk truncated model, which is in agreement
with experimental observations [72–76]. Furthermore, Ni and Ir adatoms adsorbed on the surface
can move to the position vacated by Feoct in the third surface layer in the SCV reconstruction as
visible in figure 1.6. [76, 77] The reconstructed unit cell has a formal Fe11O16 stoichiometry and
consists exclusively of Fe3+. [72]

Figure 1.5: The Fe3O4(001)-
(√

2×
√

2
)

R45◦ reconstructed surface (B) is compared to a hypothetical dis-
torted bulk truncated structure (A). (C) A top view of the reconstructed surface emphasizes
the blocked Feint site and the unblocked site (yellow X). From Science 2014, 346, 1215–1218.
Reprinted with permission from AAAS.
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Figure 1.6: Metal atoms like iridium are adsorbed on Fe3O4(001) at the two oxygen atoms of the unit
cell where a tetrahedral position is vacant in the second layer (a). Heating can cause their
substitution into the rows of octahedral Fe atoms in the first layer and the substituted Fe atom
is displaced to the third layer (b, heated to 623 K). At higher temperatures, the iridium atom
can move to the octahedral vacancy in the third layer of the SCV reconstruction (c, heated to
723 K). Reprinted from Jakub, Z. et al. Angew.Chem 2019, 131, 14099–14106 under Creative
Commons Attribution License.

Real-world magnetite surfaces are known for their variety of defects which influence the physical
and chemical properties. An overview of common defects is shown in figure 1.7. Unit cells in which
the atom transfer leading to the SCV reconstruction did not happen create local structures similar
to the bulk truncated model and are therefore called ”unreconstructed unit cells”. [20, 78] When two
different domains meet, an anti-phase domain boundaries (APDB) is created, which is a line defect
where locally unblocked sites are next to each other, creating a row of local defects, which consist
of 4 Feoct next to each other in the third surface layer. [78, 79] Hydrogen atoms can adsorb onto the
surface forming a surface hydroxyl group at the non-blocked sites by binding to the respective oxygen
atoms of the first surface layer. [80–83] Initial adsorption of methanol and formic acid takes place at
the unblocked site as well. Adsorption of these molecules as well as atomic hydrogen at coverages
higher than one particle per unit cell leads to the lifting of the

(√
2×
√

2
)

R45◦ reconstruction. [78,
81, 84]
Figure 1.7b shows the phase diagram of the magnetite (001) surface from theoretical calculations.
The SCV structure shows a stable regime spanning the common pressures accessible in ultra-high
vacuum (UHV) and near ambient pressure (NAP) studies. Evaporating Fe onto the surface creates
Fe adatoms, which can move into the surface reconstruction, as described above for Ni and Ir atoms,
creating local unreconstructed unit cells. Upon higher coverages, patches of bulk-truncated (1x1)
form, followed by some Fe dimers on top of Fetet. [20, 85]
The SCV reconstructed Fe3O4(001) surface is known to adsorb water [83, 86], formic acid [84],
and alcohols [78] in a dissociative manner. Alcohol reforming has been observed for methanol on
magnetite surface defects. Step edges, Fe adatoms, APDBs, and unreconstructed unit cells on
Fe3O4(001) are reactive sites for methanol to be oxidized to methanal. [78] On FeO(111) thin films,
various alcohols can be oxidized. [87]
Pd [74] and Pt [69] atoms evaporated onto the

(√
2×
√

2
)

R45◦ Fe3O4(001) become mobile and
sinter into clusters upon CO exposure. Composite materials based on Fe3O4(001) crystals show
carbon monoxide oxidation (Pd, Pt) [68, 88], hydrogen oxidation and oxygen reduction [68].
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Figure 1.7: Overview of defects on the
(√

2×
√

2
)

R45◦ Fe3O4(001) surface under the scanning tunnelling
microscope (a) and interpreted according to the SCV model. (c, figure from [78].) The structure
displays the first and second layer of the surface, while the structure (d, figure from [78].)
represents the third layer of the surface. The purple square indicates the unit cell of the(√

2×
√

2
)

R45◦ structure. Orange ovals mark an APDB, while green rectangles mark the
unreconstructed unit cell. A possible location for a Fe adatom is represented by a red star. (c)
Surface phase diagram based on theoretical calculations for different models for the magnetite
surface. The chemical potential is correlated to the O2 pressure at 900 K on the upper x-axis. (b,
figure adapted from [20] based on [72])). (a) Reprinted with permission from J. Phys. Chem. C
2019, 123, 19742-19747. Copyright 2019 American Chemical Society. (b) Reprinted from Surf.
Sci. Rep., 71, Parkinson, G. S., Iron oxide surfaces, 272–365, Copyright 2016, with permission
from Elsevier based, based on an figure from Science 2014, 346, 1215–1218. Reprinted with
permission from AAAS. (c,d) Reprinted from Gamba, O. et al. Top. Catal. 2017, 60, 420–430
under CC 4.0.
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2 Experimental Methods

2.1 Scanning Tunnelling Microscopy

Since its invention by Binnig and Rohrer [89–92] in 1979, scanning tunnelling microscopy (STM)
has proven itself a very useful tool that can provide a whole range of information on surfaces and
surface processes [61, 93, 94] and has even been used for some piece of art [95]. It has enabled
scientists to investigate the structure of surfaces from mm to nm and hundreds of pm in real space.
It can provide information about e.g. topography and thus the surface structure [61, 93], local
conductivity [96], and in some cases even the shape of molecular orbitals [97] dependent on what
kind of regulation and scanning parameters are used.

2.1.1 Principles of Scanning Tunnelling Microscopy

Scanning tunnelling microscopy1 works because when a bias voltage (UB) is applied between a
sharp metallic tip and a (at least semi-)conducting sample which are brought close to each other, a
tunnelling current (It) can be detected. Wave functions of electronic states near the Fermi level of
the sample show a decay length κ into vacuum of

κ = 5.1
√
φ[eV ] nm−1 (2.1)

with φ[eV ] being the work function of the sample in eV. The tunnelling current, It, scales expo-
nentially with the tip-sample distance, d, from the local density of states (LDOS, ρ(z = 0, EF ), EF
being the Fermi level and the height above the sample, z) at the sample surface and the Fermi level

It ∝ UB ρSample(z = 0, EF ) e−2κd (2.2)

It ∝ UB ρSample(z = 0, EF ) e−10.2
√
φ[eV ] d (2.3)

and thus with the work function.
Using the work function of magnetite (001) of 5.20±0.15 eV [103] with equation 2.3 to calculate the
exponential term of equation 2.3 shows the surface sensitivity of STM measurements, since only the
foremost atoms of the tip contribute to the tunnelling current (see table 2.1). In order to achieve
topographic images, two methods can be employed. Moving the tip laterally at a certain height
and detecting the tunnelling current is called ”constant height” measurement and returns a 2D
map of the local tunnelling current. The other approach is called ”constant current” measurement
and adjusts the height of the tip via a PI regulation to keep the tip at a constant current above

1Theoretical describtion of scanning tunnelling microscopy can be found in most surface science textbooks and in
research papers. The theoretical description in this chapter is mainly based on [98–102] and further information
on the general theory can be found there.
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Table 2.1: The tunnelling current is highly sensitive to the tip-sample distance (as expressed by equa-
tion 2.3). Calculating the tunnelling current decay in steps of a typical atomic diameter for
transition metals (0.3 nm) shows a decay of 10-3 for each atomic diameter. Therefore, only the
foremost atoms of the tip contribute to the tunnelling current allowing for STM measurement
on the atomic scale.

tip-sample distance d 0.0 nm 0.3 nm 0.6 nm 0.9 nm 1.2 nm
exponential term of eq. 2.3 1.0 9.3× 10−4 8.7 × 10−7 8.1× 10−10 7.6× 10−13

the sample surface. The relative change in tip height thus represents the relative height of the
electronic structure of the surface in the scanned area and enables long range scans of surfaces as
it reduces the risk of the tip crashing into the sample surface. Therefore, all conventional STM
measurements in this thesis are done in constant current mode. Figure 2.1 displays a schematic of
a conventional scanning tunnelling microscope with a PI regulation for the tip height to measure
the topography of the LDOS of the sample. For constant height measurements the PI regulation
is switched off. Dependent on the polarity of the applied bias voltage, unoccupied or occupied

Figure 2.1: Schematic of a conventional scanning tunnelling microscope. A metallic tip is brought close to
the surface of a (semi-)conducting sample. A bias voltage is applied at the tunnelling junction
and a tunnelling current is detected (A). The tip scans the surface at a constant current, as the
piezoelectric motor adjusts the height above the sample in a manner that ensures a constant
tunnelling current. As table 2.1 demonstrates, the tunnelling current originates only from the
foremost atoms of the tip drawn in the inset.

states can be measured. Variation of the bias voltage can change the electronic state detected by
tunnelling.

2.1.2 Fast Scanning Tunnelling Microscopy with a Commercial Microscope

Measurement times of several minutes per frame for conventional STM allows the investigation of
surfaces with fixed or frozen (e.g. by cooling to liquid nitrogen or liquid helium temperatures) struc-
tures. Conventional STM can only provide qualitative information on thermally activated processes
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2.2 Low-Energy Electron Diffraction

with significant activation energies (these processes can only be observed at higher temperatures,
where the movement increases a lot with temperature), but lacks the time resolution necessary due
to its limited measurement speed. In order to investigate these processes in a quantitative way,
accelerated STM data is necessary.
For a long time, some researchers developed microscopes purely dedicate to accelerated STM mea-
surements, by choosing all components in a way to shift their resonance frequency to very high
frequencies [104–109] and some additionally excite the tip to move in a spiral way to avoid excita-
tion of X and Y scanning frequencies [110].
In 2010, F. Esch and colleagues [111, 112] in Triest came up with a way to accelerate common
STMs to and above video rate in a fully non-invasive way. By adding a separate electronics module,
this approach combines a sinusoidal wave in the fast scanning direction with a triangular wave in
the slow scanning direction, the solution by Esch avoids sharp changes in the movement of the
piezoelectric scanner and adds those voltages to the ones from the conventional STM instrument.
Together with the ability to correct for the unavoidable sample tilt via a z-phase shift this allows the
fast acquisition of STM data. Recent developments [113] extended the application of this technique
to atomic force microscopy (AFM) as well as particle tracking along with improvements in the signal
generation and readout.
In this thesis, a single-tube scanner of the Omicron VT-AFM is driven by the standard MATRIX
electronics of Omicron for standard STM measurements. For FastSTM measurements, an addition
board enables to add voltages output from an field programmable gate array (FPGA). A commercial
NI-PXI-1033 system (National Instruments) hosts the reprogrammable FPGA-based high-speed
I/O-board (NI 5781) and a slower I/O-board (NITB-2706) for the slow scanning direction and other
parameters like the sample temperature and the bias voltage. It is used with a dedicated Labview
2016 program (versions 3.0 and various development stages of 3.2) on a Windows 10 operating
system. A schematic of the current electronics is shown in figure 2.2.

2.2 Low-Energy Electron Diffraction

Electron diffraction can be used to quickly probe the periodicity of the surface structure in reciprocal
space. Any low-energy electron diffraction (LEED) instrument (the schematic of the instrument
used here is shown in figure 2.3a) needs an electron source, e.g. a filament, a method to control their
kinetic energy, and a detection method like a fluorescence screen. A suppressor grid can decrease
the background from diffuse scattering. As the inelastic mean free path (IMFP) of an electron
within a solid is dependent on its kinetic energy, it is possible to choose the kinetic energy so that
the scattered electrons interact only with the top-most layers of a crystalline sample. Figure 2.3b
provides an orientation for suitable electron energies. The IMFP has a minimum in the range of
10 - 100 eV, where the IMFP is approximately 0.5 nm.
Constructive interference of the diffracted electrons - first observed by Davisson and Germer [114] -
leads to maxima of the electron beam intensity which can be detected with a fluorescence screen (a
typical LEED pattern for the

(√
2×
√

2
)

R45◦ -Fe3O4(001) surface is shown in figure 2.4a). Those
spots correspond to intersections of the Ewald sphere (which relates to the kinetic energy of the
incident electron beam) with the crystal truncation rods of the surface and can therefore provide
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Figure 2.2: Schematic of the FastSTM control electronics add-on based on Dri et al. [113]: The FAST
module (enclosed in a dashed line) generates the signal controlled by the LabVIEW computer
and adds it to the one originating from the original control unit of the manufacturer and forwards
the resulting signal to the piezo tube. The tunnelling current is gripped after the preamplifier
before it reaches the original control unit and fed to the high-feed I/O-board, where it can be
read into the Labview program and saved to a .h5 file. A type K thermocouple is connected
to the slow board via an network cable, which reads the sample temperature. Reprinted from
Ultramicroscopy, 205, Dri, C. et al., The new FAST module: A portable and transparent add-on
module for time-resolved investigations with commercial scanning probe microscopes, 49–56.,
Copyright 2019, with permission from Elsevier.

information about the periodic structure of the investigated surface. Varying the energy of the
incident electron beam (and therefore the IMFP) can provide information about some subsequent
layers below the top-most layer. The spot size (usually ≈ 1 mm) of the electron gun determines
the integrated area, while the transfer width of the electron beam is the length over which the
structure needs to be periodic to give independent spots. Dependent on the experimental setup and
the electron energy it is typically in the range of 5 - 10 nm [115] for conventional low-energy LEED
optics. A more detailed discussion can be found in the literature [115–117]. In the present work,
LEED experiments were performed with a SPECS ErLEED 100 optics in the 3-grid design (as shown
schematically in figure 2.3a) controlled by an ErLEED 1000A control electronics and equipped with
a shutter and z-transfer. Initial measurements with a first camera (The Imaging Source, DMK
72AUC02) could not be quantified, because it could not capture enough of the fluorescence signal
for quantitative image processing. To record more of the signal of the fluorescence screen, the
camera was switched to a single-lens reflex camera (Nikon D5300) with a 18 - 55 mm objective lens,
properly focussing the camera slightly behind the screen to reduce the influence of the grid of the
fluorescence screen on the data quantification. As the sample heater creates background radiation
which changes with its temperature, which can affect quantification of temperature dependent
studies, a green filter (figure 2.4b shows its transmission spectrum) is mounted in front of the
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2.2 Low-Energy Electron Diffraction

objective lens. Measurements were automatized for linear heating ramps, using USB tethering
(ControlMyNikon 5.4.98.99 Standard (Tetherscript Technology Corp.)), manual focussing onto the
spots with the objective lens, temperature series recorded using an iso-value of 1000, an aperture of
f/5.6 and a shutter opening time of 0.5 s and recording 0.2 frames per second to synchronize with
a 0.2 K/s heating ramp and a filament current of 2.1 A. In order not to exceed the available RAM
(and thereby stopping the measurement series), the file format is set to ”JPEG size S”.

Figure 2.3: (a) A typical 3-grid LEED optics as used in this thesis reproduced from Ibach [118]: Electrons
of controlled energy are directed orthogonally onto the sample. The diffracted backscattered
electrons are visualized with a fluorescence screen where a high voltage potential (UScreen) is
applied. A voltage potential applied at the second grid (suppressor grid) lowers the background
from inelastically scattered electrons. (b) The universal curve gives an estimate for the inelastic
mean free path (IMFP) of an electron. It is dependent on the electron energy. This curve
shows experimental data for elemental solids. (a) Adapted by permission from Springer Nature:
Structure of Surfaces by H. Ibach, Copyright 2006. (b) Reprinted with permission from Surface
& Interface Analysis 1979, 1, 1. Copyright 2004 John Wiley and Sons.

Beam damage from the electron gun was observed when measuring with the maximum filament
current at high temperatures for the study of the high-temperature phase transition in section 4.3.
To mitigate this, a compromise value for the filament current of 2.1 A has been established, where
no beam damage in LEED was observed during the timescale of the measurements presented here
while still maintaining a high enough spot intensity for quantification.
For data quantification, the grid of the fluorescence screen needs to be accounted for. Fitting line
profiles would require blurring of the images, as using a wider line width for the profile does not solve
this because of the periodic nature of the grid. However, when looking at data for spots at very low
diffraction orders, they have the advantage of a greater width on the screen, spanning enough grid
points that the influence of the grid becomes negligible when integrating the intensity of the spot.
Low diffraction order spots have the additional advantage that the influence on the spot intensity by
the Debye-Waller factor is reduced so much that it does not significantly change the determination
of the transition temperature of the high-temperature phase transition of the Fe3O4(001) surface in
chapter 4.3. There, the (1/2, 3/2) spot is used at 25 eV is used, since the (1/2, 1/2) spot could not
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Figure 2.4: (a) Typical LEED pattern of the
(√

2×
√

2
)

R45◦ -Fe3O4(001) surface at an incident electron
energy of 70 eV. The

(√
2×
√

2
)

R45◦ unit cell is indicated in red, the (1× 1) unit cell is
marked in white (b) Transmission spectrum of the green filter used for LEED measurements
with corresponding colours in the background. The spots on the green fluorescence screen are
imaged while background from the heater behind the crystal is reduced.

be image due to the relative size of the electron source in the instrument used. A Matlab script has
been created that allows the manual placement of a circular mask for each spot of interest on the
first image, and those masks are used automatically for all images of the data set. The intensity of
the spot is numerically integrated for each image. A temperature read-out using the same computer
as the camera tethering software provides an precise correlation of the sample temperature to the
time stamp and thereby allows the assignment of a precise temperature to each image taken of a
LEED pattern.

2.3 Temperature-Programmed Desorption and Mass
Spectrometry

Temperature-programmed desorption (TPD), first described in the 1940s [119], is an integral tool for
surface analysis, giving high-sensitivity information about the existence of one or more adsorption
sites and the thermal properties of adsorption and desorption for a given molecule. It probes
the adsorption and desorption properties of probe molecules like CO or reactants and products of
reactions on the surface. One TPD cycle in principle consists of the dosage of a defined amount
of probe gas molecules at or below the start temperature, placing the sample below a quadrupole
mass spectrometer, and measuring the detected ion currents for characteristic mass/charge ratios
while heating the sample with a heating rate β = δT

δt . The Polanyi-Wigner equation describes the
desorption rate rdes as

rdes = −∂θ
∂t

= νnθ
nexp

(
−Edes
RT

)
(2.4)

(2.5)
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2.3 Temperature-Programmed Desorption and Mass Spectrometry

with νn being the pre-exponential factor of the process of order n, T being the temperature, t being
the time, Edes the desorption energy, and θ the surface coverage. Assuming a constant heating rate
gives equation 2.6

rdes = −β ∂θ
∂T

. (2.6)

Dependent on the system, one or many more peaks appear, as shown in an example in figure 2.5.
Higher coverages of adsorbed molecules lead in some cases to surface reconstruction (as described
in section 1.3), thereby influencing the resulting TPD spectrum. Therefore, coverage dependent
TPD measurement as shown in figure 2.5 can give additional information. Molecules with similar
mass or multiple possible sources for a certain mass-to-charge ratio can be distinguished through
isotopically labelling or different cracking patterns. The whole range of tools of thermodynamics
and kinetics can be applied on TPD. More detailed information on TPD evaluation can be found
in the literature, e.g. [101, 120].

Figure 2.5: Temperature-programmed desorption of D2O on Fe3O4(001) with the higher temperature range
shown in the inset. Six main peaks are observed (greek letters). Coverages from 0 up to 14
molecules per unit cell are used. Isotopically labelled water excludes any contribution of water
from the residual gas atmosphere. Reproduced under PNAS License from Proc. Natl. Acad.
Sci. 2018, 115, E5642–E5650.
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2.4 Experimental Setup and Sample Preparation

The experimental setup used in this work is shown in figure 2.6. It contains three main parts which
are described in this section: the STM chamber, the preparation chamber, and the laser-ablation
cluster source.
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Figure 2.6: Schematic representation of the experimental setup. A yellow circle indicates additional pump-
ing for this instrument. The angular orientations in the schematic are not representative.

STM Chamber

The STM chamber houses the commercial Omicron VT-AFM microscope capable of STM and
atomic force microscopy (AFM). A wobblestick allows the sample to be transferred from the main
sample manipulator to the microscope. The STM chamber can be separated from the preparation
chamber by a gate valve, while the UHV conditions are maintained by an ion getter pump/ titanium
sublimation pump assembly and monitored by a hot-cathode gauge. The base pressure in the STM
chamber is 2 × 10−11 mbar. A hydrogen cracker in line of sight of the tunnelling junction has
been built during this thesis with the goal to investigate a possible isotope effect on the switching
motion of hydrogen adatoms. Therefore, deuterium atoms were dosed onto the surface during STM
measurements to distinguish hydrogen adatoms and deuterium adatoms. This was not successful,
as tip shadow effects prevented the deuterium atoms from reaching the surface while scanning.

Preparation Chamber

The preparation chamber contains all tools for sample preparation, integral characterization meth-
ods and a gas dosing system.
Connected to the preparation chamber is a load lock which can be separated from the preparation
chamber and vented. Thereby, samples can be separately evacuated and than introduced to the
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2.4 Experimental Setup and Sample Preparation

main sample manipulator in the preparation chamber. This manipulator can move the sample in
x,y, and z directions and rotate around its axis and thereby access all instruments mounted on the
chamber as well as a handover to the wobblestick in the STM chamber. Sample heating is performed
by a boron-nitride heater placed directly below the single crystal and the sample temperature is
measured by a thermocouple type K attached to the rim of the top-hat shaped crystal. Sample
cooling can be done through a Peltier type cooling system with gaseous nitrogen. Gases can be
dosed via multiple leak valves mounted on the gas dosage line. An ion source supplied with Ar gas
is used as a sputter gun for sample preparation. A quadrupole mass spectrometer for residual gas
analysis, TPD measurements, and leak testing is mounted on the chamber. It has been replaced by
a sniffer instrument, containing a QMS of its own, as a part of this thesis which will be described
in chapter 3.3. An electron gun combined with a hemispherical analyzer allows cleanliness checks
through Auger electron spectroscopy (AES). Electron diffraction optics allow the investigation of
the long-range structure of the sample by LEED. An evaporator, a quartz crystal microbalance
for controlled evaporation, and an oxygen cracker are mounted as well. The UHV conditions are
maintained by a turbo molecular pump (Pfeiffer HighPace 300M) - coupled with a rotary vane pump
for the necessary prevacuum - together with a combined ion getter and titanium sublimation pump
and monitored by a hot-cathode gauge. Differential pumping is supplied as necessary to the gas
dosage line, the load lock, the evaporator, the main sample manipulator, and the sniffer. Another
gate valve followed by a stack of einzel lenses separates the preparation chamber from the cluster
source. The base pressure in the preparation chamber is 2× 10−10 mbar.

Cluster Source

A cluster source as described by Heiz et al. [51] is attached to the preparation chamber. A pulsed
high-frequency Nd:YAG laser (λ = 532 nm) is focused on the rotating metal target creating a metal
plasma. A piezoelectric valve pulsing helium gas synchronized to the laser thermalises the plasma.
Subsequently, the clusters undergo supersonic expansion into vacuum through a nozzle. After the
skimmer, the cluster beam is guided by an octupole ion guide and electrostatic einzel lenses to the
bender. The bender separates the desired, positively charged clusters from the neutral and negative
ones. Further einzel lenses guide the cluster beam. A high-resolution quadrupole mass spectrometer
is subsequently used to perform the mass selection. A retarding potential slows the clusters down
to ensure soft-landing conditions. In order to bridge the pressure difference from some mbar in the
expansion region to 10-10 mbar in the preparation chamber, a roots blower with a forepump and
three turbo molecular pumps with corresponding forepumps (at the quadrupole, the bender and
the octuple) are used. The base pressure in the quadrupole section is 5× 10−9 mbar, 1× 10−8 mbar
in the bender section and 1 × 10−6 mbar in the octupole section for a non-baked cluster source.
The octupole and expansion section can be separated from the bender and quadrupole section via
a gate valve, thus ensuring best vacuum conditions in the latter.

Sample Preparation

Sample preparation has been done in the preparation chamber through repeated cycles of argon
sputtering for 5 min (1 keV, 5× 10−6 mbar Ar, normal incident) and annealing (983 K for 20 min).
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Due to the sensitive stoichiometry of the Fe3O4 single crystal surface, it is important to make
sure the Ar and O2 lines are always kept clean. Every fifth sputter-annealing cycle, the sample is
annealed in oxygen (1× 10−6 mbar O2). The oxygen annealing is important for the stoichiometry
of the surface and gives the

(√
2×
√

2
)

R45◦ -Fe3O4(001) surface shown in figure 2.7b. Without
sufficient oxidation, the surface shows the Fe-rich so-called ”Fe-dimer” termination as displayed in
figure 2.7a. To obtain a flat surface and prevent island growth, the sample should be cooled down
in UHV after oxidation. Upon dosage of atomic hydrogen onto the surface, a Fe-rich surface shown
in figure 2.7c was found, which resembles the Fe-rich surface from figure 2.7a.

Figure 2.7: Examples of surfaces observed dependent on sample preparation of the (001) facet of the Fe3O4
single crystal. (a) Annealing in UHV results in an Fe-rich surface called ”Fe-dimer” surface
[20]. (b) After annealing in oxygen, the

(√
2×
√

2
)

R45◦ -Fe3O4(001) surface [72] studied in
this thesis is obtain. (c) Dosage of atomic hydrogen leads to a Fe-rich surface similar to the one
obtained through UHV annealing (Ub = 1.5 V, It = 0.3 nA).
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In this thesis, three main technical challenges have been tackled. The conversion of FastSTM movies
(chapter 3.1), their quantitative evaluation (chapter 3.2), and the development of the Sniffer, an
instrument for highly sensitive measurements of surface reactivity and catalysis (chapter 3.3).

3.1 pyfast - A Python-based Script for FastSTM Movie
Conversion

The FAST module generates 1D data strings which have to be converted to 2D movies. This is
performed by a python script, ”pyfast”. Pyfast is a common project with the CNR-IOM Labora-
torio TASC, Trieste, Italy, and Catalan Institute of Nanoscience and the Nanotechnology (ICN2),
Barcelona, Spain, administered via a Gitlab repository (https://gitlab.com/faststm/pyfast/) and
coordinated by Carlo Dri of CNR-IOM. During this PhD thesis, three internship students, Jakob
Filser, Frederic Felsen, and Karl Briegel, contributed significantly to the programming of the pyfast
improvements and helped me to establish efficient conversion routines for FAST measurements on
a daily basis.

Goals for the Pyfast Script - Job Description and Challenges

The FAST module records fast scanning probe movies and saves them in a tailor-made .h5 -based file
format as one-dimensional data string together with measurement metadata. The metadata includes
information necessary for the correct data conversion like pixels in X-/Y-direction, measurement
frequencies, estimated phase shifts in the X, Y, and Z signals from the FAST-Labview software
(see section 2.1.2) as well as information that is useful for further data processing and analysis as
time, sample temperature, bias voltage, tunnelling current, and excitation voltage for the X and Y
direction. The task of this python script (”pyfast”) requires much more than a simple transformation
of the 1D data string to a 2D movie: Included are as well filtering of non-physical frequencies in
Fourier-space, finding the exact phase shifts of the data, combining the forward and backward
frames to create enhanced pixel resolution through interpolation, correcting for the creep of the
piezoelectric scanner, correcting the movies for thermal drift in the movies, and finally exporting
the movie and its frames with chosen export settings.
While at the beginning of this thesis the simple conversion to a two-dimensional movie with a
simple decosination in X direction were implemented, the pyfast script was stepwise upgraded by
a new interpolation function at the heart of pyfast, creep correction, drift correction, algorithm
optimizations for stability and speed (X phase correction, interpolation), data improvement by
frequency filtering, and tensor export as .p file.
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Structure of the Data

Since the tip scans the surface in a fast sinusoidal movement in X and a slow triangular move-
ment in Y direction, a movement as indicated in figure 3.1 results. Based on the movement, a
FastSTM measurement image can be decomposed into four measurement frames: up-foward (uf),
up-backward (ub), down-forward (df), and down-backward (db). By proper interlacing f and b
lines, the interlaced movie frames can be generated as upward-interlaced (ui) and downward-
interlaced (di) that can improve the spacial resolution. Based on this scheme, FastSTM movie
outputs can either contain sets of up-forward/down-forward (udf) respectively backward (udb) or
upward-interlaced/downward-interlaced (udi) frames - or only subsets (ui, di, uf, df, ub, db) - and
is in the following labelled accordingly. The frame rate is the number of up/down movements per
second (frames per second, fps), thus the dithering frequency. Therefore, one image contributes
with maximum two frames to a movie, as forward and backward images represent the same time
range. Consequently, the maximum measurement frequency of FastSTM measurements is two times
the Y scanning frequency.

(a) upward movement (b) downward movement (c) extracted uf data set

Figure 3.1: Schematic representation of the 2D tip movement in (X,Y) space first upwards (a) and than
downwards (b). To create processable data in matrix shape, lines and rows have to be deter-
mined. Exemplarily, the up-forwards lines are extracted in (c). Figure adapted with permission
from [121].

X Phase Shift - How to Determine when the Frame Starts

Since the FAST module records data by exciting the piezoelectric scanner in a pendulum motion
close to eigenfrequencies of the scanning system, the precise starting pixel of the first frame is not
known and phase shifts may occur. Therefore the number of pixels in X and Y direction are set in
the measurement, with a perfect synchronization between scanning motion and tunnelling current
data acquisition, and can be read from the metadata. A good starting point for the X phase shift is
usually the value determined during the measurement in the image preview of FAST-Labview, but
it tends to be off by a small number of pixels. Even a misalignment by one pixel leads to serious
misalignment of the rows in interlaced images, and a non-perfect X phase correction makes steps
later in the conversion process even more tedious, particularly the creep correction. A first method
to correct for this uses an empirically X phase correction, which works nicely for a limited amount
of movies. This can be time consuming for a big data set or movies with mediocre contrast quality,
when minimal changes have to be checked by eye repeatedly. An automatic approach has been
developed that uses the line-wise autocorrelation of Gauss-filtered, Hamming-windowed subsequent
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up and down frames as a function of different single digit values for the phase correction to determine
the best one automatically. Thereby, a smoother processing is helped and the empirical user input
is reduced in most cases.

Pendulum acceleration effects - Creep Correction

In FastSTM measurements, even the slow triangular movement in Y direction may lead to problems:
the acceleration imposed at the reversal points cannot be followed by the piezoelectric scanner. This
leads to an offset between up and down images due to delays. The difference between the electronic
signal applied at the scanner tube and the actuated movement of the scanner is the creep of the
piezoelectric scanner tube as shown schematically in figure 3.2a and has to be corrected for by a creep
correction algorithm in order to exploit the full measurement data set. The correction is currently
performed by a cubic Bézier function [122, 123] - mapping the pixels on their real Y positions - and
control points are chosen as follows: The first control point P0 is the starting point of the ideal tip
path shifted by pixels. This shift is the correction necessary to correct for the hysteresis of the tip
movement as shown in figure 3.2b. The last control point is the point on the ideal tip path halfway
between the top and the bottom of the frame. The definition of the remaining three point P1 -
P3 is indicated in figure 3.3. The points P2 and P3 are located on the lines between the auxiliary
point L1 (positioned at the height of the first point of the real path projected onto the ideal path)
and the first and last control point. Their position on those lines can be changed to accommodate
different scanner parameters if necessary. Because this method needs empirical input from the user
for each movie in order to correct e.g. the hysteresis of the scanner movement, it is not very reliable
for automatic data processing. The current determination of the scanning movement Bézier curve
can thus only be performed on images with sufficient contrasst in Y direction (e.g. diagonal or
horizontal Fe rows on magnetite). But once the parameters have been determined for a particular
FAST measurement setting and tip state, they remain reproducible for this data set.
Currently, an improvement of the algorithm is being developed to substitute the Bézier curves with
a sine curve that maps the transition from the static part

(
dy
dt = 0

)
to the linear scanning regime(

dy
dt = set scan speed

)
with fewer and more intuitive parameters.
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(a) (b)

Figure 3.2: (a) The ideal (blue) and non-ideal (yellow) movement in Y direction is shown here. The reason
for this is the creep of the piezoelectric scanner when the triangular driving voltage in Y direction
changes its direction (first derivative) at the top and bottom of each frame. (b) The hysteresis
in Y direction of the scanner between up (yellow) and down (red) lines is shown. Shifting the
traces by pixels along the trace is the first step in the creep correction. Figure adapted with
permission from [121].

(a) (b)

Figure 3.3: The definition of the four control points P0 - P3 for the Bézier function for creep correction is
shown here. (b) is zoomed in on the lower part of (a) to show be able to easier indicate the
control points labelled here. Figure reproduced with permission from [121].

Turning the Sinusoidal Data into a Rectangular Movie - the Interpolation
Function

In order to obtain spatial and temporal information in form of a movie, the tip moves in a sinusoidal
movement over the surface and thus it does not have equally-spaced data points on a square grid. As
figure 3.4 shows, its data points are non-equally distributed as the radial velocity of the pendulum
motion of the tip is faster close to the centre of the image than at its edge. The data set needs to be
interpolated to a grid in order to be processable. The easiest way for pure forward or pure backward
channels to achieve this is to linearly interpolate in Y direction first (termed ”half-pixel correction”
in pyfast) and to interpolate either by weighting (correlating each pixel before to each pixel after
interpolation, ”accurate decosination” in pyfast) or by spline interpolation (”quick decosination” in
pyfast) each row to create equally spaced pixels. Using the enhanced resolution of combining ’f’ and
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Figure 3.4: Schematic representation of the tip movement (blue) and an equally-spaced grid for interpolation
(yellow). Figure adapted with permission from [121].

’b’ rows to interlaced rows requires an interpolation onto an equally-spaced 2D grid instead of the
two-step process for ’f’ or ’b’ type data channels. This is achieved via a process called ”Delaunay
Triangulation” [124, 125]. It uses a set of triangles that only contain measured data points as corners
(as shown in figure 3.5). The three closest surrounding measurement points determine the intensity
of the interpolated pixel, weighted by distance. As the position of each data point is constant for
each frame due to the perfectly periodic tip movement, the grid built for the interpolation can be
used for the whole movie. This saves a large share of computation time enabling from approximately
20 minutes for converting one movie down to almost real-time data conversion.

Figure 3.5: Illustration of the Delaunay Triangulation based on the measured data points (red) and the
grid points (yellow). Each grid point is defined uniquely by its surrounding triangle and can
be calculated by weighting the tree corners (m1, m2,m3) with the distances to the grid points
at the centre of the triangle with the reciprocal distances (a1, a2, a3). Figure adapted with
permission from [126].
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Frequency Filtering

STM measurements are sensitive to vibrations in the setup and care must therefore by taken to
mechanically isolate the microscope from the rest of the setup and remove or block components
that could cause noise in the signal. Since some minor noise sources (e.g. rotational frequencies
of the turbomolecular pumps) sometimes remain, these noise frequencies need to be removed by
filtering the FAST signal in the time domain. To this purpose, the whole data string is transformed
into a frequency spectrum and back by Fourier transformation. This process is computationally
demanding and the RAM size of the computer limits the maximum convertible file size.
As a standard practice, the following filtering operations were performed on the movies:

• The X Scanning Frequency and its Overtones: The X scanning frequency itself and
its overtones are filtered out, which corrects for tilt of the topography in X direction because
of the tip shape.

• Signals Slower than the Y Frequency: Any measured frequencies slower than the Y
frequency of the movie cannot be a result of the regular topography. Consequently, a high-pass
filter filters out all frequencies below and equal to the Y frequency.

• Eliminating Single High Peaks: Single, sharp, disproportionally intense peaks can some-
times be observed for the rotation frequencies of the turbo molecular pumps and the corre-
sponding overtones, which are usually filtered. Their amplitude is dependent on the quality
of the tip.

One optional filter - selectable by the user - is implemented and can be used dependent on applica-
tion.

• Removal of Noise Floor: If desired, the noise floor of the movies can be reduced by
filtering the median frequency from movie as the real information is usually represented in
sharper peaks. This can cause problems for movies with mostly mobile species imaged at high
temperatures and reduces the temporal resolution as it effectively includes some temporal
averaging as well.

Introduction of Drift Correction

Thermal drift is a permanent issue in all scanning probe measurements [127, 128] at elevated
temperatures. Even minuscule temperature gradients can result in drift on the order of fractures
of a nm/s, which can create a problem as usually it is desired to image the exact same region over
time. There are two strategies to both applied to meet this challenge: First, minimizing the drift
by proper correction by hand with the MATRIX software standard method. In addition, the movie
is drift-corrected ”post-measurement”. By calculating the drift for two (or more) images that differ
by a certain amount of time (typically 20 s in order to overcome subpixel drifts), drift traces can be
calculated for the whole movie. The drift correction is than applied either by displaying the part
of the movie that is present in all movie frames (”greatest common” method) or by presenting the
complete dataset and filling the patches of the movie with zeros (”full” or ”maximum area” method),
where there is no data at a given point during the movie because the tip is not yet/ anymore there.
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Exporting Movies to Useful Formats

Finally, the measured movie is exported for further data analysis and presentation. Movie and
frame output are created using FFmpeg [129]. The following exports are possible:

• Movie: The data is exported as movie file (.mp4 or .avi) using matplotlib [130] colormaps
(e.g. ”hot” or ”inferno”) to represent the data. The movie can be accelerated from real time
by an acceleration factor, exported with timestamps and frame descriptor, exported only for
a certain range of images, and scaled in X and Y directions. The files here can be operated
with any standard program and processes with dedicated scripts.

• Frames: For presentation in print, geometric and static analysis, and further data treatment
with other software packages like Gwyddion [128] or ImageJ [131] and plugins hereto [132,
133], the data can be exported as image files. The data representation can be chosen like for
movies. If desired, the average of subsequent frames can be output. Output formats include
.png, .jpg, and .gsf (Gwyddion Simple Field file format [128]).

• Tensor: For easier data processing with multiple python-based Jupyter notebooks, the movie
is stored as pickle file (.p). It contains three elements: First and foremost, the data of all frames
are contained as three-dimensional array. The second element is the desired video rate of the
output (fps factor) of the exported movie. The third element is the range of images selected
for exportation as movie (image range).

• Metadata: The metadata dictionary is written to a .txt file at the end of the export, while
a log file of the processing steps taken for this specific movie is exported as well.
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3.2 Quantification of FastSTM Data

The quantitative analysis of FastSTM movies can help unravel details such as diffusion paths and
residence times. To this purpose, it is desirable to extract reliable spatial and temporal information.
While the temporal evaluation is best demonstrated by means of an example given in chapter 4.1,
as it is very case specific, the spatial evaluation is discussed in more detail in the following.

Spatial Calibration of FastSTM Data

As already mentioned, FastSTM takes place with the fast scanning frequency close to the first
eigenfrequencies of the scanning system. A proper characterisation of these eigenfrequencies can be
performed by measureing the logarithmic tunnelling current response in tunnelling contact upon
stimulation of the piezoelectric scanner in X, Y and Z direction (shown in figure 3.6). While at
low frequencies a correct signal is measured, at high frequencies eigenfrequencies of the scanning
system get excited, leading to increased tunnelling currents upon X, Y excitation due to residual
sample inclination, while Z excitation leads to both kinds of responses, increase and decrease in the
logarithmic tunnelling current.
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Figure 3.6: Tunnelling Response when exciting the piezoelectric scanner in the fast, slow scanning directions
and the Z direction in tunnelling contact measured using the method described in Dri et al. [134].
The grey, dashed lines indicates the X frequencies of the most common measurement settings
(785 and 1147 Hz) in this thesis. Figure is based on data measured jointly with F. Knoller [135].

The measurement conditions established for this thesis used fast-scanning direction frequencies
indicated by dotted lines in figure 3.6 and listed in table 3.1. The region around 784 Hz provides
a suitable frequency window for the FAST module as found together with Knoller [135]. The
preamplifier of the microscope used for FastSTM measurements had a bandwidth of ≤80 kHz (gain
3x107, 330 nA range), above which it starts to act as an integrator of the current signal. Most pixel
frequencies noted in table 3.1 are only slightly above the preamplifier bandwidth of 80 kHz and
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are suitable for measurements when the frames have enough pixels in the fast scanning direction.
Figure 3.7 shows room temperature frames from movies using the frequency settings from table 3.1.
The lateral size of the movie is regulated by the voltages driving the tip oscillation in X- (fast
scanning) and Y- (slow scanning) direction and do not change the measurement frequency or the
pixel frequency.

Table 3.1: Established measurement conditions for FastSTM measurements.

settings frames per second (fps) X frequency pixel frequency number of pixels
4 fps 4 785 153 846 196 x 196
8 fps 8 784 76 805 98 x 98

11.7 fps 11.7 1 147 112 360 98 x 98
19.6 fps 19.6 785 153 846 40 x 196

(a) 4 fps (b) 8 fps (c) 11.7 fps

(d) 19.6 fps

Figure 3.7: Frames of standard settings for FastSTM measurements for different time and length scales with
the frame rate indicated below them for the measurement conditions in table 3.1.

While scanning at elevated frequencies, eigenfrequencies are hence partially excited, leading to
coupling between X and Y directions and distortions. While those distortions can be reduced by
proper choice of frequencies, residual effects need to be corrected for post-measurement.
The uncorrected frames presented in figure 3.7 can serve to provide quantitative information for the
movement of features appearing already in conventional STM images (see chapter 4.1). When abso-
lute angles and precise distances are required (as in chapters 4.2 and 4.3), the FastSTM frames need
to be corrected in order to get correct information, as done exemplarily for the 4 fps settings with
standard voltages for X (0.5 V) and Y (0.7 V) in figure 3.8. This is done using high-resolution frames
of the SCV structure of magnetite (001) as shown exemplarily in figure 3.8. The

(√
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√

2
)

R45◦ re-
construction has a square unit cell, which should be obtained in the FFT image as well. The setting
described above creates frames with a rhombic arrangement of the SCV spots. Measuring the devi-
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ation of the angle from 90◦ gives the shearing angle, resulting in a rectangular alignment of the SCV
spots (transformation between figure 3.8a and b). The ratio between the lengths of the two edges
of the rectangle gives the Y/X stretching ratio that transforms the sheared frame so that its FFT
image shows a square alignment of the SCV spots, therefore the relative lengths and angles are now
correct. Care has to be taken to apply these corrections only in one of the two scanning directions,
i.e. aligning the Fe rows with one edge (the bottom edge, for the values given here) before shearing
and stretching. The fact that stretching on its own is not able to correct this error indicates that
there has to be some cross-excitation between the fast and the slow scanning direction. This pro-
cedure can be tedious to perform for all frames and impossible for those without the resolution to
recognise the SCV peaks in the 2D-FFT image. Using the same measurement setting should give
the same scaling proportions of the movie as verified for multiple data sets in this thesis. In order
to estimate the correction for the 4 fps setting described above without the influence of the crystal
rotation, the data can be corrected by shearing of 11.5◦ and a Y/X stretching ratio of 1.137. The
shearing angle can be in positive or negative direction dependent on the settings used for movie
conversion in pyfast (see section 3.1, X phase correction) and can easily be checked by eye. This
will give a good estimate of the necessary correction for most cases, while the protocol described
before yields correct values even in the range below 1◦ and 1 %.

Figure 3.8: To get correct angles and lengths from FastSTM movies, it is necessary to correct the movies.
The 2D-FFT images (d,e,f) of the atomically resolved

(√
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2
)

R45◦ -Fe3O4(001) surface
(a,b,c) show four peaks for the SCV reconstruction (white circles), which form a square if the
movie has been well corrected. Therefore, the rotated movie frame (a,d) is first sheared (b,e),
and than stretched (c,f), as described in detail in the text.
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The correct real-space length-scales can now be determined by trigonometry based on the row-to-
row distance of 0.59 nm in the SCV model [72], the number of Fe rows intersecting with the frame
border and the intersecting angle. The movie dimensions are highly dependent on the tip state and
can change from day to day, so the real-space lengths need to calculated for every data set. When
measuring at higher temperatures, the movie size does not change up to approximately 700 K, while
a significant change in size is found at and above 750 K, as the piezo-electric scanner and the tip
get warm which changes the real space dimensions of the scanned surface.
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3.3 Sniffer - A High-Sensitivity Instrument for the Investigation
of Surface Catalysts

This chapter provides information on the design, development, construction, implementation, char-
acterization, and application opportunities of an instrument, the sniffer, providing the capability for
highly sensitive kinetic measurements of catalytic reactions at pressures ranging from 10−10 mbar to
10−4 mbar over seven orders of magnitude. The sniffer instrument is capable of pulsed dosage from
several hundred Langmuir (1 Langmuir describes dosing a gas with 1.0×10−6 torr = 1.33×10−6 mbar
for 1 s [101]) to below 1% of one Langmuir, providing a wide range of dosage variation for possible
experiments from titration of small amounts of reaction product on the surface to dosing several
hundred Langmuir, creating an experimental environment closer to ambient conditions than most
common UHV studies. This amount of reactant improves the sensitivity towards side products
created only at minor shares and enables are more complete kinetic analysis including more side
products.
Three main technical challenges were identified and subsequently used to develop design criteria for
the instrument.
First, the instrument shall be capable to apply local pressures closer to ambient pressure at the
surface of the sample, since this would allow the pressure-dependent creation of structures not visible
at pressures common in UHV like particular oxide surfaces, which might show different reactivity
than the low-pressure structures. On the other hand, the instrument shall still be integrated into
the UHV setup, so that it can take advantage of the high control over the sample preparation in
UHV and the surface characterisation techniques available. The setup therefore needs to be a hybrid
one, having high-pressure capabilities as well as UHV compatibility. Consequently, it is desirable
to apply the high pressure only to a very small volume in front of the sample, which can be isolated
from the rest of the chamber, and have additional pumping for this volume, in order not to affect
the whole UHV chamber.
Second, the product amount can be small, especially when studying size-selected metal clusters, since
the cluster coverage needs to be low enough to still ensure monodisperse clusters after deposition.
This requires a high precision of the reactant dosage and a high sensitivity of the detection. To
achieve this, it is necessary to make sure all the product reaches the detector and the have a
particularly low background.
Third, the instrument shall be capable to gain information on reaction kinetics and residence times
of reactants and products on the surface. To achieve this, the reactant is dosed with pulsed valves,
so the time-dependent behaviour can be monitored reproducibly.

Methods for Investigating High-Sensitivity Surface Catalysis

A first attempt to isolate a TPD instrument from a surrounding UHV was done by Feulner and
Menzel [136], placing a glass envelope around the detector and having a sample-sized aperture at
the front (”Feulner Cup”). Thereby, the detector only measures desorbing species from the sample
and the inside of the glass envelope. In the instrument developed in this thesis, a stainless steel cone
with a sample-sized aperture is used to create a small separate volume in which high local pressure
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can be applied without affecting the surrounding UHV chamber. This also lowers the background
level since only species from this small separate volume can reach the detector.
To obtain more information on kinetics, turnover frequencies, and catalyst stability, dedicated pulsed
reactors in high-vacuum (TAP and TAP-2 reactors [137, 138]) were developed. Molecular beam
experiments [139–142] enable experiments where each molecule only collides once with the surface.
Judai et al. [143] employed a high-frequency piezo-electric driven valve for pulsed measurements
in UHV. In that instrument, the crystal is brought as close as some centimetres to the QMS and
the output of the pulsed gas doser in the UHV chamber. Inspired from the pulsed valves and
molecular beam techniques, pulsed valve are used for the instrument developed here, and care has
been taken to keep the tubing for the pulsed gases as straight as possible to avoid turbulences at
kinks. Watanabe and Isomura [144] used a larger high-pressure cell using a circulation pump for
gas flow in a different kind of instrument. The group of Harbich [145] in 2011 developed a UHV-
compatible reaction cell called sniffer, which reversibly separates the sample from the surrounding
UHV chamber and allows higher pressure pulsed experiments, which serves as a starting point for
the development of the new instrument and shall be improved upon by measures discussed above
and further below.

Development, Design, and Characterisation

The instrument developed within this thesis is based on the approach of the group of Harbich [145–
147], while the pulse characteristics, the background level, and the resistance of the instrument
towards reactive gases, shall be improved through modifications described in the following para-
graphs. Since a larger-diameter flange of DN63 compared to Harbich’s DN40 flange is available
here, the base tubing diameter for the reactant tubes is increased to 4 mm from 3 mm and most
kinks in the tubes are removed. This enables the transport more gas in the same time. Additionally,
the larger cross-section makes pumping easier, which decreases the intrinsic pulse decay time of the
instrument and thereby extends the window of observation towards shorter pulses. Particular focus
for improvements has been put to avoid kinks in the tubing for the gas pulses, lower the background
by leading the products directly to the detector and reducing the influence of desorption/adsorp-
tion processes at the pipes by making them out of fused silica and heating all of them to >370 K.
Additional welded bellow-sealed valves enable the dismounting of the pulsed valves from the setup
for bake-out or poppet exchange without breaking vacuum.

Principle Components

The general structure of the instrument is displayed in figure 3.9. Two pulsed valves (solenoid valves,
Parker Series 99) create reactant gas pulses which are directed onto the sample first by stainless steel
tubes and through a spacer (PTFE) to fused silica tubes on the vacuum side. From the sample, the
product gas is lead straight to the QMS (PrismaPlus, Pfeiffer Vacuum GmbH) entrance through
a fused silica tube. The gas flow is indicated with white arrows in figure 3.9. The instrument is
isolated from the surrounding UHV chamber by a cone (stainless steel) and is pumped separately to
a base pressure of 5× 10−5 mbar by a turbo molecular pump, which is connected to a flexible tube
fixed to the sniffer. Since the poppets of the solenoid valves are sensitive to temperature change
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and the valves are not made to be used above 378 K [148], the possibility to dismount the solenoid
valves without breaking the vacuum of the main chamber greatly enhance the workflow. Therefore,
welded bellow-sealed valves (Swagelok, SS-4H-V51) are placed between the solenoid valves and the
vacuum side. Furthermore, these valves are temperature stable (up to 588 K [149]) in the range of
the bake-out temperatures (in this work: < 473 K) and therefore do not need dedicated cooling.
The solenoid valve can therefore be mounted after a bake-out and heated separately to 378 K while
pumped via their gas-lines to obtain a clean and water-free setup. Feedthroughs for electronics and
thermocouples allow controlled heating and potential measurements.

Figure 3.9: The Sniffer instrument uses two gas inlet lines with pulsed valves at their ends to direct defined
gas pulses towards the sample. White arrows indicate the direction of the gas flow within
the instrument through fused silica tubes towards the sample and therefrom to the QMS. A
separate turbomolecular pump evacuates the Sniffer and avoids accumulation of gas during the
measurements, improving time resolution of the pulses. To power the heating for the fused
silica part and its control, one small flange contains electronic feedthroughs for the heating
and another one contains thermocouple connectors for precise temperature measurement at the
fused silica tube.
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Ionization

The ionization section of the instrument is based on the open ion source configuration of the
PrismaPlus (Pfeiffer Vacuum GmbH) quadrupole mass spectrometer. As the transient local pres-
sure during the pulses can be higher than the usual pressures at open filaments, a stainless steel
tube is inserted into the ionization region, having a slit at the height of the QMS filament as in the
design of [146]. This allows sufficient electrons to enter the ionizer, while protecting the filament
from being destroyed by the gas pulses. Additionally, this makes sure the filament does not interfere
with the gas atmosphere. Still, at high pulse pressure, a transient decrease of the filament emissivity
can be observed (see dips in pulse profiles in figure 3.13a). As the stainless steel tube seemed to
react with reactant gas pulses over time, it was substituted with a similar part made from tantalum
vacuum-annealed to 1173 K, which is more inert at high temperatures [64] as long as not too high
O2 or H2 pressures are used. The tube is connected to the surrounding cage through spot-welding
at the entrance of the ionization section to prevent charging of the tube.

Creating a Low Background Device

Deviating from the design of Harbich [146], all pipes on the vacuum side of the instrument are made
from fused silica and do not have sharp kinks, to avoid contamination from pipes extracted from
stainless steel by high-pressure gas pulses and avoid stretching of the pulses. The strong adsorption
of water on the chemically more inert fused silica makes it necessary to have a dedicated heating
method for the fused silica part to avoid contamination effects from water and reduce at any cost
the background pressure level to drastically increase the signal-to-noise ratio. Multiple heating
methods are possible. The latest version of the Harbich instrument [146] uses fused silica in the
part of the central tube that is close to the ionization section, which is fit into a glass-ceramic tube
with multiple parallel tubes for heating wire. This structure is not easily transferable to the full
fused silica tubing, as it is rather space-consuming. Furthermore, porous ceramics can contribute
to increasing the background level. Two methods for heating the fused silica part to above 372 K
were considered here (shown in figure 3.10). The first approach uses tantalum wire wrapped around
the fused silica pipes, which is shown in figure 3.10a. One wire is wrapped around the central tube
and another one is wrapped around the two thinner side arms, enabling different heating control
for both. Thermocouples measure the temperature close to the ”upper” end of the central pipe
and one side pipe, and one is placed at the intersection of the three pipes. As long as the heating
temperatures are not too high, the direct contact between the Ta wire and the fused silica does
not seem to change the tantalum properties over time by reaction or other otherwise. A second
approach considered uses radiative heating through tantalum wire wrapped around metal rods close
to the fused silica pipes as the drawing in figure 3.10b shows. The cone separating the instrument
from the rest of the vacuum chamber should reflect the heat. This approach has not been built, as
it involves heating the whole instrument, thus creating an instrument that is hot from the outside
as well. This could have adverse effects the other instruments and the vacuum system, and would
require higher heating power to heat more material than the first approach.
The signal-to-noise ratio is influenced by two more topics: First, the dimensions of the slit for the
electrons in the Ta tube can influence the detected signal. A larger slit increases the number of

33



3 Technical Innovations and Software Development

Figure 3.10: Heating methods considered for the fused silica pipes of the sniffer. (a) Contact heating via
tantalum wires wrapped around the fused silica part at operation temperature. (b) Radiative
heating method using tantalum wire wrapped around vertical rods and surrounded by a heating
shield, which has not been built.

electrons available for ionisation, thereby detecting more ions and, consequently, more signal in the
QMS. On the other hand, collision desorption from the interior of the tube can be increased with an
increased number of electrons in the tube. Therefore, an optimum between those two influence has
to be found. The slit in the current implementation has width of 0.5 mm and a length of 3.0 mm.
Second, isotopically-labelled gases can improve the signal to noise ratio, since their background
should be minor.

Distance Measurement through Electric Isolation of the Head

The instrument can be retracted from and moved into the preparation chamber of the setup via
a Z transfer (ZLTM 11450HW, Vacgen Ltd). The sample is positioned in front of the instrument
through the manipulation arm described in chapter 2.4. Two different instrument heads were
implemented. One consisting of a pierced and flattened ball (ordinary steel) held by a spring into
a stainless steel pod electrically isolated from the rest of the instrument by glass-ceramics similar
to the original design [145, 146] and the other one being a cone made from fused silica. Both are
shown in figure 3.11.
The first one enables an additional degrees of freedom to align the instrument inlet to the sample
surface, as the manipulation arm can not control the angle along its long axis. Additionally, the
distance between the head and the sample can be monitored by measuring the electronic conduc-
tivity between the sample and the electronically isolated instrument head. This design, however,
necessitates a sharp edge narrowing the cross section of the tubing, which could reduce the amount
of reactant to reach the sample surface directly by backscattering at the ball pod.
The other instrument head built from fused silica does have a truly conical shape. It was supposed
to reduce backscattering of gases from the ball pod. As it is no longer made from electrically
conducting material, the electric conductivity can no longer be used for quantification of the head-
sample distance. Therefore, the sample positioning needs to be supervised optically through a
viewport on the side of the preparation chamber. A camera with optical zoom (The Imaging
Source, DMK 72AUC02) improves the precision and allows a convenient control. Figure 3.12 shows
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Figure 3.11: Zoom into the front part of the instrument (a) for the adjustable ball design and (b) for the
fused silica cone design.

the fused silica cone above the sample in a slightly retracted position.

Figure 3.12: Fused silica cone at the head of the sniffer photographed with a slightly retracted sample.

Calibration and Pulse Shape Control

The pulsed valves used here are solenoid valves [150–153] are Parker Series 99 valves [148] with
two different orifice sizes. The advantage of solenoid valves is that they are more compact than
piezo-electric based valves. All Series 99 valves were controlled by a home-built Labview program
via a digital-to-analogue converter connected to an amplifier. Thereby, pulse sequences with for
both valves with different pulse heights and lengths can be repeated for a chosen number of cycles
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or until stopped manually. A pre-pulse can be added to the pulse shape if desired, in case a steeper
opening might be necessary. Ion currents from the QMS are related to local pressures by calibrating
through backfilling the chamber. The first valves used here have an orifice of 2.95 mm, can be used
of the shelf, and give highly reproducible pulses for a simple physical gas reflection experiment
with elemental nitrogen gas using its 25 V opening voltage for 6 ms (the minimal time needed for
this valve to shown reproducible behaviour) indicated in figure 3.13a with various pressures on the
high-pressure side of the valve (0.02 - 1.00 mbar) and a Faraday cup detection. Comparing the
pulses obtained shows that higher pre-pressure leads to higher and longer gas pulses at the QMS.
When pulse heights above 3.5× 10−5 mbar arrive at the QMS, the emissivity of the filament breaks
down, leading to saddle-shaped pulse signal detection for pre-pressures above 0.1 mbar (while the
actual pulse is likely higher and shaped similarly to the other pulses). The QMS signal is back
at the baseline level after 1 to 3 seconds for these settings. Adding welded bellow-sealed valves
between the vacuum side and the solenoid valve increases the FWHM of the pulse from 200 ms
to 400 ms and stretches out the pulse shape, as displayed in figure 3.13b. Nevertheless, this pulse
shape may be a acceptable cost for most applications for the well-being of the UHV chamber and
the flexibility obtained thereby. Inverse mounting of this valve does not significantly change the
pulse shape. Comparing the FWHM of pulse with an approximate transient pressure maximum
of 4 × 10−5 mbar as in figure 3.13b to the instrument of Harbich [145] shows that for comparable
transient peak heights, the FWHM of the pulse of 450 - 550 ms of the Harbich instrument [145]
is longer than the 200 ms (without welded bellow-sealed valve) as well as the 400 ms (using the
additional welded bellow-sealed valve) for the instrument built as part of this thesis.

Figure 3.13: (a) Pulse characteristics of the large orifice solenoid valve (2.95 mm) with pre-pressure series.
Saturation of the faraday cup is observed for the four highest pre-pressures, showing a saddle-
point in the pulse due to an automatic adjustment of preamplifier settings when saturating.
(b) An additional welded bellow-sealed valve between solenoid valve and vacuum allows an
easy exchange of the valve without the need to break the vacuum and protects the vacuum
chamber from leakages at the solenoid valve. The effect of the welded bellow-sealed valve on
the pulse shape is shown here for the large orifice valves (2.95 nm, blue line, Faraday cup, 25 V
for 6 ms, 5× 10−2 mbar N2). A corresponding pulse without the welded bellow-sealed valve is
indicated in red.
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Using the second set of solenoid valves with an orifice of 0.76 mm, the lighter and now cone-shaped
poppet allows for partial or otherwise non-standard opening methods when decreasing the opening
voltage below the rated opening voltage of 24 V, as can be observed in figure 3.14a. Changing
the opening voltage in 0.1 V steps between 18 and 19 V (using 5 ms and a pre-pressure of 1 mbar
O2) changes the pulse height by more than a factor of ten, while the QMS signal decays back to
the baseline within one second for opening voltages below 18.5 V. Similar to the valve with larger
orifice above, the pre-pressure influences the height and length of the gas pulses. Figure 3.14b shows
the pressure dependence for CO when opening the valve at 17.24 V for 5 ms. The pulse widths
(FWHM) is about 200 ms for pre-pressures at 1.0 mbar and below. The pulse height is smaller by
a factor of around 100 compared to the larger valve of figure 3.13a. Since the pulses are shorter as
well, the corresponding dosage is lower by three orders of magnitude [154].

Figure 3.14: Pulse characteristics of a small orifice solenoid valve (0.76 mm). (a) The conically-shaped
poppet allows the valve to open partially or in an otherwise non-standard way below its rated
opening voltage of 24 V. This enables the adjustment of the pulse size by fine-tuning the
opening voltage as shown here. (5 ms electronic pulse length, 1 mbar O2 pre-pressure) (b)
Pre-pressure dependence of the small orifice (0.76 mm) solenoid valve analogous to the large
orifice valve data shown in figure 3.13a (17.24 V opening voltage for 5 ms, CO gas).

To find out how much of the reactants does reach the surface, a retraction experiment using the
instrument head in the adjustable ball design is performed, starting with the sample in contact with
the head of the sniffer and retracting the sample stepwise (see figure 3.15). The dosage is calculated
for each pulse and normalised to the pulse at direct sample-sniffer contact. This measurements
show that it is particularly important to keep the distance between sniffer and sample as close as
possible, while still avoiding to modify the sample by touching it. Furthermore, it is found that
about 55 % of the dosage can still be collected with the QMS when the sample is more the 9 mm
away. [154] A similar amount of gas can still be measured when moving the sample laterally. This
indicates that approximately 55 % of a pulse does not leave the instrument and directly goes to
the QMS detector. An attempt to improve this behaviour by removing the ball pod in the fused
silica-cone design did yield similar results. Therefore, when calculating yields of surface reactions,
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it is important to determine the amount of reactant reaching the surface.

Figure 3.15: Determining how sensitive the Sniffer is to the distance of the sample to the instrument head,
CO pulses are applied and the amount of gas detected at the QMS is measured as a function
of this distance. The dosage is normalised to the dosage when the sample is in contact with
the instrument head. The asymtotic fit serves as a guide to the eye. The signal decays sharply
within the first mm from and does not decay below 50 %. Therefore, it is important to take
this distance into account for yield calculations. Figure reproduced with permission from [154].

CO Oxidation with Platinum Clusters on Fe3O4(001)

To demonstrate the capabilities of the instrument for investigating the catalytic properties of nan-
oclusters on surfaces, the reactivity of platinum atoms on Fe3O4(001) (coverage 0.2 particles per
nm2, deposited with the cluster source in unselected mode with a centre of m/z of 100) with carbon
monoxide is probed. Bliem et al. [68] found in STM that Fe3O4(001) does not change upon CO
exposure at 550 K, while decorating Fe3O4(001) with platinum atoms leads to the growth of holes
upon CO exposure. This is explained by oxidation of CO at platinum particles with lattice oxygen
as reaction partner. Platinum atoms are know to be mobile at room temperature already when
exposed to 2 × 10−10 mbar CO, forming subnanometer clusters. [69] Here, the CO2 production
on Pt/Fe3O4(001) is measured. Due to the mobility of Pt/Fe3O4(001), the platinum atoms likely
grow to clusters upon initial CO pulsing. Using the Sniffer, the QMS signal of CO2 (m/z = 44,
Faraday cup) while pulsing CO during a temperature ramp (1 K/s) is measured. Applying CO
pulses (1 mbar pre-pressure, 17.5 V for 5 ms with 5 s pulse-to-pulse distance) and integrating each
pulse separately gives the amount of CO2 production for the respective temperature displayed in
figure 3.16. The solid line represents a trend line for CO2 production with a running average of 30
data points.
Heating up the sample, CO2 production starts to increase above 500 K with the maximum at
750 K. A small shoulder at 550 K is observed, where Bliem et al. [68] found the above-mentioned
hole growth in STM. This data here shows that CO2 is produced on Pt/Fe3O4(001) above 500 K with
CO as reactant and no oxygen source provided besides the lattice oxygen from Fe3O4(001), hinting
at a Mars-van Krevelen type mechanism [155]. Reactivity of CO starts to increase in the range
in which CO desorption is observed on platinum single crystals at low to intermediate coverages
(450 - 550 K [156, 157]), creating sites for lattice oxygen to bind to the Pt cluster and subsequently
react with CO to CO2, which can easily desorb at this temperature [158]. The decrease in CO2
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production above 750 K might be related to O2 desorption similar to the peaks observed on Pt(111)
[158, 159] in the range of 700 - 900 K, depriving the reaction of lattice oxygen atoms bound to the
platinum clusters and thereby decreasing the probability of simultaneous presence of CO@Pt and
O@Pt necessary for CO2 formation.
These results show that the Sniffer instrument built within this thesis can provide new information
for the investigation of surface catalysts. In combination with the existing variable-temperature
STM instrument, this opens up opportunities for studies combining precise characterisation of the
reactions taking place and the stability of the catalyst based on supported metal clusters.

Figure 3.16: CO2 production (ion current of m/z = 44) over platinum clusters on Fe3O4(001) from CO
pulsing during a temperature ramp (1 K/s). No oxygen is provided besides the lattice oxygen
of Fe3O4(001). This confirms that the hole growth of Pt/Fe3O4(001) in CO at 550 K observed
by Bliem et al. [68] does in fact involve CO2 production. It is likely that the beginning CO
desorption from the Pt clusters at 500 - 550 K facilitates the binding of Olattice to the clusters
and thereby increasing the CO2 production, while the broad O2 desorption regime from Pt
between 700 and 900 K might remove the oxygen from the platinum clusters and might cause
the decrease in CO2 production observed above 750 K (see text for more details).

Conclusions and Outlook

A high-sensitivity instrument for investigating surface catalysts with reactant pulses of transient
pressures up to 10-4 mbar in ultra-high vacuum has been designed, built, and tested. It allows
to titrate small amounts of product of the surface with adjustable gas pulses. Experiments using
water as reactant are now easily possible within the UHV chamber without adverse effects to the
ultra-high vacuum. Catalytic measurements are possible starting at 100 K to the highest achievable
temperature, which is in the range of 1250 - 1350 K for the sample holders used here. The smaller
volume of the gas pipes within the instruments and the heated fused silica pipes increase the
amount of product which is lead to the QMS, yielding an increase in sensitivity to side products.
The instrument built here is shown to have shorter pulse widths (FWHM of 200 ms) than the
instrument described by Bonanni et al. (FWHM of 450 - 550 ms)[145] when applying similar pulse
maxima.
The combination with variable temperature STM, FastSTM, and a laser-vaporization cluster source
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gives a potent tool to combine state-of-the-art local methods with highly sensitive integral tools
for investigations into reactivity, catalysis, and catalyst deactivation mechanisms at the atomic
scale. Future upgrades of the instrument could include the implementation of photo-desorption and
photochemical reactivity measurements.
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4 Investigating Surface Defect Dynamics and
High-Temperature Stability of the Magnetite (001)
Surface

Understanding dynamic processes in catalysis is key to furthering the knowledge of catalytic activity
thereof. Catalytic oxidation of organic molecules at oxide surfaces often involves interactions with
surface defects [155], and alcohol oxidation is known to crucially depend on the ability to migrate
the product hydrogen to a recombination site (e.g. a Pt cluster) in order to allow it to desorb
and prevent poisoning of the surface. [16, 160, 161] Metal clusters are prone to sintering processes
at elevated temperatures [13, 53] and can deactivate on oxide surfaces by encapsulation by the
supporting oxide [162], an effect called strong metal-support interaction (SMSI). Furthermore, as
the water-gas shift reaction is performed on a magnetite-based catalyst at higher temperatures and
is sensitive to the defect concentration and thereby the amount of Fe2+ near the surface [18]. So
it is highly desirable to better understand the dynamics on the magnetite (001) surface at elevated
temperatures, which could affect the stability and catalytic properties of supported catalysts as well
as the magnetite-based water-gas shift reaction catalyst.
FastSTM allows for the local investigation of dynamic processes on surfaces on the atomic scale, to
improve the understanding of Fe3O4(001) as catalyst and catalyst support. Within the following
subchapters, it is found that mobility of defects at the magnetite (001) surface can be controlled
separately by temperature adjustment in the range between room temperature up to 780 K. First,
H adatoms movement on Fe3O4(001) and the influence of a local defect on the dynamics of this
movement is investigated. H adatom are know to desorb around 550 K from the Fe3O4(001) sur-
face. [83] In the second subchapter, it is found that unreconstructed unit cells (i.e. excess Fe atoms
in the subsurface) are mobile in the temperature range starting at approximately 500 K. In a third
study, the microscopic processes during the high-temperature phase transition of the magnetite
(001) surface involving vertical and lateral Fe atom transport around 720 K is investigated. All
three studies take advantage of the functionalities of the new FAST module [113] and they employ
the data analysis strategies developed in chapters 3.1 and 3.2 and additional, more specific methods
described in the following chapter, where necessary.
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4.1 Quantitative Investigation of the Dynamics of Hydrogen on
Fe3O4(001)

In this section the hydrogen mobility on magnetite (001) is investigated. Density functional theory
(DFT) calculations shown in this section were performed by M. Meier and C. Franchini at the
Technical University of Vienna (see section 6.1 for address) as part of the collaboration on this
study. The results of this study were published in J. Phys. Chem. C [163], reprinted in section 6.1,
where additional details can be found.

Hydrogen Adatoms on the Fe3O4(001) Surface

Hydrogen adatoms on Fe3O4(001) are bound to oxygen atoms on the non-blocked site of the subsur-
face cation vacancy structure (see chapter 1.3) and their location can switch between oxygen atoms
on opposite Fe rows of the non-blocked site. The bonds to the oxygen atoms lead to an increase
in electron density on the corresponding Feoct atoms in the Fe rows of the surface. [72] Figure 4.1
shows a structural model in perspective view indicating the two preferred positions for hydrogen
atoms on Fe3O4(001) and the corresponding Feoct based on DFT calculations.

Figure 4.1: Structural model based on DFT calculations of the SCV reconstructed
(√
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√

2
)

R45◦ -
Fe3O4(001) with hydrogen adatom (yellow) on a pristine surface (left) and in an unit cell
neighbouring an unreconstructed unit cell in [110] direction. Reprinted with permission from J.
Phys. Chem. C 2019, 123, 19742-19747. Copyright 2019 American Chemical Society.

In constant current STM measurements, higher electron density in the accessible range of the LDOS
appears higher in topography. Accordingly, the Feoct at OH groups appear higher i.e. brighter in
the images presented here. All STM images presented in this section image unoccupied states of
the surface (UB = 1.5 V). On the pristine surface, only Feoct are visible in STM; consequently, the
images are dominated by the undulating Fe rows. The white circles and the arrow in figure 4.2
indicate the H atom movement between two sites.

Quantitative Analysis of the H Adatom Switching Rate

Using FastSTM movies to quantify the switching rate of H atoms on the surface requires a computer-
based semi-automatic analysis routine to do so. Here, a Jupyter notebook based on Python 3 and
OpenCV is used to place oval masks over the bright protrusions and integrate over the signal

42



4.1 Quantitative Investigation of the Dynamics of Hydrogen on Fe3O4(001)

Figure 4.2: FastSTM frames of Fe3O4(001) of one movie with a hydroxyl switching event indicated by
white ovals and an arrow. An unreconstructed unit cell is marked by a black oval. Reprinted
with permission from J. Phys. Chem. C 2019, 123, 19742-19747. Copyright 2019 American
Chemical Society.

intensity i.e. the logarithmic tunnelling current within the oval. Calculating and plotting this
integral over time gives a telegraph-noise shaped trace with two states: 0 (”H atom not present”)
and 1 (”H atom present”) as shown in figure 4.3. Now, a line to separate the up and down states
can be drawn, assigning each datapoint to a state. This is done by hand in order to check for
measurement artefacts and verify that the events are real. In order to obtain a mean residence time
of the hydrogen atom at each site, a histogram of residence times is created for each data set, as
a simple arithmetic mean is sensitive to outliers and is not a suitable method of quantification for
this kind of data, as the data sets obtained here consist typically of at least 50 events. Therefore,
the mean residence time shall be obtain by a fit of the histogram based on zeroth-order kinetics, as
hydrogen atoms exclusively switch through a single non-blocked site (random process in a two-state
system) as long as the surface is not fully hydroxylated and the reconstruction lifted thereby (as
discussed in section 1.3). Analogous to the radioactive decay, for a number of H atoms, N0, the
number of H atoms that switch, N(t), in at a certain time, t, to the other site depends on the mean
residence time, τ , of the H atom in an exponential way, as shown in equation 4.1

N (t) = N0 × exp
(
− t
τ

)
. (4.1)

Translating this to a single hydrogen atom in equation 4.2 means that the normalized number of
residence times, N(t)/Ntot, of length, t, decays exponentially with the mean residence time, τ , with
the scaling factor, g, for the y-axis intercept being one for a continuous model and Ntot as the total
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Figure 4.3: Integrated intensities of a single mask of a hydroxyl group showing states for ”hydrogen atom
present” (higher tunnelling current) and ”hydrogen atom absent” (lower tunnelling current) gives
a telegraph-noise like signal. The time the hydrogen atom stays at its place uninterruptedly is
its residence time. Reprinted with permission from J. Phys. Chem. C 2019, 123, 19742-19747.
Copyright 2019 American Chemical Society.

number of residence times in the data set.

N (t)
Ntot

= g × exp
(
− t
τ

)
(4.2)

Plotting N(t)/Ntot in a histogram leads to discretization and causes the y-axis intercept to deviate
from one.
The quantity of interest for this analysis is the mean switching rate r = 1

τ
which is the inverse of

the mean residence time. As visible in figure 4.4, the model fits the data nicely and is therefore
used for the subsequent analysis.
Histogram analysis of this kind for limited amount of data has one big challenge - how to select the
bins properly. In order to avoid effects of beating due to the limit of time resolution at the frame
time (inverse of the frame rate), i.e. 0.25 s for a frame rate of 4 fps, only multiples of the frame
time shall be allowed as bin edges. There are several methods in the literature that recommend a
good estimate of the bin width, w, for normal-distributed data. They are based on the number of
datapoints, n, like Sturges’ rule [164]

w = max −min
1 + log2(n) , (4.3)

or including the standard deviation, σ, as done by Scott [165]

w = 3.5σn−1/3. (4.4)

For the application sought here, these two approaches suffer from the fact that the data is not
shaped as a normal distribution around a certain value, but decays exponentially and gets close

44



4.1 Quantitative Investigation of the Dynamics of Hydrogen on Fe3O4(001)

Figure 4.4: Representative histogram for residence times with a fitted single exponential based on the
method described in the text giving the mean residence time. Reprinted with permission from
J. Phys. Chem. C 2019, 123, 19742-19747. Copyright 2019 American Chemical Society.

to and even above the time resolution of the measurement. A more sophisticated model has been
suggested by Shimazaki and Shinomoto [166] based on work by Rudemo [167]. It counts the number
of events, ki, in each of the i bins. Then, it calculates the mean number of events, k, per bin and
the variance of the number of events, ν. Using the bin width, w, the optimized bin width in this
model is found for the minimum of the cost function, C(w):

C(w) = 2k − ν
w2 (4.5)

The method presented by Shimazaki and Shinomoto yielded more deterministic results than the
other two methods described above, but it was still sensitive to the bin width when the mean
residence time got closer to the limit of the measured time resolution. In order to remove the
influence of the bin width on the result, the range of all fitting results with at least three bins as
maximal bin size are used and described through the mean between the upper and lower boundaries
and the size of the deviation. This is reasonable as the deviation of the set of fit parameters is larger
than the mean square error of the single fits.

Energetics of Hydrogen Switching on the Pristine Fe3O4(001) surface

The mean switching rates obtained by the histogram-based method described above are now put to
use to determine the activation energy of the switching process and the influence of local defects on
the process. A summary of the experimental results can be seen in figure 4.5. Arrhenius analysis for
H on the pristine SCV

(√
2×
√

2
)

R45◦ reconstruction of Fe3O4(001) yields an activation barrier of
0.94± 0.07 eV and a prefactor of 1× 1013±1 Hz through orthogonal-distance regression of the blue
data points in figure 4.5. To exclude an entropic contribution to the Gibbs free energy, the same data
set was fitted taking into account transition state theory (see description by Winzor and Jackson in
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Ref. [168]). In contrast to the entropic contribution found for porphyrins on Cu(111) [169], only a
negligible contribution is observed for the comparatively light H atom. The determined activation
energy is the same for both analysis routes. Figure 4.5 indicates as well the effect of undersampling
at the orange data points measured at 4 fps as they show a clear deviation from the linear Arrhenius
behaviour, while the data points starting at 367 K for the pristine surface were measured at 19.6 fps.
The light grey bar illustrates the measurement limit for 19.6 fps measurements of 1/9.8 s, while
the dark grey bar indicates the resolution limit for the most common 4 fps settings at 0.5 s. At
367 K, measurements at 4 fps and 19.6 fps found the same hydrogen switching rate, so the result is
independent of the sampling frequency. Carpinelli and Swartzentruber [170] performed a systematic
atom-tracking study on the diffusion of the Si dimer and found that changes in the bias voltage (and
therefore the electric field at the tunnelling junction) affect almost exclusively the prefactor and only
very marginally the activation energy. All measurements in this study are therefore performed at a
constant bias voltage of 1.5 V and a constant tunnelling current of 1.0 nA. The switching movement
is a symmetric one within the error of measurement.

Figure 4.5: Arrhenius plot for hydrogen adatoms on the pristine surface (blue markers) and neighbouring
a unit cell with an unreconstructed unit cell in [110] direction (green markers) indicating an
activated process. The black line represents an orthogonal-distance regression to the data for
the pristine surface. The dark grey bar indicates the resolution limit for 4 fps measurements,
while the light grey bar represents the limit for 19.6 fps measurements. All data points marked
in green and those at the pristine surface at and above 367 K were measured at 19.6 fps, while
the orange markers (measured at 4 fps on the pristine surface) show the effect of undersampling.
Reprinted with permission from J. Phys. Chem. C 2019, 123, 19742-19747. Copyright 2019
American Chemical Society.
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Effects of Defect Proximity on Hydrogen Switching

Knowing the results for the hydrogen switching on pristine Fe3O4(001), the influence of local defects
was investigated. Figure 4.6 indicates the three classes of hydrogen adsorption sites studied here:
a H adatom on the pristine surface (blue oval in fig. 4.6, blue markers in fig. 4.5), a H adatom
in a unit cell neighbouring an unreconstructed unit cell in [110] direction (green oval in fig. 4.6,
green markers in fig. 4.5), and those neighbouring an unreconstructed unit cell in the other ([110])
direction (white oval in fig. 4.6). The first two cases are shown in the DFT-based structural model
in figure 4.1 as well.

Figure 4.6: FastSTM frames of one movie indicating the three sites studied here. The colours represent
those in figure 4.5. Reprinted with permission from J. Phys. Chem. C 2019, 123, 19742-19747.
Copyright 2019 American Chemical Society.

As the FastSTM movies in the supporting information provided online with the published paper
demonstrate, the hydrogen adatoms in [110] direction to an unreconstructed unit cell switch much
faster than the ones on the pristine surface. Measuring them close to room temperature gives the
switching rates shown as green points in figure 4.5. The corresponding activation energy is estimated
by Arrhenius analysis based on the prefactor obtained for H adatoms on pristine Fe3O4(001) to be
0.76 eV. This assumption is justified by the DFT results presented below and necessary as the data
at 308 K are close to the measurement limit even for measurements at 19.6 fps, leaving only two
data points on the Arrhenius in the experimentally accessible range. As for the hydrogen adatom
on pristine Fe3O4(001) described above, the movement of hydrogen atoms next to the local defect
is symmetric within the error of measurement.

The hydrogen atoms neighbouring an unreconstructed unit cell in [110] direction show a much
lower switching rate, so a quantification as described above is not possible due to the lack of a
sufficient number of switching events for a reliable rate determination. At 349 K, it is estimated to
be approximately 0.07 Hz.

No influence on hydrogen atoms at distances above one unit cell from the unreconstructed unit cell
was found.
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Mechanism

To explain the difference in activation energy and the switching mechanism, theoretical calculations
based on DFT were performed.
Figure 4.7 shows the two systems for which DFT calculations were performed, hydrogen on pristine
Fe3O4(001) and next to an unreconstructed unit cell. Initial state and transition state configurations
are shown next to each other. They reveal that the O-O distance of the initial state is shortened
when the neighbouring unit cell in [110] direction is present (3.31 Å) compared to the pristine
surface (3.50 Å). The O-H bond distance in the initial state is similar for both cases (0.99 Å),
as the surrounding lattice distorts to enable this geometry. In the transition state, however, the
O-O distance (2.6 Å) and the O-H distances (1.3 Å) are similar with and without a neighbouring
unreconstructed unit cell. Furthermore, the Fe-O bonds of the accepting O atom do not need to
extend as much (0.22 Å) to reach the transition state as for the pristine surface (0.28 Å). Activation
barriers are computed to be 1.27 eV for the pristine surface and 1.00 eV for the hydrogen adatom
with an unreconstructed unit cell in the neighbouring unit cell in [110] direction, while the diffusion
path remains the same. Due to a limited temperature range available for the second case, the
shift in temperature between the two data sets in figure 4.5 and 4.7 is compared to the energy
difference of 0.27 eV, which is approximately 100 K. Thereby, experiment and theory are in good
agreement. Furthermore, it is in agreement with the difference in activation energy calculated from
the experimental data under the assumption that the prefactor does not change as discussed there.
DFT confirms the experimental observation that the process is symmetric, as initial and final state
energy differences are below 0.1 eV and therefore in the range of common DFT fluctuations. In all,
the cumulative energy cost of multiple distortions reduces the activation energy necessary for the
switching process with neighbouring unreconstructed unit cell in [110] direction.

Figure 4.7: Structural models based on DFT-calculations for the initial (a,c) and the transition state (b,d)
for a hydrogen adatom on the pristine SCV (a,b) and for a hydrogen adatom at a unit cell
neighbouring an unreconstructed unit cell in [110] direction (c,d). Colours represent those
from figure 4.1. Reprinted with permission from J. Phys. Chem. C 2019, 123, 19742-19747.
Copyright 2019 American Chemical Society.
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Conclusions and Outlook

This study shows the dependence of the switching rate on the local environment, in particular a local,
Fe-rich defect, to which lattice distortions by the defect contribute. As no long-range diffusion of
adsorbed hydrogen atoms up to 450 K is observed, reactions with a hydrogen migration step (similar
to photocatalytic alcohol reforming on TiO2(110) [160, 161]) need a different hydrogen transport
mechanism. This could include either a fully hydroxylated surface, which might allow long-range
hydrogen atom transport, or higher temperatures near the water desorption temperature of 550 K
[83]. Karim et al. [15] showed that the hydrogen diffusion is different on a TiO2 and a Al2O3 surface.
Using platinum clusters for hydrogen dissociation on this surface, the theory of long-range surface
diffusion of hydrogen could be tested and investigated if there is a limit of how far this transport
could happen around a cluster and if there is a size-dependence for efficient hydrogen dissociation
and transport over Ptx/Fe3O4(001). Transitioning to alcohol reforming might reveal information on
the hydrogen transport on the surface and - using the Sniffer implemented as part of this thesis as
described in chapter 3.3 - investigating the reactivity of the surface. As it is known that additional
Fe evaporated onto the surface increases the reactivity towards methanol [78], exchanging this with
other transition metal could allow to tune the reactivity.
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4.2 Lateral Mobility of Cations at the Fe3O4(001) Surface

In this section the lateral mobility of the cations in the surface region of the Fe3O4(001) surface is
investigated.
Reducible oxides like magnetite are known support materials for CO oxidation with metal atoms
[68] or nanoparticles [155] as catalyst. These reactions typically involve the extraction of a lattice
oxygen atom as part of a Mars-van-Krevelen mechanism [155], where lattice oxygen atoms from
transition metal oxide surfaces react with the reactant. Upon oxygen removal, Fe goes to the bulk,
which acts as a sink for Fe atoms, leaving the surface with holes visible to STM [68]. This Fe
transport can be used in the opposite way when oxygen atoms are provided on the surface, leading
to island and subsequently film growth with Fe atoms from the bulk providing the Fe atoms. On the
bare surface, this is observed during sample preparation of a new SCV surface layer upon oxygen
dosage at temperatures above 720 K. [20, 171] The temperature for island growth can be reduced
by placing platinum atoms or nanoclusters on the surface, which can dissociate molecular oxygen
already at 550 K [68]. The diffusion of Fe atoms in polycrystalline bulk magnetite [172–176] and
on the Fe3O4(110) surface region [177–179] has been studied since the 1980s at high temperatures
(1023 - 1773 K) measuring penetration depths of radioactive tracers caused by annealing , finding
a transition from a vacancy to an interstitial-type diffusion mechanism when decreasing the oxygen
partial pressure below 10-3 mbar at 1473 K [172, 173, 179]. Measurements of the polycrystalline
material as low as 773 K suffered from a strong influence of the grain boundaries on the data. [180]
Shifting to temperatures below the high-temperature surface phase transition around 720 K, studied
in more detail in chapter 4.3, integral measurements on the (001) surface using x-ray and neutron
reflectometry have started. [181, 182] Low-energy electron microscopy (LEEM) data from [171]
showed that the lateral movement of step edges on the Fe3O4(001) surface during the growth of the
surface region in an oxygen atmosphere at temperatures between 830 and 953 K has an activation
energy of 1.51 eV. transmission electron microscopy (TEM) images of epitaxially-grown films of
Fe3O4 contain domain boundaries, which are found to grow in size upon annealing at temperatures
between 520 and 620 K with an activation energy of 0.25 eV. [183] Theoretical calculations for bulk
diffusion in Fe3O4 from [184] predict a movement from an octahedral site to an octahedral vacancy
via a metastable tetrahedral intermediate with an activation barrier of 0.70 eV.

The Fe3O4(001) Surface in STM

Looking at STM images like figure 4.8, anti-phase domain boundaries (APDBs) appear as a chain
of bright lobes, which runs in 45◦ to the dominant Fe rows of the first layer of the structure. They
appear because the unit cell of the SCV structure can have two registries (since the additional
Fe atom in the second layer can be in either of the two possible sites). [79] When domains with
different registries meet during sample preparation, a domain boundary forms. The unit cells where
the domains touch each other can now have either more or less Fe atoms. The common model is
the Fe-rich APDB, originating from four adjacent Feoct in the third layer (for comparison, there
are two neighbouring third layer Feoct on the pristine surface) and no interstitial Fe atoms in the
second layer (i.e. only the two bulk-like Fetet are present). [78] Additionally, it can be observed
that the bright APDB chain stops on a terrace as visible in the top-left corner of figure 1.7a and
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in figure 9a of [185]. But this does not do away with the different registers of the two domains,
so there must be a different structure present when two domains meet and do not show a chain
of single bright lobes as a results. Therefore, a more detailed look at the contrast of STM images
is necessary, which additionally shed some light onto the other bright lobes present in figure 4.8.
The first layer of the surface is relatively stable and structural defects are usually explained by

Figure 4.8: STM image of the surface at room temperature with a Fe-rich APDB (1) and one double-lobed
feature commonly associated with an unreconstructed unit cell marked as (2). (UB = 1.5 V,
It = 0.3 nA)

rearrangements of cations in the second and third layer of the surface reconstruction. [72, 78] Of
those two layers, the Feoct in the third layer play an outsize role in changing the LDOS and increasing
the electron density. Generally, the bright single lobes in STM of Fe-rich APDBs are explained by
four adjacent Fe atoms in the third layer [78], while, in principle, three neighbouring cations in the
third layer would be sufficient for a bright oval to appear in STM. [67, 76, 77] The general idea
behind the SCV model is that the third layer contains a pair of Feoct less (the subsurface cation
vacancy) while the second layer has one Fetet more above the created vacancy. Adjacent lobes on
two neighbouring rows (double-lobed features ) result from six adjacent cations in the third layer
and a vacancy in the second layer in the middle between the two lobes and are commonly assigned
to unreconstructed unit cells. [78] To exclude double-counting of lobes in subsequent lines in STM,
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a particular configuration shall be imaged in more than one frame.
Using this discussion of the STM contrast as basis assumptions, it is now possible to use them
to interprete the dynamic motion of surface defects on the Fe3O4(001) surface: first Fe-rich and
Fe-poor APDBs and, afterwards, local Fe-rich defects.

Dynamics of Anti-Phase Domain Boundaries on Fe3O4(001)

Using conventional STM and FastSTM, the dynamics of APDBs of Fe3O4(001) have been investi-
gated at temperatures of 353 K and 413 K.
At 353 K, APDB movement is relatively slow and can be monitored with conventional STM. Two
subsequent images are shown in figure 4.9. They indicate that APDBs at this temperature are
mobile exclusively at their kink sites (emphasised by white arrows) and not site along their straight
chain of bright lobes. Based on the discussions of the STM contrast above, this kink site motion can
be explained by the lateral movement of two Fe atoms in the third layer, consequently creating four
adjacent Fe atoms in the third layer in both configurations of the kink. To complete the movement
of the APDB, a Fe atom in a tetrahedral position of the second layer moves in the opposite directions
to the third layer atoms. This yields structural models for both sites that are in agreement with
the static interpretation of the SCV model for RT images in [78]. Increasing the temperature to

Figure 4.9: Two subsequent STM images of an anti-phase domain boundaries at 353 K, where mobility at
the kink sites is observed (white arrows) (UB = 1.5 V, It = 0.3 nA). The regions marked with
white rectangles are represented in the models in figure 4.10.

413 K, FastSTM allows the observation of the accelerated movement at the APDB kinks. More
mobility tends to be observed in APDB sections with more kinks. At 413 K, the chain of bright
lobes of the APDBs can be be temporarily interrupted at kinks, which was not observed at 353 K or
lower temperatures (see figure 4.11a-d). Four FastSTM frames at 413 K are shown in figure 4.11a-d.
In analogy to the lower temperature movement, a tentative model for the movement observed at
413 K is suggested in figure 4.11e-h for the third layer atoms based on the tentative assumption
that each lobe originates from four third layer atoms (this is commonly assumed for APDBs based
on the interpretation of APDBs in [78]; in principle, already three adjacent third layer atoms can
result in a single isolated lobe as shown for the incorporation of transition metals into the surface
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4.2 Lateral Mobility of Cations at the Fe3O4(001) Surface

by [67, 76, 77]). Because additional cations in the third layer would create additional bright lobes
in STM, it is assumed that the unit cells at the horizontally aligned bright lobes in figure 4.11e-h
can contain up to four cations in the third layer when necessary to explain the STM image. As a
consequence, the third layer sites in the adjacent unit cells along the [110] axis likely contain zero
cations. A similar local structure with adjacent unit cells of four and zero third layer cations close
to regions where different domains meet could explain the structure at Fe-poor APDBs (i.e. contact
regions between domains where no bright lobes are visible or the chain of bright lobes ends on a
terrace, visible in the top-left corner of figure 1.7a of chapter 1.3 and in figure 9a of [185]). Building
on the considerations for the third layer, a tentative model for the first and second layer is shown
in figure 4.11i-l. It seems likely that the second layer structure along the straight segment of the
Fe-rich APDB behaves similar to the lower temperature APDB movement (i.e. movement of one
Fetet in opposite direction to the third layer atoms). No bright lobes were added or vanished during
the movement shown here. It is not entirely clear, if the position of the ripped-off bright lobes in
figure 4.11d is slightly shifted towards the neighbouring chain of lobes due to electronic effects or
lattice distortion.

Figure 4.10: Schematic representation of the initial (a,c) and final (b,d) state of the STM images of figure 4.9
at the first and second (a,b) and the third surface layers (c,d). Oxygen atoms are shown in
orange, the
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R45◦ unit cell is displayed by a red grid, and the bright protrusions in
STM are indicated as filled red ovals. Feoct are represented in dark blue, while second layer
Fetet atoms are light blue in this model. Arrows indicate the suggested movement of atoms
corresponding to the STM images of figure 4.9. More details for the model are provided in the
text.
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Figure 4.11: (a-d) FastSTM frames of an APDB at 413 K, observing mobility at kinks as well as a temporary
interruption of the bright-lobed APDB chain. A tentative model for the structures observed
is shown for the third surface layer (e-h) and the first two layers (i-l). Detailed discussion of
the model can be found in the text (UB=1.5 V, It=1.0 nA, 4 fps).
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Dynamic Movements of Surface Defects on Fe3O4(001)

Heating the sample to higher temperatures than the ones above, a characteristic movement is
observed for two more Fe-rich defect structures: a double-lobed feature and a defect containing a
bright protrusion next to a dark depression in a neighbouring Fe row, henceforth labelled bright-dark
defects in this thesis. The latter appear similar to the bright dark features observed by Parkinson [20]
and can appear after increased Ar sputtering of the single crystal surface before surface preparation.
To the author’s knowledge, no complete explanation for these defects has been developed up to now
going beyond the observations of [20] that their number is reduced by stronger oxidation of the
single crystal. It has to be noted that the occurrence of bright-dark defects is dependent on the
history of the crystal, as the first three layers are involved in the surface reconstruction.
At this temperature, only FastSTM can resolve the movement with sufficient time resolution, looking
at the double-lobed feature, whose movement is investigated by FastSTM at 516 K. The ”zig-zag”-
like motion alternates diagonally between two double rows of the first layer Fe atoms. Positions for
double-lobed features in the movie are represented by filled circles in figure 4.12a on one frame of
the movie. Each colour represents the position of the double-lobed feature (i.e. the point between
the two lobes) over time. The circles together with the periodicity of the Fe rows are used to impose
a regular grid onto the image (shown in white), confirming the regular nature of the movement.
The number of double-lobed features does not change, indicating that the movement has to be a
lateral one.
A similar pattern is observed when investigating the bright-dark features at 533 K. At this tempera-
ture, the bright-dark features are mobile and move diagonally to the rows in a ”zig-zag”-like pattern
shown in figure 4.12b. Figure 4.12b indicates the movement by two Fe rows back and forth along
the [110] axis. It appears that the dark depression travels along the Fe row while, simultaneously,
the bright lobe moves to the Fe row on the other side of the dark depression. This movement can
be observed for minutes in FastSTM. A sketch of the movement is included in the top-right corner
of figure 4.12b. Comparing the movement of double-lobed features and bright-dark defects , the
”zig-zag”-like movement of the bright lobes between Fe rows seems to be similar. One bright lobe is
usually considered to result from three (sometimes four in the case of APDBs) adjacent cations in
the third surface layer, two bright lobes in STM therefore likely originate from six adjacent cations
in the third layer [67, 77, 78]. Therefore, the tentative model for the motion of double-lobed features
, bright-dark defects , and APDBs shown in figure 4.13 focusses on second and third layer motion.
Cations in the third layer necessary to create the features observed in STM are marked with black
circles for the initial state. Based on the observed patterns and the assumption that double-lobed
features likely result from six adjacent cations in the third layer, the final position of the jump
event is likely the unblocked site marked with dashed black circles in figures 4.13ad. To arrive at
the final structure, multiple cations need to move, which might be a reason why this dynamic is
not observed at lower temperatures. The snapshots of the motion suggest that the positions of
the double-lobed feature moves as glide reflection along the glide plane indicated as dashed line
in the figure. Commonly, double-lobed features on the
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R45◦ - Fe3O4(001) surface are
associated with unreconstructed unit cells. Nevertheless, based on the data presented it is not pos-
sible to rule out the possibility that the double-lobed features at least partly originate from scarce
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Figure 4.12: (a) FastSTM frame indicating the locations of double-lobed features during a FastSTM movie
at 516 K showing a characteristic ”zig-zag” motion. A regular grid is placed over the jump
sites. The two colours indicate that movement can occur on two registers shifted laterally by
one row. (b) On a single crystal reduced by increased sputtering before surface preparation,
a similar characteristic motion of bright-dark features is observed with FastSTM at 533 K.
The surface region of the moving bright-dark feature is highlighted in white as a guide to
the reader’s eye and an illustration of the change in contrast is shown in the top-right corner
(UB = 1.5 V, It = 1.0 nA, 4 fps).

impurities of the single crystal [20], which move up and down between two Fe rows and cause other
Fe atoms to move to create the LDOS measured here in STM. It is imaginable that the mechanism
is a concerted one, triggered by an adsorbate that diffuses along the glide plane and induces lateral
displacement of Fe atoms in the third layer.
Applying a similar analysis for the bright-dark feature in figure 4.13be based on the assumptions
described above, the movement of the bright lobe can be described as glide reflection at the glide
plane indicated in the model structure. The relative shifts in position indicated by the red arrows
for the bright lobe (b,e) and the double-lobed feature (a,d) are the same. Using this analysis for the
standard APDB movement observed at 353 K and discussed above, it is found in figure 4.13cf that
position of the bright lobe moves along the [110] axis by the same length as the other two features,
but does not move along the [110] axis in the same manner. In order to get further insights
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Figure 4.13: Models for the movement of (a) double-lobed features, (b) bright-dark defects, and (c) APDBs
in the third surface layer. To facilitate comparison to measured FastSTM movie frames, the
first surface layer structure is added to the models in the second row (d, e, f). Fe atoms are
shown in blue, oxygen atoms in orange, bright lobes in STM are shown as filled red ovals,
the dark lobe of the bright-dark feature is indicated by a filled grey oval, the glide planes are
shown as dashed black lines, and the movement is indicated by red arrows. A more detailed
discussion of the models is presented in the text.

into the double-lobed features , large scale atomic resolution STM images of the
(√
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R45◦ -
Fe3O4(001) surface at room temperature were taken. In figure 4.14, sites commonly labelled ”blocked
sites” are marked with a red point on the main terrace, this yields a grid that can distinguish the
position of double-lobed features within their unit cells over a larger terrace. As the grid is drawn
regularly over the image, the red points in the minor domains on the outer side of a APDB chain
mark the ”non-blocked site”. Double-lobed features are marked with filled circles in blue for double-
lobed features at blocked sites and in green for double-lobed features at non-blocked sites. Two
more images measured at different days are analysed in a similar fashion, included in the analysis
presented her and provided in the appendix of this thesis. Hydrogen adatom movement between
non-blocked sites in FastSTM is used to tell the difference between the blocked and non-blocked
sites at the bias voltage applied here, since the undulations in the Fe rows are imaged differently in
STM dependent on the bias voltage [72].
Most double-lobed features are centred at blocked sites (89 %, 68 out of 76) and only 11 % (8 out
of 76) of the double-lobed features are centred at an non-blocked site. Assuming the double-lobed
features are unreconstructed unit cells - as commonly done in the literature at room temperature
[20] -, the majority species is slightly more favourable energetically and forms therefore preferentially
during surface preparation and rather slow cooling down. However, the mean residence times of
the two double-lobed feature positions do not deviate significantly, but the very slow nature of the
dynamics at the measured temperatures allows only the distinction of rather sizeable differences of
residence times, while the data presented here does not allow to distinguish smaller differences in
residence time.
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Figure 4.14: Atomically resolved STM image of Fe3O4(001) surface at room temperature used to determine
the locations of double-lobed features (assigned to unreconstructed unit cells, UUCs). A unique
spot in the unit cell is marked by red points at the blocked site of the unit cell based on the
central domain, UUCs at their original blocked sites are marked in blue, those at unblocked
sites are marked in green. APDBs shift the unit cell by half a unit cell, leading the red points
to mark the unblocked sites in the left side domain instead of the blocked sites in the large
domain. As described in the text, UUCs at the original blocked sites are found more often by
approximately a 9:1 ratio compared to those at unblocked sites. A magnified version of the
region marked with a white rectangle is shown in the inset (UB = 1.5 V, It = 0.3 nA).

Conclusions and Outlook

First, the dynamics of anti-phase domain boundaries at the Fe3O4(001) surface is investigated at
two temperatures above room temperature. An ordered site-exchange exclusively at kink sites
is found at temperatures at 353 K, while additionally a temporary chain rip-off at kink sites is
observed at 413 K. Mobility is only observed at kink sites. The ”regular” kink motion is explained
by movement of Fe cations in the second and third surface layer. A tentative model for the chain
rip-off processes and Fe-poor APDBs is given. Secondly, it is shown that double-lobed features
and bright-dark features show a characteristic ”zig-zag” motion when heating the Fe3O4(001) single
crystal to 516 K and 533 K, respectively. Their movements can be described by glide axis. The
location of the glide axis shifts from being along the second layer Fetet atoms for the double-lobed
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features and along the Feoct of the first layer for bright-dark defect s and APDBs. Comparable
jumps along the Fe rows are found for double-lobed features and bright-dark features , the regular
APDB periodicity along the [110] axis is similar to the behaviour of double-lobed features and
bright-dark features . A speculative model for the double-lobed feature and the bright-dark feature
dynamics is presented based on third layer considerations. The temperature necessary to observe
this process and the amount of atoms that need to move for this process to happen hint at a rather
high activation energy of the process. Due to the structure of the species, activated diffusion at or
diffusion near the strong friction limit [186] seems likely. Thirdly, a static analysis of the positions
of double-lobed features at room temperature is performed, showing approximately 10% of the
double-lobed features at atypical non-blocked sites in the
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R45◦ unit cell, which could in
principle result from freezing the ”zig-zag”-motion upon cooling and might be explained by a small
difference in energy which accumulates due to the slow cooling rate during sample preparation (<1
K/s). An effort to explain the dynamics of double-lobed features in the light of their description as
unreconstructed unit cells in the literature [20, 78] is undertaken.
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4.3 Stability of the SCV Surface at the High-Temperature Phase
Transition

In this section the stability of the
(√

2×
√

2
)

R45◦ reconstruction of the magnetite (001) surface at
high-temperature is investigated. The results of this study were submitted as a joint publication with
the results from SXRD, LEIS, and photoelectron spectroscopy described below. A draft manuscript
is included in section 6.2, where additional details can be found.

Previous Work 1: LEED/LEEM

In 2013, Bartelt et al. [187] found by integral measurements (LEED, see figure 4.15) that the
Fe3O4(001) surface undergoes a second order phase transition around 720 K. The LEED and LEEM
data showed the behaviour of an order-disorder phase transition. Using a two-dimensional Ising
model, the authors speculated based on the description of APDBs in the distorted bulk-truncation
model [79] that a gradual reduction of the subsurface Fe atoms in octahedral positions might play
a role, but did not have more experimental data, particularly microscopic information, to exactly
determine what happened at the surface on the atomic scale.

Figure 4.15: Magnetite(001) high-temperature phase transition in LEED measurements by Bartelt et
al. [187] with the fit (continuous line) to a 2D Ising model estimates the transition tem-
perature to 727 K (454◦C). Amplitude (circles) and FWHMs (triangles) of LEED spots fitted
with Lorentzian functions as a function of temperature. Reprinted figure with permission from
Bartelt, N. C. et al., J. Phys. Rev. B, 88, 235436, 2013. Copyright 2013 by the American
Physical Society.

Previous Work 2: SXRD

Surface x-ray diffraction (SXRD) measurement and fits shown in this section were performed by
Björn Arndt, Elin Granäs, Marcus Creutzburg, Konstantin Krausert, Vedran Vonk, and Andreas
Stierle at the Deutsches Elektronen-Synchrotron (DESY) in Hamburg.
The researchers used SXRD to confirm the initial LEED measurements from Bartelt et al. [187]
and to further investigate site occupancies at temperatures below, during, and above the phase
transition [188]. Figure 4.16 shows SXRD measurements of the crystal truncation rods for the
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R45◦ reconstruction of magnetite (001) for different temperatures (heating up and cool-
ing down). The signal for the crystal truncation rod of the reconstruction decreased with increasing
temperature until it is close to the baseline, and increased again upon cooling down. The peaks
in SXRD scans from 573 K (300 ◦C) to 773 K (500◦C) were fitted using Lorentzian functions to
determine the width at the half-maximal height (FWHM) as a measure for the width, which can
be converted to a value for the coherence length, both of which are plotted in figure 4.16c. It shows
that the peak height starts to decrease and the width to increase around 723 K when heating up.
The correlation length is reduced from approximately 20 nm to 5 nm when heating from 723 K to
771 K.

Figure 4.16: (a,b) SXRD scans through the (2,1) surface rod of the
(√
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√

2
)

R45◦ reconstruction at
L = 1.6 along hte reciprocal h direction while (a) heating and (b) cooling down. (c) The FWHM
of the peaks in SXRD rod scans increases with increasing temperature, the correlation length
decreases therefore to approx. 5 nm in this range, while the peak height decreases (reproduced
from [188]).

Crystal truncation rod scans were performed [188] and an excerpt of them is show in figure 4.17.
They compare measurements at the end of the phase transition at 770 K (red markers) to room
temperature scans (black markers) and calculated structure factors for a bulk-truncated structure
model (continuous brown line) and the fit based on the SCV structure models with added occupation
parameters (continuous blue line) show that a bulk-truncated structure does not provide a suitable
explanation for the observed phase transition.
The scans of crystal truncation rods displayed in figure 4.17 demonstrate that the surface structure is
not simply a transition to a structure based on the hypothetical distorted bulk-truncated structure.
The structure factors measured are closer to the SCV structure at room temperature and than to the
distorted bulk-truncated model as indicated by the calculated structure factors shown in the scan.
Fitting the crystal rod data at 770 K, i.e. above the phase transition temperature, to structural
models of the distorted bulk truncation (DBT, an out-of-date model for the RT surface) [189–191]
and the SCV structure [72] gives a reduced χ2 value (χ2

red) of 5.66 (DBT) and 3.88 (SCV), therefore
neither model provides a correct fit to data, albeit, in comparison, the SCV model is in better
agreement with the data than the DBT model. To improve the model, occupancy parameters for
the Fe positions are introduced. Only parameters for the following positions were found to have an
influence on the fit: tetrahedral sites in the second layer (bulk-like sites Fetet, SCV-specific occupied
sites Fetet,int, and non-blocked sites Fetet,vac (from figure 1.7)) and octahedral sites in the third layer
(occupied Feoct and unoccupied Feoct,vac below the phase transition in the SCV). This is considered
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Figure 4.17: Scans of crystal truncation rods of clean Fe3O4(001) at room temperature (black markers)
and 770 K (red markers). The calculated structure factors for a SCV structure with fitted
occupation parameters is shown in blue, and the calculated structure factors for the distorted
bulk-truncated structure are indicated in brown, showing that the bulk-truncated model is not
correct for either temperature (reproduced from [188]).

as model 1 and yielded a slightly better value for χ2
red of 2.78. Enabling the positions to relax within

the symmetry of the reconstruction, first only for the Fe positions (model 2) and then for Fe and
O positions (model 3), leads to a great improvement of the fit to a χ2

red of 0.78 for both cases. The
comparable χ2

red of the models thus suggests that a distortion of the O positions does not contribute
to the phase transition, which is reasonable as magnetite is known for literature to be a material
where cationic defect mobility dominates [20]. The results of the different fits are summarized in
table 4.1.

Table 4.1: The crystal truncation rods were fitted with three different models based on their free parameters:
The occupancies of Fe sites (sites explained in the text) are fitted against the data in model 1.
Additionally allowing the refinement of the positions of the Fe sites greatly improved the fit (model
2), while allowing the refinement of the oxygen positions additionally to the Fe positions (model
3) does not change the fit. The reduced χ2 value and the occupancies for a SCV reconstructed
surface and a distorted bulk-truncated (DBT) structure are shown for comparison. The last
column gives an average number of iron cations present overall in the sites discussed in this
table. The fit results are reproduced from [188].

Model χ2
red

Refined Positions Occupancies Sum
Fe O Fetet Fetet,int Fetet,vac Feoct Feoct,vac

1 2.78 8 8 0.90 0.45 0.34 0.70 0.85 5.69
2 0.73 4 8 0.86 0.62 0.05 0.80 0.58 5.15
3 0.73 4 4 0.86 0.62 0.05 0.80 0.58 5.15

SCV 3.88 8 8 1 1 0 1 0 5
DBT 5.66 8 8 1 0 0 1 1 6

From this analysis, the depletion of Fe from the following three sites is found: The two tetrahedral
positions in the second surface layer (the bulk-like positions as well as the interstitial position
occupied due to the surface reconstruction of the SCV model) and the octahedral positions occupied
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at room temperature. Feoct positions which are vacant at room temperature in the SCV model (but
not in the DBT model) start to be occupied during the phase transition. Therefore, the phase
transition cannot be caused exclusively by thermal vibrations of the lattice Fe atoms.

Temperature-Calibration by LEED Measurements

LEEDmeasurements are performed to make the results comparable and calibrate small differences in
phase transition temperatures between different crystals, since the transition temperature is know to
vary by some 10 K, probably due to slight differences in bulk crystal stoichiometry [187]. Figure 4.18
shows the temperature dependent amplitude of the LEED spots for the
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)

R45◦ reconstruc-
tion decreasing throughout the phase transition, showing a transition temperature of 725 ± 20 K in
good agreement with Bartelt et al [187] and the SXRD data in figure 4.16. For FastSTM measure-
ment, the sample is thermally equilibrated for a much longer time than for the LEED measurement,
so the mean value between the two curves can be used here. The heating ramp of 0.2 K per second
is on a different timescale while the thermal equilibrium time for FastSTM measurements is many
minutes, and therefore the thermal equilibration at each temperature of the FastSTM data is bet-
ter. Semi-automatic spot profile fitting using a linear model for the background of the spots was
performed as described in section 2.2.

(a)

Figure 4.18: Spot intensity (amplitude) of LEED spots of the
(√

2×
√

2
)

R45◦ reconstruction during a
temperature ramp heating up (red) and cooling down (blue). LEED patterns below the phase
transition (573 K) and above the phase transition temperature (773 K) are shown on the
right. The reciprocal unit cell for the
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R45◦ reconstruction is indicated in red, the
reciprocal unit cell for the (1 × 1) surface is indicated in white. The semi-automatic data
processing for the LEED data is described in section 2.2.

Real-Space Imaging of the Phase Transition using FastSTM

Here, the first real space study of the phase transition is presented using FastSTM, which has
the ability to resolve the surface in real space at temperatures necessary for measuring through the
transition temperature, which is hindered for conventional STM as their images would be dominated
by highly diffusive species. Averaging a drift corrected FastSTM movie over many consecutive
frames gives atomically resolved information of the Fe3O4(001) surface and 2D Fourier transform
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can indicate the presence of the
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R45◦ reconstruction. Care has to be taken to eliminate
measurement effects as distortion and drift as described in chapters 3.1 and 3.2. In this study, drift
correction is done on a frame-by-frame basis using the StackReg plug-in [132] for ImageJ [131] after
frame export from pyfast.
Imaging the Fe3O4(001) surface throughout the temperature range of the phase transition and
averaging FastSTM frames from the movies gives the images shown in figure 4.19a-c. At the onset

Figure 4.19: FastSTM movie averages at 701 K (a), 747 K (b), and 784 K (c) from onset until beyond the
phase transition indicating the SCV unit cells by yellow dots (a) and a cyan grid (b). A APDB
is indicated by a dotted orange line. Insets show 2D-FFT plots of the averaged frames with
red circles indicate the
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R45◦ spots. Above the phase transition (c), the Fe rows
appear straight and no
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R45◦ spots are visible in 2D-FFT any more. To show the
dynamic nature of the surface, the orange line in X direction and the vertical blue line in Y
direction in (b) are plotted as a function of time in (d) and (e), respectively. Some examples
for double-lobed features are highlighted in yellow.

of the phase transition, the FastSTM image shows that the characteristic undulating rows of the
SCV reconstruction of Fe3O4(001) are still present (see section 1.3 and [72]). The different domains
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are distinguished by marking an unique position in each unit cell with an yellow dot. A dashed
line indicates one example of a Fe-rich anti-phase domain boundary present at the surface. More
than half-way through the phase transition, at 745 K, the blue grid indicates the lattice of the(√

2×
√

2
)

R45◦ SCV reconstruction on the FastSTM image in figure 4.19b, showing that the
image encompasses only one domain. Heating to a temperature beyond the phase transition, the
averaged FastSTM movie does not resolve undulating rows of the SCV any more, as they appear
rather straight here.
To make sure that these observations about the periodicity are correct, the 2D-FFT of the three
images are take and shown alongside the real-space images in figure 4.19. Spots for the SCV
reconstruction in 2D-FFT of the images (circled in red) are visible at the onset (701 K, figure 4.19a)
of and halfway through the phase transition (745 K, figure 4.19b), they are no longer visible when
measuring beyond the temperature range of the phase transition (784 K, figure 4.19c). More than
half-way through the phase transition, at 745 K, a single domain is imaged in figure 4.19b; the
blue grid indicates the lattice of the
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R45◦ SCV reconstruction, which is clearly visible
in the corresponding FFT inset, while the intensity in LEED is decreased by more than half at this
temperature.
Turning to the time domain, the FastSTM data shows that the Fe3O4(001) surface itself is not static
at temperatures around the phase transition. Figures 4.19de show lines and rows from FastSTM
plotted as a function of time, respectively, indicating that bright features spanning one and two
Fe rows occur and show residence times up to 8 s as the movie is 60 s at 745 K and each row
corresponds to one image, therefore more elongation in direction of the t-axis represents a longer
residence time of the feature. Double-lobe shaped bright features in STM are commonly associated
with unreconstructed unit cells of Fe3O4(001) [78]. Isolated single bright features on the Fe rows on
images with only one single domain are likely to be caused by interstitial cations in usually vacant
octahedral sites in the third layer of the surface reconstruction as found for nickel atoms [192]. In
addition to the bright features, occasionally depressions spanning two rows are observed as shown
in dark in figure 4.19e. Since lattice dynamics in magnetite are based on Fe dynamics [20], it is
justified to assume that these defects are either a result of vertical Fe transport or contaminants in
the cation lattice whose diffusion path reach the surface.

Conclusions and Outlook

In all, this study characterizes the Fe3O4(001) surface throughout the high-temperature phase tran-
sition. The SCV can still be observed in the middle of the phase transition. Upon heating through
the phase transition, which is of the order-disorder type, Fetet atoms in the second layer gain in-
creased lateral mobility - possibly via third layer Feoct vacancies [184]. The FastSTM data shows
indications that some vertical diffusion in the cation lattice starts around and beyond the phase
transition temperature. Photoelectron spectroscopy and helium scattering data from Jan Hulva
and Gareth S. Parkinson show a relative increase in Fe2+-related states compared to Fe3+-related
states and an overall increase of Fe at the surface, which is in good agreement with the SXRD data
presented above. The results of this study can provide a basis for the development of catalysts with
controlled Fe concentration at the surface by temperature adjustment. Similarly, the ratio between
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Fe3+ and Fe2+ can be changed within a limited range, allowing to tune the electrophilic character of
the surface. This might change the adsorption and desorption properties to fit to an optimal range
for a desired chemical reaction like the high-temperature water-gas shift reaction. As this reaction
is performed with a magnetite-based catalyst in the range of 620 - 720 K and the Fe2+/Fe3+ pair
is considered the active catalyst for the bulk material [18], the results of this study might help
to design a more efficient catalyst. This could improve the conversion rate or save energy costs
by lowering the operation temperature. Furthermore, the insights from this study could provide a
good starting ground to investigate the high-temperature water-gas shift reaction closer to reaction
conditions using the Sniffer developed within this thesis and described in chapter 3.3.
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In this thesis, FastSTM is used to investigate the surface defect dynamics on
(√

2×
√

2
)
R45◦

Fe3O4(001) between room temperature and 784 K. Three different dynamic regimes are surveyed in
depth: 1) the movement of hydrogen atoms on the surface between room temperature and 382 K, 2)
subsurface iron mobility in domain boundaries and iron-rich defects between 353 K and 533 K, and
3) the microscopic processes governing the order-disorder phase transition at approximately 725 K.
Furthermore, in this thesis, a highly sensitive instrument for the investigation of surface catalysts
has been developed, implemented and tested.
First, FastSTM was used to investigate the dependence of the switching behaviour of hydrogen
adatoms on Fe3O4(001). On a clean surface, no long-range transport of hydrogen adatoms was
observed. The activation energy of the switching motion on the pristine SCV surface is determined
to 0.94 ± 0.07 eV with a prefactor of 1 × 1013±1 Hz via Arrhenius analysis. Taking into account
entropic contributions to the Gibbs free energy when using a transition state theory based model
did not change the obtained barrier. Analysing hydrogen adatom dynamics at different sites in
the same FastSTM movie showed that the switching rate changes strongly next to iron-rich surface
defects. The barrier for hydrogen adatoms next to unreconstructed unit cells in

[
110

]
direction

were found to move at a much faster speed and their activation energy is estimated to 0.76 eV using
the prefactor of 1 × 1013 Hz obtained for the pristine case. This difference is in good agreement
with barrier estimates from DFT calculations for both cases. The difference can be explained by a
shortening of the distance between the two sites, when an iron rich defect is present in the unit cell
neighbouring in

[
110

]
direction. This requires less lattice distortions to reach the transition state

and reduces the thermal energy necessary to enable the switching process. On the other extreme of
the time scales, it was observed that a hydrogen adatom neighbouring an iron-rich defects in [110]
direction shows switching only very rarely that could be barely observed. This shows that proximity
to defects can both increase and decrease the switching rate.
Second, mobility of cationic defects on the

(√
2×
√

2
)

R45◦ Fe3O4(001) are investigated. Previously
not observed zig-zag type motion is observed for defects likely to be unreconstructed unit cells and
so-called bright-dark defect s. Anti-phase domain boundaries are found to be mobile at kink sites.
The dynamics of these three defects show all move by the same step width in

[
110

]
direction of

twice the distance between iron rows. To explain these findings, a tentative model is drawn up,
that involves the concerted subsurface displacement of several subsurface iron atoms. Comparing
these observations to atomically resolved STM images at room temperature indicate that a minority
species of the double-lobed features commonly associated with unreconstructed unit cells are located
at non-blocked sites, what would hint at a small energy difference between the two sites. Fe-rich
anti-phase domain boundaries dynamics are investigated at 353 K and 413 K. At 353 K, the domain
boundaries show exclusively mobility at kink sites, the chains remain intact, and allow a description
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as site-exchange consistent with the subsurface cation vacancy structural model. More kinks in a
domain boundary consequently lead to increased movement. Heating to 413 K, reversible chain
rip-off processes and atypical domain boundary sections along the iron rows were observed. The
tentative model provided to explain these two processes might prove to be useful to explain the
existence of domain boundaries suddenly ending on a surface terrace and provides a suggestion
for the structure of the surface at the intersection of the domains without visible bright domain
boundaries (”Fe-poor anti-phase domain boundaries”).
Third, the surface dynamics of the

(√
2×
√

2
)

R45◦ reconstruction during the order-disorder phase
transition is investigated. The SCV reconstruction could still be resolved more than half-way
through the phase transition and is not found any more at temperatures beyond the phase transition.
In the middle of the phase transition, multiple mobile defects could still be resolved. Indication
for vertical diffusion above the phase transition temperature is found. Together with SXRD [188],
this indicates that the phase transition results from increasing mobility of Fetet, which can diffuse
between sites via third-layer Feoct vacancies in good agreement with theoretical predictions [184].
These studies show that local methods like FastSTM are a powerful tool to investigate dynamics at
surfaces and are uniquely positioned to study processes where local information can have outsized
influence on the integral behaviour. Furthermore, it allows to in situ image dynamic processes at
high temperature with increased contrast.
Besides the FastSTM studies, a pulsed high-pressure and high-sensitivity sniffer reactor for addi-
tional studies in UHV has been designed, constructed, and implemented. It can reproducible pulse
very defined amounts of gas onto the sample and detect products in real time with a quadrupole mass
spectrometer. As proof-of-principle, the temperature-dependent oxidation of CO over Pt clusters
on Fe3O4(001) is investigated.
Summarising, this work has established FastSTM as a valuable and reliable tool for variable-
temperature surface characterization. Having studied the Fe3O4(001) surface between room tem-
perature and 784 K, this thesis paves the way for further studies with size-selected metal clusters. A
potential capture zone for hydrogen adatoms around metal clusters could be probed. Taking advan-
tage of sniffer, it could be interesting to investigate how metal clusters influence alcohol reforming
by size and metal dependence. Furthermore, the surface diffusion of the reactants and products,
alcohols, aldehydes, and ketones, could be studied with FastSTM. Since the reactivity of the water-
gas-shift catalyst is dependent on the Fe3+/ Fe2+ ratio, the new insights on the high-temperature
phase transition may help to understand and exploit this temperature-dependent oxidation state
distribution for catalytic purposes.
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ABSTRACT: The transport of H adatoms across oxide supports plays an important
role in many catalytic reactions. We investigate the dynamics of H/Fe3O4(001)
between 295 and 382 K. By scanning tunneling microscopy at frame rates of up to
19.6 fps, we observe the thermally activated switching of H between two O atoms on
neighboring Fe rows. This switching rate changes in proximity to a defect, explained by
density functional theory as a distortion in the Fe−O lattice shortening the diffusion
path. Quantitative analysis yields an apparent activation barrier of 0.94 ± 0.07 eV on a pristine surface. The present work
highlights the importance of local techniques in the study of atomic-scale dynamics at defective surfaces such as oxide supports.

■ INTRODUCTION

Iron oxides have attracted considerable research interest1−7 in
recent years as supports for heterogeneous catalysts due to
their natural abundance8,9 and nontoxicity. Reactions involving
hydrogenation/dehydrogenation steps often require hydrogen
diffusion on the support before the hydrogen evolution can
take place. A fundamental understanding of the transport
behavior of hydrogen on oxide surfaces can help us understand
and optimize reaction mechanisms. Sophisticated integral
techniques can provide some insights. In a recent study,
Karim and co-workers designed a clever experimental layout to
distinguish the hydrogen transport between points of different
distances.10 They found that hydrogen diffusion on the
reducible titanium oxide surface is ten orders of magnitude
faster than on the nonreducible aluminum oxide. In a recent
temperature-programmed desorption experiment, Walenta and
co-workers showed that even sparsely distributed Pt cocatalysts
on the TiO2(110) surface can facilitate the recombinative
desorption of H2 in the photocatalytic methanol reforming,
thus recovering the catalytically active site and closing the
catalytic cycle.11 On some iron oxide surfaces, similar long-
range diffusion of hydrogen was observed. On a thin FeO(111)
film on Pt(111), for example, hydrogen diffusion occurs readily
even at cryogenic temperatures.12 Using scanning tunneling
microscopy (STM), the authors of that study showed that the
diffusion could further be facilitated by the presence of
coadsorbed water. On the magnetite Fe3O4(001) surface,
however, only confined diffusion of hydrogen atoms was
observed below the water desorption temperature.13−15 Here,
hydrogen can bind to two specific sites in the unit cell of the
surface reconstruction and switch between them reversibly.16,17

In the present work, we investigate the switching between

these two adjacent sites at elevated temperatures, i.e., where
catalytic reactions most often occur.
Bulk magnetite crystallizes in an inverse spinel structure

where Fe2+ occupies octahedral sites and Fe3+ occupies
tetrahedral and octahedral sites in a ratio of 1:1.18−20 Its
(001) surface reconstructs into the subsurface cation vacancy
(SCV) structure, where the iron atoms of the uppermost layers
are all Fe3+, corresponding to a (√2 × √2) R45°
reconstruction.21 Empty-state STM images show characteristic
undulating rows of the octahedral iron atoms (see Figure 1).
Fe3O4(001) has a rich defect chemistry that has been discussed
in the literature at length (see also the Supporting
Information).15,22−24 We focus here on the so-called
unreconstructed unit cells of the SCV structure, a local region
on the surface where the interstitial tetrahedral Fe atom (Fetet)
of the SCV reconstruction is missing and instead two
additional Fe atoms are located in octahedral sites (Feoct) of
the third atomic layer.8,22 The defect is the result of a surplus
Fe atom in one Feoct site (labeled as +Feoct in Figure 1d) that
causes the Fe atom in the tetrahedral site of the second layer to
move to the other octahedral site of the third layer (indicated
by the dashed arrow in Figure 1d). This unreconstructed
defect region corresponds to a genuine (1 × 1) bulk structure
unit cell and appears as a double-lobed elongated protrusion in
STM (highlighted by the black oval in Figure 1a). Surface
hydroxyls (OH groups), in contrast, appear as single
protrusions (marked by white ovals in Figure 1a,b). These
surface hydroxyl groups result from H adatoms that are formed
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during the crystal preparation process, where water from the
residual gas atmosphere can dissociate at oxygen vacancies.15

Here, we present the first quantitative analysis of the H
adatom switching between two adjacent O atoms in the
Fe3O4(001) unit cell to determine the energetics involved in
this process. Our FastSTM measurements show that the
switching process is an activated one. Furthermore, we find
that at a given temperature, the switching frequency increases
or decreases depending on the local chemical environment of
the hydroxyl group. We therefore compare the switching
behavior of hydroxyl groups on the pristine SCV Fe3O4(001)
surface with ones close to an unreconstructed unit cell.

■ METHODS
The Fe3O4(001) sample was prepared by repeated cycles of
sputtering for 5 min in 5 × 10−6 mbar Ar at 1.0 kV and
subsequent annealing to 983 K in 1.0 × 10−6 mbar O2. Surface
hydroxyl groups result naturally from background water
dissociation during the annealing process.15 A boron nitride
heater was used to heat the sample, and a type K thermocouple
was attached to the crystal to record the temperature. The
thermocouple is referenced internally to the chamber temper-
ature. This results in a very high relative accuracy (better than
0.1 K), while the absolute temperature value might have an
offset up to 5 K, as confirmed by the order−disorder phase
transition of the Fe3O4(001) surface at 725 K in low-energy

electron diffraction measurements.25 All STM measurements
were performed with an Omicron VT-AFM using etched Pt/Ir
tips (Unisoku). Standard STM measurements were performed
in constant current mode. A FAST module26,27 attached to the
standard Omicron controller was used to record movies at
rates of multiple frames per second (fps). During such
FastSTM measurements, the feedback was lowered to only
correct for thermal drift but not follow the surface topography
and the respective scanning parameters were set before starting
the FastSTM measurement. The FastSTM frame rates used for
this study were either 4.0 or 19.6 fps. Note that the sinusoidal
tip movement in the fast scan direction results in a higher pixel
density at the left and right edges of the movie. FastSTM data
is recorded as a one-dimensional data stream and subsequently
reconstructed into movies with a specially built Python script.
Using this software, we level the background by fast Fourier
transform (FFT) filtering the frequencies of the fast and slow
scan directions and their overtones. We then further FFT filter
the known frequencies of the setup (e.g., from turbomolecular
pumps), those below the frequency of the fast scan direction,
and instabilities from feedback corrections using a broad high-
pass damping filter, and finally drift correct the movie. A
quantitative analysis was performed by placing oval masks on
one of the two locations of a hydroxyl group and integrating
over their signal intensity for each frame, as demonstrated in
Figure 2. The result is a telegraph noise-like graph illustrating
switching between more and less bright appearances, which
can be assigned to “H adatom present” and “H adatom absent”,
respectively. Particular care was taken to distinguish short
residence times from tip changes, scratches, and the influence
of other mobile defects. The residence times were then plotted
as histograms, where the bin width was constrained to

Figure 1. (a) A FastSTM frame illustrates the defects on Fe3O4(001)
discussed in the present work: a hydroxyl group resulting from an H
adatom appears as an elongated protrusion (marked by a solid white
oval), while an unreconstructed unit cell appears as a bright double-
lobed feature (marked by a black oval). The [11̅0] and [110] crystal
directions are marked by white arrows. (b) In the subsequent frame,
the hydroxyl group has moved to its neighboring site, out of the solid
white oval and into the dashed white oval. Imaging parameters: Vb =
1.50 V; It = 1.0 nA. (c, d) Structural models of the SCV-reconstructed
Fe3O4(001) surface in perspective view obtained from density
functional theory (DFT) calculations. (c) Hydroxyl group on the
pristine SCV surface and (d) hydroxyl group close to an
unreconstructed unit cell site. Note the different arrangement of the
cations in the second and third atomic layers. In the bulk-like
unreconstructed unit cell (d), an additional Feoct is located in the third
atomic layer (labeled as ‘+Feoct’) and another Fe atom moves from the
second layer Fetet site of the reconstruction into an Feoct site of the
third layer, as indicated by the dashed arrow.

Figure 2. (a, b) Two consecutive frames from a FastSTM movie with
multiple switching H adatoms. The blue mask shows a hydroxyl group
on the pristine SCV surface that is located in the mask in the first
frame and jumped out of it in the second frame. The green and white
masks mark hydroxyl species with a defect next to them in the [11̅0]
and [110] directions, respectively. The complete movie can be found
as Supporting Information Movie S2. Imaging parameters: Vb =
1.50 V; It = 1.0 nA; 4 fps. (c) Plotting the signal inside a mask as a
function of time (i.e., frame), we obtain a telegraph noise-like trace for
a switching H adatom. (d) Residence times extracted from all traces at
a given temperature are plotted in a histogram that is then fitted by an
exponential function.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.9b05547
J. Phys. Chem. C 2019, 123, 19742−19747

19743

6.1 Quantitative Investigation of the Dynamics of Hydrogen on Fe3O4(001)

71



multiples of the respective acquisition times for one frame and
a single exponential was fitted to the histogram. The mean
switching rates and their respective errors were determined
from the decay times fitted to bins of a width that created
histograms with enough and sufficiently populated bins to
properly represent the data. Typically, at least 50 events are
included in a histogram at every temperature. A systematic
atom tracking study on the diffusion of Si dimers showed that
the electric field in a tunneling junction can influence the jump
rates but almost exclusively by the prefactor and not by the
activation energy.28 Hence, to avoid systematic errors, all
FastSTM movies for H adatom switching analysis were
recorded at a bias voltage, Vb, of 1.50 V and a tunneling
current, It,of 1.0 nA.
The Vienna ab initio simulation package (VASP)29,30 was

used for all DFT calculations. The projector augmented wave
(PAW)31,32 method describes the electron and ion inter-
actions, with the plane wave basis set cutoff energy set to
550 eV. We used the following settings: a Γ-centered k-mesh of
5 × 5 × 1 for the bulk, Fd3̅m, a = 8.396 Å, experimental lattice
magnetite cell, and (001) surface calculations (Γ-point only for
the 2 × 2 supercell). After preconverging calculations using the
Perdew−Burke−Ernzerhof (PBE)33 functional, where disper-
sion effects are treated with D2,34 the obtained results are
further relaxed and improved using optB88-DF.35−38 The PBE
+ D235,36 and optB88-DF van der Waals functionals were used
with an effective on-site Coulomb repulsion term Ueff =
3.61 eV39,40 to accurately model the oxide. Calculations were
performed on an asymmetric slab with 13 planes (5 fixed and 2
relaxed FeoctO2 layers) and 14 Å vacuum. To avoid interaction
between adsorbates, and to accurately model the experimental
coverages, a (2 × 2) supercell was used (i.e., 4 times the (√2
× √2)R45° reconstructed cell). Transition states are
determined via nudged elastic band41 (NEB) calculations
using the climbing-image method. The PBE + D2 functional
was used for the NEB calculations, but the energies obtained at
the saddle points were further improved using the optB88-DF
functional while keeping the ionic position fixed. Convergence
is achieved when forces acting on ions become smaller than
0.04 eV/Å.

■ RESULTS AND DISCUSSION
Making use of the increased frame rates available with
FastSTM, we observed the reversible switching of H adatoms,
which originate from the sample preparation process, between
two adjacent O atoms at room temperature and above in real
time. As in previous studies at lower temperatures, we find that
the H adatoms switch exclusively between the two O atoms on
neighboring iron rows of the surface reconstruction (see Figure
1).14−16,21 The process is reversible and can be monitored for
many minutes to hours in temperature equilibrium. Measure-
ments at different temperatures reveal an increase in the rate of
motion with increasing temperature, implying that we are
observing an activated process. Two representative movies at
331 and 349 K are shown in Supporting Information Movies
S1 and S2, respectively. To determine the Arrhenius activation
barrier of the switching process, we identified hydroxyl species
by conventional STM imaging and then recorded FastSTM
movies of these species at several temperatures. The Arrhenius
plot obtained from the mean switching rate of data recorded
between 336 and 382 K is shown in Figure 3. Here, only
hydroxyl species that are located on a pristine SCV surface are
used in the analysis, i.e., those that are located in an SCV-

reconstructed unit cell, as shown in Figure 1c. The rates for
switching in one direction or the other are not significantly
different within the statistical error of our measurements, i.e.,
the switching process is a symmetric one (as expected for
motion between two equivalent sites). Via orthogonal distance
regression, we obtain an Arrhenius activation barrier of 0.94 ±
0.07 eV and a prefactor of 1 × 1013±1 Hz for hydroxyl groups
on the pristine SCV surface. To account for entropic
contributions to the activation Gibbs free energy, we also
fitted the same data taking into account transition state theory
(description by Winzor and Jackson in ref 42). As expected for
a simple, light adsorbate like a single H atom, compared to
larger, molecular adsorbate species,43 we confirmed that the
entropic contribution is negligible and the same activation
energy is obtained by both analysis routes.
When extracting residence times from FastSTM movies, care

must be taken that the frame rate is sufficient to resolve the
process to be studied. As a rule of thumb, we assume that
reliable data can only be obtained when the frame rate is at
least twice the mean jump rate, i.e., a species is observed on
average at least in two consecutive frames. Taking into account
the constraints of our instrument (i.e., preamplifier bandwidth,
etc.) and keeping the lateral resolution sufficient for reliable
analysis, we achieved a maximum frame rate of 19.6 fps in the
present work. This corresponds to a maximum time resolution
of 9.8 per second, as marked by the light gray bar in Figure 3.
In comparison, the more convenient frame rate of 4 fps
(allowing us to scan larger areas) gives a limit of 2 per second,
marked by the dark gray bar. Data points for the hydroxyl
groups on the pristine SCV surface were measured with 4 fps
up to 367 K and 19.6 fps at higher temperatures. At 367 K, we
further confirmed that data acquisition yielded the same
hydroxyl switching rate at 4 fps and at 19.6 fps. To illustrate
the effect of undersampling, the switching rates obtained with
4 fps measurements at higher temperatures (413 and 454 K)

Figure 3. Arrhenius plot for H adatoms switching between two
opposite O atoms. Switching rates determined from FastSTM data of
species on the pristine SCV surface are shown as blue points and a
linear Arrhenius fit as a black line. H adatoms next to unreconstructed
unit cells in the [11̅0] direction exhibit a higher jump rate, shown as
green points. The dark (4 fps) and light gray (19.6 fps) horizontal
bars illustrate the limits of time resolution as described in the text.
The orange points represent high-temperature data points measured
at 4 fps, demonstrating the effect of undersampling. Switching rates
for hydroxyl groups on the pristine SCV surface up to 367 K were
acquired at 4 fps, while those at 367 K and higher as well as those for
hydroxyls next to unreconstructed unit cells were measured at
19.6 fps.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.9b05547
J. Phys. Chem. C 2019, 123, 19742−19747

19744

6 Publications

72



are shown as orange points in Figure 3. A clear deviation from
the linear Arrhenius behavior is seen, and the obtained
switching rates are close to the estimated limit marked by the
dark gray bar. Indeed, these fast-moving hydroxyl groups often
appear as partial protrusions in both locations in single frames.
However, even at 450 K, where we cannot resolve the motion
temporally, streaks between two neighboring iron rows confirm
that the H adatoms only move between these two locations
and do not diffuse laterally across larger distances.
Furthermore, we observed that switching rates of hydroxyl

groups in the vicinity of defects differ significantly from the
ones on the pristine SCV surface. On the one hand, hydroxyl
species directly neighboring unreconstructed unit cells in the
[11̅0] direction (i.e., jumping to an iron row next to the defect,
marked by the green mask in Figure 2a,b) switch more often in
the temperature range considered in this study than those on
the pristine SCV surface. Mean switching rates for such species
are shown as green points in Figure 3. Just like for the species
on the pristine SCV surface, we do not observe a statistically
significant, systematic asymmetry in the switching rates
towards and away from the defect. Assuming that only the
path difference plays a role in the switching behavior in
different local environments (substantiated by our DFT results
which will be discussed below), we can estimate an Arrhenius
activation barrier for OH switching next to an unreconstructed
unit cell of 0.76 eV using the prefactor of 1 × 1013 Hz that we
obtained for the hydroxyl species on the pristine surface. Due
to the increased rate, we are now hitting the limit of our time
resolution at 308 K already, even with an acquisition rate of
19.6 fps. On the other hand, switching events of those hydroxyl
groups neighboring the unreconstructed unit cell in the [110]
direction (i.e., a neighbor along the row, as marked by the
white mask in Figure 2a,b) are switching much less frequently.
Since the events are rare, we do not observe a sufficient
number of them to obtain a reliable switching rate, but we
estimate the rate to be approximately 0.07 Hz at a temperature
of 349 K. Finally, the influence of defects is a short-range effect.
We do not observe any influence on hydroxyl groups that are
located one unit cell further away from a defect.
We performed DFT calculations of hydroxyl groups on a

pristine SCV surface and next to an unreconstructed unit cell
to better understand the experimental results. In the case of a
hydroxyl group on a pristine SCV surface, an activation barrier
of 1.27 eV was obtained. Where an unreconstructed unit cell is

adjacent to the hydroxyl in the [11̅0] direction, the activation
barrier is lowered by 0.27 to a value of 1.00 eV. While the
temperature range available in our experiment for the
accelerated hydroxyl species is insufficient to obtain an
Arrhenius activation barrier, we can compare the switching
rate between species on the pristine SCV surface and those
near a defect and relate these to the DFT results. Our
calculations show that the diffusion mechanism remains the
same in both cases. Assuming that the prefactor remains
unchanged, the switching rate should thus be higher next to
the defect. Assuming a reversible process with no entropy
change, the energy difference of 0.27 eV corresponds to an
approximately 100 K difference in temperature for a given rate,
which is in good agreement with the experimental results
shown in Figure 3. Furthermore, DFT confirms that the
process is a symmetric one in both cases, with energy
differences between the initial and final states of 0.08 and
0.06 eV for the hydroxyl group on a pristine SCV surface and
that next to a defect, respectively, which are both within
common fluctuations present in the calculations. The DFT
results are thus consistent with the experimentally obtained
jump rates and activation barriers.
Analyzing the structures obtained from DFT (shown in

Figures 1c,d and 4), we note that the presence of the defect
shortens the O−O distance in the initial state from 3.50 to
3.31 Å. In principle, this should facilitate a lower barrier, but
this distance is still far too long for the H adatom to simply hop
on a rigid lattice. Rather, the O−O distance must contract
significantly to approximately 2.6 Å to create the transition
state, where O−H bonds of 1.3 Å are simultaneously
established to both the initial and target O atoms. This
situation is similar for both models considered here.
Facilitating the transition state requires that both the O
atoms and the second nearest-neighbor surface Fe atoms must
move toward the H adatom, i.e., toward each other. Thus, it
seems that the different barrier actually originates in the
cumulative energetic cost of multiple distortions to the
surrounding atoms that must occur to facilitate the hydrogen
transfer. Ultimately, a lower barrier is observed in the presence
of the unreconstructed unit cell because less distortion of the
lattice is required to form the transition state. This is seen, for
example, in the Fe−O distances for the target O atom, which
are approximately 0.1 Å shorter in the transition state when the
defect is present than on the pristine SCV surface (compare

Figure 4. DFT-derived structural models illustrating the diffusion of an H adatom (a, b) on the defect-free Fe3O4(001) surface and (c, d)
neighboring an unreconstructed unit cell. Top views showing the initial and transition states for H+ diffusion. The O−O distance is shorter in the
initial state neighboring the defect. Nevertheless, the surrounding lattice distorts significantly in the transition state, ultimately achieving a similar
O−H bond length in each case.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.9b05547
J. Phys. Chem. C 2019, 123, 19742−19747

19745

6.1 Quantitative Investigation of the Dynamics of Hydrogen on Fe3O4(001)

73



Figure 4b,d). Interestingly, the Fe−O distances are slightly
longer to the initial O atom in the presence of the defect. This
relaxation seems to be compensated by the stronger interaction
with the O atom labeled as * in Figure 4b,d, which can move
closer to the surface Feoct atoms when it is coordinated to a
subsurface Feoct rather than an Fetet.

■ CONCLUSIONS

In conclusion, we have shown that the diffusion of H adatoms
on Fe3O4(001), which occurs only between two neighboring O
atoms on opposite Fe rows, is an activated process. By
conducting FastSTM measurements at temperatures between
295 and 382 K, we obtained an apparent Arrhenius activation
energy of 0.94 ± 0.07 eV for hydroxyl groups on the pristine
SCV-reconstructed surface. This result is in good agreement
with DFT calculations that provide an activation barrier of
1.27 eV, especially when keeping in mind that the optB88-DF
van der Waals functional used here is typically overbinding.44

Taking into account the transition state theory to consider
changes in entropy in the transition state, we determined that
the experimentally obtained activation barrier results purely
from energetics and does not contain any entropic
contributions. Furthermore, we could not resolve any long-
range diffusion of hydrogen up to approximately 550 K, at
which point hydrogen is known to desorb from the surface.15

Importantly, our local measurements show that the
activation barrier and thus the jump rate of individual species
vary significantly with their local chemical environment. This
effect is generally observed for a range of different local defects
such as domain boundaries or adatoms. We have studied the
phenomenon in detail for hydroxyl species next to the so-called
unreconstructed unit cell, i.e., a region on the surface where the
interstitial Fetet of the SCV reconstruction is missing but
instead two more Fe atoms are located in Feoct sites in the
subsurface. Our experiments showed that the switching rate of
hydroxyl groups can both increase and decrease, depending on
the exact location of the H adatom with respect to the defect.
We explained this phenomenon by DFT calculations that show
that a distortion in the Fe−O lattice brings the two
neighboring O atoms closer together and thus facilitates H
diffusion between them. The different energy barriers originate
from the cumulative energetic cost of multiple distortions to
the surrounding atoms that occur during the switching process.
Less lattice distortion is thus required in the presence of
defects such as a neighboring unreconstructed unit cell.
The fact that defect proximity governs the activation energy

of diffusion processes highlights the importance of local
techniques such as STM when it comes to investigating surface
dynamics.
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Lundqvist, B. I. Van Der Waals Density Functional for General
Geometries. Phys. Rev. Lett. 2004, 92, No. 246401.
(36) Klimes,̌ J.; Bowler, D. R.; Michaelides, A. A Critical Assessment
of Theoretical Methods for Finding Reaction Pathways and
Transition States of Surface Processes. J. Phys. Condens. Matter
2010, 22, No. 074203.
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a) Structure of the Fe3O4(001) surface and common defects 

 

Figure S1: A large-scale STM image shows a typical preparation of the Fe3O4(001) surface, 

including the most common defects (marked by white arrows). The undulating Fe rows are 

clearly visible through electronic contrast (the O atoms of the surface are not observed by 

STM), oriented here in the direction from the top left of the image to the bottom center. We 

find a monophase termination of one large terrace, with several domains of the (√2×√2)R45° 

reconstruction, separated by antiphase domain boundaries which zigzag across the rows in a 

45° orientation.  Imaging parameters: 𝑉௕ = 1.50 𝑉, 𝐼௧ = 0.3 𝑛𝐴.  
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b) Diagram illustrating the energies and barriers of all processes calculated by DFT 

 

Figure S2: Energy diagram summarizing the energies and barriers from DFT calculations. The 

left-hand side shows the energy barrier for the switching process of a hydroxyl group on the 

pristine surface, while the case of a switching hydroxyl group next to an unreconstructed unit 

cell (UUC) defect is shown on the right-hand side. The adsorption energy of H is given with 

respect to H (rather than H2) in the gas phase as 𝐸௔ௗ௦ =  𝐸௦௟௔௕ ௪௜௧௛ ு −  𝐸௖௟௘௔௡ ௦௟௔௕ −

 𝐸ு ௚௔௦. The difference in surface free energy (SFE) between the two cases is given as 𝛥𝐸ௌிா.1,2 

The SFE is a function of the chemical potential of O and H, but since only a relative difference 

is required, the chemical potential of H can be set constant as the amount of H is the same in 

both cases. The chemical potential of O is taken for a pressure of O2 of 𝑝ைమ
= 10ିଵ଴ mbar at 

300 K, corresponding to experiments under ultra-high vacuum conditions.3 To estimate 

6 Publications

78



4 

 

roughly how much the formation of a defect costs energetically, we multiply the SFE difference 

of 𝛥𝐸ௌிா = 5.9 meV/Å2 with the area of a 2 × 2 supercell, i.e. assuming one defect every four 

unit cells (an upper limit for defect density which can realistically be expected to occur). As 

expected, we find that the defect is unfavorable compared to the SCV reconstruction, 

irrespective of the presence of an H adatom. 
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Abstract

We present surface X-ray diffraction and fast scanning tunneling microscopy results

to elucidate the nature of the surface phase transition on magnetite (001) from a

(
√
2 ×

√
2)R45◦ reconstructed to a non-reconstructed surface around 720 K. In-situ

surface x-ray diffraction results at a temperature above the phase transition, at which

long range order is lost, give evidence that the subsurface cation vacancy reconstruction

still exists as a local structural motif, inline with the characteristics of a 2D second-

order phase transition. Fast scanning tunneling microscopy results across the phase

transition underpin the hypothesis that the reconstruction lifting is initiated by surplus
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Fe ions occupying subsurface octahedral vacancies. The reversible near-surface iron

enrichment and reduction of the surface is further confirmed by in-situ low-energy ion

scattering, as well as ultraviolet and X-ray photoemission results.

Keywords

Magnetite, defects, spinels, oxide surfaces, diffusion, scanning tunneling microscopy, surface

x-ray diffraction

Introduction

Magnetite is a material used in many different areas. Its electronic and magnetic properties

make it a promising material for spintronics. Its magnetism and biocompatibility triggered

development of magnetite nanoparticles for use in waste-water cleaning1 and application in

cancer treatment.2,3 In addition, it is used as a catalyst for several different reactions, such

as the high-temperature water-gas shift reaction.4,5 For hierarchical materials, magnetite in

form of nanoparticles linked together by organic molecules as a first building block shows

remarkable mechanical properties.6,7 Since these applications depend on surface properties

such as adsorption sites, binding strength and geometries, which are closely related to the

surface structure, determining and understanding the surface structure is vital to get an

understanding of the surface properties and therefore of the parameters that determine the

performance of the material.

The surface structure of the (001) surface of magnetite, one of the predominant facets on

nanoparticles,6 was studied extensively at room temperature. When prepared in ultra-high

vacuum, it exhibits a (
√
2×

√
2)R45◦ reconstruction based on a reordering of cations in the

near-surface layers.8,9 Compared to a bulk-truncated surface, it contains one additional iron

cation in a tetrahedral site of the second layer, and two octahedral vacancies in the third

layer directly underneath.8,9 A perspective view of both the reconstructed surface and the

2
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bulk terminated surface is shown in Figure 1. This surface was found to be stable over a large

Figure 1: Perspective view of (a) the reconstructed surface and (b) a bulk-truncated surface.
Oxygen is shown in red, octahedral iron in yellow and tetrahedral iron in blue. The additional
tetrahedral iron atom in the first subsurface layer is shown in violet, and atoms that get
removed from octahedral sites when forming the reconstructed surface are orange in the
bulk-truncated surface.

range of oxygen chemical potentials.8 Many of the aforementioned applications, however, re-

quire temperatures above room temperature. One obvious example is the high-temperature

water-gas shift reaction, which is performed at temperatures between 620 and 720 K. But

also the synthesis and pre-processing of the material is often done at elevated temperatures -

as the interlinking of organic molecules for the formation of hierarchical materials, which re-

quires heating to temperatures up to 620 K.6 Iron cations are relatively mobile in magnetite,

which can lead to incorporation of metal adatoms into the lattice at elevated temperatures10

or even the growth of new layers or etching into the surface in the vicinity of nanoparticles.11

On the clean surface, it is known that the (
√
2 ×

√
2)R45◦ reconstruction present at room

temperature is reversibly lifted at temperatures around 720 K12 An earlier study identified

the origin of the lifting process as an order-disorder phase transition based on low-energy elec-

tron diffraction experiments.12 The continuous transition was observed to be second-order

Ising-like with a gradual loss of long-range order but persisting short-range order above the

transition temperature. The structural interpretation of this transition, however, was based

3
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on a previously proposed model of a bulk-truncated magnetite surface,13 and no quantitative

structural analysis was performed.

In this study, we investigate the crystallographic and electronic structure of the magnetite

(001) surface at elevated temperatures by a combination of surface x-ray diffraction (SXRD),

fast in-situ scanning tunneling microscopy (STM), x-ray and ultraviolet photoemission spec-

troscopy (XPS, UPS) and low-energy ion scattering (LEIS). We followed the transition from

a long-range ordered (
√
2×

√
2)R45◦ reconstructed surface at room temperature to a (1×1)

surface at elevated temperatures. We interpret our results in view of the subsurface cation

vacancy reconstruction (SCV) structural model for this surface,8 and provide a quantita-

tive analysis of the surface structure at elevated temperatures above the phase transition

temperature.

Experimental Details

The surface of magnetite single crystals was cut and mechanically polished to exhibit the

(001) surface with a miscut below 0.2◦. Three different crystals were used for the SXRD, STM

and XPS, LEIS and UPS experiments, respectively. Note that the exact phase transition

temperature varies slightly between crystals, as reported previously.12 In each experiment,

the crystal was cleaned in ultra-high vacuum with a base pressure of 10−10 mbar by multiple

cycles of sputtering with 1 keV Ar-ions for 15 minutes and subsequent annealing. For the

SXRD experiments, the annealing temperature of 920 K was held for 15 minutes, with the last

annealing step performed in 5 · 10−6 mbar of oxygen; for the scanning tunneling microscopy

(STM) experiments, 20 minutes annealing at 983 K was chosen, with the last annealing

step in oxygen of 1 · 10−6 mbar. This resulted in a contamination-free, (
√
2 ×

√
2)R45◦

reconstructed surface.

We carried out surface x-ray diffraction (SXRD) experiments at the ID03 beamline of the

ESRF14 at a photon energy of 14 keV using a 2D detector in stationary mode15 at grazing

4
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incidence. The momentum transfer is given in relative reciprocal lattice coordinates (H,K,L)

in units of 2π
a

with a magnetite lattice constant of a = 8.394 Å. A set of crystal truncation

rod data was taken from the clean surface. The sample was subsequently heated in several

steps, and the surface structure was probed in each step by scanning through the (2,1)

superstructure rod at L=1.6 after waiting ∼ 15 minutes for the temperature to stabilize.

This was done until no further changes were observed at 770 K. This point in reciprocal

space was chosen because it lies on a surface rod only arising from the (
√
2 ×

√
2)R45◦

reconstruction, and is therefore only sensitive to this superstructure and not to the bulk-like

structure of the subsurface region underneath. At 770 K, another set of crystal truncation

rods was measured, and the surface was cooled down using the same steps, again probing the

(2,1,1.6) peak at each temperature step. The SXRD data was analyzed using the ANAROD

program package.16

The STM experiments were performed using a variable temperature (VT) instrument

complemented with a FAST electronics module17,18 which enables the recording of movies at

up to 20 frames per second (fps). A low defect density and large, atomically flat terraces were

confirmed by STM and long-range order by low-energy electron diffraction (LEED) before

commencing experiments. A boron nitride heater in the sample holder was used to heat the

sample and a type K thermocouple directly attached to the crystal and internally referenced

to the chamber temperature was used to record the temperature. Temperature-dependent

LEED measurements confirmed that our temperature reading is calibrated well and the phase

transition temperature of this magnetite crystal is around 725 K, in agreement with previous

reports12 (see Supporting Information). In so-called FastSTM measurements, the feedback

gain was lowered to only correct for thermal drift but not follow the surface topography. A

sinusoidal tip movement in the fast scan direction was employed, resulting in images and

movies which exhibit a higher pixel density at the left and right edges. FastSTM data were

recorded as a one-dimensional data stream which was subsequently Fourier filtered to remove

known frequencies (e.g. from turbomolecular pumps), background leveled by FFT filtering of

5
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the fast and slow scan directions and their overtones, and reconstructed into movies using a

specially built Python script. The resulting movies were then further processed and analyzed

in ImageJ.19 The images were corrected for linear and nonlinear distortions based on (1× 1)

spots in the Fourier transform, similar to the process described in Ref.20 Thermal drift was

corrected for by laterally shifting frames with respect to each other in time. The frames of

drift-corrected movies could then be averaged to a noise level that is vastly superior compared

to standard (slow) STM images: subtle structural details with little corrugation which are

typically drowned by highly diffusive transient species can thus be recovered as long as the

time window for averaging is appropriate. The averaged frames could further be Fourier

transformed to provide a comparison with reciprocal-space measurements and give a clear

indication whether the (
√
2 ×

√
2)R45◦ reconstruction was still observable in the images.

When reconstruction spots were absent in this FFT, we also examined the average of the

Fourier transforms of the individual frames, to ensure that the reconstruction spots are not

missing due to rapidly moving domains, which could cause the reconstruction to disappear

in the average of the real-space images. Finally, we extracted image lines and rows from the

drift-corrected movies and plotted them versus time to investigate contrast changes along

and across the Fe rows.

Ultraviolet and X-ray photoelectron spectroscopy (UPS, XPS), low energy ion scattering

(LEIS), and LEED experiments were performed in a UHV system described in detail in

ref.21 A SPECS FOCUS 500 monochromatized X-ray source (Al Kα anode) was used for

XPS. UPS was performed using a SPECS UVS 10/35 source emitting either He I and He II

radiation, and LEIS utilized 1 keV He+ ions generated by a SPECS IQE 12/38 ion source

with a scattering angle of 90◦. The same SPECS PHOIBOS 150 energy analyzer was used

for all these measurements. The XPS measurements were performed at a grazing emission

angle (80◦ with respect to the surface normal) for maximum surface sensitivity. The LEED

measurements were performed using a commercial rear-view LEED optics. The sample used

in these experiments was prepared was prepared by Ne+ sputtering (1 keV) for 10 minutes
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followed by annealing at 950 K. Every other annealing step and the last before an experiment

was performed in 5 · 10−7 mbar O2.

Results and Discussion

SXRD results

In Figure 2, some of the SXRD scans through the (2,1) surface rod only sensitive to the

(
√
2×

√
2)R45◦ superstructure at different temperatures are shown both during heating up

(a) and cooling back down (b) to room temperature. Below 570 K, no changes were visible.

Above this temperature, a decrease of the peak intensity of the reconstruction signal is

observed. At a temperature of 750 K, the reconstruction peak vanished almost completely,

and no further changes could be observed when increasing the temperature to 770 K. When

cooling back down, the superstructure signal reappeared. Due to the realignment that was

necessary during the heating, the intensities had to be scaled. For this, the background level

was used as a reference. Since this level is not absolute and expected to increase due to an

increase in thermal diffuse scattering during heating and can also change with the alignment,

the absolute intensities cannot be compared directly. The differences stemming from this,

however, are rather small and do not fully explain the observed increase in intensity on the

superstructure signal during cooling down compared to that during heating up at the same

temperature. This is most likely related to desorption of adsorbates during the time the

sample was kept at elevated temperatures and slight re-annealing after cooling back down.

Next we will discuss the full width at half maximum (FWHM) values extracted from these

scans, which can then easily be converted into the lateral correlation length of the surface

(Figure 3). In both the crystal used for the present SXRD experiments and in the previous

experiments mentioned above,12 the onset temperature of the lifting process is around 720

K, and the lateral correlation length is gradually decreasing up to a temperature of 770 K,

where the intensity becomes too low to determine the FWHM. Overall, these measurements
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Figure 2: Scans through the (2,1) surface rod in reciprocal H-direction at L=1.6 during (a)
heating up and (b) cooling down.

agree very well with the order-disorder phase transition that was found for this surface in

an earlier study,12 as does the temperature range in which the transition occurs.

Figure 3: FWHM-values of line scans through the (2,1)-reconstruction rod at L=1.6 taken
at different temperatures during heating up (red) and cooling down (blue). Also shown are
the corresponding lateral correlation lengths.

To analyze the surface structure in more detail, crystal truncation rods were measured

at room temperature and at 770 K, shown in Figure 4. They demonstrate that the phase

transition is not simply a lifting of the reconstruction. The crystal truncation rods at room

temperature fit very well to those of the reconstructed surface.9 But although the super-
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structure signal from the reconstruction vanishes at 770 K, the crystal truncation rods at

this temperature are fairly similar to those of the reconstructed surface, and show a huge

difference to those expected from a bulk-truncated surface22 (also shown in Figure 4). This

allows us to hypothesize, that locally the structure of the reconstruction is still partially

intact, i.e., the layer occupations (additional Fe in the first tetrahedral layer, missing Fe

in the subsurface octahedral layer) do not substantially change, although the long-range

(
√
2×

√
2)R45◦ order is lost. The absence of the superstructure order does not influence the

signal on the crystal truncation rods since they are only sensitive to the smaller periodicity

of the bulk crystal lattice and not to the larger one of the superstructure.

To get more insights into the structural arrangement of the Fe cations, different models

were fitted to the SXRD data, and the reduced χ2, also called goodness-of-fit, was used

to check and compare the level of agreement between fit and data. As expected, a bulk-

truncated surface shows a bad agreement with the data (χ2
red = 5.66). A reconstructed

surface shows a better, but still suboptimal agreement (χ2
red = 3.88). To improve the agree-

ment, the possibility that not all lattice sites were fully occupied or unoccupied had to be

taken into account. This possibility was included in the models by introducing occupation

parameters for several iron lattice positions. In the first double layer, occupation parameters

were introduced for the tetrahedral iron positions that are normally fully occupied in both

the bulk truncated and the reconstructed surface (Fetet), for the additional tetrahedral site

that is occupied in the reconstructed surface but unoccupied in the bulk-truncated structure

(Fetet,int) and for the tetrahedral site that is equivalent to this one under bulk symmetry, but

usually not occupied in either structure (Fetet,add). In the second double layer, occupation

parameters were introduced for the octahedral lattice sites that are vacant in the recon-

structed surface but occupied in the bulk-truncated structure (Feoct,vac; orange in Figure

1(b)), and the octahedral lattice sites that are occupied in both structures (Fe(oct)). Occupa-

tion parameters for adjacent sites were tested, but not found to have any significant impact

on the fits and therefore omitted in the final fitting. In addition, the positions of all iron

9
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Figure 4: Crystal truncation rods of the clean magnetite (001) surface at room temperature
(black squares) and at 770 K (red squares). Also shown are the structure factors of a bulk-
truncated surface (brown) and of the best fit to the data at 770 K (blue).
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and, in a second step, also all oxygen atoms in the first unit cell were fitted, only allowing

distortions according to the symmetry of the (
√
2 ×

√
2)R45◦ reconstruction. An overview

of these results is shown in Table 1.

Table 1: Overview over the results from the structural refinement for the high-temperature
phase (773 K, above the phase transition). In model 1, only the occupation parameters were
fitted, while model 2 also includes parameters for the iron positions, and in model 3, also
the oxygen positions were refined.

Model χ2
red Positions Occupancies

Fe O Fe(tet) Fetet,int Fetet,add Fe(oct) Feoct,vac

1 2.78 - - 0.90 0.45 0.34 0.70 0.85
2 0.73 + - 0.86 0.62 0.05 0.80 0.58
3 0.73 + + 0.86 0.62 0.05 0.80 0.58

These fits show that, at elevated temperatures, the additional tetrahedral iron position

becomes partially depleted, and the octahedral vacant sites underneath are partially filled,

in good agreement with the STM data which we will discuss below. This is accompanied

by a partial depletion of the regular tetrahedral lattice sites in the first double layer and

the octahedral sites in the second one that are occupied in both the bulk-truncated and

the reconstructed surface, and slight distortions of the lattice of up to 0.1 Å in the first

layer and 0.06 Å in the second layer. This change in site occupations rules out a loss of

long-range order simply due to an increase in thermal vibrations, especially since the Debye-

Waller-factor values of the surface atoms did not increase significantly when included in

the fitting. Together with the fact that the local structure seems rather unchanged, this

observation points towards a statistical reorganization by diffusion at the surface mainly

of the additional tetrahedral iron atoms through the octahedral vacant sites underneath as

the source for the lifting of the reconstruction. The reorganization leads to a fluctuating

occupation of lattice sites, lattice distortions and an increase in the concentration of defects

at the surface like anti-phase domain boundaries and interstitial subsurface cations.23,24

At high temperature, the occupation of the sites deviates too much from that of the ideal
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SCV reconstruction, thus the long-range order is lost. Nevertheless, the site occupations

are not too far from that of the SCV model, in line with the reported surface diagram

from theoretical calculations8 which shows that the reconstruction should indeed be stable

under an oxygen chemical potential of -1.71 eV corresponding to UHV conditions at 770 K.

In addition, regular lattice sites are also found to be involved in the near surface diffusion

process.

FastSTM results

Having determined from SXRD the average atomic surface structure, the question arises

how the structure evolves locally in real space and whether the change in occupations is

static or dynamic. Looking at FastSTM movies at and around the phase transition, several

structural features can still be resolved. While standard STM images (in particular in

constant-current mode) are dominated by streaks from fast moving species, averaging many

consecutive FastSTM frames preserves atomic resolution. Figure 5 shows the average of

several hundred frames each at the onset of the phase transition at 701 K (a), right in the

middle at 745 K (b), and beyond at 784 K(c) (cf. Supporting Information for a temperature

calibration by LEED). At the onset, the (
√
2 ×

√
2)R45◦ reconstruction can still be clearly

observed with atomic resolution.8 An FFT of the average frame at this temperature confirms

that the reconstruction spots are fairly sharp and clearly visible (circled in red). Furthermore,

by marking the same location in each unit cell with a yellow dot, we can unambiguously

assign domains on the surface. The domain boundaries between them are increasingly mobile

at elevated temperatures. FastSTM Supporting Movie S1 shows that at this temperature,

the domain boundaries move rapidly back and forth around an average location but do

not move extended distances across the surface. As a result, they appear as smeared-out

bright regions that zigzag across the surface in the average frame. One example is marked

in the average frame by yellow dashed lines, as a guide to the eye. Comparing the average

domain size in Figure 5 (a) with the correlation length from SXRD (Figure 3), we find
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good agreement: The FastSTM movie reveals typical domain sizes in the range from 5 to

25 nm. In the middle of the phase transition (745 K), such structures were more difficult to

distinguish, as can be seen in 5 (b). A smaller surface area was scanned here which is entirely

covered in a single domain, as indicated by the overlaid yellow dots. Perhaps surprisingly,

even though the reconstruction spots lost more than half of their intensity in LEED at this

temperature (see Figure S1), they are still clearly visible in the FFT of the averaged frame.

Finally, at a temperature just beyond the phase transition, the FFT of drift-corrected and

averaged frames does not show any (
√
2×

√
2)R45◦ reconstruction spots anymore and there

is also no sign of the reconstruction in the real-space images (see Figure 5 (c)). The STM

data are thus consistent with the picture that a long-range SCV reconstruction is no longer

present at this temperature.

Looking at the FastSTM movies, it is clear that the surface is anything but static at such

elevated temperatures. At the onset of the phase transition, in Supporting Movie S1, defects

and domain boundaries are mobile but their dynamics can still be resolved reasonably well.

One obvious type of defect appears as bright squares spanning two adjacent Feoct rows. Just

44 K higher, in Supporting Movie S2, the dynamics resemble more closely fluctuations in

apparent brightness than discrete hops. However, a more detailed analysis of the movie

reveals that mobile species are similar as at 701 K. To better understand which features

might be the mobile ones, it is useful to look at temporal changes in a single line or row of

a FastSTM movie. Although not immediately obvious in the movie, we thus find that the

same type of bright squares spanning two adjacent Fe rows is still present at 745 K, as shown

by the x-t scan ("kymograph") in Figure 5 (d), in which it often appears that two adjacent

rows appear bright at the same time (marked in yellow to guide the eye). In addition, we

observe many fluctuation-like local changes of the apparent height without a correlation

between neighboring rows, which we attribute to a change in local electron density. An

increase in brightness on an Fe row typically results from a local surplus of Fe in the surface

or subsurface: one example thereof are antiphase domain boundaries, which are Fe rich, and
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Figure 5: FastSTM data of Fe3O4(001). Average of movie frames (a) at the onset of the
phase transition (701 K, Vb = 1.5 V, It = 0.9 nA, 4 fps, 520 frames), (b) in the middle of
the phase transition (745 K, Vb = 1.3 V, It = 1.0 nA, 11.7 fps, 706 frames), and (c) beyond
the phase transition (784 K, Vb = 1.5 V, It = 1.0 nA, 11.7 fps, 818 frames). Full movies see
Supporting Movies S1-S3. In (a), the periodicity of the (

√
2 ×

√
2)R45◦ reconstruction is

indicated by yellow dots. Dashed yellow lines indicate an example of a domain boundary, i.e.
where the dots do not align. In (b), a single domain is visible (yellow dots), while in (c) the
reconstruction is no longer apparent. The insets show the FFT of the respective averaged
frames, clearly indicating reconstruction spots in (a) and (b) (circled in red), while they are
no longer present in (c). (d) and (e) show a line in the x- and y-directions of the movie at
745 K vs. time, cut at the locations marked by the yellow dotted and blue dashed lines in
(b), respectively. The time axis spans 60 s. Some example features which extend across two
Fe rows are highlighted in yellow in (d).
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which appear bright in STM. In an antiphase domain boundary, four Fe atoms can align in

the subsurface where domain boundaries occur, resulting in elongated bright features which

are arranged diagonally with respect to the surface octahedral Fe rows (see Figure 5 (a)).24

Unreconstructed unit cells are a different type of local defects, where an additional Fe atom

in an octahedral site in the third layer causes the Fe atom in the tetrahedral site in the

second layer to move into another octahedral site,22 thus resulting in six Fe atoms in a row

which appear as two elongated bright features on neighboring Fe rows.24 Additionally, cation

interstitials in octahedral sites in the subsurface appear as bright spots on an Fe row which

has been shown recently for Ni interstitials.25 By comparing these known defects with the

signatures obtained in the time evolution of a horizontal slice across the Fe rows (5 (d)), the

bright features extending across two Fe rows most likely indicate that unreconstructed unit

cells are present on the surface. In addition, many bright species which do not extend across

two rows are also visible which could be due to the presence of impurity cations.

Looking instead at the time evolution of the brightness along a row, shown in Figure

5 (e), it becomes clear that the residence times of bright features (both those in a single

row and those spanning two rows) vary between one and many frames. Since the entire

movie spans a time of 60 s, this corresponds to residence times between 0.08 and 8 s. In

addition to the bright features, we occasionally observe dark (vacancy-like) features usually

spanning two adjacent Feoct rows, one of them appearing as a dark line in Figure 5 (e); the

rows adjacent to them appear brighter (see Supporting Information Figure S2). For the

STM movie taken above the phase transition (784 K), a kymograph similar to Fig. 5 (d)

shows only horizontal streaks (not shown), indicating that most of the bright features remain

stationary for a very short time (less than the interval between the frames, 0.1 seconds).

Nevertheless, when viewing the movie (see Supporting Movie S3), one can see several isolated

bright species diffusing at the surface. The bright features spanning two adjacent Feoct rows

are very rare, possibly only a random arrangement of isolated species. The only features

remaining stationary for a somewhat longer times (up to 3 s) are the vacancy-like dark spots

15

6.2 Order-Disorder Phase Transition of the Subsurface Cation Vacancy Reconstruction on Fe3O4(001)

95



spanning two adjacent rows, mentioned earlier.

XPS and LEIS results

From the SXRD data analysis, we obtain an Fe enrichment of ∼ 10 % in the topmost layers.

This would by necessity lead to an appearance of more reduced Fe cations. Figure 6 (a)

and (b) show grazing-emission XPS data for the Fe 2p and O 1s regions, respectively. The

shoulder at 708.5 eV due to Fe2+ increases over the transition, consistent with the reduction

of Fe at the surface. The O 1s peak does not change visibly over the same temperature range.

A similar conclusion can be drawn from UPS experiments shown in 6 (c), where the increase

in the Fe2+-related states at approximately 1 eV occurs at the same time as a decrease in

the intensity of the Fe3+-related states at 3 eV. The LEIS data shown in 6 (d) reveals that

the peaks from Fe and O change in relative intensity over the transition. The increase in

the Fe signal is consistent with the interpretation that the (1× 1) surface is enriched in Fe.

In reference LEED experiments, shown in Figure S3, we confirmed that the lifting of the

reconstruction occurs in the same temperature range on this sample as for the crystals used

in the SXRD and STM experiments.

Conclusions

We investigated the temperature-dependent, reversible lifting of the (
√
2×

√
2)R45◦ recon-

struction of the magnetite (001) surface in a multimodal approach. As reported in an earlier

study,12 we find that the onset temperature of the lifting process lies around 720 K, and the

reconstruction is lifted gradually. At a temperature of 770 K, it was found to be almost com-

pletely lifted, and no further changes were observed in SXRD. This fits well to the postulated

second-order phase transition. At the same time, FastSTM shows that Fe cations are highly

dynamic at elevated temperatures. While the superstructure is still present, our data at

745 K provide evidence for isolated sites where the reconstruction is lifted and the otherwise
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Figure 6: (a) Fe 2p3/2 and (b) O 1s measured at 700 K (blue), 800 K (green), and 880 K (red).
These data are normalized to the peak maximum, and were measured by monochromatized
Al Kα radiation. The shoulder at 708.5 eV in the Fe2+-related signal increases above the
transition temperature while no change in the O 1s signal is observed. (c) UPS spectra
measured using the He II line at 700 K (blue), 800 K (green), and 850 K (red) show an
increase in the Fe2+-related states at approximately 1 eV and a decrease in the intensity of
the Fe3+-related states at 3 eV with increasing temperature. (d) LEIS measured at 750 K
(blue) and 900 K (red) show a change in relative intensity of the O and Fe signals (indicated
in the graph). The data were acquired using 1 keV He+.
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empty Fe sites of the subsurface Feoct layer are filled. Further on, we performed a quantitative

structural SXRD analysis of the surface above the phase transition, and found that the site

occupations are between that of the SCV reconstruction and the bulk-truncated surface, but

still closer to those of the SCV structure, although the long-range (
√
2 ×

√
2)R45◦ order is

lost. The surface is more Fe rich than the perfect (long-range-ordered) SCV-reconstruction.

This is in agreement with LEIS as well as XPS and UPS, which indicate a small amount of

Fe2+ at the surface. Finally, we could resolve the local structure atomically with FastSTM

and confirmed the presence of the reconstructed surface just below and in the middle of the

phase transition.
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1. Temperature calibration for FastSTM measurements

In order to ensure that the temperature reading during our FastSTM experiments is com-

parable to that from the SXRD experiments, we performed temperature-dependent LEED

on the sample used for STM measurements. The sample is kept on the same sample holder

and the same heater and thermocouple (both included in the holder) are used to control

and read the temperature in the two experiments. Figure 1 shows the amplitude of the

(1/2, 3/2) diffraction spot of the (
√
2×

√
2)R45◦reconstruction while heating the sample up

through the phase transition and cooling back down, measured with an electron energy of

25 eV. To account for the hysteresis behavior in the heating and cooling curves, we take the

mean value of the two curves at the point where the intensity drop is half of its maximum.

This approach is justified since the sample is equilibrated at one temperature for a signifi-

cantly longer time in the STM than during the LEED measurement. We obtain a transition

temperature of 725±20 K, in excellent agreement with Ref. [1].

Figure 1: Intensity of the (
√
2×

√
2)R45◦(1/2, 3/2) LEED spot while heating (red) and cooling (blue) the

sample through the phase transition. The horizontal lines mark the minimum and maximum intensity levels
and the cross is used to identify the transition temperature as the mean value of the heating and cooling
curves where the intensity has dropped by half of the total drop.
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2. Surface dynamics in FastSTM movies

Three supporting movies are available which were recorded with the following settings:

Supporting Movie S1: 701 K, Vb = 1.5 V, It = 0.9 nA, 4 fps.

Supporting Movie S2: 745 K, Vb = 1.3 V, It = 1.0 nA, 11.7 fps.

Supporting Movie S3: 784 K, Vb = 1.5 V, It = 1.0 nA, 11.7 fps.

For better visualization, Movie S1 has been accelerated by a factor of 7.5 and Movie

S2 has been slightly filtered to remove streaks and every other frame has been omitted to

avoid slight vertical phase shifts between upward and downward measurements. In line with

the rearrangement of the iron atoms, we have further information for possible vertical mass

transport in the measurements obtained at 784 K: In rare events, we see the formation of

depressions extending across two iron rows with a well-defined rim that disappear after some

frames and occasionally reappear at the same position. The frequency of occurrence of these

depressions depends on the sample preparation. When cooling down the sample to room

temperature, some of these defects can still be observed as static features. In view of the

magnetite lattice dynamics governed by Fe transport and not by O transport [2], we assign

these depressions either to Fe transport processes or to contaminants in the cation lattice

that occasionally reach the surface on their diffusion path.

Figure 2: Frames from a FastSTM movie at 784 K which are separated in time by approx. 0.3 s show that
a depression appears in a location where previously the pristine surface was visible, and disappears again.
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3. Temperature calibration for XPS, UPS and LEIS measurements

On the crystal used for XPS, UPS and LEIS, the phase transition was also investigated

by low energy electron diffraction (LEED), as shown in Fig. 3. We could thus confirm that

the phase transition occurs in a similar temperature range in this crystal as in the ones used

for SXRD and STM experiments, respectively.

Figure 3: LEED pattern below (700 K) and above the phase transition (900 K)
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1.1 Scalability at the nanoscale: (a) The onsets of the 3d and 4s bands determined
by ultraviolet photoelectron spectroscopy (UPS) for copper nanoparticles linearly
decreases with 1

R . The scaling relation holds down to a few tens of atoms, where the
non-scalable size regime begins. This regime starts at larger cluster sizes for the 4s
band than the 3d band. Reprinted from J. Chem. Phys. 1992, 96, 3319–3329, with
the permission of AIP Publishing. (b) Gold clusters are (contrary to the catalytically
inert bulk material) efficient catalysts for CO combustion. Their activity is highly
dependent on the size of the cluster. Catalytic activity starts at Au8 clusters and
varies non-linearly with each additional atom. Reprinted with permission from J.
Phys. Chem. A 1999, 103, 9573–9578. Copyright 1999 American Chemical Society. 4

1.2 (A) Doping Au clusters with a Sr atom leads to significant changes in the chemical
reactivity, R, towards CO. (B) In the non-scalable size regime, the clusters have
multiple states which are close in energy, allowing the cluster to interchange between
them if energetically favourable during a reaction, as shown here for the example of
Au and Sr-doped Au clusters Reprinted with permission from Angew. Chem., Int.
Ed. 2003, 42, 1297–1300. Copyright 2003 John Wiley and Sons. . . . . . . . . . . . 4

1.3 (a) Pd19 clusters hard-landed (Ekin ≈ 100 eV) on graphene/Ru(0001). The cluster
fragments due to the hard-landing are marked by squares and circles. (b) Pd20
clusters soft-landed on the same support do not show any fragmentation. Reprinted
with permission from Nano Lett. 2012, 12, 5907–5912. Copyright 2012 American
Chemical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Surface free energy for multiple crystal facets of Fe3O4. In this representation, higher
surface free energy of a surface structure correlates to longer distance from the centre
of the crystal. (Wulff construction [65]) The stability of the facets decreases from the
(001) to the (111) surface. Reproduced from Phys. Chem. Chem. Phys. 2014, 16,
21082–21097. - Published by the PCCP Owner Societies. . . . . . . . . . . . . . . . 6

1.5 The Fe3O4(001)-
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2
)

R45◦ reconstructed surface (B) is compared to a hypo-
thetical distorted bulk truncated structure (A). (C) A top view of the reconstructed
surface emphasizes the blocked Feint site and the unblocked site (yellow X). From
Science 2014, 346, 1215–1218. Reprinted with permission from AAAS. . . . . . . . 6

1.6 Metal atoms like iridium are adsorbed on Fe3O4(001) at the two oxygen atoms of
the unit cell where a tetrahedral position is vacant in the second layer (a). Heating
can cause their substitution into the rows of octahedral Fe atoms in the first layer
and the substituted Fe atom is displaced to the third layer (b, heated to 623 K). At
higher temperatures, the iridium atom can move to the octahedral vacancy in the
third layer of the SCV reconstruction (c, heated to 723 K). Reprinted from Jakub, Z.
et al. Angew.Chem 2019, 131, 14099–14106 under Creative Commons Attribution
License. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
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1.7 Overview of defects on the
(√
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2
)

R45◦ Fe3O4(001) surface under the scanning
tunnelling microscope (a) and interpreted according to the SCV model. (c, figure
from [78].) The structure displays the first and second layer of the surface, while the
structure (d, figure from [78].) represents the third layer of the surface. The purple
square indicates the unit cell of the
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2
)

R45◦ structure. Orange ovals mark
an APDB, while green rectangles mark the unreconstructed unit cell. A possible
location for a Fe adatom is represented by a red star. (c) Surface phase diagram
based on theoretical calculations for different models for the magnetite surface. The
chemical potential is correlated to the O2 pressure at 900 K on the upper x-axis. (b,
figure adapted from [20] based on [72])). (a) Reprinted with permission from J. Phys.
Chem. C 2019, 123, 19742-19747. Copyright 2019 American Chemical Society. (b)
Reprinted from Surf. Sci. Rep., 71, Parkinson, G. S., Iron oxide surfaces, 272–365,
Copyright 2016, with permission from Elsevier based, based on an figure from Science
2014, 346, 1215–1218. Reprinted with permission from AAAS. (c,d) Reprinted from
Gamba, O. et al. Top. Catal. 2017, 60, 420–430 under CC 4.0. . . . . . . . . . . . . 8

2.1 Schematic of a conventional scanning tunnelling microscope. A metallic tip is brought
close to the surface of a (semi-)conducting sample. A bias voltage is applied at the
tunnelling junction and a tunnelling current is detected (A). The tip scans the surface
at a constant current, as the piezoelectric motor adjusts the height above the sample
in a manner that ensures a constant tunnelling current. As table 2.1 demonstrates,
the tunnelling current originates only from the foremost atoms of the tip drawn in
the inset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 Schematic of the FastSTM control electronics add-on based on Dri et al. [113]: The
FAST module (enclosed in a dashed line) generates the signal controlled by the Lab-
VIEW computer and adds it to the one originating from the original control unit of
the manufacturer and forwards the resulting signal to the piezo tube. The tunnelling
current is gripped after the preamplifier before it reaches the original control unit
and fed to the high-feed I/O-board, where it can be read into the Labview program
and saved to a .h5 file. A type K thermocouple is connected to the slow board via
an network cable, which reads the sample temperature. Reprinted from Ultrami-
croscopy, 205, Dri, C. et al., The new FAST module: A portable and transparent
add-on module for time-resolved investigations with commercial scanning probe mi-
croscopes, 49–56., Copyright 2019, with permission from Elsevier. . . . . . . . . . . . 12

2.3 (a) A typical 3-grid LEED optics as used in this thesis reproduced from Ibach [118]:
Electrons of controlled energy are directed orthogonally onto the sample. The diffracted
backscattered electrons are visualized with a fluorescence screen where a high volt-
age potential (UScreen) is applied. A voltage potential applied at the second grid
(suppressor grid) lowers the background from inelastically scattered electrons. (b)
The universal curve gives an estimate for the inelastic mean free path (IMFP) of an
electron. It is dependent on the electron energy. This curve shows experimental data
for elemental solids. (a) Adapted by permission from Springer Nature: Structure of
Surfaces by H. Ibach, Copyright 2006. (b) Reprinted with permission from Surface
& Interface Analysis 1979, 1, 1. Copyright 2004 John Wiley and Sons. . . . . . . . . 13

2.4 (a) Typical LEED pattern of the
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2
)

R45◦ -Fe3O4(001) surface at an incident
electron energy of 70 eV. The

(√
2×
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2
)

R45◦ unit cell is indicated in red, the (1× 1)
unit cell is marked in white (b) Transmission spectrum of the green filter used for
LEED measurements with corresponding colours in the background. The spots on
the green fluorescence screen are imaged while background from the heater behind
the crystal is reduced. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
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2.5 Temperature-programmed desorption of D2O on Fe3O4(001) with the higher tem-
perature range shown in the inset. Six main peaks are observed (greek letters).
Coverages from 0 up to 14 molecules per unit cell are used. Isotopically labelled wa-
ter excludes any contribution of water from the residual gas atmosphere. Reproduced
under PNAS License from Proc. Natl. Acad. Sci. 2018, 115, E5642–E5650. . . . . . 15

2.6 Schematic representation of the experimental setup. A yellow circle indicates addi-
tional pumping for this instrument. The angular orientations in the schematic are
not representative. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.7 Examples of surfaces observed dependent on sample preparation of the (001) facet
of the Fe3O4 single crystal. (a) Annealing in UHV results in an Fe-rich surface
called ”Fe-dimer” surface [20]. (b) After annealing in oxygen, the
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2
)

R45◦ -
Fe3O4(001) surface [72] studied in this thesis is obtain. (c) Dosage of atomic hydro-
gen leads to a Fe-rich surface similar to the one obtained through UHV annealing
(Ub = 1.5 V, It = 0.3 nA). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.1 Schematic representation of the 2D tip movement in (X,Y) space first upwards (a)
and than downwards (b). To create processable data in matrix shape, lines and
rows have to be determined. Exemplarily, the up-forwards lines are extracted in (c).
Figure adapted with permission from [121]. . . . . . . . . . . . . . . . . . . . . . . . 20

3.2 (a) The ideal (blue) and non-ideal (yellow) movement in Y direction is shown here.
The reason for this is the creep of the piezoelectric scanner when the triangular
driving voltage in Y direction changes its direction (first derivative) at the top and
bottom of each frame. (b) The hysteresis in Y direction of the scanner between up
(yellow) and down (red) lines is shown. Shifting the traces by pixels along the trace
is the first step in the creep correction. Figure adapted with permission from [121]. . 22

3.3 The definition of the four control points P0 - P3 for the Bézier function for creep
correction is shown here. (b) is zoomed in on the lower part of (a) to show be able to
easier indicate the control points labelled here. Figure reproduced with permission
from [121]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.4 Schematic representation of the tip movement (blue) and an equally-spaced grid for
interpolation (yellow). Figure adapted with permission from [121]. . . . . . . . . . . 23

3.5 Illustration of the Delaunay Triangulation based on the measured data points (red)
and the grid points (yellow). Each grid point is defined uniquely by its surrounding
triangle and can be calculated by weighting the tree corners (m1, m2,m3) with the
distances to the grid points at the centre of the triangle with the reciprocal distances
(a1, a2, a3). Figure adapted with permission from [126]. . . . . . . . . . . . . . . . . 23

3.6 Tunnelling Response when exciting the piezoelectric scanner in the fast, slow scan-
ning directions and the Z direction in tunnelling contact measured using the method
described in Dri et al. [134]. The grey, dashed lines indicates the X frequencies of
the most common measurement settings (785 and 1147 Hz) in this thesis. Figure is
based on data measured jointly with F. Knoller [135]. . . . . . . . . . . . . . . . . . 26

3.7 Frames of standard settings for FastSTM measurements for different time and length
scales with the frame rate indicated below them for the measurement conditions in
table 3.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.8 To get correct angles and lengths from FastSTM movies, it is necessary to correct
the movies. The 2D-FFT images (d,e,f) of the atomically resolved
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)

R45◦ -
Fe3O4(001) surface (a,b,c) show four peaks for the SCV reconstruction (white circles),
which form a square if the movie has been well corrected. Therefore, the rotated movie
frame (a,d) is first sheared (b,e), and than stretched (c,f), as described in detail in
the text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
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3.9 The Sniffer instrument uses two gas inlet lines with pulsed valves at their ends to
direct defined gas pulses towards the sample. White arrows indicate the direction
of the gas flow within the instrument through fused silica tubes towards the sample
and therefrom to the QMS. A separate turbomolecular pump evacuates the Sniffer
and avoids accumulation of gas during the measurements, improving time resolution
of the pulses. To power the heating for the fused silica part and its control, one
small flange contains electronic feedthroughs for the heating and another one contains
thermocouple connectors for precise temperature measurement at the fused silica tube. 32

3.10 Heating methods considered for the fused silica pipes of the sniffer. (a) Contact
heating via tantalum wires wrapped around the fused silica part at operation tem-
perature. (b) Radiative heating method using tantalum wire wrapped around vertical
rods and surrounded by a heating shield, which has not been built. . . . . . . . . . . 34

3.11 Zoom into the front part of the instrument (a) for the adjustable ball design and (b)
for the fused silica cone design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.12 Fused silica cone at the head of the sniffer photographed with a slightly retracted
sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.13 (a) Pulse characteristics of the large orifice solenoid valve (2.95 mm) with pre-pressure
series. Saturation of the faraday cup is observed for the four highest pre-pressures,
showing a saddle-point in the pulse due to an automatic adjustment of preampli-
fier settings when saturating. (b) An additional welded bellow-sealed valve between
solenoid valve and vacuum allows an easy exchange of the valve without the need to
break the vacuum and protects the vacuum chamber from leakages at the solenoid
valve. The effect of the welded bellow-sealed valve on the pulse shape is shown here for
the large orifice valves (2.95 nm, blue line, Faraday cup, 25 V for 6 ms, 5×10−2 mbar
N2). A corresponding pulse without the welded bellow-sealed valve is indicated in red. 36

3.14 Pulse characteristics of a small orifice solenoid valve (0.76 mm). (a) The conically-
shaped poppet allows the valve to open partially or in an otherwise non-standard way
below its rated opening voltage of 24 V. This enables the adjustment of the pulse
size by fine-tuning the opening voltage as shown here. (5 ms electronic pulse length,
1 mbar O2 pre-pressure) (b) Pre-pressure dependence of the small orifice (0.76 mm)
solenoid valve analogous to the large orifice valve data shown in figure 3.13a (17.24 V
opening voltage for 5 ms, CO gas). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.15 Determining how sensitive the Sniffer is to the distance of the sample to the instru-
ment head, CO pulses are applied and the amount of gas detected at the QMS is
measured as a function of this distance. The dosage is normalised to the dosage
when the sample is in contact with the instrument head. The asymtotic fit serves as
a guide to the eye. The signal decays sharply within the first mm from and does not
decay below 50 %. Therefore, it is important to take this distance into account for
yield calculations. Figure reproduced with permission from [154]. . . . . . . . . . . . 38

3.16 CO2 production (ion current of m/z = 44) over platinum clusters on Fe3O4(001) from
CO pulsing during a temperature ramp (1 K/s). No oxygen is provided besides the
lattice oxygen of Fe3O4(001). This confirms that the hole growth of Pt/Fe3O4(001) in
CO at 550 K observed by Bliem et al. [68] does in fact involve CO2 production. It is
likely that the beginning CO desorption from the Pt clusters at 500 - 550 K facilitates
the binding of Olattice to the clusters and thereby increasing the CO2 production, while
the broad O2 desorption regime from Pt between 700 and 900 K might remove the
oxygen from the platinum clusters and might cause the decrease in CO2 production
observed above 750 K (see text for more details). . . . . . . . . . . . . . . . . . . . . 39
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4.1 Structural model based on DFT calculations of the SCV reconstructed
(√

2×
√

2
)

R45◦ -
Fe3O4(001) with hydrogen adatom (yellow) on a pristine surface (left) and in an unit
cell neighbouring an unreconstructed unit cell in [110] direction. Reprinted with per-
mission from J. Phys. Chem. C 2019, 123, 19742-19747. Copyright 2019 American
Chemical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2 FastSTM frames of Fe3O4(001) of one movie with a hydroxyl switching event indi-
cated by white ovals and an arrow. An unreconstructed unit cell is marked by a black
oval. Reprinted with permission from J. Phys. Chem. C 2019, 123, 19742-19747.
Copyright 2019 American Chemical Society. . . . . . . . . . . . . . . . . . . . . . . . 43

4.3 Integrated intensities of a single mask of a hydroxyl group showing states for ”hydro-
gen atom present” (higher tunnelling current) and ”hydrogen atom absent” (lower
tunnelling current) gives a telegraph-noise like signal. The time the hydrogen atom
stays at its place uninterruptedly is its residence time. Reprinted with permission
from J. Phys. Chem. C 2019, 123, 19742-19747. Copyright 2019 American Chemical
Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
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4.1 The crystal truncation rods were fitted with three different models based on their
free parameters: The occupancies of Fe sites (sites explained in the text) are fitted
against the data in model 1. Additionally allowing the refinement of the positions
of the Fe sites greatly improved the fit (model 2), while allowing the refinement of
the oxygen positions additionally to the Fe positions (model 3) does not change the
fit. The reduced χ2 value and the occupancies for a SCV reconstructed surface and a
distorted bulk-truncated (DBT) structure are shown for comparison. The last column
gives an average number of iron cations present overall in the sites discussed in this
table. The fit results are reproduced from [188]. . . . . . . . . . . . . . . . . . . . . . 62
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Appendix

Supporting Figures to Chapter 4.2

(a)

(b)

Figure .1: (a) Atomically resolved STM image of Fe3O4(001) surface at room temperature used to determine
the locations of double-lobed features (assigned to unreconstructed unit cells, UUCs). A unique
spot in the unit cell is marked by red points at the blocked site of the unit cell based on the
central domain, APDBs are marked by red lines, UUCs at their original blocked sites are marked
in blue, those at unblocked sites are marked in green. APDBs shift the unit cell by half a unit
cell, leading the red points to mark the unblocked sites in the left and right domains instead of
the blocked sites in the central domain. As described in the text, UUCs at the original blocked
sites are found more often by approximately a 9:1 ratio compared to those at unblocked sites
(UB = 1.5V, It = 0.3 nA).
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”[H]e has dreamed many dreams about time. His dreams have taken hold of his research. His
dreams have worn him out [...] . But the dreaming is finished. Out of many possible natures of

time, imaged in as many nights, one seems compelling.”
- Alan Lightman, Einstein’s Dreams, 1993.
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