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Abstract
This thesis deals with the computational prediction of systems which are characterized by the
interaction of fluid and deformable bodies, with a special emphasis on the contact interaction
of these bodies. Besides engineering configurations such as seals and bearings, various biome-
chanical systems including heart valves and synovial joints belong to this group of problems,
which are denoted as fluid-structure-contact interaction (FSCI). In order to provide accurate
physical models for the different fields of application, not only impermeable solids, but also
fluid-saturated poroelastic medium is considered within this thesis, leading to so-called fluid-
poroelasticity-structure-contact interaction (FPSCI). Since the underlying physical processes for
contact of bodies surrounded by fluid vary significantly depending on the surface microstruc-
ture, different physical models for rough and smooth surface contact are developed and serve as
a basis for all presented computational approaches. For rough surface contact, a model which is
based on an averaged representation of the microstructure by a poroelastic layer is introduced.

A major challenge for the consistent numerical treatment of FSCI problems using interface-
fitted moving mesh approaches is the distortion of fluid elements due to the vanishing fluid in
the contact zone. This problem can be avoided by the cut finite element method (CutFEM),
which enables the use of computational fluid meshes that are not fitted to the structural interface,
while ensuring an accurate and sharp representation of the interface. Therefore, a numerical
formulation for fluid-structure interaction (FSI) problems utilizing the CutFEM, which serves
as a basis for all subsequent developments, is numerically validated and extended by a novel
Nitsche-based formulation exploiting the solid stress. To extend this formulation to poroelastic
bodies by a general formulation for poroelastic medium, an interface-unfitted computational
approach for fluid-poroelasticity interaction (FPI) including a novel Nitsche-based formulation,
which allows incorporating the tangential Beavers-Joseph-Saffmann condition for an extended
range of problem parameters compared to traditional approaches, is developed.

To extend these approaches by the numerical treatment of contacting bodies, particular atten-
tion on the determination of the fluid stress in the zone of closed contact is required, since it is
essential for a physically correct contact lift-off behavior and for ensuring continuity of the asso-
ciated change of conditions. For this purpose, a novel computational approach for general FSCI,
in which not only the FSI interface conditions but also the contact conditions are incorporated by
a Nitsche-based method, is introduced. Therein, the general Navier interface condition is applied
to ensure continuity in tangential interface orientation and an extension approach is utilized to
determine the fluid state in the contact zone. Subsequently, this computational approach for FSCI
is extended to FPSCI by additionally including a poroelastic formulation and especially incor-
porating the interface conditions of FPI, solid-poroelastic contact, and poroelastic-poroelastic
contact by Nitsche-based methods. Techniques to ensure a smooth transition between the porous
flow conditions of FPI and contact and using the porous fluid pressure to determine the fluid
stress in the contact zone are the essential aspects of this formulation.

Various numerical tests and examples are presented to analyze and validate aspects such as the
spatial convergence behavior, the sensitivity and the proper scaling of the numerical parameters,
the robustness for varying parameters which characterize the problem, and the correct prediction
of the basic processes of contact and lift-off. In addition, more challenging configurations in-
cluding frequent topological changes, large contacting areas, and 3D configurations demonstrate
the general applicability of the developed computational methods.
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Zusammenfassung

Diese Arbeit beschäftigt sich mit der Simulation des mechanischen Verhaltens von Systemen,
welche durch die Wechselwirkung von deformierbaren Körpern und Fluiden gekennzeichnet
sind. Ein besonderer Schwerpunkt liegt dabei auf dem Kontakt von Körpern in Fluidumgebung.
Diese Fluid-Struktur-Kontakt-Interaktion (FSCI) tritt sowohl in technischen Problemstellungen
wie Dichtungen und Lagern als auch in verschiedenen bio-mechanischen Systemen wie Herz-
klappen und Synovialgelenken auf. Um genaue physikalische Modelle für die verschiedensten
Anwendungsbereiche zu entwickeln, werden nicht nur impermeable Strukturen, sondern auch
fluidgesättigte poroelastische Strukturen betrachtet, was zu einer sogenannten Fluid-Poroelastizi-
tät-Struktur-Kontakt-Interaktion (FPSCI) führt. Da sich die zugrunde liegenden physikalischen
Prozesse für Kontakt in Fluidumgebung abhängig von der Oberflächenmikrostruktur stark unter-
scheiden, werden verschiedene physikalische Modelle für den rauen und glatten Oberflächenkon-
takt entwickelt. Diese physikalischen Modelle bilden die Grundlage für alle vorgestellten Berech-
nungsansätze. Für den rauen Oberflächenkontakt wird ein Modell präsentiert, das auf einer
gemittelten Darstellung der rauen Mikrostruktur durch eine fluidgesättigte poroelastische Schicht
basiert.

Eine zentrale Herausforderung für die konsistente numerische Behandlung von FSCI-Prob-
lemen liegt darin, dass Fluidelemente stark verzerrt werden, wenn der Fluidspalt in der Kontakt-
zone sehr klein wird und das Rechennetz des Fluides an die Strukturoberfläche gekoppelt ist.
Dieses Problem kann durch die Anwendung der Cut-Finite-Elemente-Methode (CutFEM), bei
der das Rechennetz des Fluidgebiets unabhängig von der Strukturoberfläche ist, vermieden wer-
den. Deshalb dient in dieser Arbeit eine numerische Formulierung für Fluid-Struktur-Interakti-
onsprobleme (FSI) unter Verwendung der CutFEM als Grundlage für alle weiteren Entwick-
lungen. Diese Formulierung wird numerisch validiert und um eine neuartige Nitsche-basierte
Formulierung, welche Strukturspannungen nutzt, erweitert. Um auch die Anwendung auf Fluid-
Poroelastizität-Interaktionsprobleme (FPI) zu ermöglichen, wird eine numerische Formulierung
für nicht passende Rechennetze unter Verwendung einer allgemeinen Formulierung für poro-
elastisches Medium eingeführt. Ein neuartiger Nitsche-basierter Ansatz zum Aufbringen der
tangentialen Beavers-Joseph-Saffmann Bedingung vergrößert den Bereich anwendbarer System-
parameter im Vergleich zu herkömmlichen Ansätzen.

Bei der Erweiterung dieser numerischen Formulierungen zur Berücksichtigung von Kontakt
ist besonderes Augenmerk auf die Bestimmung der Fluidspannung in der Zone des geschlos-
senen Kontakts zu legen, da diese essentiell für ein physikalisch korrektes Kontakablösever-
halten der Körper sowie die Kontinuität des Übergangs zwischen den damit verbundenen In-
terfacebedingungen ist. Deshalb wird ein neuartiger Berechnungsansatz für allgemeine FSCI,
bei dem nicht nur die FSI-Interfacebedingung, sondern auch die Kontaktbedingungen durch
eine Nitsche-basierte Methode berücksichtigt werden, entwickelt. Darin wird die allgemeine
Navier-Interfacebedingung angewendet, um die Kontinuität in tangentialer Interfaceausrichtung
zu gewährleisten, und es wird ein Fortsetzungsansatz verwendet, um den Fluidzustand in der
Kontaktzone zu bestimmen. Anschließend wird dieser numerische Ansatz von FSCI auf FPSCI
erweitert, indem eine poroelastische Formulierung berücksichtigt wird. Diese Entwicklung bein-
haltet insbesondere die Einbeziehung der Interfacebedingung von FPI, Struktur-Poroelastischem
Kontakt, und Poroelastisch-Poroelastischem Kontakt durch Nitsche-basierte Methoden. Wesent-
liche Aspekte dieser Formulierung sind Techniken, um einen kontinuierlichen Übergang zwi-
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schen den Interfacebedingung der porösen Strömung von FPI und dem Kontakt zu gewährleis-
ten, und die Verwendung des porösen Fluiddrucks zur Bestimmung der Fluidspannung in der
Kontaktzone.

Anhand verschiedener numerischer Tests und Beispiele werden unter anderem das räumliche
Konvergenzverhalten, die Sensitivität und die richtige Skalierung der numerischen Parameter,
die Robustheit der Methoden bei Variation unterschiedlicher Parametern die das Problem cha-
rakterisieren, und die korrekte Vorhersage der grundlegenden Prozesse von Kontakt und Kon-
taktablösung analysiert und validiert. Darüber hinaus zeigen anspruchsvollere Konfigurationen
mit häufigen topologischen Änderungen des Fluidgebietes, großen Kontaktflächen und dreidi-
mensionalen Systemen die allgemeine Anwendbarkeit der entwickelten Berechnungsmethoden.
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Nomenclature

Quantities and Mathematical Operators

∗ Scalar quantity
∗ Vector, tensor quantity
0 Zero vector
I Second order identity tensor
(∗)T Transpose of a tensor
(∗)−1 Inverse of a tensor
(∗)−T Inverse transpose of a tensor
∇0∗,∇∗ Material, spatial gradient operator
∇0 ·∗,∇·∗ Material, spatial divergence operator
∆∗ Laplace operator
tr (∗) Trace of a tensor
span[∗] Linear span of a set
δij Kronecker delta
min [∗, ∗] Minimum operator
max [∗, ∗] Maximum operator
[[∗]] Jump operator
Dv [∗] Directional derivative in direction v
∗ · ∗ Single contraction
∗ : ∗ Double contraction
∗� ∗ Alternative scalar product
const. Constant function
|| ∗ ||Ω L2-norm in Ω
||∗||∞,Ω L∞-norm in Ω

||∗|| L2-norm of a vector or tensor
||∗||∞ L∞-norm of a vector or tensor
O(∗) Order of ∗
(∗,∗)Ω L2-inner product in Ω
〈∗,∗〉Γ L2-inner product on Γ

Overall Problem

Ω Domain of interest
∂Ω Boundary of domain Ω
ΩS,ΩF,ΩP Solid, fluid, and poroelastic domain
∂ΩS, ∂ΩF, ∂ΩP Boundary of solid, fluid, and poroelastic domain
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Nomenclature

d Number of spatial dimension
x Position vector in spatial configuration
X Position vector in material configuration
χ Position vector in reference configuration
t Time
t0 Initial point in time
tE Final point in time
T Time interval of interest

Interfaces and Boundaries

n Normal vector
t Tangential vector
P n Normal projection matrix
P t Tangential projection matrix
ñ Nodal smoothed normal vector
Γ Interface, Boundary
ΓS,N,ΓF,N,ΓP,N,ΓPF,N Neumann boundary
ΓS,D,ΓF,D,ΓP,D,ΓPF,D Dirichlet boundary
ΓS,I,ΓF,I,ΓP,I,ΓPF,I General Interface of corresponding domain
ΓFS Fluid-structure interface
ΓFP Fluid-poroelasticity interface
ΓFF Fluid-fluid interface
ΓPS Poroelasticity-solid interface
ΓS,c Solid contact interface
ΓP,c Poroelasticity contact interface
ΓSS,c Solid-solid contact interface
ΓPS,c,ΓSP,c Poroelasticity-solid contact interface
ΓPP,c Poroelasticity-poroelasticity contact interface
Γ̆∗,c Potential contact interface

Continuum Mechanics and Governing Equations

Φ Mapping from material to current domain
Ξ Mapping from reference to current domain
Ψ Mapping from reference to material domain
F S,F P Deformation gradient
JS, JP Determinate of the deformation gradient
ES,EP Green-Lagrange strain tensor
CS,CP Right Cauchy-Green deformation tensor
σ,σS,σF,σP Cauchy stress
σS/P Combined solid, poroelastic Cauchy stress
σnn Normal Cauchy stress
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Nomenclature

P S,P P First Piola Kirchhoff stress tensor
SS,SP Second Piola Kirchhoff stress tensor
εF(vF), εF Strain-rate tensor

b̂
S

0, b̂
F
, b̂

PF

, b̂
P

0 Body force per unit mass
ĥ

S,N
, ĥ

F,N
, ĥ

P,N
Traction on Neumann boundary

ĥPF,N Normal traction on porous fluid Neumann boundary
hS,I,hF,I,hP,I Traction on general interface
hPF,I Normal traction on general porous fluid interface
gn Normal gap

Physical Quantities and Parameters

ρS, ρF Density
ρ̃PS

0 Macroscopic averaged density of the solid phase
µF Dynamic viscosity
φ Porosity
K Scalar material permeability value for isotropic permeability

tensor
k Spatial permeability tensor
K Material permeability tensor
ψ Strain energy density function
ψNH Strain energy density function of Neo-Hookean material model
ψP,skel Strain energy density function for macroscopic deformation
ψP,vol Strain energy density function for volume change of the solid

phase
ψP,pen Strain energy density function to ensure positive porosity
E Young’s modulus
ν Poisson ratio
κP Bulk modulus
αP Parameter of penalty strain energy density function
βBJ Beavers-Joseph-Saffmann condition indicator
αBJ Beavers-Joseph model parameter
κ Slip length of BJ condition or general Navier condition
κBJ Slip length of BJ condition
κ0 Reference slip length
κc Slip length of constraint relaxation for FSCI and FPSCI

System States

uS,uP,uG Displacement field
vF,vP Velocity field
pF, pP Pressure field
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Nomenclature

vG Mesh velocity field
vP,seepage Poroelastic seepage velocity field
λ Contact Lagrange multiplier field
λA Active contact Lagrange multiplier field
x∗ State vector of the coupled problem
uS,uP,uG Nodal displacement vector
vF, vP Nodal fluid velocity vector
pF,pP Nodal fluid pressure vector
λA Nodal active contact Lagrange multiplier vector
x∗ Nodal state vector of the coupled problem
ṽF Nodal fluid velocity vector projected to the current solution

space (CutFEM)
p̃F Nodal fluid pressure vector projected to the current solution

space (CutFEM)
x̃∗ Nodal state vector of the coupled problem projected to the cur-

rent solution space (CutFEM)

Test Functions

δ∗ Test function
δuS, δuP Displacement test function
δvF, δvP Velocity test function
δpF, δpP Pressure test function
δvF
∅ , δp

F
∅ Fluid test functions vanishing outside of the fluid domain

δλ Contact Lagrange multiplier test function
δλA Active contact Lagrange multiplier function

Solution and Test Function Spaces

SuS , TδuS Displacement solution and test function space
SvF , TδvF Fluid velocity solution and test function space
SpF , TδpF Fluid pressure solution and test function space
SuP , TδuP Poroelastic displacement solution and test function space
SvP , TδvP Poroelastic fluid velocity solution and test function space
SpP , TδpP Poroelastic fluid pressure solution and test function space
SλA , TδλA Active contact Lagrange mult. solution and test function space
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1 Introduction

From the beginning of our solar system and the formation of first structural bodies from a giant
molecular cloud, many contact events of these bodies characterize significant turning points in
the fate of the world. The impact of structures of impressive dimensions on the planet earth most
likely led to the formation of our permanent companion, the moon [117], and abruptly ended
the existence of the earth’s greatest land creatures, the dinosaurs [194]. To varying degrees these
processes were influenced by the presence of surrounding fluid such as the gas atmosphere sur-
rounding the earth. The deceleration of bodies by atmospheric gas or the propagation of pressure
waves as a result of an impact can have a crucial influence on the environmental effect of these
processes. While these extraordinary phenomena occur very rarely and are almost impossible
to be influenced by the human being, a closer look reveals that numerous similar processes,
which include contacting solid bodies in interaction with fluid, permanently occur on a smaller
length scale in various natural and technical setups. The ability to accurately predict this type of
physical processes is essential in various fields, such as engineering, biomechanics, and medical
technology in order to obtain a profound understanding and thus make innovations possible in
the first place.

1.1 Motivation1

The development of computational methods to predict challenging mechanical processes which
include the interaction of contacting solid bodies with surrounding fluid is the focus of this work.
Whereas the still challenging numerical treatment of fluid-structure interaction (FSI) as well as
the numerical treatment of solid contact mechanics are active research fields since decades, first
developments to solve fluid-structure-contact interaction (FSCI) systems numerically have been
started only a short time ago. Taking solid body contact for FSI systems into account signifi-
cantly increases the complexity of the physical modeling and the computational approaches. As
a result, all numerical formulations presented for this type of problem so far suffer from various
restrictions prohibiting the application to general FSCI systems. Due to the varying underlying
physical processes on the contact surfaces, e.g. due to differences for smooth and rough surface
contact, different physical models for FSCI on a macroscopic scale are necessary. The compu-
tational approaches should meet the requirements to solve these types of problems as general as
possible in order to account for the wide range of applications.

In the field of biomechanics, the solution of FSCI problems can help to understand various
underlying physical processes better, which can hardly be accessed by experiments. Most of the
so far presented computational approaches for FSCI-like problems are motivated by the pre-
diction of the heart valve processes (see e.g. [70, 169]). In the development and selection of

1Certain parts of this paragraph are adapted from the author’s publications [1, 3]
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replacements for diseased human heart valves, a deep insight into the mechanical state and the
fluid flow during the pumping operation is required. But also for the mechanical prediction of an
complete human heart, the included fluid in the heart pericardium leads to FSCI-like problems
(see e.g. [168] for a discussion on boundary conditions on the heart pericardium for the compu-
tational analysis). For the contact processes of the poroelastic tissues in articulating joints (such
as the knee joint) [107, 158], the relevance of the surrounding synovial fluid on the mechani-
cal response can be analyzed by a numerical approach for fluid-poroelasticity-structure-contact
interaction (FPSCI). A last topic related to the human body mentioned herein, is the investi-
gation of the mechanical digestion processes in the stomach. Contact processes between solid
food particles and self-contact of the gastric wall in the surrounding of the digesta characterize
these complex mechanical processes (for an overview see e.g. [35]). As large deformations of-
ten occur when analyzing soft tissue in complex FSI processes for biomechanical applications,
contact cannot be excluded beforehand in many scenarios. An illustrative example is the compu-
tational prediction of biofilms [66, 207], where contact with itself might occur when taking the
real complex 3D geometry [29] into account. Depending on the objective of the respective study,
considering the porosity of the corresponding biological tissue might or might not be essential.

Many technical devices are based on processes of FSCI systems. In the field of tribology,
essential machine parts, such as bearings and seals, have to be analyzed [162, 164, 182]. Also
the contact of vehicle tires on wet roads is an FSCI configuration of large relevance. The in-
flation of parachutes including massive self-contact of the canopy is analyzed in [125]. Finally,
in conventional lithium-ion batteries, self-contact of the electrodes within the liquid electrolyte
might occur due to essential volumetric changes of the active material during the charging and
discharging process (see [98] for the principle structure of such a battery).

As motivated by these examples, the subsequent examinations will be carried out at a sys-
tem scale, at which the relevant physics can be well represented by means of the continuum
mechanics theory.

A major challenge of the development of a consistent physical model for fluid-structure inter-
action including contact is the multiscale nature of the considered problem. While at the macro-
scopic scale the fluid physics are governed by the well-known Navier-Stokes equations supple-
mented by a no-slip condition on the fluid-structure interface, this does not necessarily hold true
when solid bodies come into contact. Solving simply this classical macroscopic physical model
for FSI does not lead to contact of submersed smooth solid bodies due to the increasing viscous
stress when the fluid gap gets smaller. Therefore, a finite fluid gap would remain, which is not in
agreement with the observation of contacting bodies. This “no-collision” paradox, which states
that contact between smooth surfaces with no velocity slip on the interface between the fluid and
the involved structures cannot occur in an incompressible, viscous fluid in finite time (see the
works of Hillairet and Takahashi [119] and Gérard-Varet et al. [92]), is contrary to the macro-
scopic observation. Interface conditions allowing for a certain amount of velocity slip on the
colliding surfaces (shown by e.g. Hocking [122]) or for non-smooth surfaces (analyzed by e.g.
Cawthorn and Balmforth [56] and Gérard-Varet and Hillairet [91]), contact between the corre-
sponding bodies is possible. A physical explanation for this paradox is the lack of consideration
of the surface microstructure. As soon as the microscopic roughness is treated, solid-solid con-
tact can occur, as shown by Davis et al. [69]. Whether roughness effects play a significant role in
the overall problem depends on the specific purpose of investigation, the macroscopic problem
setup, as well as the ratio of the relevant problem size to the characteristic roughness height.
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Thus, for contacting surfaces with a small height of the microstructure, the roughness effect can
still be essential in the case of small scale problems and vice versa. A deeper insight into the
underlying physical processes of contacting submersed bodies and the non-exact nature of com-
putational approaches allows identifying different ways out of this dilemma. For clarification,
it should be pointed out that the “no-collision” paradox does not apply in the case poroelas-
tic permeable bodies approach each other in surrounding fluid since the fluid mass enters the
poroelastic domains.

For absolutely smooth contacting solid bodies, the fluid gap between approaching solid bodies
at some point will fall below the validity limit of the classical fluid dynamics models used in
continuum mechanics. The actual geometric size of this limit depends on the considered type
of fluid and its molecular free path length. As a first consequence when the remaining fluid gap
becomes smaller than this limit, a transition of the no-slip interface condition to a slip interface
condition (including in general a surface roughness dependent slip length) into the so called
“Slip-Flow Regime” (see e.g. the work of Barber and Emerson [16]), while retaining the validity
of the Navier-Stokes equations in the fluid domain, serves as a good fluid dynamics model.
Therefore, this local relaxation of the tangential no-slip condition has to be incorporated into
the physical model, while retaining the no-slip condition for the remaining part of the interface.
This results in a consistent physical model to consider contact of smooth solid bodies with fluid
between the contacting surfaces. It should be pointed out, that the only exception is the case of
two parallel plates, where due to the required acceleration of the fluid mass no contact occurs in
finite time.

Second, taking into account that any real surface has a microstructure, this contacting process
can change fundamentally. As soon as the height of the fluid film between rough surfaces is in
the same order of magnitude as surface asperities, surface roughness has an essential impact on
the physical response of such a system. If single asperities come into contact before the validity
of the classical fluid equations is lost, the contacting process described first cannot hold anymore.
From a macroscopic point of view, contact is enabled in this case via a fluid mass transfer from
the fluid domain into the rough microstructure. Therefore, considering the rough microstructure
of contacting surfaces can be essential for a consistent FSCI model. This is the case when the
characteristic roughness height is larger than the limiting size of classical fluid equations. To
account for this rough surface configuration, which is relevant for many problems of interest, a
model that takes this rough surfaces in an average manner into account, can be beneficial.

Finally, even for the computational analysis of FSCI configurations where these two physical
effects are not essential on the considered length scale, contact still has to be considered to
provide sufficient robustness with respect to numerical errors. This is a result of the fact that
numerical solution approaches are always accompanied by approximations of the underlying
physical model when considering general configurations. As a result, the “no-collision” paradox
does not apply for the numerical solution of contacting bodies in the surrounding of fluid. In
the case there is no explicit contact treatment within the discrete FSI formulation, only fluid
forces in the gap keep the bodies apart. As soon as an artificial collision of solid bodies occurs,
e.g. during an iterative nonlinear solution procedure, there is no separation force acting since
there is no remaining fluid between these bodies. This is shown in the works of De Hart et al.
[70] and Astorino et al. [9], where a penetration of surfaces can be observed as no contact
formulation is considered. An FSI formulation including contact ensures that the corresponding
computational approach provides a physical meaningful response even on a macroscopic scale.
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Thus, the different emerging numerical errors, which are potentially even small, do not change
the system behavior fundamentally.

1.2 Research Objective

The overall research objective of this thesis lies in the development of physical models and
corresponding numerical approaches to predict the processes of FSI and fluid-poroelasticity in-
teraction (FPI) systems including contact of the elastic bodies as general as possible. In order to
achieve this, suitable methods are chosen which have been successfully developed for problems
of reduced complexity in the preceding works. The extension of these well known approaches
and the development of novel approaches allows unifying these components into a coherent FSCI
and FPSCI framework. To account for the different causes which require an explicit treatment of
contact, such as a small gap size and corresponding slip interface conditions, the microstructure
of rough surfaces, or simply to provide sufficient robustness with respect to numerical errors,
different physical models and corresponding numerical formulations are required.

1.2.1 Specification of Requirements

In the following, the most essential requirements to develop approaches for the efficient numer-
ical prediction of FSCI and FPSCI systems are briefly discussed.

No Limitations Concerning the Flow Regime and the Geometric Configuration A
general formulation to solve FSCI problems must not be limited to a specific configuration such
as the flow regime, the geometric setup, or specific boundary conditions. Such formulations,
which are often used to model thin viscous film flows by utilizing the Reynolds equation [6, 179],
allow to reduce the computational complexity and cost. Nevertheless, for a general formulation
of FSCI and FPSCI, the spatially fully resolved Navier-Stokes equations have to be utilized.

Handling of Topological Changes of the Fluid Domain As soon as contact between
elastic bodies cannot be ruled out, there is no lower limit for the size of the gap between the
surfaces involved. Since the gap is directly related to the dimensions of the fluid domain between
both contacting bodies for FSCI configurations, the fluid domain potentially vanishes at certain
positions. This process corresponds to a topological change of the fluid domain and needs to be
treated in a robust way by the utilized numerical method. Classical numerical approaches for
FSI where a moving computational mesh matches the fluid domain reach their limits for such
processes. The application of unfitted FEMs, which utilize a fixed computational mesh that does
not fit the boundaries of the fluid domain, enable the numerical treatment of these processes
without specific modifications to the fluid formulation. Due to its properties such as consistency
and accuracy, the Cut Finite Element Method (CutFEM) provides a beneficial methodology to
discretize the governing equations in the fluid domain [51].

Flexible Computation Framework for Unfitted FSI A well-tested and flexible compu-
tation framework for interface-unfitted FSI is required as a basis to be extended to FPI, FSCI,
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and FPSCI. Flexibility includes the application of an unfitted numerical formulation for the fluid
domain which is essentially independent of the embedded structural domain. Additionally, the
incorporation of interface conditions should only have an effect locally and do not require any
modifications to the discrete evaluation of the governing equations in the involved physical fields.
These aspects ensure that the formulation can be utilized to embed other physical domains than
structures, such as a poroelastic domain, and take into account different conditions on the re-
spective interfaces.

Continuity of the Discrete Formulation Dynamic FSCI problems go along with time
dependent changes of the interface conditions from FSI conditions to contact conditions. In
the development of formulations for FSCI, it has to be ensured that the change of interface
conditions is continuous and does not introduce abrupt changes to the discrete system. Thereby,
the introduction of errors arising from corresponding nonphysical temporal changes is avoided.
Additionally this is an essential property for the application of gradient-based nonlinear solution
procedures.

Robust Formulation for Strongly Interacting Domains The general formulation to
solve FSCI and FPSCI needs to be robust also for systems including a strong interaction between
the fluid and the elastic structures. It is well known that a simultaneous, monolithic solution of the
entire system of equations is beneficial concerning the accuracy and the numerical robustness for
such configurations. Thus, a monolithic solution procedure should be applied for all formulations
[115, 154].

Physical Model for Rough Surface Contact in FSCI As already noted previously, the
effects arising from the roughness of surfaces can, but not necessarily does, dominate the macro-
scopic overall physical response of an FSCI system. Whenever the surface roughness has to be
considered in the physical model, a direct resolution of the microstructure by the computational
discretization is most often not practicable for engineering applications. Therein, the focus is
mostly on averaged quantities such as the average velocity in the fluid gap of a valve or the aver-
age pressure in the fluid gap of a bearing. With such computed averaged quantities, predictions
for global quantities such as the leakage flow of a valve or the load capacity of a bearing can
be deduced. Resolving the potentially complex fluid flow between single roughness asperities is
generally not necessary for these types of applications besides the fact that the exact microstruc-
ture is not known at all in most cases. Thus, a physical model which takes the effect of rough
contacting surfaces by a homogenized, poroelastic layer of fluid and structure into account, has
to be developed.

Computation Framework for Unfitted FPI Based on the flexible FSI framework, an
interface-unfitted FPI formulation is necessary to serve as a basic computational approach for
the rough surface FSCI model. This formulation has to include a general and flexible poroelastic
formulation in order to take essential physical effects into account such as e.g. the increase of
flow resistance when the porous medium is compressed, the expansion of the medium for an
increasing fluid pressure, and the proper mechanical response to external loads. Furthermore,
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various constitutive models are required to adapt the formulation to different rough microstruc-
tures and solid materials. The formulation for the incorporation of interface conditions has ensure
a robust operation for a large range of physical parameters and be well suited for the extension
to general FPSCI.

Computational Approach for General FSCI A computational approach for general FSCI
has to combine an unfitted FSI formulation with contact mechanics. Specific attention is required
for the formulation of the temporally changing interface conditions of FSI and contact. As no
fluid domain remains in the zone of solid-solid contact, and thus, no fluid state is directly avail-
able thereon, appropriate and physically reasonable techniques are required to ensure a continu-
ous transition between the different interface conditions. Specific numerical approaches have to
guarantee this continuity also for the discrete formulation.

Computational Approach for General FPSCI The extension of FSCI to FPSCI requires
the incorporation of the more complex coupling conditions between viscous fluids and the poro-
elastic structure and its temporal dependent transition to the contact conditions. Contact between
poroelastic structures requires the fulfillment of the porous fluid mass balance in addition to the
classical contact conditions. To ensure a physical formulation for the FPSCI problem, the porous
fluid, which is also present in the zone of contact, should be utilized to formulate the transition
of conditions.

1.3 Numerical Approaches as a Basis for FSCI and
FPSCI

Within this thesis, numerical approaches to treat the different aspects of the FSCI and FPSCI
problems are based on approaches known from literature as far as they are available. In the
following paragraphs, a brief overview on preceding work in the most essential fields, which are
related to the formulations for FSCI and FPSCI developed in this work, is given.

eXtended FEM and CutFEM for Unfitted Discretizations In the eXtended finite ele-
ment method (XFEM) the discrete solution space is enriched by prior knowledge of the solution.
This approach was first introduced in the works of Belytschko and Black [22], Belytschko et al.
[24], Moës et al. [157], and Sukumar et al. [206] to incorporate the discontinuity and singularity
of brittle cracks into the numerical formulation. This is enabled by incorporating enrichment
functions in addition to the standard FE shape functions, which are accompanied by additionally
introduced unknowns.

For unfitted formulations, where the computational mesh does not match the outer boundaries
of the considered domains, this prior knowledge is the position of a boundary of the respective
domain. Specifying a Heaviside function or a Step function aligned to the boundary as an en-
richment function, separates the physical from the non-physcial part of the computational mesh
in the XFEM, which equals in principle a CutFEM formulation. In the context of unfitted dis-
cretizations, the CutFEM can be considered as a special case of the XFEM. For the CutFEM
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point of view, the part of the computational mesh outside of the boundary is “cut” away. Both
terms, which are used alternately, include the modification of the solution space.

The development of the CutFEM for the application to the fluid equations, started by analy-
ses on the Poisson equation by Burman and Hansbo [46], the Stokes equation by Burman and
Hansbo [47], Massing et al. [150], and finally, including advection, the Oseen equation by Mass-
ing et al. [149]. The application to the Navier-Stokes equation was presented by Schott and Wall
[188]. In these works, the techniques to enforce conditions on boundaries which are unfitted to
the computational mesh are based on the method introduced by Nitsche [161]. Due to the ar-
bitrary intersection of the computational mesh and the boundary a proper treatment of critical
intersections to ensure a stable formulation is required. Most often used and also applied within
this thesis, is a ghost penalty stabilization which was first presented by Burman [38]. Recently,
an alternative approach to this stabilization where intersected elements are strongly coupled to
patches, the aggregated finite element method, was presented by Badia et al. [14, 15]. The shifted
boundary method, which was introduced by Main and Scovazzi [147, 148], directly avoids the
intersection of elements by making use of a surrogate boundary along element boundaries.

The CutFEM with moving interfaces has been successfully applied to various applications
including two-phase flow Groß and Reusken [104], Hansbo et al. [112], and Schott et al. [189]
and FSI, which will be discussed in the subsequent paragraph.

Fluid-Structure Interaction The computational study of mechanical systems where de-
formable structures interact with fluid attracts a lot of attention. As a result, a large amount
of literature deals with various aspects of this problem and, hence, in the following, only certain
selected contributions to FSI, which help to categorize the approach applied in this thesis, will
be discussed. So far, the most widely used approach consists of the application of interface- and
boundary-fitted fluid and structural discretizations, which is enabled by the combination with an
arbitrary Lagrangian-Eulerian (ALE) formulation for the fluid domain. The basis for this strat-
egy has already been presented in the works of Belytschko et al. [23], Donea et al. [74], and Hirt
et al. [121]. The simultaneous monolithic solution of both, the solid and the fluid domain (see
e.g. the work of Heil [115]), requires advanced approaches for solving the resulting system of
equations. This aspect has been addressed e.g. in the works of Gee et al. [90], Mayr [153], Mayr
et al. [154] and for general n-field coupled problems by Verdugo and Wall [214]. A comparison
of different FSI coupling strategies by Küttler et al. [135] indicates that monolithic coupling
schemes are superior to sequential approaches in the case of strong interaction between the solid
and the fluid. Klöppel et al. [134] presented a dual mortar interface coupling approach, which
extends the applicability of ALE-based FSI to non-conforming interfaces. Many FSI problems,
especially in the field of biomechanics, include large motions and deformations of the solid bod-
ies, which potentially even lead to topological changes of the fluid domain. For these type of
problems, all previously mentioned approaches rapidly reach their limit of efficient application
due to the occurring distortion of the fluid discretization.

Such challenging configurations led to the development of numerical approaches where the
fluid discretization is not fitted to the solid bodies. For most of these approaches, a fixed com-
putational grid for the discretization of the fluid domain is utilized, and thus, an Eulerian fluid
observer is applied. One approach, which is realized in various ways, is the immersed boundary
(IB) method. The IB concept was initially introduced for flow simulation in the heart by Peskin
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[165, 166] and a summary of the IB method was presented by Peskin [167]. In this approach, a
smoothed approximation of the interaction equations on the interface link the Eulerian fluid vari-
ables and the Lagrangian structural variables. The coupling is performed by volumetric force
terms. Another approach, which was used several times in attempts to formulate FSI includ-
ing solid body contact, is the fictitious domain method (FD) originally presented for embedded
boundaries in fluid flows by Glowinski et al. [96, 97] and extended to FSI by Baaijens [11].
Therein, the interface conditions are incorporated on the FSI interface by a Lagrange multiplier
which is in general not fitted to the fixed-grid fluid discretization. Due to the arbitrary alignment
of the fluid and the structural discretization, the specification of an accurate but numerically
stable discrete space for the Lagrange multiplier in general is still an open issue (see e.g. the
discussion by van Loon et al. [213]). As time-dependent changes of the fluid domain due to the
motion of the structural domain are not taken into account, the FD method is applied to slender
structural bodies with negligible thickness for FSI configurations. Still, a spatially continuous
solution space in the entire fluid domain is utilized, which can lead to difficulties e.g. in the case
of a different fluid pressure level on the two sides of the slender structure (see the discussion in
the work of Kamensky et al. [133]). This aspect is critical as this kind of discontinuous pressure
is typical for any valve-type configuration. Recently, this issue was analyzed by Boilevin-Kayl
et al. [28], who provided a comparison of an interface-fitted moving fluid mesh approach, a
FD method, and a Nitsche-XFEM, which is identical to the CutFEM, for FSI with thin-walled
structures.

A formulation for the interaction of rigid particles with Stokes flow based on the XFEM and
including enrichment functions to account for the lubrication solution between these particles
is presented by Wagner et al. [219]. The application of Lagrange multipliers to weakly enforce
the FSI interface conditions based on the XFEM framework was analyzed by Gerstenberger
and Wall [94]. Wall et al. [220] presented a comparison of this formulation with an alternative
fluid domain decomposition approach for FSI based on a moving fluid mesh close to the structure
which overlaps with a fixed background mesh. By developing a stress-based Lagrange multiplier
method, Gerstenberger [93] could resolve the otherwise critical choice of the discrete Lagrange
multiplier space. On the basis of the CutFEM framework, which includes the weak imposition
of interface conditions by a Nitsche-based approach in combination with ghost penalty stabi-
lization, recently, formulations for the treatment of unfitted FSI were presented. In the work of
Burman and Fernández [42], the interaction of Stokes flow and linear elastic structures is an-
alyzed. Alauzet et al. [5] presented a comparison of different coupling schemes for FSI with
immersed thin-walled structures based on a closely related numerical approach. An approach
based on the XFEM for FSI with thick structures utilizing discontinuous Galerkin (DG) mor-
taring to connect the enriched and the not enriched fluid domain was presented by Zonca et al.
[239] for moderate Reynolds numbers.

An unfitted fully implicit approach for FSI based on the CutFEM framework including non-
linear structural materials and large deformation is introduced in the thesis of Schott [187]. The
formulations therein serve as a starting point for the developments regarding unfitted FSI in this
thesis. The extension of a closely related approach to FSI including fracture of the structures is
presented by Sudhakar and Wall [202]. Making use of a moving ALE fluid discretization, vari-
ous approaches combining the advantages of fitted and unfitted FSI-formulations are presented
by Schott et al. [192].
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1.3 Numerical Approaches as a Basis for FSCI and FPSCI

A critical aspect of all unfitted formulations, especially for high Reynolds number flows, is
the sufficient resolution of the boundary layer flows close to the FSI interface. To track boundary
layers in turbulent FSI, Farhat and Lakshminarayan [83] presented an ALE approach where the
unfitted computational mesh is rigidly translated and rotated. A Hybrid Fixed-Grid-ALE Ap-
proach is presented in the thesis of Shahmiri [198] to enable the application of an interface-fitted
moving fluid discretization close to the interface, whereas a fixed fluid mesh is utilized in the
remaining fluid domain. Therein, the background discretization is intersected by the boundary
of a moving fluid mesh and coupling conditions are enforced on this sharp domain decomposi-
tion interface. A similar approach applied to the steady state FSI problem with Stokes flow is
presented by Massing et al. [151]. A fully monolithic formulation of hybrid Eulerian-ALE fluid
domain decomposition, which is based exclusively on the Nitsche method to enforce all interface
conditions, is presented by Schott et al. [191].

Fluid-Poroelasticity Interaction1 The interaction of an incompressible fluid with a perme-
able, elastic, and fluid-saturated structure is of great interest for various fields, such as geome-
chanics, biomechanics, and, which is the incentive for developing an unfitted FPI formulation in
this thesis, is rough surface modeling in the context of FSCI (see Chapter 5).

Several formulations to solve the interface-coupled problem of incompressible flow and poro-
elasticity were presented by Ambartsumyan et al. [7], Badia et al. [12], Bukač et al. [37], Luo
et al. [146], Showalter [200], and Zakerzadeh et al. [234] in the recent years. Novel approaches
are still being developed to meet the arising challenges. Therein, the governing equations in-
side of the poroelastic domain are usually based on the Biot-system (see the work of Biot [26]),
where the fluid flow through the poroelastic matrix is modeled by a Darcy-like flow equation that
is volume-coupled to a linear solid mechanics model for small deformations. In the fluid domain,
the Stokes equations [7, 37, 146, 200] or, including the effect of convection, the Navier-Stokes
equations [12, 234] are applied. On the fluid-poroelastic interface, either the Beavers-Joseph-
Saffmann [7, 12, 37, 200] or a no-slip condition [37, 146, 234] in tangential interface direction
are considered. Details on these interface conditions for the coupling of fluid and (rigid-) porous
flow can be found in the works of Beavers and Joseph [20], Cao et al. [55], D’Angelo and Zunino
[68], Discacciati and Quarteroni [71], Saffman [181], and the references therein.

Contact Mechanics2 Classical computational approaches for contact mechanics treat the
interface conditions of contact between multiple structural bodies. These conditions consist of
the no-penetration between contacting bodies, the dynamic equilibrium on the interface between
both bodies, and potentially include frictional models. The effect of surrounding fluid is typically
neglected for these methods. Similar to the field of FSI, a large amount of numerical approaches
was developed to treat this type of problem. Thus, in the following, only the works directly
related to the methods utilized in this thesis will be discussed. For a broader overview on the
field of contact mechanics, the reader is referred to the textbooks of e.g. Wriggers [230] and
Laursen [139] and the theses of Farah [81], Gitterle [95], Popp [170], and Seitz [195]. Especially
the last two works provide the starting point related to contact mechanics for the developments
presented herein.

1This paragraph is adapted from the author’s publication [2]
2Certain parts of this paragraph are adapted from the author’s publication [3]
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1 Introduction

The first developed contact formulations, which are based on so-called node-to-segment con-
tact, are not utilized in this thesis. Therein, the penetration of the computational nodes on a spe-
cific interface into the discrete surface of the opposite interface is prevented. An imposition of the
contact conditions in an integral sense is enabled by Mortar methods. This type of formulation
was first introduced for non-overlapping domain decomposition (see e.g. the work of Belgacem
[21]). Different variants for Mortar contact based on penalty methods or on Lagrange multipli-
ers to enforce the contact constraints were presented e.g. by Fischer and Wriggers [84], Hild
[118], Puso and Laursen [176], Tur et al. [212], and Yang et al. [232]. The construction of
the discrete space of the Lagrange multiplier based on biorthogonal/dual shape functions was
proposed by Wohlmuth [227, 228]. Due to the associated localization of the nodal coupling in
comparison to the standard Mortar method, an efficient elimination of the Lagrange multiplier
from the final system of equations is enabled. Contact formulations based on this dual discrete
space for discretization of the contact Lagrange multiplier are presented e.g. by Hartmann et al.
[113], Hüeber and Wohlmuth [126], and Popp et al. [171, 172]. Based on this type of dual Mor-
tar contact formulation, the numerical approach to treat rough surface contact in FSCI, which is
presented in Chapter 5, is developed.

As an alternative to Lagrange multipliers, the Nitsche method gathers increasing attention to
develop consistent contact formulations. A first application of the Nitsche method to contact
problems is presented in Wriggers and Zavarise [229]. Chouly [60], Chouly and Hild [61], and
Chouly et al. [62] provide a mathematical analysis of symmetric and skew-symmetric Nitsche
methods for small deformation frictionless and frictional contact problems. A penalty-free for-
mulation for the Signiorini problem is given by Burman et al. [52]. The extension of these works
to nonlinear elasticity at finite deformations and nonlinear thermomechanical problems are given
by Mlika et al. [156] and by Seitz et al. [196], respectively. In contrast to the most common for-
mulations that require the definition of a master and a slave contact interface prior to the compu-
tation, Chouly et al. [63] and Mlika et al. [156] presented unbiased variants that do not required
this arbitrary specification. In the work of Seitz et al. [196], a harmonic weighting of the contact
stress is applied, which results in an almost unbiased approach as the only bias is introduced
by the applied integration rule on the contact interface. In this thesis, the formulation will by
extended to a completely unbiased approach by integration on both contact interfaces, which is
similar to so-called two-half-pass algorithms (see e.g. the work of Sauer and De Lorenzis [184]).

Fluid-Structure-Contact Interaction1 When looking at the available literature, one can
note that a large portion of the available literature on FSCI formulations is either interested
in the analysis of heart valves as given by Astorino et al. [9], Borazjani [31], De Hart et al.
[70], Dos Santos et al. [76], Espino et al. [79, 80], Kamensky et al. [133], Laadhari and Quar-
teroni [136], Meschini et al. [155], and van Loon et al. [213] and only a smaller set in solving
a more general problem setup of FSCI given by Bogaers et al. [27], Burman et al. [53], Liu
and Liu [144], Mayer et al. [152], Sathe and Tezduyar [183], Tezduyar and Sathe [208], and
Wick [225]. However, while most of those formulations work well for certain selected problem
setups, they suffer from some restrictions preventing their application to more general complex
problem classes. In the following, a brief overview on the aforementioned formulations is given.

1Certain parts of this paragraph are adapted from the author’s publication [3]
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1.3 Numerical Approaches as a Basis for FSCI and FPSCI

Therein, the different approach will not be discussed in detail but rather classified regarding
certain features and especially regarding assumptions or restrictions.

In [79, 80] contact in surrounding fluid does not need to be considered due to the chosen
problem setup with geometrically separated contact and fluid-structure interfaces. A penetration
of the solid bodies is accepted in [70] since contact is not treated explicitly. In [31], contact is
included, but in the presented computations only the valve opening phase without significant
influence of the contact formulation is analyzed. In [225], no explicit contact formulation is
considered and a minimal distance of one mesh cell still remains between two flaps. Using
reduced modeling with included contact of the heart valve, [136] avoids the requirement for
a general FSCI formulation. A general formulation for FSCI is very powerful and also well
motivated by the involved physical phenomena, but it is also more complex and not always
needed.

Explicit treatment of the contact is considered in [9, 76, 152, 213] by Lagrange multiplier
based contact methods, in [27, 31, 133, 183, 208] by methods based on penalty contact contri-
butions, in [155] by an approach based on enforcement of equal structural velocity, and in [144]
by a separating force based on the potential of the Lennard-Jones model.

Interface-fitted computational meshes for discretization of the fluid domain are enabled by
approaches that require to enforce a non-vanishing fluid gap between approaching bodies and
therefore avoid topological changes in the fluid domain preventing degenerated elements [27,
183, 208]. Approaches enabling the use of a non-interface-fitted discretization, which allow the
consideration of “real” contact scenarios and the resulting topological changes of the fluid do-
main directly, are applied in [9, 31, 70, 76, 133, 136, 144, 152, 155, 213, 225]. The majority
of these formulations consider dimensionally reduced structural models (i.e. membranes and
shells) [9, 31, 70, 76, 133, 136, 155, 213], whereas bulky structures (i.e. structures of signifi-
cant thickness as compared to the spatial resolution of the computational discretization in the
fluid domain) are considered in [53, 144, 152, 225]. The restriction to slender bodies of the non-
interface-fitted approaches is often related to issues concerning system conditioning and mass
conservation errors close to the fluid-structure interface. This is due to the fact that the disconti-
nuity of the fluid stress between two sides of a submersed solid is typically not represented by the
discrete formulation (see e.g. [133, 136]), which prevents the analysis of configurations includ-
ing large pressure jumps. This issue is not a fundamental limitation for non-interface-fitted FSI
as shown e.g. in the works of Alauzet et al. [5], Burman and Fernández [42] (without contact),
but increases the complexity of such a formulation including the underlying algorithm.

Contact of Saturated Poroelastic Medium1 Most research concerning computational
modeling of contact between poroelastic structures, which is often also denoted as biphasic
contact, is dedicated to the study of contacting articular cartilage in articulating joints such as
the knee (see e.g. the work of Guo et al. [107]). Numerical formulations to handle contact be-
tween poroelastic structure were presented by Ateshian et al. [10], Chen et al. [58], Donzelli
and Spilker [75], Guo and Spilker [105, 106], Guo et al. [107], Sabetamal et al. [180] and Yang
and Spilker [233] and are based on the interface conditions discussed by Hou et al. [124]. Two
scalar Lagrange multipliers are utilized in [75] and extended to 3D in [233] to represent the solid
and fluid contact interface traction. The formulation for biphasic contact presented in [58] is also

1This paragraph is adapted from the author’s publication [4]
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based on Lagrange multipliers. An augmented Lagranean formulation for this type of problem is
utilized in [10, 105, 180], and for 3D configurations in [106]. This formulation is applied to the
analysis of knee joints in [107]. A comparison of different selected computational approaches
contact of poroelastic tissues is given by Galbusera et al. [88]. None of the previously mentioned
formulations takes into account the interaction with an ambient fluid, but a vanishing porous
fluid pressure on the boundary to the surrounding is assumed.

Thin Film Flows for Rough Surfaces1 To analyze and predict tribological systems for
thin fluid films, the Reynolds equation introduced by Reynolds [179], which can be derived
from the Navier-Stokes equation by utilizing assumptions valid for thin film flows only, is widely
used. To incorporate the effect of surface roughness without resolving the surfaces, an averaged
Reynolds equation is often used to determine the averaged fluid pressure, see e.g. the works of
Bayada and Chambat [18], Christensen and Tonder [64], Patir and Cheng [163], Prat et al. [174],
and Tripp [211]. Bou-Said [32] and Jai and Bou-Said [129] show that significantly fewer degrees
of freedom are required for solving the homogenized equations compared to the direct equations
in order to obtain the pressure field between rough surfaces. A framework to consider the effects
of deformation of structural bodies that are interacting via a thin fluid film is presented by Budt
et al. [36] and Yang and Laursen [231] .

Almqvist et al. [6] compare the numerical solution of the full spatially discretized fluid mo-
mentum and continuity equations to the Reynolds approach on a problem with valid thin film
approximation and show that there is no significant deviation of the results between both ap-
proaches. Nevertheless, with increasing film size this result does not hold any longer, as the un-
derlying geometrical assumptions of the Reynolds equation become invalid. In this case, the so-
lution of the full fluid equations seems to be absolutely essential, even though the computational
cost is higher due to the increased number of degrees of freedom as compared to the Reynolds
approach. As a consequence, the general Navier-Stokes equations to describe the physics of
fluids are applied exclusively within this thesis.

1.4 Contribution of this Work

The methods presented in this thesis address the requirements specified in Section 1.2.1. The
major scientific contributions are summarized in the following:

• Validation and Extension of the CutFEM FSI Since the interface-unfitted CutFEM FSI
formulation serves as a fundamental workhorse for all developments within this thesis, a
validation by various numerical tests including spatial convergence and challenging nu-
merical examples is performed. In addition to the incorporation of the interface conditions
by the Nitsche-based approach making use of a fluid-sided interface stress, the formulation
is extended by a Nitsche-based formulation utilizing the solid-sided interface stress.

• A Nitsche-based CutFEM FPI Approach (see also Ager et al. [2]) Motivated by the spe-
cific requirements on a FPI formulation to model rough surface contact in FSI, the range
of applicability of existing FPI formulations is extended by several aspects. These are the

1This paragraph is adapted from the author’s publication [1]
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application of a very general poroelastic formulation, the usage of an interface-unfitted
fluid discretization by the CutFEM, and the incorporation of the interface conditions by
a novel Nitsche-based method. The application of a Hybrid Eulerian-ALE fluid domain
decomposition approach for FPI to increase the spatial computational resolution close the
interface demonstrates the excellent extensibility of the formulation.

• A Consistent Approach for Rough Surface FSCI (see also Ager et al. [1]) To take
into account the roughness of surfaces which are contacting in FSCI, without spatially
resolving the microstructure, a homogenized model of the rough layer is proposed. This
layer consist of a mixture of fluid and solid, and thus, can be described by the governing
equations of poroelastic medium. From an abstract point of view, a fluid-poroelasticity-
solid interaction (FPSI) problem including contact between a solid and poroelastic bodies
has to be solved. A computational approach based on the CutFEM in conjunction with a
dual mortar Lagrange multiplier contact formulation is developed.

• A Nitsche-based Approach for General FSCI (see also Ager et al. [3]) For FSCI con-
figurations with a negligible effect of the surface roughness, a computational approach
exclusively utilizing Nitsche-based approaches for the incorporation of all interface con-
ditions is developed. A single set of conditions on the interface which already includes
the transition between FSI and contact is formulated . An extension approach for the fluid
state provides the FSI traction in the zone of closed contact, and thus, ensures a continuous
transition between the different types of interface conditions. The general Navier interface
condition with a variable amount of velocity slip is applied as FSI condition in tangential
interface orientation. This allows taking physical slip due to the small absolute gap into
account and to facilitate an equal interface stress for FSI and contact.

• A Nitsche-based Approach for General FPSCI (see also Ager et al. [4]) The compu-
tational approach developed for FSCI is extended to the more general configuration of
FPSCI. This also includes the contact of multiple impermeable and permeable bodies.
Again, all interface conditions, which are present for FSI, FPI, solid-solid contact, solid-
poroelastic contact, and poroelastic-poroelastic contact are incorporated by a Nitsche-
based approach. This also includes a smooth transition from the conditions on an FPI
interface to the porous fluid mass balance on the interface zone of closed contact in the
case a poroelastic bodies is involved. The fluid state in the contact zone determined by the
extension approach is enriched far from the fluid domain by the physically more mean-
ingful poroelastic fluid pressure. In addition to classical configurations of FPSCI, this
computational approach can be applied to solve the rough surface FSCI model developed
beforehand.

As indicated, essential parts of this thesis have been already published in peer-reviewed jour-
nals. All the computational approaches have been implemented in the parallel in-house software
environment BACI [221] of the Institute for Computational Mechanics. As much as possible,
algorithms and general functionalities were reused. In that respect, especially the developments
of Dr.-Ing. Benedikt Schott for the CutFEM FSI and Dr.-Ing. Anh-Tu Vuong concerning the gen-
eral poroelastic formulation are highlighted. Further, the code-related contributions of Dipl.-Ing.
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Michael Hiermeier, Dr.-Ing. Ulrich Küttler, Dmytro Sashko, M.Sc.(hons), Prof. Dr.-Ing. Sud-
hakar Yogaraj, and Andy Wirtz, M.Sc. for the geometric intersection library, of Raffaela Kruse,
M.Sc. for the CutFEM framework, of Prof. Dr.-Ing. Alexander Popp for the dual Mortar based
contact formulations, of Christoph Schmidt, M.Sc. and Dr.-Ing. Alexander Seitz for the Nitsche-
based contact formulations, and of Magnus Winter, M.Sc. for the Nitsche-based general Navier
condition are gratefully acknowledged.

1.5 Outline

The physical models and the computational approaches developed in this work, as well as a
large number of numerical validation and demonstration examples, are presented with increasing
complexity herein. Thus, the remainder of the thesis is organized as follows.

In Chapter 2, the most relevant fundamentals of continuum mechanics and all models in
terms of the governing equations and condition for the different physical fields structure, fluid,
and poroelasticity are introduced. The conditions of the different types of interfaces are discussed
in the following. The second part of this chapter is denoted to the numerical solution of these
field equations, still neglecting their interaction, by temporal and spatial discretization with the
One-Step-θ scheme and the FEM, respectively. The resulting discrete weak forms in all domains
and potential stabilization techniques, whenever required, are depicted. Finally, the nonlinear
solution procedure is presented.

The CutFEM and its application to FSI is introduced in Chapter 3. This includes an explana-
tion of the representation of unfitted interfaces, the concept of the unfitted fluid discretization, the
required ghost penalty stabilization, and the numerical integration of geometrically intersected
elements. The extension to treat moving interfaces is given in the following. The subsequent sec-
tions are devoted to the weak imposition of interface conditions by Nitsche-based approaches. A
brief introduction to Nitsche’s method is followed by two variants to incorporate the FSI inter-
face conditions. Additionally to the commonly utilized representation of the interface stress by
the fluid state, a novel formulation based on the state of the solid domain is presented. The non-
linear solution procedure for the coupled CutFEM FSI formulation including temporally chang-
ing fluid solution spaces and, as a result, a varying number of degrees of freedom, is depicted
subsequently. Numerical tests analyze the spatial convergence, the sensitivity of numerical pa-
rameters, and corresponding parameter scalings. The general applicability of both CutFEM FSI
approaches is demonstrated by a more complex problem configuration.

In Chapter 4, the novel CutFEM FPI formulation is presented. A brief summary of the es-
sential aspects for the CutFEM FPI already discussed in the preceding chapters including the
embedding of the poroelastic domain into the fluid domain by the CutFEM is given at first. The
novel Nitsche-based approach for the incorporation of all interface conditions, which is presented
for the normal and the tangential interface orientation separately, is introduced subsequently. In
the following, the resulting discrete coupled formulation for the numerical solution of the gen-
eral FPI problem is depicted. By a wide variety of numerical tests, the properties of the presented
approach, such as the spatial convergence, the sensitivity with respect to the Nitsche penalty pa-
rameters, and the applicability compared to the classical approach for the incorporation of the
interface conditions, are analyzed. The additional numerical examples demonstrate the flexibil-
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1.5 Outline

ity of the formulation by applying a Hybrid Eulerian-ALEfluid domain decomposition approach
and the applicability for more complex 3D configurations.

The rough surface model for FSCI based on an poroelastic layer is introduced in Chapter 5.
A detailed description of the proposed model is followed by the formulation of interface condi-
tions on a solid-poroelastic contact interface and the continuous change of all involved interface
conditions. A review of all previously introduced approaches used for the numerical solution
of the rough surface FSCI problem and a depiction of the utilized dual mortar formulation for
contact between solids and the poroelastic layer is given in the following. The proposed model
is validated by a comparison of the computed results with experimental data from literature for a
leakage flow configuration. Two additional numerical examples demonstrate the proper contact-
ing and lift-off behavior predicted by the formulation, and analyze a more general configuration
of a non-return valve.

In Chapter 6, a numerical formulation for general FSCI problems, where the surface rough-
ness does not need to be considered directly, is presented. Therein, one set of conditions on
the interface is formulated which includes already all transitions between the different types of
conditions. These conditions include the general Navier condition on the fluid-structure inter-
face, which allows formulating a continuous transition to frictionless contact. The numerical
approach is based on the CutFEM in combination with a novel Nitsche-based formulation to
weakly incorporate all interface conditions of the FSCI problem. A detailed discussion on the
different interface contributions of the formulation is given. Various numerical examples ana-
lyze the prediction of the fundamental processes for simple configurations and demonstrate the
general applicability for more challenging configurations.

The extension of this formulation for FSCI to FPSCI problems is presented in Chapter 7.
Thus, a poroelastic domain and the corresponding interface conditions of solid-poroelastic con-
tact, poroelastic-poroelastic contact, and viscous flow-poroelasticity interaction are introduced.
A set of interface conditions which includes already the transition between the different types
of interface conditions is formulated. The CutFEM is utilized for the discretization of the fluid
equations and Nitsche-based formulations are used to weakly incorporate all interface condi-
tions of the FPSCI problem. Three numerical examples analyze the prediction of basic FPSCI
processes and demonstrate the applicability for more general problem setups.

Finally, in Chapter 8, the most important results and developments in this theses are summa-
rized and an outlook to promising future fields of research is given.
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2 Fundamentals for the Finite Element
Solution of FSCI and FPSCI

In this chapter, the fundamentals for solving the problems of fluid-structure interaction with
solid body contact (fluid-structure-contact interaction, FSCI) and fluid-poroelasticity-structure
interaction with contact (fluid-poroelasticity-structure-contact interaction, FPSCI) numerically
are discussed. In Section 2.1, the essential fundamentals to formulate the coupled continuous
problem in the framework of continuum mechanics are given. Besides the basic notation, this
includes a brief explanation of the governing equations of all involved physical fields and the
conditions at the interjacent interfaces. Section 2.2 is dedicated to the numerical solution of
the aforementioned problems. The numerical approaches to treat the interaction of the differ-
ent fields are not discussed in this chapter. These formulations will be introduced successively
in the following chapters when required. Still, these problems and the presented numerical ap-
proaches build the basis for solving all considered coupled problems of increasing complexity
in the subsequent chapters. For the temporal discretization the One-Step-θ method and for the
spatial discretization the boundary-fitted FEM is applied to make the continuous problem acces-
sible to the numerical solution. Finally, the procedure to solve for the resulting nonlinear system
of equations is presented.

2.1 The Continuous Problem: Continuum Mechanics

Within this section, the continuous problem, which is the mathematically expressed model for
the physical systems of interest, is formulated. A generic overall problem configuration includ-
ing the basic notation of all potential domains and interfaces is presented first. This is followed
by a review of the different considered configurations to formulate the governing equations in
continuum mechanics as well as their relations. After a brief recapitulation of the fundamental
physical balances, which have to apply to all physical fields and interfaces, the governing equa-
tions of the structural field, the fluid field, and the poroelastic field are discussed. Finally, the
underlying conditions on the fluid-structure interface, the fluid-poroelastic interface, the fluid-
fluid interface, and the solid-solid contact interface with surrounding fluid are presented. Contact
interfaces including poroelastic bodies are not discussed within this chapter, as this will be in-
troduced in Chapter 5 and 7.

2.1.1 Generic Overall Problem Configuration and Basic Notation

The overall FPSCI problem, which includes also potential rough surface modeling from an ab-
stract perspective, is composed of three fields following differing physics: a structural, a fluid,
and a poroelastic domain. The spatial domain of interest of the overall problem is specified by
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2 Fundamentals for the Finite Element Solution of FSCI and FPSCI

Ω ⊂ Rd with its outer boundary ∂Ω. The considered spatial problem dimension is d = 2 or
d = 3.

This domain Ω is split into the structural domain ΩS, the fluid domain ΩF and the poroelas-
tic domain ΩP. The governing equations and conditions of these domain will be given in Sec-
tions 2.1.4, 2.1.5 and 2.1.6, which are all based on the same fundamental physical balances that
are briefly discussed in Section 2.1.3. All boundaries (green) and interfaces (red) connected to
these domains and the principal setup are visualized in Figure 2.1. Different conditions have to
be fulfilled on the interfaces ΓS,I, ΓF,I, and ΓP,I depending on the adjacent domains and specific
modeling assumptions due to the underlying physics. The basic interfaces are the fluid-fluid in-
terface ΓFF, the fluid-structure interface ΓFS, the fluid-poroelastic interface ΓFP, the poroelastic-
solid interface ΓPS, the solid-solid contact interface ΓSS,c, the poroelastic-solid contact interface
ΓPS,c, and the poroelastic-poroelastic contact interface ΓPP,c.

In the case of multiple subdomains Ω∗1 ,Ω∗2 , ...,Ω∗n , which are not overlappling (Ω∗i ∩Ω∗j =
∅ ∀ i, j; 1 ≤ i, j ≤ n; i 6= j), of a certain domain Ω∗ are explicitly denoted by an index 1, 2, ..., n
(n number of subdomains), the union of all subdomains Ω∗ = Ω∗1 ∪ Ω∗2 ... ∪ Ω∗n is always
indicated by an omitted index. This also applies to interfaces and boundaries (e.g. for the fluid-
structure interface ΓFS = ΓFS1 ∪ ΓFS2 ... ∪ ΓFSn).

ΩS

ΩP

ΩF∂Ω

∂ΩS

∂ΩF ∂ΩP

ΓF,I

ΓP,I

ΓS,I

ΓS,D ∪ ΓS,N

ΓPF,D ∪ ΓPF,N

ΓP,D ∪ ΓP,N
ΓF,D ∪ ΓF,N

Ω

Figure 2.1: The overall problem is specified in the domain Ω with the outer boundary ∂Ω. This problem is
split into three domains ΩS,ΩF, and ΩP with their respective outer boundaries ∂ΩS, ∂ΩF, and
∂ΩP (marked by the black lines). The occurring interfaces between these domain are denoted by
ΓS,I,ΓF,I, and ΓP,I (marked by the red lines). On the outer boundary of the overall problem ∂Ω,
Dirichlet-type boundary conditions on ΓS,D,ΓF,D,ΓP,D,ΓPF,D or Neumann-type boundary conditions
on ΓS,N,ΓF,N,ΓP,N,ΓPF,N are applied (marked by the green lines).

The time t of interest is given by the interval t ∈ ]t0, tE]. At the initial point in time t0, all states
of the system states have to be specified. The last state of interest of the system corresponds to
the end-time tE. To shorten the notation in the following, this interval is denoted as T =]t0, tE]. It
should be emphasized that all domains Ω∗ = Ω∗(t) and interfaces/boundaries Γ∗ = Γ∗(t) depend
on time. To keep the notation clear, this is not explicitly denoted in the following presentation
anymore.

Various equations and conditions that are formulated locally at a specific spatial position x and
time t have to be fulfilled in/on the entire domain/interface/boundary for the entire time interval
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2.1 The Continuous Problem: Continuum Mechanics

of interest. The recurring specification ∀ (x, t) ∈
⋃
t∈T Ω∗(t)× {t} and ∀ (x, t) ∈

⋃
t∈T Γ∗(t)×

{t} is mostly denoted in the short version “in
⋃
t∈T Ω∗ × {t}” and “on

⋃
t∈T Γ∗ × {t}” or the

very short version “in Ω∗” and “on Γ∗”. To enable a clear presentation, all three variants should
be considered as equivalent to the first most precise variant. For domains/interfaces/boundaries
which do not change in time this is equivalent to the frequently used notations ∀ (x, t) ∈ Ω∗×T
or ∀ (x, t) ∈ Γ∗ × T and the short versions “in Ω∗ × T ” or “on Γ∗ × T ”.

The expressions (∗, ∗)Ω∗ , 〈∗, ∗〉∂Ω∗ denote the L2-inner product integrated in the domain Ω∗

and on the boundary or interface ∂Ω∗, respectively.

(∗, ∗)Ω∗ =

∫
Ω∗

(∗ � ∗) dΩ∗, 〈∗, ∗〉∂Ω∗ =

∫
∂Ω∗

(∗ � ∗) d∂Ω∗ (2.1)

Herein, the operator � denotes the scalar product, with its definition depending on the tensorial
order of ∗.

The undeformed, reference/material configuration of a quantity is specified by the “zero”-
index: ∗0 or ∗0, whereas a missing index refers to the current/spatial configuration (see following
Section 2.1.2 for details). Potentially time-dependent prescribed quantities at a boundary, an
interface or in the domain are indicated by the “hat”-symbol: ∗̂ or ∗̂. Quantities prescribed at t0
are specified by the “ring”-symbol: ∗̊ or ∗̊.

2.1.2 Material, Spatial and Reference Configuration

Independent of the underlying physics in each domain, different observers and configurations
can be considered to formulate the governing equations based on the concept of continuum
mechanics. The domain in material configuration Ω∗0 is given by all material points with position
X at the initial point in time t = t0. The underlying physical process leads to a motion of these
material points to the current position x and results in the domain in current, spatial or actual
configuration Ω∗ (t) at every point in time t. This motion is given by the bijective, smooth,
orientation-preserving mapping Φ from the material domain Ω∗0 to the time-dependent current
domain Ω∗ (t).

Φ (X, t) :

{
Ω∗0 → Ω∗ (t)

(X, t) 7→ Φ (X, t) = x (X, t)
(2.2)

Governing equations have to be formulated with respect to a specific configuration. While a La-
grangian observer describes processes for a specific material point X and therefore is linked
to the material configuration, the Eulerian observer represents changes on a spatial point x and
therefore acts in the spatial configuration. Because of the different deformation characteristics,
problems in structural mechanics are typically formulated in an Lagrangian framework whereas
problems in fluid mechanics are often formulated in an Eulerian way. Besides these config-
urations, a generalization with an arbitrary reference configuration with associated reference
domain Ω∗ref is considered to account for challenges arising in the modeling of e.g. interface-
coupled or volume coupled (poroelastic medium) fluid-structure interaction. The position in the
coordiante system of the reference configuration is denoted by χ. Hereby, in general, the motion
of the Arbitrary-Lagrangian-Eulerian observer is independent of the physical motion of material
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2 Fundamentals for the Finite Element Solution of FSCI and FPSCI

particles. The motion from the time-dependent reference domain Ω∗ref (t) to the time-dependent
current domain Ω∗ (t) is given by the bijective, smooth, orientation-preserving mapping Ξ.

Ξ
(
χ, t
)

:

{
Ω∗ref (t)→ Ω∗ (t)(

χ, t
)
7→ Ξ

(
χ, t
)

= x
(
χ, t
) (2.3)

Finally, by combination of the mappings (2.2) and (2.3), the bijective, smooth, orientation-
preserving mapping Ψ from the time-dependent reference domain Ω∗ref (t) to the material domain
Ω∗0 is given.

Ψ
(
χ, t
)

= Φ−1 (x, t) ◦ Ξ
(
χ, t
)

:

{
Ω∗ref (t)→ Ω∗0(

χ, t
)
7→ Ψ

(
χ, t
)

= X
(
χ, t
) (2.4)

A visualization of all three configurations and the mappings between them is given in Figure 2.2.
For computations by the FEM, the motion Ψ−1 of the reference configuration typically coin-

X Ω∗ref

Ω∗

Ψ

Φ

Ξ

Ω∗0

χ

e1

e2

e3

tx

tX

tχ

x

Figure 2.2: Visualization of the three configurations material domain Ω∗0, spatial domain Ω∗, and reference domain
Ωref and the bijective mappings Φ,Ξ,Φ between these configurations. Positions in the different config-
urations are described by the vectors x,X,χ and are in general based on different coordinate systems
(the global position of the respective coordinate system is given by tx, tX , tχ) for every configuration.

cides with the motion of the computational mesh. To enable the use of classical time integration
schemes, total time derivatives, which occur in the physical equations, have to be formulated as
partial time derivative for a point that is constant in the reference configuration χ (equal to a
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2.1 The Continuous Problem: Continuum Mechanics

specific point on the computational mesh). The total time derivative of a quantity a is:

da (x, t)

dt
=
∂a (X, t)

∂t

∣∣∣∣
X

=
∂a
(
χ, t
)

∂t

∣∣∣∣∣
χ

+
∂a
(
χ, t
)

∂χ

∣∣∣∣∣
t︸ ︷︷ ︸

=
∂a (x, t)

∂x

∣∣∣∣∣∣
t

∂x
(
χ, t
)

∂χ

∣∣∣∣∣∣∣
t

·
∂χ (X, t)

∂t

∣∣∣∣
X

. (2.5)

The application of expression (2.5) onto the current coordinate x of a particle, gives the total
velocity of this material particle.

dx (t)

dt
=
∂x (X, t)

∂t

∣∣∣∣
X

=
∂x
(
χ, t
)

∂t

∣∣∣∣∣
χ

+
∂x
(
χ, t
)

∂χ

∣∣∣∣∣
t

∂χ (X, t)

∂t

∣∣∣∣
X

(2.6)

By inserting the last term in expression (2.6) into the total time derivative (2.5), an expression
independent of derivatives of the reference coordinate χ can be constructed:

da (x, t)

dt
=
∂a
(
χ, t
)

∂t

∣∣∣∣∣
χ

+
∂a (x, t)

∂x

∣∣∣∣
t

dx (t)

dt
−
∂x
(
χ, t
)

∂t

∣∣∣∣∣
χ

 . (2.7)

Finally, equation (2.7) allows expressing all total time derivatives that occur in the fundamental
physical balances as partial time derivatives for a constant reference coordinate χ with an addi-
tional convective or advective contribution. All partial time derivatives presented in the following
are formulated for a constant reference coordinate and are therefore applicable to classical time
integration procedures. In the case an Eulerian or Lagrangian observer is considered, this is not
explicitly marked in the time derivative.

2.1.3 Fundamental Physical Balances

In the following, the governing equations for a structural, fluid and poroelastic system will be
presented. For all the different mechanical fields, the fundamental physical balances that describe
the behavior are, the balance of mass, linear momentum, angular momentum and energy. The
balance of angular momentum is directly incorporated into the formulations by the symmetry
of the Cauchy stress tensor. The balance of energy is automatically fulfilled for the isothermal
case by the balance of linear momentum. The actual formulation to take into account the balance
of mass and linear momentum depends on the choice of the reference configuration and the
underlying physics. No derivation of the governing equations in local point-wise form, which
build the basis for the weak form presented subsequently and the discretized equations of these
fundamental physical balances, is shown in the following. These derivations and further details
can be found e.g. in the textbooks of Bonet and Wood [30], Holzapfel [123] and Donea and
Huerta [73].
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2 Fundamentals for the Finite Element Solution of FSCI and FPSCI

2.1.4 Structure
In this section, the set of equations and conditions of the initial boundary value problem (IBVP)
to describe the transient behavior of an elastic solid including nonlinearities, arising from geo-
metric changes and the constitutive relation, are presented. The structural problem is formulated
in a Lagrangian reference configuration and therefore the motion of the domain of interest ΩS is
given by the displacement of the material particles. Due to the choice to formulate the balance
of linear momentum in the material domain ΩS

0 , the consideration of time-dependent deforming
domains can be avoided for the computations.

The position of a point in the material configurationXS and in the current configuration xS is
described in the same global Cartesian coordinate system. Thus, the displacement vector uS of
a material point can be computed as the difference between these positions uS = xS −XS. The
material gradient of the current position is denoted as the deformation gradient

F S =
∂xS

(
XS, t

)
∂XS

= I +
∂uS

(
XS, t

)
∂XS

, (2.8)

which equals the identity in the undeformed state. The deformation of an infinitesimal vector
given in material configuration to its current configuration is given by the deformation gradient
dxS = F S dXS. The change of an infinitesimal volume from material configuration to current
configuration is given by the determinate of the deformation gradient: dΩS = JSdΩS

0 , with
JS = det

(
F S
)
. The deformation gradient builds the basis for the definition of a strain measure.

In the following, the Green-Lagrange strain tensor

ES =
1

2

(
CS − I

)
, with CS =

(
F S
)T · F S, (2.9)

which is based on the right Cauchy-Green deformation tensor CS, is applied. As required for
a strain measure, the Green-Lagrange strain tensor is a zero tensor for the undeformed state(
F S = I → CS = I

)
. The spatial traction acting on a specific deformed boundary hS, which

equals the force per area, is represented by the Cauchy stress tensor σS and the outward-pointing
unit normal vector on the boundary nS.

hS = σS · nS (2.10)

As already mentioned in Section 2.1.3, the Cauchy stress tensor is a symmetric tensor and there-
fore directly fulfills the balance of angular momentum. An alternative stress representation is
given by the first Piola-Kirchhoff stress tensor

P S = JSσS ·
(
F S
)−T

, (2.11)

which represents the spatial traction hS
0 acting on the undeformed boundary

hS
0 = P S · nS

0, (2.12)

withnS
0 being the outward-pointing unit normal vector in material configuration. Finally, the sec-

ond Piola-Kirchhoff stress tensor SS allows representing the stress purely based on the material
configuration

SS =
(
F S
)−1 · P S = JS

(
F S
)−1 · σS ·

(
F S
)−T

. (2.13)
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2.1 The Continuous Problem: Continuum Mechanics

Balance of Mass Due to the Lagrangian reference frame, the balance of mass reduces to the
statement that the material solid density ρS

0 does not change in time.

ρS
0 = JSρS = const. or

∂ρS
0

∂t
=
∂
(
JSρS

)
∂t

= 0 in ΩS
0 × T (2.14)

Herein, the current solid density is denoted by ρS. By considering ρS
0 as a constant in the final

computational model, the balance of mass is automatically fulfilled and therefore no explicit
treatment of (2.14) is required.

Balance of Linear Momentum The PDE to be solved in the structural domain is the local
point-wise form of the balance of linear momentum, which can be written as:

ρS
0

∂2uS

∂t2
−∇0 ·P S − ρS

0 b̂
S

0 = 0 in ΩS
0 × T . (2.15)

Herein, the inertia contribution by the first term, the elastic contributions from the second term
and a potential volume body force (e.g. gravity or magnetic forces) in the last term have to be
in balance. The body force per unit mass is denoted by b̂

S

0 . The material divergence operator is

denoted by∇0 ·∗ =
∑d

i=1

∂∗i
∂Xi

.

For the closure of equation (2.15), a constitutive law, which gives a stress-strain relation, has to
be formulated. This nonlinear constitutive law is formulated by a strain energy density function
ψS, which depends solely on the deformation state for a hyperelastic material.

SS =
∂ψS

(
ES
)

∂ES
= 2

∂ψS
(
CS
)

∂CS
(2.16)

Since it will be applied for most of the presented numerical examples, the strain energy density
function for a Neo-Hookean material model ψS

NH = ψNH(CS, JS) is given exemplary.

ψNH(C, J) = c [tr (C)− 3] +
c

β

(
J−2β − 1

)
, c =

E

4(1 + ν)
, β =

ν

1− 2ν
(2.17)

The constants c and β can be expressed by the Young’s modulus E and the Poisson ration ν,
which are normally used in linear theory.

Further, adequate initial conditions with a prescribed displacement field ůS and velocity field
v̊S are defined:

uS = ůS in ΩS
0 × {t0} ,

∂uS

∂t
= v̊S in ΩS

0 × {t0} . (2.18)

Finally, suitable boundary conditions on the outer boundary ∂Ω0 ∩ ∂ΩS
0 must be specified to

complete the description of the IBVP for nonlinear elastodynamics. These are the predefined
displacement ûS on the Dirichlet boundary ΓS,D

0 and the given traction ĥ
S,N

0 on the Neumann
boundary ΓS,N

0 .

uS = ûS on ΓS,D
0 , P S · nS

0 = ĥ
S,N

0 on ΓS,N
0 (2.19)
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2 Fundamentals for the Finite Element Solution of FSCI and FPSCI

The conditions on the structural interface

ΓS,I
0 = ∂ΩS

0 \
(

ΓS,D
0 ∪ ΓS,N

0

)
, (2.20)

which is the subset of the structural boundary where the structural domain is coupled to the other
fields, are not treated so far. This interface is not part of the outer boundary of the overall problem
∂Ω0 ∩ ΓS,I

0 = ∅. The different types of interface conditions will be discussed in Sections 2.1.7,
2.1.10, and the subsequent chapters.

Continuous Weak Form The weak form builds the basis for the application of the FEM to
the structural problem. Therefore, equation (2.15) is multiplied with an arbitrary test function
δuS and integrated in the material domain ΩS

0 . A subsequent partial integration of the resulting
integral arising from the second term in equation (2.15) leads to the weak form.
Find uS ∈ SuS such that for all δuS ∈ TδuS:

WS
[
δuS,uS

]
= 0, (2.21)

with the formWS resulting from the derivation

WS
[
δuS,uS

]
=

(
δuS, ρS

0

∂2uS

∂t2

)
ΩS

0

+
(
∇0δu

S,P S
)

ΩS
0
−
(
δuS, ρS

0 b̂
S

0

)
ΩS

0

−
〈
δuS, ĥ

S,N

0

〉
ΓS,N

0

−
〈
δuS,hS,I

0

〉
ΓS,I

0

. (2.22)

Herein, also the boundary integral arising from partial integration on the boundary ΓS,I
0 is con-

sidered. If such a boundary (interface) exists, proper incorporation of the traction hS,I
0 has to be

performed to result in a solvable system. This aspect will be discussed in the subsequent chap-
ters for all considered types of interfaces. For the pure structural problem, this boundary does
not exist (ΓS,I

0 = ∅).
The solution space SuS and the test function space TδuS are sufficiently smooth for the problem

formulation (2.21) to make sense. Additionally, Dirichlet-type boundary conditions are directly
incorporated into the solution and test function spaces:

uS = ûS on ΓS,D
0 ∀ uS ∈ SuS , δuS = 0 on ΓS,D

0 ∀ δuS ∈ TδuS . (2.23)

2.1.5 Fluid
In the following section, the problem formulation for a transient, incompressible, viscous flow
is discussed. The governing equations of this flow are given by the well known Navier–Stokes
equations. The fluid problem is typically formulated in a fixed Eulerian reference configuration.
Following the fluid particle motion by the reference configuration (Lagrangian reference) for
flow problems typically leads to large distortion of the computational meshes and is therefore
not applied to flow problems in general. The current domain of interest for the fluid problem is
given by ΩF.

For moving boundary problems such as fluid-structure interaction or free surface flow, an arbi-
trary Lagrangian-Eulerian (ALE) formulation, where the domain change is treated by a moving
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reference configuration, can be applied. In this case, the motion of the reference configuration
is given by the motion of the boundaries and a suitable motion inside of the domain. One pos-
sibility is to solve a pseudo-elasticity problem (as presented in the previous section) for given
displacements at the boundary. The displacement of the reference configuration is denoted by
uG, and thus, the velocity of points in the reference domain is given as

∂uG

∂t
=
∂x
(
χ, t
)

∂t

∣∣∣∣∣
χ

. (2.24)

The mechanical state of the considered fluid is given by the fluid velocity vF and the fluid
pressure pF. The constant fluid density is denoted by ρF and the dynamic viscosity by µF. To
measure the rate of deformation, the symmetric strain-rate tensor is considered

εF(vF) =
1

2

[
∇vF +

(
∇vF

)T]
. (2.25)

Using the strain rate-tensor εF to formulate the viscous stress contribution, the Cauchy stress
tensor σF for the viscous fluid is given by

σF = −pFI + 2µFεF(vF). (2.26)

Balance of Mass Due to the incompressibility of the considered fluid the balance of mass
reduces to:

∇·vF = 0 in
⋃
t∈T

ΩF × {t}. (2.27)

Balance of Linear Momentum For the balance of linear momentum, which is formulated
in the current domain ΩF, the general ALE formulation considering a moving reference config-
uration is presented:

ρF∂v
F

∂t

∣∣∣∣
χ

◦ Ξ−1 + ρF

(
vF − ∂uG

∂t

)
·∇vF

+∇pF −∇·(2µFεF(vF))− ρFb̂
F

= 0 in
⋃
t∈T

ΩF × {t}. (2.28)

Herein, the inertia contribution considered by the first term, the contribution due to convection
in the second term, the contribution due to the pressure and the viscous stress in the following
terms and a potential volumetric body force accounted for in the last term have to be in balance.
The body force per unit mass is denoted by b̂

F
.

Remark 2.1 (Eulerian observer). In the case an Eulerian observer is considered, the reference
configuration and the current configuration are equal (χ = x), which results in a vanishing

velocity
∂uG

∂t
= 0 and a vanishing effect of the mapping Ξ. Therefore the balance of momentum

(2.28) reduces to the classical Eulerian form.

ρF∂v
F

∂t
+ ρFvF ·∇vF +∇pF −∇·(2µFεF(vF))− ρFb̂

F
= 0 in

⋃
t∈T

ΩF × {t}. (2.29)
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As an adequate initial condition of the transient fluid problem, the initial velocity field v̊F,
which fulfills the balance of mass (2.27), is prescribed.

vF = v̊F with∇·v̊F = 0 in ΩF × {t0} (2.30)

Boundary conditions on the subset of the outer boundary ΓF,D ∪ ΓF,N = ∂Ω ∩ ∂ΩF have to be
specified to finalize the description of the fluid problem. Hereby, the fluid velocity v̂F on Dirich-
let boundaries ΓF,D and the fluid traction ĥ

F,N
on Neumann boundaries ΓF,N are prescribed.

vF = v̂F on ΓF,D, σF · nF = ĥ
F,N

on ΓF,N, (2.31)

with nF being the outward-pointing unit normal vector of the fluid domain. The conditions on
the fluid interface

ΓF,I = ∂ΩF \
(
ΓF,D ∪ ΓF,N

)
, (2.32)

which is not part of the outer boundary of the overall problem ∂Ω ∩ ΓF,I = ∅, were still not
specified and will be discussed in Sections 2.1.7, 2.1.8, 2.1.9, and the subsequent chapters.

Continuous Weak Form In the following, the continuous weak form of the fluid problem,
which is equivalent to the problem formulated previously, is presented. This formulation builds
the basis for the application of spatial discretization by the FEM. It should be stated that the
derivation of the discrete fluid problem formulation is based on the time-discrete problem weak
form. Still, since this procedure is equal to the derivation from the continuous problem, the
continuous weak form is already presented here.

Similar to the structural problem, the point-wise balance equations (2.27) and (2.28) are mul-
tiplied by suitable test functions δvF and δpF and integrated in the current domain ΩF. Addi-
tionally, a partial integration of the pressure and viscous stress terms in the resulting balance of
linear momentum is performed. This reduces the occurring order of spatial derivatives to one
and leads to additional boundary integrals in the weak form of the fluid problem.
Find

(
vF, pF

)
∈ SvF × SpF such that for all

(
δvF, δpF

)
∈ TδvF × TδpF:

WF
[(
δvF, δpF

)
,
(
vF, pF

)]
= 0, (2.33)

with the formWF resulting from the derivation

WF
[(
δvF, δpF

)
,
(
vF, pF

)]
=

(
δvF, ρF∂v

F

∂t

∣∣∣∣
χ

◦ Ξ−1

)
ΩF

+

(
δvF, ρF

(
vF − ∂uG

∂t

)
·∇vF

)
ΩF

−
(
∇·δvF, pF

)
ΩF +

(
εF(δvF), 2µFεF(vF)

)
ΩF

−
(
δvF, ρFb̂

F
)

ΩF
−
〈
δvF, ĥ

F,N
〉

ΓF,N
−
〈
δvF,hF,I

〉
ΓF,I +

(
δpF,∇·vF

)
ΩF . (2.34)

Herein, the boundary integral on ΓF,I arises from partial integration and occurs only in case of
an interface-coupled problem. The interface stress hF,I therein serves as a placeholder and will
be specified in the subsequent chapters for the different possible interface types.
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The solution spaces SvF ,SpF and the test function spaces TδvF , TδpF are sufficiently smooth for
the problem formulation (2.33) to make sense. Additionally, Dirichlet-type boundary conditions
are directly incorporated into the solution and test function spaces:

vF = v̂F on ΓF,D ∀ vF ∈ SvF , δvF = 0 on ΓF,D ∀ δvF ∈ TδvF . (2.35)

2.1.6 Poroelasticity
As illustrated in Figure 2.3 (left), a poroelastic medium consists of an impermeable structural
phase and a fluid phase. The structural phase is often also referred to as skeleton phase. Due to
the complex geometrical configuration of both phases and the resulting fluid-structure interface,
obtaining a direct solution of such a problem is challenging and computational expensive in
general. Another problematic aspect for the direct solution of such problems is the uncertain
location of the fluid-structure interface for many applications of practical interest.

However, computing the direct solution of the interface-coupled problem is not necessary in
many cases as the knowledge of an averaged solution is often sufficient. This is where poro-
elastic formulations come into play. In the following, the geometric scale that resolves the fluid-
structure interface of the microstructure is denoted as the microscopic scale, whereas the scale
of the overall problem is denoted as the macroscopic scale. A continuum mechanics poroelastic

Structural phase Ω̂S Homogenized medium

Fluid phase Ω̂F

Porosity φ :=
vol(Ω̂F)

vol(Ω̂S∪Ω̂F)Homogenization

Figure 2.3: Basic steps in the derivation of a continuum mechanics formulation for poroelasticity: A homogenization
or averaging procedure is applied to the direct problem consisting of a resolve structural phase and a
resolved fluid phase (left). This results in a formulation of the homogenized medium in the domain
occupied by the structural and fluid phase (right).

formulation represents the average behavior of such a system on the macroscopic scale, which
is larger than the microscopic scale. The basic concept for deriving poroelastic formulations
is shown in Figure 2.3. Starting from the resolved interface-coupled FSI problem, including a
separated structural phase Ω̂S and fluid phase Ω̂F, an averaging procedure is applied. This re-
sults in a volume coupled problem on the overall domain (ΩP = Ω̂S ∪ Ω̂F) occupied by both
phases, wherein the interface between the two phases is not spatially resolved anymore. As the
main emphasis of this thesis is not in the derivation of continuum mechanics formulations for
porous medium, the reader is referred to e.g. Whitaker [222, 223, 224] for volume averaging,
and to e.g. Gray and Schrefler [99], Gray and Miller [100, 101], and Gray et al. [102] for the
thermodynamically constrained averaging theory, for details on these different procedures.
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The respective volume ratio of structure and fluid at every point in the resulting homogenized
medium is described by the porosity φ. The fluid flow equation is an extension of Darcy’s law,
which implies a proportionality of the fluid pressure gradient and the porous fluid velocity. The
proportionality constant therein includes the permeability tensor k, which characterizes the av-
erage macroscopic flow resistance due to the viscous flow through the porous microstructure.
Additional effects resulting in macroscopic flow resistance occur due to fluid acceleration on
the microscopic scale and are typically captured by the tortuosity (see e.g. the works Boudreau
[33], Coussy [67], and references therein).

The underlying incentive for presenting this poroelastic formulation, is the application of a
homogenized poroelastic medium for modeling the fluid-saturated rough microstructure of con-
tacting surfaces in Chapter 5. The formulation for two phase fluid-saturated poroelastic medium
which is presented in the following is chosen to fulfill the requirements of the rough surface
contact model briefly introduces in Section 1.1. Nevertheless, no specific aspects concerning the
application of the poroelastic formulation to rough surface modeling will be discussed in this
section. The formulation is capable of representing all essential physical effects, such as incom-
pressible flow on the micro scale, finite deformations of the poroelastic matrix, deformation-
dependent and variable porosity, as well as arbitrary strain energy functions for the skeleton.
The addressed formulation was developed and successfully applied by Chapelle and Moireau
[57], Vuong [215], and Vuong et al. [216, 217, 218]. Further details and a general introduction
to porous medium can be found, e.g., in the textbooks of Coussy [67] and Lewis and Schrefler
[142]. In the following the basics for poroelastic medium, the governing equations, the appro-
priate initial and boundary conditions as well as the continuous weak form will be presented.

To formulate the fundamental physical balances of Section 2.1.3 for the poroelastic problem
on macroscopic scale, in a first step all relevant quantities are introduced. They describe the
averaged state from a macroscopic or microscopic view and, therefore, no fluctuations due to the
microstructure are present. In this context, macroscopic view corresponds to averaging over the
domain dΩP, whereas microscopic view refers to an averaging over the portion of the domain
of the corresponding phase (fluid phase φ dΩP or solid phase (1− φ) dΩP). Still, a macroscopic
fluid phase, structural phase and the mixture which includes both phases can be differentiated.

The domain of interest ΩP is specified by the initial domain of interest ΩP
0 at t = t0 and the de-

formation of the skeleton. Therefore, a Lagrangian observer is considered for a skeleton particle,
whereas an ALE observer is considered for the fluid particles. The reference configuration for
the fluid is given by the material configuration of the skeleton. Therefore, the mappings between
the configurations defined in Section 2.1.2 correspond to the motion of the skeleton particles.

The averaged velocity and pressure in a microscopic view of the fluid phase is specified by vP

and pP, respectively. To describe the elastic behavior of the structural phase, in the following, a
few quantities already known from Section 2.1.4 for the pure structural problem will be redefined
for the poroelastic problem. The position of a skeleton particle in material configurationXP and
its position in spatial configuration xP are described by a single global Cartesian coordinate
system. The macroscopic displacement of the poroelastic domain is then given by uP = xP −
XP. The material gradient of the current position is depicted as the macroscopic deformation
gradient

F P =
∂xP

(
XP, t

)
∂XP

= I +
∂uP

(
XP, t

)
∂XP

, (2.36)
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2.1 The Continuous Problem: Continuum Mechanics

which equals the identity in the undeformed state. Analogous to the structural problem, the de-
formation of an infinitesimal vector and the change of an infinitesimal volume between material
and current configuration is given by dxP = F P dXP and dΩP = JPdΩP

0 with JP = det
(
F P
)
.

The macroscopic Green-Lagrange strain tensor EP serves as a strain measure

EP =
1

2

(
CP − I

)
with CP =

(
F P
)T · F P, (2.37)

and is based on the macroscopic right Cauchy-Green deformation tensor CP. As required for a
strain measure, the macroscopic Green-Lagrange strain tensor is a zero tensor for the undeformed
state

(
F P = I → CP = I

)
. The spatial traction acting on a specific deformed boundary hP,

which equals the force per area, is represented by the homogenized Cauchy stress tensor σP of
the mixture and the outward-pointing unit normal vector on the boundary nP:

hP = σP · nP. (2.38)

The symmetry of the Cauchy stress tensor to fulfill the balance of angular momentum directly
also applies for the poroelastic mixture. An alternative stress representation is given by the ho-
mogenized first Piola-Kirchhoff stress tensor of the mixture

P P = JPσP ·
(
F P
)−T

, (2.39)

which represents the spatial traction hP
0 acting on the undeformed boundary

hP
0 = P P · nP

0 , (2.40)

with nP
0 being the outward-pointing unit normal vector in material configuration. Finally, the

homogenized second Piola-Kirchhoff stress tensor of the mixture SP is a stress representation
purely based on the material configuration

SP =
(
F P
)−1 · P P = JP

(
F P
)−1 · σP ·

(
F P
)−T

. (2.41)

In the following, the governing equations for the balance of mass and the balance of linear
momentum are presented without a derivation. A step-by-step derivation is given by Vuong
[215].

Balance of Mass Due to the choice of a Lagrangian reference frame for the structural phase,
the balance of mass for the skeleton reduces to

ρ̃PS

0 = JPρ̃PS

= const. or
∂ρ̃PS

0

∂t
=
∂
(
JPρ̃PS

)
∂t

= 0 in ΩP
0 × T , (2.42)

where ρ̃PS

0 = (1− φ̊)ρS
0 is the macroscopic averaged initial density of the solid phase and ρ̃PS

=
(1 − φ)ρS the macroscopic averaged density of the solid phase. Therein, the initial porosity
is denoted by φ̊. It should be noted that the densities ρS and ρS

0 correspond to the quantities
introduced for the pure structural problem. As the density ρS

0 , and thus also ρ̃PS

0 , is considered
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2 Fundamentals for the Finite Element Solution of FSCI and FPSCI

as a constant in the final computational model, analogous to the pure structural problem, the
balance of mass (2.42) is automatically fulfilled and therefore no explicit treatment is required.

Considering incompressible flow on the microscopic scale and a temporally and spatially vary-
ing porosity the balance of mass for the fluid phase formulated in the current domain ΩP is given
as

∂φ

∂t

∣∣∣∣
XP

◦ Φ−1 + φ∇· ∂u
P

∂t
+∇·

[
φ

(
vP − ∂uP

∂t

)]
= 0 in

⋃
t∈T

ΩP × {t}. (2.43)

Therein, the mapping Φ is related to the skeleton deformation and not the fluid motion and thus
represents the mapping between the reference configuration and the current configuration for the
fluid phase.

Balance of Linear Momentum The considered balance of linear momentum for the fluid
phase formulated in the current domain ΩP is given as

ρF∂v
P

∂t

∣∣∣∣
XP

◦ Φ−1 − ρF∂u
P

∂t
·∇vP +∇pP − ρFb̂

PF

+µFφk−1 ·
(
vP − ∂uP

∂t

)
= 0 in

⋃
t∈T

ΩP × {t}, (2.44)

with b̂
PF

being the body force acting on the embedded fluid per unit mass, and ρF being the
microscopic averaged fluid density. The density ρF equals the fluid density introduced in Section
2.1.5 in the case of solving a coupled problem including porous flow and a viscous fluid simul-
taneously. As the observer deforms with the with the solid domain (see the time derivative in the
first term), the second term, which accounts for the advection, occurs. This governing equation
is an extension of the Darcy’s law as the pressure gradient is balanced by the last term, which
includes the seepage velocity

(
vP − ∂uP/∂t

)
, and thus accounts for the flow resistance cause by

the relative motion of the fluid to the skeleton. The macroscopic flow resistance is characterized
by the inverse of the positive definite, symmetric, second-order spatial permeability tensor

k =
(
JP
)−1

F P ·K ·
(
F P
)T
, (2.45)

which can be expressed for a given deformation by means of the corresponding positive definite,
symmetric, second-order material permeability tensorK. In principal, equation (2.44) physically
makes sense only for the fluid portion of the porous mixture. Nevertheless, to avoid superfluous
complexity, the presented form results from a division by the porosity φ in the derivation of the
equation.

Finally, the balance of linear momentum for the whole porous mixture formulated in reference
configuration ΩP

0 is given as:

ρ̃PS

0

∂2uP

∂t2
−∇0 · P P − ρ̃PS

0 b̂
P

0 − JPφ
(
F P
)−T ·∇0p

P

−µFJPφ2k−1 ·
(
vP − ∂uP

∂t

)
= 0 in ΩP

0 × T , (2.46)
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with b̂
P

0 being the body force acting on the poroelastic mixture per unit averaged solid mass.
To complete the system of equations, a constitutive law based on the strain energy density

function ψP, which provides the relation of stress and known quantities (for the poroelastic
problem these are the deformation by uP and the porous fluid pressure pP), has to be formulated.
Three different contributions give poroelastic strain energy density function

ψP(EP, JP(1− φ)) = ψP,skel(EP) + ψP,vol(JP(1− φ)) + ψP,pen(EP, JP(1− φ)), (2.47)

with ψP,skel accounting for the strain energy due to macroscopic deformation of the solid phase,
ψP,vol arises from the volume change of the solid phase due to changing fluid pressure, and
finally ψP,pen guarantees positive porosity of the poroelastic model (see [57, 216]). For ψP,skel =
ψNH(CP, JP), a Neo-Hookean material model as given in equation (2.17) is applied for most
numerical examples presented in this thesis. If not denoted otherwise ψP,vol is specified as

ψP,vol(JP(1− φ)) = κP

[
(1− φ)JP

1− φ̊
− 1− ln

(
(1− φ)JP

1− φ̊

)]
, (2.48)

with bulk modulus κP. In the case a problem requires a penalty contribution, the following strain
energy density function

ψP,pen(EP, JP(1− φ)) = ηP

[
JPφ

φ̊
− 1

φ̊
− ln

(
JPφ

φ̊

)]
, (2.49)

with the parameter ηP is added.

Remark 2.2 (A physical interpretation of ψP,pen). Depending on the load that acts on the poro-
elastic medium in combination with considering solely the strain energy density contributions
ψP,skel and ψP,vol can lead to negative porosities, which is definitely non-physical. To avoid neg-
ative porosities, the penalty contribution ψP,pen can be added. From a physical point of view, this
can be interpreted as contact between the skeleton walls of vanishing fluid cells on the micro-
scopic scale.

Making use of the Green-Lagrange strain tensor EP as the strain measure gives two constitu-
tive relations to complete the system of equations for poroelasticity

SP =
∂ψP(EP, JP(1− φ) = const.)

∂EP
− pPJP

(
F P
)−1 · (F P

)−T
, (2.50)

pP = −∂ψ
P(EP = const., JP(1− φ))

∂(JP(1− φ))
. (2.51)

To sum up, when considering a constant density ρ̃PS

0 = const., equations (2.43), (2.44), and
(2.46) describe the averaged state from a macroscopic view in the poroelastic domain. The con-
stitutive equation (2.51) allows expressing the porosity φ by the fluid pressure pP and the dis-
placement uP, which will be used in the following to formulate the poroelastic problem by the
primal unknowns fluid pressure pP, fluid velocity vP, and skeleton displacement uP.

31



2 Fundamentals for the Finite Element Solution of FSCI and FPSCI

The necessary initial conditions given by the initial displacement ůP, the initial solid phase
velocity v̊PS

, the initial porosity φ̊, and the initial fluid velocity field v̊P for the poroelastic
problem are:

uP = ůP in ΩP
0 × {t0} ,

∂uP

∂t
= v̊PS

in ΩP
0 × {t0} ,

φ = φ̊ in ΩP × {t0} , vP = v̊P in ΩP × {t0} . (2.52)

To complete the problem description of poroelasticity, adequate boundary conditions on the outer
boundary ∂Ω ∩ ∂ΩP have to be prescribed:

vP · nP = v̂P,n on ΓPF,D, −pPnP = ĥPF,NnP on ΓPF,N, (2.53)

uP = ûP on ΓP,D
0 , P P · nP

0 = ĥ
P,N

0 on ΓP,N
0 . (2.54)

Therein, v̂P,n is the scalar normal fluid velocity of the Darcy-like flow on Dirichlet boundaries
ΓPF,D, ĥPF,N is the traction in normal direction on the Neumann boundaries ΓPF,N, ûP is the
displacement of the poroelastic domain on the Dirichlet boundaries ΓP,D

0 , and ĥ
P,N

0 is the traction
on the poroelastic mixture on the Neumann boundaries ΓP,N

0 . Conditions on remaining part of
the poroelastic boundary

ΓP,I = ∂ΩP \
(

ΓPF,D ∪ ΓPF,N
)

= ∂ΩP \
(
ΓP,D ∪ ΓP,N

)
, (2.55)

have not yet been considered. This interface is not part of the outer boundary ∂Ω ∩ ΓP,I = ∅
and will be discussed in Section 2.1.8 and the subsequent chapters.

Continuous Weak Form As the weak form of the poroelastic problem formulation builds
the basis for the numerical treatment by the FEM, it is presented in the following. To derive this
form of the governing equations, the balance equations (2.43), (2.44), and (2.46) to be solved
are multiplied by the test functions δpP, δvP, and δuP respectively. Equations (2.43), (2.44)
are integrated in the current domain ΩP and (2.46) is integrated in the material domain ΩP

0 . An
additional boundary integral is introduced by a partial integration of the porosity gradient term in
(2.43) to avoid spatial derivatives of φ in the formulation. Similar to the derivations in Sections
2.1.4 and 2.1.5, a partial integration of the stress terms is performed for the balances of linear
momentum (2.44) and (2.46) as this reduces the order of spatial derivatives of vP and uP in the
formulation to one. This aforementioned procedure finally results in the weak formulation of the
poroelastic problem.
Find

(
vP,uP, pP

)
∈ SvP×SuP×SpP such that for all

(
δvP, δuP, δpP

)
∈ TδvP×TδuP×TδpP:

WP
[(
δvP, δuP, δpP

)
,
(
vP,uP, pP

)]
= 0. (2.56)
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The formWP which results from the derivation is:

WP
[(
δvP, δuP, δpP

)
,
(
vP,uP, pP

)]
=

(
δpP,

∂φ

∂t

∣∣∣∣
XP

◦ Φ−1

)
ΩP

+

(
δpP, φ∇· ∂u

P

∂t

)
ΩP

−
(
∇δpP, φ

(
vP − ∂uP

∂t

))
ΩP

+

〈
δpP, φnP ·

(
vP − ∂uP

∂t

)〉
∂ΩP

+

(
δvP, ρF∂v

P

∂t

∣∣∣∣
XP

◦ Φ−1

)
ΩP

−
(
∇·δvP, pP

)
ΩP −

(
δvP, ρF∂u

P

∂t
·∇vP

)
ΩP

+
(
δvP, µFφk−1 · vP

)
ΩP −

(
δvP, µFφk−1 · ∂u

P

∂t

)
ΩP

−
(
δvP, ρFb̂

PF
)

ΩP

−
〈
δvP, ĥPF,NnP

〉
ΓPF,N

−
〈
δvP, hPF,InP

〉
ΓP,I

+

(
δuP, ρ̃PS

0

∂2uP

∂t2

)
ΩP

0

+
(
∇0δu

P,P P
)

ΩP
0

+

(
δuP, µFJPφ2k−1 · ∂u

P

∂t

)
ΩP

0

−
(
δuP, µFJPφ2k−1 · vP

)
ΩP

0
−
(
δuP, JPφ

(
F P
)−T ·∇0p

P
)

ΩP
0

−
(
δuP, ρ̃PS

0 b̂
P

0

)
ΩP

0

−
〈
δuP, ĥ

P,N

0

〉
ΓP,N

0

−
〈
δuP,hP,I0

〉
ΓP,I

0

.

(2.57)

Herein, the boundary integrals on ΓP,I or ΓP,I
0 arise from the partial integration in the derivation

of the weak form and occur only in case of an interface-coupled problem. The interface stresses
hPF,I and hP,I0 serve as a placeholder therein and will be specified in the subsequent chapters for
the different possible interface types.

The solution spaces SvP ,SuP ,SpP and test function spaces TδvP , TδuP , TδpP are sufficiently
smooth for the problem formulation (2.56) to make sense. Additionally, the Dirichlet-type bound-
ary conditions are directly incorporated into the solution and test function spaces:

vP · nP = v̂P,n on ΓPF,D ∀ vP ∈ SvP , δvP · nP = 0 on ΓPF,D ∀ δvP ∈ TδvP ,

uP = ûP on ΓP,D
0 ∀ uP ∈ SuP , δuP = 0 on ΓP,D

0 ∀ δuP ∈ TδuP . (2.58)

Remark 2.3 (Smoothness of the solution spaces for the primary unknowns of the poroelastic
problem). Within this thesis, solely a Darcy-based equation for the porous flow as presented
previously is considered. This allows removing all spatial derivatives of the porosity in (2.57)
and therefore reducing the smoothness requirements of the solution space. When considering
a Darcy-Brinkmann-based flow equation this is not possible anymore. The arising issue can
be tackled by a NURBS-based finite element discretization or a “mixed” approach where the
porosity φ is chosen as an additional primary variable as discussed by Vuong [215], Vuong
et al. [217].

2.1.7 Interface of Viscous Fluids and Elastic Structures
The interface between the viscous fluid domain and the structural domain ΓFS = ∂ΩF ∩ ∂ΩS =
ΓF,I∩ΓS,I needs to fulfill the dynamic stress balance (2.59) as well as the no-slip condition (2.60)
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2 Fundamentals for the Finite Element Solution of FSCI and FPSCI

which includes already mass conservation on the interface.

σF · nF = σS · nF + ĝFS

σ
on ΓFS (2.59)

vF =
∂uS

∂t
− ĝFS

v
on ΓFS (2.60)

Remark 2.4 (Occurring jump contributions in conditions (2.59) and (2.60)). The jump vectors
introduced in these conditions have to vanish when considering the physical correct conditions:
ĝFS

σ
= 0 and ĝFS

v
= 0. Nevertheless, non-vanishing jump vectors will be prescribed in Chap-

ter 3, Section 3.5, to validate the presented numerical approach by the method of manufactured
solutions.

Remark 2.5 (Validity of the no-slip condition). The no-slip condition is non-controversial ac-
cepted on a fluid-structure interface for a macroscopic problem setup. Nevertheless, due to char-
acteristics such as surface roughness or wettability, an interfacial velocity slip can be observed
in a large number of experiments (see e.g. the work of Neto et al. [160]). Thus, this effect can get
relevant for contacting scenarios. In Chapter 6 and Chapter 7, such a velocity slip is taken into
account by a general Navier boundary condition on the fluid-structure interface.

2.1.8 Interface of Viscous Fluids and Permeable Elastic Structures1

The conditions on the common interface between a viscous fluid and the poroelastic domain are
specified in analogy to the frequently analyzed coupling of viscous flow and porous flow. Hereby,
the conditions (2.61)-(2.64) need to be fulfilled on the interface ΓFP = ∂ΩF∩∂ΩP = ΓF,I∩ΓP,I.

0 = σF · nF − σP · nF − ĝFP

σ
on ΓFP (2.61)

0 = nF · σF · nF + pP − ĝFP,n
σ on ΓFP (2.62)

0 =

[
vF − ∂uP

∂t
− φ

(
vP − ∂uP

∂t

)
− ĝFP,n

]
· nF on ΓFP (2.63)

0 =

[
vF − ∂uP

∂t
− βBJφ

(
vP − ∂uP

∂t

)
+ κnF · σF − ĝFP,t

]
· ti,

with i = 1, 2 on ΓFP (2.64)

The dynamic stress balance in the current configuration between the Cauchy stresses of fluid and
the entire poroelastic mixture is represented by (2.61). Furthermore, a dynamic stress balance be-
tween the fluid pressure inside of the poroelastic domain and the stress components of the viscous
fluid, in normal direction, are enforced by (2.62). The kinematic constraint in interface normal
direction (2.63) guarantees mass-balance on the interface. A constraint in tangential direction
on the viscous fluid is still missing. To include effects arising from the boundary layer in the
porous flow, which cannot be represented by the Darcy equation, the so-called Beavers-Joseph
(BJ) condition (βBJ = 1), which has been introduced by Beavers and Joseph [20], is included
in (2.64). Herein, a proportionality of the viscous shear stress and the relative velocity slip in
tangential direction between the adjacent fluids on both sides of the interface is proposed. The

1This section is adapted from the author’s publication [2].
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tangential vectors ti, which are orthogonal to the normal vector nF, define the tangential plane
of the interface. The proportionality constant κ depends on the permeability k of the porous
structure, the fluid viscosity µF, and the positive model parameter αBJ which has to be verified
experimentally. Then, κ can be computed as:

κ =
(
αBJµ

F
√

3
)−1√

tr(k). (2.65)

In cases with small permeability, a simplified condition, which does not include the seepage
velocity, the Beavers-Joseph-Saffmann (BJS) condition (βBJ = 0), which has been analyzed by
Saffman [181] and Jones [131], can be applied. Due to the nonexistent tangential stress contribu-
tion on the boundaries/interfaces of the Darcy equation (see boundary/interface term of porous
flow equation in (2.57)), this condition - which does not include the tangential porous fluid ve-
locity - is mostly analyzed and applied. For the Beavers-Joseph condition it is shown by Cao
et al. [55] that well-posedness is established for small αBJ. In the works of Gartling et al. [89]
and Burman and Hansbo [45], numerical computations for a “no-slip” condition between vis-
cous and porous fluid velocity (Beavers-Joseph condition with α−1BJ = 0) show oscillations of the
porous velocity close to the interface. To analyze the behavior of the two different approaches
(βBJ = 1 and βBJ = 0), a comparison of both methods when varying the parameter αBJ is
presented in Chapter 4, Section 4.4.5.

Remark 2.6 (Occurring jump contributions in conditions (2.61) - (2.64)). In all conditions
(2.61) - (2.64), additional jump contributions ĝFP

σ
, ĝFP,n

σ , ĝFP,n, and ĝFP,t are incorporated.
In general, these contributions have to vanish when considering the physical correct conditions,
but they will be employed in Section 4.4 for the application of the method of manufactured so-
lutions. This simplifies the choice of possible prescribed analytic solutions, as non-vanishing
physical conditions can be considered.

2.1.9 Interface between Viscous Fluids

In the case the fluid domain ΩF is partitioned in two separate domains ΩF = ΩF1 ∪ ΩF2

(ΩF1 ∩ ΩF2 = ∅) and the outer boundaries of both fluid domains have a common inter-
face ΓFF = ∂ΩF1 ∩ ∂ΩF2 , the kinematic continuity (2.66) and the dynamic equilibrium (2.67)
have to be enforced on the interface ΓFF.

σF1 · n = σF2 · n on ΓFF (2.66)

vF1 = vF2 on ΓFF (2.67)

Herein, the vector n is a unit normal vector on the interface ΓFF which equals either the normal
vector on ∂ΩF1 or ∂ΩF2 . The fluid stress σF1 , σF2 and the velocity vF1 , vF2 correspond to the
fluid domain ΩF1 , ΩF2 , respectively.

2.1.10 Contact Interfaces

In the following section, interfaces where contact between two elastic structures occurs are dis-
cussed. For a clear presentation, only impermeable solid structures (Section 2.1.4) are considered

35



2 Fundamentals for the Finite Element Solution of FSCI and FPSCI

herein. The extension to the contact of poroelastic bodies including details on the applied nu-
merical approaches is given in Chapter 5 and 7. Only the most important aspects of contact for
this work are discussed in the following. For a more general overview on contact mechanics the
reader is referred to the textbooks of e.g. Wriggers [230] and Laursen [139] and to the theses
of Popp [170] and Seitz [195], which provide deep insight to the specific underlying numerical
approaches to treat contact of solid bodies.

First, the basic notation and contact kinematics are discussed. To start with, two solid bodies
(domains ΩS1 and ΩS2) which potentially come into contact, as visualized in Figure 2.4, are
considered. The potential contacting interfaces Γ̆S1,c and Γ̆S2,c are a subset of the corresponding

ΩS1

ΩS2

∂ΩS1

∂ΩS2

ΓS1,DΓS1,N ∪ ΓS1,I

ΓS2,D

ΓS2,N ∪ ΓS2,I

ΓS2,c

ΓS1,c

e1

e2

e3

nS1

x

x̌(x)

tS1
1

tS1
2

Figure 2.4: Basic configuration for two body contact.

outer boundaries Γ̆S1,c ⊆ ΓS1,c ∪ ΓS1,N ∪ ΓS1,I ⊆ ∂ΩS1 and Γ̆S2,c ⊆ ΓS2,c ∪ ΓS2,N ∪ ΓS2,I ⊆ ∂ΩS2 .
Herein, the “active” contact interfaces, which are typically unknown prior to the computation, are
denoted as ΓS1,c and ΓS2,c on the respective sides. These contact interfaces are non-overlapping
with the remaining interfaces: ΓSi,c∩ΓSi,D = ∅, ΓSi,c∩ΓSi,N = ∅, and ΓSi,c∩ΓSi,I = ∅with i, j =
1, 2. To formulate the kinematic relations between contacting bodies, a projection P̌nij of any
specific point x on the interface Γ̆Si,c to a point x̌ (x) on the opposite interface Γ̆Sj ,c is defined.

P̌nij (x) :

{
Γ̆Si,c → Γ̆Sj ,c

x 7→ P̌nij (x) = x̌ (x)
with i, j = 1, 2 and i 6= j (2.68)

The direction along which this projection is preformed is specified by the outward normal vector
nSi on the potential contacting boundary Γ̆Si,c. For the projection P̌n12 (x) in Figure 2.4 the
utilized normal vector is nS1 . The normal vector nSi is orthogonal onto the tangential vectors tSi1

and tSi2 , which represent the tangential plane on Γ̆Si,c. It is assumed that this projection P̌nij (x)

exists on the overall interface Γ̆Si,c. This assumption is not a general limitation and can be treated
in an easy way by the computational algorithm, since for sufficiently smooth bodies contact does
not occur on parts of the interface Γ̆Si,c where this projection does not exist. For all quantities

36



2.1 The Continuous Problem: Continuum Mechanics

∗,∗ evaluated at the projected point, the short notation ∗̌ = ∗̌ (x) = ∗ (x̌ (x)) , ∗̌ = ∗̌ (x) =
∗ (x̌ (x)) is used. Making use of the projection allows defining the geometric gap between two
potentially contacting interfaces

gn(x) := (x̌(x)− x) · nS(x) x ∈ Γ̆S1,c ∪ Γ̆S2,c. (2.69)

A positive gap gn indicates that both solid bodies are separated. On the “active” contact interface
ΓSS,c := ΓS1,c = ΓS2,c, the contact interfaces of both solid bodies coincide and thus the gap has
to vanish (gn = 0). It should be noted that such a unique “active” contact interface ΓSS,c of both
sides in general does only exist for the continuous problem but not the discretized problem. A
visualization of the different interfaces is given in Figure 2.5 (left).

To fulfill the balance of linear momentum, the traction hS1,I(= σS1 ·nS1) on the interface ΓS1,c

and the traction hS2,I(= σS2 · nS2) on the interface ΓS2,c have to be in balance

hS,I := hS1,I = −hS2,I on ΓSS,c. (2.70)

The choice to define the traction corresponding to the solid body ΩS1 as the positive contact
traction hS,I is done arbitrarily and could be chosen vice versa.

Within this work, frictionless contact is considered exclusively

hS,I · P t = 0 on ΓSS,c, (2.71)

with the tangential projection matrix P t = I − nS ⊗ nS. This is a reasonable assumption for
many problem configurations and enables the answering of various relevant questions. Still, the
present work should also be seen as a solid basis for the extension towards frictional contact.

2.1.10.1 Contact without Surrounding Fluid

In classical contact mechanics, the influence of surrounding fluid on the solid bodies is not
considered and zero interface traction is assumed outside of the contact zone. In the case that the
interface condition on the remaining part of the interface Γ̆S1,c \ΓS1,c ⊆ ΓS1,N and Γ̆S2,c \ΓS2,c ⊆
ΓS2,N equals a zero-traction Neumann boundary condition (ĥ

S1,N
= ĥ

S2,N
= 0), as shown in

Figure 2.5 (right), the balance of linear momentum (2.70) is automatically valid for the overall
potential contact interface Γ̆S1,c ∪ Γ̆S2,c and not only on ΓSS,c. Considering no adhesive forces
on the contact interface, the conditions in normal direction on the potential contact interface
are given by the classical set Karush-Kuhn-Tucker (KKT) conditions, also referred to as Herz-
Signorini-Moreau (HSM) conditions.

gn ≥ 0 on Γ̆S1,c ∪ Γ̆S2,c (2.72)

hS,∗,n ≤ 0 on Γ̆S1,c ∪ Γ̆S2,c (2.73)

gnhS,∗,n = 0 on Γ̆S1,c ∪ Γ̆S2,c (2.74)

Therein, the normal contact traction hS,∗,n on the different parts of the potential contact interface
Γ̆S1,c ∪ Γ̆S2,c is specified by

hS,∗,n =


hS,I · nS1 on ΓSS,c

ĥ
S1,N · nS1 = 0 on ΓS1,N

ĥ
S2,N · nS2 = 0 on ΓS2,N.

(2.75)
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ΩS1

ΩS1

ΩS2

ΩS2

±hS,IΓS1,N ΓS1,N

ΓS2,N
ΓS2,N

ΓS1,c

ΓS2,c

ΓS1,N ΓS1,N

ΓS2,N
ΓS2,N

ΓSS,c

Figure 2.5: Contact of two bodies without surrounding fluid. The involved interfaces and domains for contacting
configuration are shown (left). Visualization of the contact with separated solid bodies and demonstra-
tion of the contact traction hS,I (right).

Condition (2.72) represents the solely geometry-based no-penetration condition between both
solid bodies. The limitation to no-adhesive stress in the contact zone is given by condition (2.73).
Finally, the complementary condition (2.74) exclusively ensures a vanishing gap (contact zone
on ΓSS,c) or a vanish interface traction (zero-traction zone on ΓS,N).

2.1.10.2 Contact with Surrounding Fluid

In contrast to the discussion in the previous section, the influence of the surrounding fluid is not
neglected within this thesis. Figure 2.6 shows an exemplary configuration for such an FSCI prob-
lem. The interface conditions on the non-contacting part of the interface Γ̆S1,c \ΓS1,c ⊆ ΓFS1 and
Γ̆S2,c \ ΓS2,c ⊆ ΓFS2 are given by the FSI interface conditions, which were already discussed in
Section 2.1.7. As the interface traction on an FSI interface does not vanish in general, the relation
(2.70) is not fulfilled on the entire potential contact interface Γ̆S1,c ∪ Γ̆S2,c, which is in contrast
to the classical contact configuration. Thus, either the balance of linear momentum solely on
the “active” contact interface can be enforced (see Chapter 5) or an alternative formulation of
condition (2.70) is considered (see Chapter 6 and 7). To formulate a continuous problem, the

ΩS2

ΩS,1

±hS,I,±h̃F,IΓFS1 ΓFS1

ΓFS2

ΓFS2

ΓS1,c

ΓS2,c

ΩS1

ΩS2

ΓFS1 ΓFS1

ΓFS2

ΓFS2

ΓSS,c

ΩF

Figure 2.6: Contact of two bodies with surrounding fluid. The involved interfaces and domains for contacting con-
figuration are shown (left). Visualization of the contact with separated solid bodies and demonstration
of the contact traction hS,I and the “fictive” fluid traction h̃

F,I
(right).

“fictive” fluid traction h̃
F,I

(≈ σF · nS1) is introduced in the contact zone ΓSS,c. It represents the
fluid traction in the contact zone and is denoted differently as the fluid traction hF,I(= σF · nF)
on the interface of the fluid domain ΓF,I. This distinction is due to the non-existent fluid domain
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in the contact zone when analyzing the FSCI configuration on a macroscopic scale. On the line
separating the contact and fluid-structure interface, the traction h̃

F,I
has to coincide with the

fluid interface traction and as a result of the dynamic equilibrium on the fluid-structure interface
(2.59) has to be equal to the solid interface traction

h̃
F,I

= hF,I
(
nF · nS1

)
= hS,I on ΓSS,c ∩ ΓFS. (2.76)

By taking criteria (2.76) for the specification of h̃
F,I

into account, the definition of h̃
F,I

allows
incorporating the effect of fluid flow between the contacting bodies. Depending on the problem
configuration and the quantities of interest, different approaches to specify this traction h̃

F,I
can

be applied. To model rough surface contact, in Chapter 5, a poroelastic layer is added to the
contact interface, which allows specifying the fluid traction inside of the contact zone by the
porous fluid pressure. In Chapter 6, a simpler and less complex extension-based approach is
considered to define the fluid traction h̃

F,I
. Finally, in Chapter 7, a combination of the previously

mentioned approaches based on extension close to the fluid domain and based on the porous fluid
pressure far from the fluid domain is applied. In the following, the traction h̃

F,I
is assumed to be

defined and the discussion of the different variants is left to the previously referenced chapters.
Assuming that the solid bodies in contact do not transmit adhesive forces, the contact con-

ditions in normal direction including the effect of surrounding fluid on the potential contact
interface are given as

gn ≥ 0 on Γ̆S1,c ∪ Γ̆S2,c (2.77)

hS,∗,n − hF,∗,n ≤ 0 on Γ̆S1,c ∪ Γ̆S2,c (2.78)

gn
(
hS,∗,n − hF,∗,n) = 0 on Γ̆S1,c ∪ Γ̆S2,c. (2.79)

Therein, the relative normal contact traction hS,∗,n − hF,∗,n on the different parts of the potential
contact interface Γ̆S1,c ∪ Γ̆S2,c is specified by

hS,∗,n − hF,∗,n =


hS,I · nS1 − h̃F,I · nS1 on ΓSS,c

hS1,I · nS1 − hF,I · nF on ΓFS1

hS2,I · nS2 − hF,I · nF on ΓFS2 .

(2.80)

The purely geometry-based no-penetration condition (2.77), equals condition (2.72) for contact
without surrounding fluid. The negativity of the relative contact traction in condition (2.78) guar-
antees that no adhesive forces directly act between the solid bodies. As a result, contacting solid
bodies will “lift-off” if the fluid pressure in the contact zone exceeds the solid contact traction.
Finally, the complementary condition (2.79) guarantees the exclusiveness of a vanishing gap
(contact zone on ΓSS,c) or a vanishing relative interface traction (dynamic equilibrium (2.59)
fulfilled on ΓFS).

Remark 2.7 (Consideration of contact as an additional constraint). In contrast to this presenta-
tion of contact with surrounding flow by splitting the potential contact interface into the “active”
contact interface part ΓSS,c and the fluid-structure interaction part ΓFS, an alternative view on
this situation is often pursued. Therein, the potential deformation but not the topological change
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of the fluid-structure interface is considered. To include contact, in addition to the traction aris-
ing from fluid-structure interaction a contact traction is applied in the contact zone. Interpreting
contact as an additional constraint to a FSI configuration naturally results in this point of view.
While such an approach can still result in sound or even similar numerical formulations, some
aspects should be discussed at this stage.

• Most often there is no discussion concerning the “fictive” fluid stress in the contact zone.
However, as no topological changes of ΓFS are considered, to enforce the FSI conditions
((2.59) and (2.60)) on ΓSS,c, a “fictive” fluid state is required on this part of the interface.
In the case that a numerical approach provides such a fluid state outside of the physical
fluid domain ΩF and as a result also on ΓSS,c by default, the discussion on this “fictive”
fluid state does not automatically show up. It should be pointed out that such a fluid state
evaluated outside of the physical fluid domain ΩF (∂ΩF ∩ ΓSS,c = ∅) is always non-
physical. Depending on the question of interest and the underlying numerical approach,
this automatically given “fictive” fluid state might not be a sufficiently good implicit model
of fluid in the contact zone.

• For this type of approach, two accumulating interface stress contributions, namely the FSI
traction and the contact traction, are added on ΓSS,c. Especially for large contacting areas
and as a result large distances of points on ΓSS,c to the fluid domain ΩF, the utilized FSI
traction can be very sensitive with respect to the system state variables. This aspect can
become critical when finally solving the nonlinear FSCI problem by a numerical approach.

• The FSI traction on ΓSS,c already includes a tangential stress component. Thus, the appli-
cation of classical frictional laws for contact, such as the Coulomb friction laws, which
cover the entire tangential tension and not the difference to a tangential FSI traction, is
difficult. This difficulty arises already for the formulation of frictionless contact.

2.2 The Discrete Problem: Discretization of the
Continuous Problem

The formulations presented in the previous sections include infinite-dimensional (continuous)
solution spaces. To make this problem accessible for the numerical solution, an approxima-
tion leading to a finite-dimensional problem has to be performed. Within this thesis, a separate
discretization of the spatial and temporal components of the PDEs is used. Therefore, by the
temporal discretization a semi-discrete formulation of the physical problem is derived. With a
subsequently applied spatial discretization the fully discrete problem can be obtained. Alterna-
tive approaches, such as Space-time approaches which pursue for a simultaneous discretization
in space and time are not considered in this thesis.

For the temporal discretization, the one-step θ-scheme is applied, which is used in all numer-
ical examples presented in this thesis. Section 2.2.1 gives a compact description of the temporal
discretization procedure for systems including first and second order derivatives in time. Alter-
native schemes such as the generalized α-scheme (see the related works of Chung and Hulbert
[65], Jansen et al. [130]) for the discretization in time are not considered in this thesis.
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For the spatial discretization the continuous Finite Element Method (FEM) is applied exclu-
sively. In Section 2.2.2, a compact discussion of all essential steps for application of the FEM is
given. For further insight, the reader is referred to one of the numerous textbooks for solid me-
chanics, e.g., Belytschko et al. [25], Zienkiewicz et al. [236, 238], for fluid dynamics, e.g.,
Donea and Huerta [73], Zienkiewicz et al. [237], and for poroelasticity, e.g., Lewis and Schrefler
[142]. Alternative types of spatial discretization techniques such as the Finite Volume approach,
the Discontinuous Galerkin method, the Finite Differences approach or meshfree methods are
beyond the scope of this thesis. The discretization of the continuous problems presented in Sec-
tions 2.1.4, 2.1.5 and 2.1.6 is given in the subsequent Sections 2.2.3, 2.2.4 and 2.2.5, respectively.

2.2.1 Temporal Discretization

For temporal discretization, the time interval of interest t ∈ ]t0, tE] is split into a finite number
(nt) of time intervals t ∈

⋃nt−1
n=0 ]tn, tn+1] with tE = tnt . The time step size represents the length

of each time interval ∆tn = tn+1− tn. If no additional index n is given for the time step size, an
equal time step size for all intervals is considered.

The One-Step-θ scheme includes a scalar parameter θ ∈ [0.0, 1.0]. For a “small” parameter
θ ∈ [0.0, 0.5[ the scheme is conditionally stable, whereas for θ ∈ [0.5, 1.0] the resulting scheme is
unconditionally stable for linear problems. Depending on the parameter θ, different well-known
schemes for the temporal discretization are recovered. For θ = 0.0 the first order accurate in
time (Errt ∼ O(∆t)) explicit Euler scheme is recovered. The Crank-Nicolson method (θ = 0.5)
enables second order convergence of the temporal error (Errt ∼ O(∆t2)). As a last special case,
selecting θ = 1.0, the fully implicit backward Euler scheme, which is first order accurate in time
(Errt ∼ O(∆t)), is recovered. In the following, solely the unconditionally stable implicit range
of parameter θ will be applied.

2.2.1.1 System including First Order Time Derivatives

Considering the following system which includes a first order time derivative and is valid for the
time interval ]tn, tn+1],with constant matrix M, time- and state-dependent vector-valued function
f , and the unknown time-depend vector-valued velocity vector v,

M
∂v(t)

∂t
= −f(v(t), t) in t ∈ ]tn, tn+1], (2.81)

the One-Step-θ scheme approximates time derivatives in the interval t ∈ ]tn, tn+1] by

M
vn+1 − vn

∆t
= −θf(vn+1, tn+1)− (1− θ) f(vn, tn). (2.82)

Herein, vn+1 = v (tn+1) and vn = v (tn) is the velocity at the start and end point of the interval.
The velocity vn is either known from the initial conditions or the solution of a previous time
interval. Therefore, the unknown velocity vn+1 can be computed from

M vn+1 + ∆tθf(vn+1, tn+1) = M vn − (1− θ) ∆tf(vn, tn). (2.83)
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The application of expression (2.83) for the previous time interval t ∈ ]tn−1, tn] allows formu-
lating a One-Step-θ scheme avoiding explicit computation of contributions arising from the last
time step

−∆tf(vn, tn) = θ−1
(
M vn −M vn−1

)
+ θ−1 (1− θ) ∆tf(vn−1, tn−1). (2.84)

For application of this approach, the vector f0 := f(v0, t0) has to be given for the first time in-
terval t ∈ ]t0, t1], if an implicit scheme θ 6= 1 is considered, whereas for all subsequent intervals,
expression (2.84) is applied.

2.2.1.2 System including Second Order Time Derivatives

For systems including second order time derivatives, two systems with first order time deriva-
tives, which are equivalent, are formulated

M
∂2u(t)

∂t2
= −f(u(t), t) in ]tn, tn+1], (2.85)

⇔ ∂u(t)

∂t
= v(t) and M

∂v(t)

∂t
= −f(u(t), t) in ]tn, tn+1]. (2.86)

This system includes the constant matrix M, the time- and state-dependent vector-valued func-
tion f , and the unknown time-depend vector-valued state vectors displacement u and velocity
v. Introducing the approximation (2.82) for the time derivatives of velocity v(t) and displace-
ment u(t) and eliminating of the velocity vn+1 leads to the following relation for the unknown
displacement un+1

Mun+1 + (θ∆t)2 f(un+1, tn+1) = M (un + ∆tvn)− (1− θ) θ∆t2f(un, tn). (2.87)

Herein, the displacement un is again either known from the initial conditions or the solution of
a previous time interval and the velocity vn can be computed by

vn = −(1− θ)
θ

vn−1 +
un − un−1

θ∆t
. (2.88)

2.2.1.3 Notation for Temporal Discretization

To allow for a compact presentation of the time-discrete formulations, the following notation is
used. The evaluation of a state u(t) or the function f(u(t), t) at the intermediate point in time
tn+θ = θtn+1 + (1− θ) tn is defined as follows

un+θ := θun+1 + (1− θ)un, (2.89)
fn+θ := θf(un+1, tn+1) + (1− θ) f(un, tn). (2.90)

The discrete first and second order time derivatives at the intermediate point in time are denoted
by

∂̃t [v]n+θ :=
vn+1 − vn

∆t
= θ∂̃t [v]n+1 + (1− θ) ∂̃t [v]n , (2.91)

∂̃2
t [u]n+θ :=

un+1 − un
θ∆t2

− vn
θ∆t

= θ∂̃2
t [u]n+1 + (1− θ) ∂̃2

t [u]n . (2.92)
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The discrete time derivatives at the end point in time tn+1 are given, according to the One-Step-
θ scheme, as

∂̃t [v]n+1 :=
vn+1 − vn
θ∆t

− 1− θ
θ

∂̃t [v]n , (2.93)

∂̃2
t [u]n+1 :=

un+1 − un
θ2∆t2

− vn
θ2∆t

− 1− θ
θ

∂̃2
t [u]n . (2.94)

For time-discrete L2-inner products integrated on time-dependent current domains, the fol-
lowing notation is used

(a, b)Ω∗n+1,n+θ :=

∫
Ω∗(tn+1)

((a ◦ Ξ)� (b ◦ Ξ))n+θ ◦ Ξ−1n+1 dΩ∗

=θ

∫
Ω∗(tn+1)

((a ◦ Ξ)� (b ◦ Ξ))n+1 ◦ Ξ−1n+1 dΩ∗

+ (1− θ)
∫

Ω∗(tn+1)

((a ◦ Ξ)� (b ◦ Ξ))n ◦ Ξ−1n+1 dΩ∗. (2.95)

Herein, Ξn := Ξ
(
χ, tn

)
denotes the mapping between reference and current configuration at

a specific point in time t = tn. When using the compact notation (2.95), occurring discrete
time derivatives have to be evaluated as: (∂̃t [b] ◦ Ξ)n∗ = ∂̃t [b ◦ Ξ]n∗ . For time-discrete L2-inner
products integrated on the material domains, the following notation is used

(a, b)Ω∗0,n+θ :=

∫
Ω∗0

(a� b)n+θ dΩ∗0

=θ

∫
Ω∗0

(a� b)n+1 dΩ∗0 + (1− θ)
∫

Ω∗0

(a� b)n dΩ∗0. (2.96)

This simplified form of (2.95) results from the mapping Ψ = const(t) between reference con-
figuration and material configuration for the Lagrangian observer that is constant in time.

Application of the presented notation to the systems introduced in Sections 2.2.1.1 and 2.2.1.2
results in the compact notation

M ∂̃t [v]n+θ = −fn+θ︸ ︷︷ ︸
equivalent to (2.82)

and M ∂̃2
t [u]n+θ = −fn+θ︸ ︷︷ ︸
equivalent to (2.87)

. (2.97)

2.2.2 Spatial Discretization: The Boundary-Fitted Finite Element
Method

In the following section, the spatial discretization of the weak forms (2.21), (2.33), and (2.56) by
the continuous Galerkin Finite Element Method (cG-FEM) for boundary-fitted discretizations
is discussed. This serves as a basis for the unfitted Finite Element Method, the CutFEM, which
will be discussed in Chapter 3.

To discretize the continuous problem, the domain of interest Ω∗(i.e., ΩS
0,Ω

F,ΩP, or ΩP
0 ), on

which the weak form is integrated, is approximated by a discrete domain Ω∗h ≈ Ω∗. Automati-
cally, the resulting discrete outer boundary ∂Ω∗h leads to a discrete representation of all bound-
aries such as Γ∗,Nh and Γ∗,Dh .

43



2 Fundamentals for the Finite Element Solution of FSCI and FPSCI

To enable numerical calculations using the FEM, a computation mesh is required. This mesh
consists of a set of n∗ele elements with non-overlapping domain Ω∗Th,e of every element e. Mostly,
the element types are triangles, tetrahedra, quadrilaterals or hexahedrals depending on the spatial
dimension of the considered problem. The characteristic geometric length of an element (e.g. a
specific edge length or the volume equivalent diameter) is called the element size h. The domain
covered by the computational mesh Ω̆∗Th results from the union of all element domains Ω∗Th,e.

Ω̆∗Th =

n∗ele⋃
e=1

Ω∗Th,e (2.98)

In the case of a boundary-fitted mesh, the approximated discrete domain Ω∗h and the domain
represented by the elements Ω̆∗Th are equal.

boundary-fitted: Ω∗h = Ω̆∗Th . (2.99)

The geometry of an element Ω∗Th,e is specified by the position xi of node i = 1...n∗nod,e of n∗nod,e

element nodes, which are specific points inside the element or on its boundary. For the cG-FEM,
neighboring elements share their nodes at common faces or edges, which results in a smaller
number of global nodes n∗nod in Ω̆∗Th as the sum of all element nodes n∗nod ≤

∑n∗ele
e=1 n

∗
nod,e. A

common edge (d = 2) or a common face (d = 3) of element i and element j is given by the
common part of the element outer boundary: F∗i,j = ∂Ω∗Th,i ∩ ∂Ω∗Th,j , i 6= j, i, j = 1...n∗ele. The
set of all inner faces of a discretization is denoted by FΩ̆∗Th

=
{
F∗i,j : i, j = 1...n∗ele, i < j

}
.

For each element domain Ω∗Th,e, a local coordinate system with coordinate ξ and a specific
coordinate range in the domain Ω∗Th,e,loc (which solely depends on the element type), is de-
fined. Based on this local coordinate ξ, n∗nod,e Lagrange polynomials Ñi

(
ξ
)

of polynomial de-
gree p with i = 1...n∗nod,e are defined for all element types. The Lagrange polynomials fulfill:∑n∗nod,i

i=1 Ñi

(
ξ
)

= 1, Ñi

(
ξ
i

)
= 1, and as a result: Ñi

(
ξ
j

)
= 0 with i 6= j, i, j = 1...n∗nod,e.

Herein, ξ
i

are the local coordinates at the respective element node i. The consideration of alter-
native functions to Lagrangian polynomials, such as NURBS, is beyond the scope of this thesis.
Due to the aforementioned properties, these shape functions Ñi

(
ξ
)

can be applied to interpolate
any quantity defined at the nodal positions inside of the element. Applying the isoparametric
concept, any position x of a given local coordinate ξ inside the element can be computed by the
nodal positions xi

x
(
ξ
)

=

n∗nod,e∑
i=1

Ñi

(
ξ
)
· xi in Ω∗Th,e. (2.100)

The element-specific mapping Υe from the element local coordinate system (coordinate ξ) to the
global coordinate system (coordinate x) can therefore be defined as

Υe

(
ξ
)

:

{
Ω∗Th,e,loc → ΩTh,e,

ξ 7→ Υe

(
ξ
)

= x
(
ξ
)
.

(2.101)
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Application of the mapping Υe on (2.100) for every element allows defining the shape function
Nj (x) in the global coordinate system

Nj (x) =

n∗ele∑
e=1

Nj (x)|Ω∗Th,e
, with Nj (x)|Ω∗Th,e

= Ñi

(
Υ−1e (x)

)∣∣∣
Ω∗Th,e

, (2.102)

with the local index i = 1...n∗nod,e specifying the nodes of a single element Ω∗Th,e and the global
index j = 1...n∗nod specifying all nodes in Ω̆∗Th . For all global nodes j which are not connected to
the element e, the shape function of node j is zero in element e. Making use of (2.102), a finite-
dimensional approximation of the continuous scalar field a or vector field a can be obtained by
its nodal values aj and aj , respectively.

a (x) ≈ ah (x) =

n∗nod∑
j=1

Nj (x) aj and a (x) ≈ ah (x) =

n∗nod∑
j=1

Nj (x) aj in Ω̆∗Th . (2.103)

If the quantity a(t) or a(t) is depending on time, for the approximation solely the nodal values
aj(t) or aj(t) depend on time but not the shape functions Nj (x) as long as the domain ΩTh,e
and therefore the mapping Υe do not change in time. In the case the domain ΩTh,e and therefore
the mapping Υe is time-dependent (e.g. for an ALE fluid formulation as a result of the time-
dependent domain ΩF), there is still a constant reference configuration in which the nodal shape
functions are constant in time. The discrete function space for the approximations (2.103) is then
given by all shape functions

Nh =

{
ah ∈ span

1≤j≤n∗nod

[Nj (x)]

}
and N d

h =

{
ah ∈ span

1≤j≤n∗nod

[Nj (x)]d
}
. (2.104)

It should be pointed out, that due to the shared boundary nodes of neighboring elements, there is
only one shape function Nj (x) per node, which leads to a continuous approximation space on
the boundaries between elements.

In the following, the approximation (2.103) will be used to discretize the respective unknowns
and the test functions of the structural, the fluid and the poroelastic weak form leading to a
so-called Bubnov-Galerkin method. In general, the primal unknowns and the test functions
could be discretized by different discrete approximation spaces leading to a so-called Petrov-
Galerkin method. This will not be considered for the discretization of the governing equations
in the domains, but for the discretization of the contact Lagrange multiplier on the interface
(see Section 5.3.2). In the following, the spatial discretization approach will be applied to derive
a discrete formulation in each domain separately, starting from a semi-discrete (time discrete)
form.

2.2.2.1 Notation for Spatial Discretization

The expression 〈∗, ∗〉F∗ indicates the sum of all L2-inner products integrated on all faces F of
the set F∗

〈∗, ∗〉F∗ =
∑
F∈F∗

〈∗, ∗〉F . (2.105)
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For quantities evaluated at a specific face F , the jump operator is given by: [[∗]]F = [[∗]] =(
∗+
F − ∗

−
F
)
. The “+” and “−” sign herein specifies the evaluation of quantity “∗” in positive or

negative face normal direction. As this jump operator evaluated on a face is solely applied for
symmetricL2-inner products of type 〈[[∗]] , [[∗]]〉F , the choice of the normal orientation is arbitrary
as it cancels out.

2.2.3 Structure
For the discretization of the continuous structural problem presented in Section 2.1.4, first, the
temporal discretization of the balance of momentum in the formulation of the equation (2.15)
according to equation (2.87) is performed. To result in a discrete formulation, this semi-discrete
formulation has to be additionally discretized in space. Therefore, a time-discrete weak formu-
lation, similar to the time continuous weak form (2.21), is derived. Then, a spatial discretization
of this formulation is performed by the FEM as presented in Section 2.2.2. The test function δuS

and semi-discrete displacement uS
n+1 are analogously discretized to (2.103) by a computational

mesh consisting of nS
ele elements and nS

nod computational nodes. This approximation for the point
in time t = tn+1 is denoted by δuS

h (does not depend on time) and uS
h,n+1. The discrete counter-

part of the derived quantities, defined as continuous quantities in Section 2.1.4, are indicated by
an additional subscript h. The vector uS

n+1 includes all nodal displacements. At a specific node
with a global index j = 1...nS

nod, the nodal displacement is denoted as uS
j,n+1. The incorporation

of Dirichlet boundary conditions on ΓS,D
0 leads to the following solution and test function spaces

of the discrete approximation

SuS,h,n+1 =
{
uS

h ∈ N d
h

(
ΩS

0,h

) ∣∣∣uS
h = ûS (tn+1) on ΓS,D

0,h

}
,

TδuS,h =
{
δuS

h ∈ N d
h

(
ΩS

0,h

) ∣∣∣δuS
h = 0 on ΓS,D

0,h

}
. (2.106)

Then, the resulting discrete structural problem can be formulated.
Find uS

h,n+1 ∈ SuS,h,n+1 such that for all δu
S
h ∈ TδuS,h:

WS
h,n+1

[
δuS

h,u
S
h,n+1

]
= 0, (2.107)

with the resulting discrete form

WS
h,n+1

[
δuS

h,u
S
h,n+1

]
=
(
δuS

h, ρ
S
0 ∂̃

2
t

[
uS

h

])
ΩS

0,h,n+θ
+
(
∇0δu

S
h,P

S
h

)
ΩS

0,h,n+θ

−
(
δuS

h, ρ
S
0 b̂

S

0

)
ΩS

0,h,n+θ
−
〈
δuS

h, ĥ
S,N

0

〉
ΓS,N

0,h ,n+θ
. (2.108)

It should be highlighted that the potential interface term on ΓS,I
0,h is not included in the discrete

weak form in contrast to the presented continuous weak form (2.22). For non-coupled problems,
this term does not exist and for coupled problems a specific form of this contribution will be
added depending on the applied numerical approach, as presented in the following chapters. To
allow for a compact presentation of this weak form, the notation given in Section 2.2.1.3 is used.
The resulting system depends solely on the displacement uS

h,n+1 at tn+1 for given displacement
uS

h,n and velocity ∂̃t
[
uS

h

]
n

at t = tn. Selecting (nS
nod · d) independent discrete test functions
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(
δuS

h

)
1
...
(
δuS

h

)
(nS

nod·d)
and expressing the discrete displacements by the vector of its nodal val-

ues uS
n+1 according to the definition (2.103), leads to a system of nonlinear equations, which can

be written in vector notation as

RS
n+1

(
uS
n+1

)
:= AS

n+1

(
uS
n+1

)
+ FS

n+1 = 0. (2.109)

The structural residual vector RS
n+1 consists of AS

n+1, which includes all displacement-dependent
contributions at t = tn+1, and FS

n+1, which includes prescribed non-displacement-dependent
contributions (such as the Neumann load or the body force) and all contribution arising from the
previous point in time t = tn. Finally, this nonlinear system of equations has to be solved for the
unknown displacement vector uS

n+1. This aspect will be discussed in Section 2.3.

2.2.4 Fluid

In this section, a numerically solvable finite-dimensional discrete formulation for the continuous
fluid problem, discussed in Section 2.1.5, is presented. As a first step, temporal discretization
of the point-wise equations (2.27) and (2.28) with the time-discrete relation (2.82), which is
based on the One-Step-θ scheme, is performed. A subsequent derivation of a time-discrete weak
formulation (similar to the continuous weak form (2.33)) followed by a discretization in space
by the FEM according to Section 2.2.2 has to be performed. Therein, the test functions δvF

and δpF, the semi-discrete velocity vF
n+1, and the semi-discrete pressure pF

n+1 are discretized
by the approximations given in (2.103) with a corresponding computational mesh consisting of
nF

ele elements and nF
nod computational nodes. These approximations are denoted by δvF

h and δpF
h

for the test functions and vF
h,n+1 and pF

h,n+1 for velocity and pressure at t = tn+1. The vectors
consisting of all nodal velocities and nodal pressures are denoted by vF

n+1 and pF
n+1

, respectively.
At a specific node with a global index j = 1...nF

nod, the nodal velocity vector and pressure is
given as vF

j,n+1 and pF
j,n+1

. The resulting discrete test function and solution spaces for velocity
and pressure with incorporated Dirichlet boundary conditions on ΓF,D are

SvF,h,n+1 =
{
vF

h ∈ N d
h

(
ΩF

h

) ∣∣∣vF
h = v̂F (tn+1) on ΓF,D

h

}
, SpF,h =

{
pF

h ∈ Nh

(
ΩF

h

)}
,

TδvF,h =
{
δvF

h ∈ N d
h

(
ΩF

h

) ∣∣∣δvF
h = 0 on ΓF,D

h

}
, TδpF,h =

{
δpF

h ∈ Nh

(
ΩF

h

)}
. (2.110)

Remark 2.8 (Time dependence of fluid test function and solution spaces). Applying the ALE
formulation and including moving boundaries in principle results in time-dependent discrete
test function and solution spaces due to the time-dependent domain ΩF

h,n+1 6= ΩF
h,n, if expressed

in current configuration. Still, if formulated in the reference configuration, no time dependence
of these spaces occurs due to the domain change and therefore the temporal index is omitted.

Then, the resulting discrete formulation of the fluid problem is formulated.
Find

(
vF

h,n+1, p
F
h,n+1

)
∈ SvF,h,n+1 × SpF,h such that for all

(
δvF

h , δp
F
h

)
∈ TδvF,h × TδpF,h:

WF
h,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
= 0. (2.111)
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The form resulting from the derivation and including an additional stabilization contribution
WF
Sh,n+1 is

WF
h,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
=
(
δvF

h , ρ
F∂̃t
[
vF

h

])
ΩF

h,n+1,n+θ

+
(
δvF

h , ρ
F
(
vF

h − ∂̃t
[
uG

h

])
·∇vF

h

)
ΩF

h,n+1,n+θ
−
(
∇·δvF

h , p
F
h

)
ΩF

h,n+1,n+θ

+
(
εF(δvF

h), 2µFεF(vF
h)
)

ΩF
h,n+1,n+θ

−
(
δvF

h , ρ
Fb̂

F
)

ΩF
h,n+1,n+θ

−
〈
δvF

h , ĥ
F,N
〉

ΓF,N
h,n+1,n+θ

+
(
δpF

h ,∇·vF
h

)
ΩF

h,n+1,n+θ
+WF

Sh,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
. (2.112)

As for the structural problem, the potential interface term on ΓF,I
h is not included in the discrete

weak form and specific formulations of this term will be added for the coupled problem in
the subsequent chapters. Details on the stabilization of the discrete fluid problem byWF

Sh,n+1 are
presented in Section 2.2.4.1. Insertion of all definition in Section 2.2.1.3, leads to a system solely
depending on the discrete state

(
vF

h,n+1, p
F
h,n+1

)
at a new point in time t = tn+1 for a given state(

vF
h,n, p

F
h,n

)
at time t = tn. In the case a moving mesh is applied, the grid motion is considered

to be given.
Selecting (nF

nod·(d+1)) independent discrete test functions
(
δvF

h , δp
F
h

)
1
...
(
δvF

h , δp
F
h

)
(nF

nod·(d+1))

and making use of definition (2.103) leads to a system of nonlinear equations which are depend-
ing on the vectors of nodal velocities vF

n+1 and nodal pressure vectors pF
n+1

. In vector notation,
this system can be written as

RF
n+1

(
vF
n+1,p

F

n+1

)
:= AF

n+1

(
vF
n+1,p

F

n+1

)
+ FF

n+1 = 0. (2.113)

The fluid residual vector RF
n+1 is build up by AF

n+1, which contains all velocity and pressure-
dependent contributions at t = tn+1, and FF

n+1 which includes prescribed non-velocity and non-
pressure-dependent contributions as well as contributions depending on the state of the previous
point in time t = tn. For solving the fluid problem, this system of nonlinear equations has
to be solved for the state vectors (vF

n+1,p
F
n+1

) at every time step, which will be discussed in
Section 2.3.

2.2.4.1 Stabilization of the Discrete Fluid Problem

In contrast to the continuous weak form (2.27), the discrete weak form (2.111) has to contain
an additional stabilization contributionWF

Sh,n+1. The necessity for these additional terms arises
from different types of discrete instabilities. As it can be seen from the definition of the discrete
spaces for velocity and pressure (2.110) and the underlying discrete spaces (2.104), shape func-
tions of equal polynomial order p are utilized for velocity and pressure. For such equal-order
interpolations the Ladyzhenskaya-Babuška-Breezi (LBB) condition is violated, prohibiting the
convergence of the numerical error for such a scheme. Discretizations that directly lead to LBB-
stable pairs of velocity and pressure are not considered within this thesis. Additionally, a local
loss of control over the convective term in combination with the requirement to ensure sufficient
control on the incompressibility can lead to computed solutions which are non-physical.
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2.2 The Discrete Problem: Discretization of the Continuous Problem

There are several approaches, which lead to different stabilization contributions WF
Sh,n+1, to

overcome these issues. A comparison of the classical residual-based, the face-oriented and the
local projection-based stabilization method for incompressible flow problems is given by Braack
et al. [34]. Stabilization techniques based on the residual-based variational multiscale framework
combine a streamline-upwind-Petrov-Galerkin (SUPG), a pressure-stabilizing-Petrov-Galerkin
(PSPG) and a least-squares incompressibility constraint (Grad-Div) stabilization. Although resi-
dual-based stabilization provides one possible stabilization technique suitable for the considered
problem, this technique is not applied in the numerical examples presented in this thesis. Further
details on the residual-based variational multiscale framework can be found in e.g. Hughes et al.
[128]. The reader is referred to the theses of Shahmiri [198], Rasthofer [177] and Schott [187]
for the application of residual-based techniques on similar problem configurations (including
CutFEM).

In this thesis, the face-oriented stabilization (FOS) for d = 3, also called edge-oriented sta-
bilization (EOS) for d = 2 or continuous-interior penalty method (CIP) is applied exclusively.
This technique goes back to Douglas and Dupont [77], where a penalty on the jump of normal
derivatives on edges between elements was applied. An analysis of the FOS for the advection-
diffusion problem was presented by Burman and Hansbo [43], for the Stokes problem by Bur-
man and Hansbo [44], the linear fluid problem by Burman et al. [50], and for the time-dependent
Navier–Stokes equations by Burman and Fernández [40].

In the FOS technique, the jumps of derivatives integrated on all inner faces of the fluid dis-
cretization FΩF

h,n+1
are penalized. For a continuous velocity and pressure solution, such a stabi-

lization approach is weakly consistent. A fully implicit treatment for the time-discretization of
the stabilization as presented by Burman and Fernández [41] is applied. Then, the stabilization
contribution are given as

WF
Sh,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
= (2.114)〈

τF
u

[[
∇δvF

h

]]
,
[[
∇vF

h

]]〉
F

ΩF
h,n+1

,n+1
(2.115)

+
〈
τF
p

[[
∇δpF

h

]]
,
[[
∇pF

h

]]〉
F

ΩF
h,n+1

,n+1
(2.116)

+
〈
τF
div

[[
∇·δvF

h

]]
,
[[
∇·vF

h

]]〉
F

ΩF
h,n+1

,n+1
. (2.117)

Herein, line (2.115) accounts for convective instabilities, line (2.116) enables the use of equal
order interpolation for velocity and pressure, and line (2.117) facilitates additional control on the
incompressibility constraint. The occurring parameters τF

p , τ
F
u and τF

div, which are constant for
each face F , are defined as

τF
u = γu

(
ρF
∣∣∣∣∣∣vF

h − ∂̃t
[
uG

h

]∣∣∣∣∣∣
∞,F

)2

h3
F
(
ΦF
F
)−1

,

τF
p = γph

3
F
(
ΦF
F
)−1

, τF
div = γdivhFΦF

F ,

with ΦF
F = µF + hFcvρ

F
∣∣∣∣∣∣vF

h − ∂̃t
[
uG

h

]∣∣∣∣∣∣
∞,F

+ h2
Fct

ρF

θ∆t
. (2.118)

The constants therein are set to γp = 0.05, γu = 0.05 , γdiv = 10−3γp, ct = 1/12, ck = 1, cv =
1/6. This definition equals the choice in Schott et al. [189, 190] and Massing et al. [149]. The
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norm of the convective velocity
∣∣∣∣∣∣vF − ∂̃t

[
uG

h

]∣∣∣∣∣∣
∞,F ,n+1

equals the maximal velocity component

within both elements ΩF
Th,i and ΩF

Th,j connected to the face F = Fi,j . The mesh size parameter
hF characterizes the maximum diameter of both elements connected to the face F .

2.2.5 Poroelasticity

As for the pure structural and fluid problem, a numerically solvable finite-dimensional formula-
tion of the continuous poroelastic problem, given in Section 2.1.6, is presented. In this formu-
lation the porosity φ is not considered as an additional primary unknown. It is based on one of
the presented formulations by Vuong et al. [216] and Vuong [215], that are applying an alterna-
tive numerical stabilization approach (see Section 2.2.5.1). In a first step, the point-wise equa-
tions to be solved (2.43), (2.44) and (2.46) are discretized in time by the One-Step-θ scheme.
Therefore, the time-discrete relations (2.82) and (2.86) are applied to approximate the tempo-
ral derivative of first- and second-order. Based on the resulting equations, a time-discrete weak
formulation is derived (similar to the derivation of the continuous weak form (2.56)). Finally,
the spatial discretization by the FEM according to Section 2.2.2 is performed. The test functions
δvP, δuP, δpP and the semi-discrete fluid velocity vP

n+1, skeleton displacement uP
n+1, fluid pres-

sure pP
n+1 are discretized with approximation (2.103) by a computational mesh consisting of nP

ele

elements and nP
nod computational nodes. The discretized poroelastic test functions are denoted by

δvP
h , δu

P
h , δp

P
h and the primary unknowns by vP

h,n+1,u
P
h,n+1, p

P
h,n+1 at the point in time t = tn+1.

The discrete counterparts of all derived quantities, defined as continuous quantities in Section
2.1.6, are indicated by an additional subscript h. The vectors including all nodal velocities, nodal
displacements and nodal pressures are denoted by vP

n+1,u
P
n+1, and pP

n+1
, respectively. At a spe-

cific node with a global index j = 1...nP
nod, the nodal velocity vector, nodal displacement vector,

and nodal pressures is given as vP
j,n+1,uP

j,n+1, and pP
j,n+1

, respectively. Consequently, the result-
ing discrete test function and solution spaces for velocity, displacement and pressure including
incorporated Dirichlet boundary conditions on ΓP,D

0 or ΓPF,D are

SvP,h,n+1 =
{
vP

h ∈ N d
h

(
ΩP

h

) ∣∣∣vP
h · nP

h = v̂P,n (tn+1) on ΓPF,D
h

}
,

SuP,h,n+1 =
{
uP

h ∈ N d
h

(
ΩP

0,h

) ∣∣∣uP
h = ûP (tn+1) on ΓP,D

0,h

}
,

SpP,h =
{
pP

h ∈ Nh

(
ΩP

h

)}
,

TδvP,h =
{
δvP

h ∈ N d
h

(
ΩP

h

) ∣∣∣δvP
h · nP

h = 0 on ΓPF,D
h

}
,

TδuP,h =
{
δuS

h ∈ N d
h

(
ΩP

0,h

) ∣∣∣δuP
h = 0 on ΓP,D

0,h

}
,

TδpP,h =
{
δpP

h ∈ Nh

(
ΩP

h

)}
. (2.119)

In principle, all porous flow solution and test function spaces are time-dependent due to the
deformation and formulation of the governing equations in the current configuration. Just as for
the fluid discretization this is not indicated by an additional subscript as the function spaces are
not depending on time if formulated in the corresponding reference configuration.

Then, the resulting discrete formulation of the poroelastic problem can be formulated.
Find

(
vP

h,n+1,u
P
h,n+1, p

P
h,n+1

)
∈ SvP,h,n+1×SuP,h,n+1×SpP,h such that for all

(
δvP

h , δu
P
h , δp

P
h

)
∈
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TδvP,h × TδuP,h × TδpP,h:

WP
h,n+1

[(
δvP

h , δu
P
h , δp

P
h

)
,
(
vP

h,n+1,u
P
h,n+1, p

P
h,n+1

)]
= 0. (2.120)

The form resulting from the derivation including an additional stabilization contributionWP
Sh,n+1

for the discrete problem is:

WP
h,n+1

[(
δvP

h , δu
P
h , δp

P
h

)
,
(
vP

h,n+1,u
P
h,n+1, p

P
h,n+1

)]
=
(
δpP

h , ∂̃t [φh]
)

ΩP
h,n+1,n+θ

+
(
δpP

h , φh∇·∂̃t
[
uP

h

])
ΩP

h,n+1,n+θ
−
(
∇δpP

h , φh

(
vP

h − ∂̃t
[
uP

h

]))
ΩP

h,n+1,n+θ

+
〈
δpP

h , φhn
P
h ·
(
vP

h − ∂̃t
[
uP

h

])〉
∂ΩP

h,n+1,n+θ
+
(
δvP

h , ρ
F∂̃t
[
vP

h

])
ΩP

h,n+1,n+θ

−
(
∇·δvP

h , p
P
h

)
ΩP

h,n+1,n+θ
−
(
δvP

h , ρ
F∂̃t
[
uP

h

]
·∇vP

h

)
ΩP

h,n+1,n+θ

+
(
δvP

h , µ
Fφhk

−1
h · vP

h

)
ΩP

h,n+1,n+θ
−
(
δvP

h , µ
Fφhk

−1
h · ∂̃t

[
uP

h

])
ΩP

h,n+1,n+θ

−
(
δvP

h , ρ
Fb̂

PF
)

ΩP
h,n+1,n+θ

−
〈
δvP

h , ĥ
PF,NnP

h

〉
ΓPF,N

h,n+1,n+θ

+
(
δuP

h , ρ̃
PS

0 ∂̃2
t

[
uP

h

])
ΩP

0,h,n+θ
+
(
∇0δu

P
h ,P

P
h

)
ΩP

0,h,n+θ

+
(
δuP

h , µ
FJP

h φ
2
hk
−1
h · ∂̃t

[
uP

h

])
ΩP

0,h,n+θ
−
(
δuP

h , µ
FJP

h φ
2
hk
−1
h · vP

h

)
ΩP

0,h,n+θ

−
(
δuP

h , J
P
h φh

(
F P

h

)−T ·∇0p
P
h

)
ΩP

0,h,n+θ
−
(
δuP

h , ρ̃
PS

0 b̂
P

0

)
ΩP

0,h,n+θ
−
〈
δuP

h , ĥ
P,N

0

〉
ΓP,N

0,h ,n+θ

+WP
Sh,n+1

[(
δvP

h , δp
P
h

)
,
(
vP

h,n+1,u
P
h,n+1, p

P
h,n+1

)]
.

(2.121)

Not included herein are the potential interface terms on ΓP,I
h and ΓP,I

0,h which have to be treated
in the case of an interface-coupled problem. Whereas these terms do not exist for non-coupled
problems, different numerical approaches to incorporate the interface conditions, which will be
discussed in the following chapters, result in additional terms on these interfaces. The stabiliza-
tion contribtuion of the discrete poroelastic problem WP

Sh,n+1 is discussed in Section 2.2.5.1.
Insertion of all definitions in Section 2.2.1.3 as well as the relations for derived quantities in
Section 2.1.6, leads to a system solely depending on the discrete state

(
vP

h,n+1,u
P
h,n+1, p

P
h,n+1

)
at

a new point in time t = tn+1 for a given state
(
vP

h,n,u
P
h,n, p

P
h,n, ∂̃t

[
uP

h

]
n

)
at time t = tn.

Remark 2.9 (Discretization of the porosity time derivative ∂̃t [φh]). Due to the implicit definition
of the porosity φh,n+1 via the constitutive relation (2.51), and thus, by the dependence on the
state

(
vP

h,n+1,u
P
h,n+1, p

P
h,n+1

)
, special attention has to be paid to the treatment of the discrete

porosity time derivative ∂̃t [φh] in (2.121). As presented by Vuong [215], the partial derivatives
of the porosity φh w.r.t. the fluid pressure pP

h and the displacement uP
h and their corresponding

temporal derivatives are computed to formulate ∂̃t [φh].
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In analogy to the previous sections, to test the weak form (2.120), selecting (nP
nod · (2d + 1))

independent discrete test functions
(
δvP

h , δu
P
h , δp

P
h

)
1
...
(
δvP

h , δu
P
h , δp

P
h

)
(nP

nod·(2d+1))
and making

use of definition (2.103) leads to a system of nonlinear equations which are depending on the
vectors of nodal velocities vP

n+1, nodal displacements uP
n+1, and nodal pressure vectors pP

n+1
. In

vector notation, this system can be written as

RP
n+1

(
vP
n+1,u

P
n+1,p

P

n+1

)
:= AP

n+1

(
vP
n+1,u

P
n+1,p

P

n+1

)
+ FP

n+1 = 0. (2.122)

Herein, AP
n+1 includes all velocity, displacement, and pressure-dependent contributions at t =

tn+1. All prescribed non-velocity, non-displacement, and non-pressure-dependent contributions
as well as contributions depending on the state of the previous point in time t = tn are contained
in FP

n+1. The sum of both contributions, which is the poroelastic residual vector RP
n+1, has to

vanish. For solving the poroelastic problem, this system of nonlinear equations has to be solved
for the state vectors (vP

n+1u
P
n+1,p

P
n+1

) at every time step, which will be discussed in Section 2.3.

2.2.5.1 Stabilization of the Discrete Poroelastic Fluid Problem1

Analogous to the discrete fluid problem, the discrete weak form (2.120) includes an additional
stabilization contribution WP

Sh,n+1. This is necessary due to the discretization of velocity and
pressure (2.119) with discrete spaces constructed by shape functions of equal polynomial order
p and additionally to ensure control on the incompressibility. For the poroelastic problem, a
CIP stabilization, similar to the stabilization for the discrete fluid problem in Section 2.2.4.1, is
applied. With this technique, jumps of derivatives integrated on all inner faces of the poroelastic
discretization FΩP

h,n+1
are penalized. The stabilization contributions are given as

WP
Sh,n+1

[(
δvP

h , δp
P
h

)
,
(
vP

h,n+1,u
P
h,n+1, p

P
h,n+1

)]
=〈

τPp
[[
∇δpP

h

]]
,
[[
∇pP

h

]]〉
F

ΩP
h,n+1

,n+1
+
〈
τPdiv

[[
∇·δvP

h

]]
,
[[
∇·vP

h

]]〉
F

ΩP
h,n+1

,n+1
. (2.123)

Arising from the poroelastic equation (2.120), the reactive contribution is extended by the phys-
ical reaction coefficient herein. The stabilization parameters τPp , and τPdiv are constant on each
face F and are defined as follows

τPp = γph
3
F
(
ΦP
F
)−1

, τPdiv = γdivhFΦP
F , ΦP

F = h2
F

(
ck
µFφ̊

K̊
+ ct

ρF

θ∆t

)
. (2.124)

The constants are set to γp = 0.05, γdiv = 10−3γp, ct = 1/12, ck = 1. The set of faces FΩP
h,n+1

includes all inner faces between elements associated with the poroelastic discretization. The
mesh size parameter hF characterizes the maximum diameter of both elements connected to the
face F .

Remark 2.10 (Definition of the reactive contribution in the poroelastic stabilization (2.124)). In
this section and for all presented numerical examples, the constant initial scalar reactive con-
tribution (φ̊, K̊) for the reactive stabilization in the poroelastic domain is applied for simplicity.

1This section is adapted from the author’s publication [2].
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2.3 Nonlinear Solution Procedure

In the case of large variations in porosity or permeability, the actual computed quantities (φ,k)
should be utilized. However, this will lead to an additional nonlinearity in the system. Also in
case of a relevant anisotropy of the permeability tensor k, further adaptions to ΦP

F have to be
considered (for residual-based stabilization, see e.g. the work of Barrios et al. [17]).

2.3 Nonlinear Solution Procedure
The discretized formulations for the structural, the fluid and the poroelastic domain lead to sys-
tems of nonlinear equations (2.109), (2.113) and (2.122), which have to be solved for every time
step. Starting at the first time step with t ∈]t0, t1] with a given initial state vector at t = t0, the
unknown state at the first point in time t = t1 is computed. In general, making use of the previ-
ously computed state at t = tn repeatedly allows computing the subsequent state at t = tn+1. In
the case a fluid-structure interaction, fluid-poroelastic interaction, or fluid-poroelastic-structure
interaction problem is solved, some or all of the systems of nonlinear equations (2.109), (2.113)
and (2.122) are coupled. As the focus of this thesis is on strongly interacting systems, a mono-
lithic approach, where all discrete equations are solved simultaneously, is applied. Such a mono-
lithic scheme has already been applied e.g. for FSI in the works of Gee et al. [90], Heil [115]
and Küttler et al. [135]. The nonlinear system of equations to be solved, which corresponds to
the generic overall problem presented in Section 2.1.1 still neglecting the interfaces, is given by

RS
(
uS
n+1

)
RF
(
vF
n+1,p

F
n+1

)
RG
(
uG
n+1

)
RP
(
uP
n+1, v

P
n+1,p

P
n+1

)


n+1

= 0. (2.125)

Remark 2.11 (Mesh motion residual RG
(
uG
n+1

)
). The included mesh motion residual RG

(
uG
n+1

)
was not discussed in detail before. In case of considering an ALE formulation in the fluid do-
main ΩF this residual results from the governing equations of the grid motion. For all numerical
examples presented in this thesis, a pseudo-structural mesh motion formulation was applied,
and therefore the governing discrete equations to form the residual RG

(
uG
n+1

)
=̂RS

(
uG
n+1

)
are

already presented in Section 2.2.3. For the mesh motion the inertia term and the body force term
are omitted. This equation is solved for the vector of nodal displacements uG

n+1 of the computa-
tional fluid mesh.

Remark 2.12 (Incorporation of mesh motion displacement continuity for interface matching
discretizations). For all cases where interface matching discretization for the fluid domain and
the structural or poroelastic domain are applied, all nodal grid displacements in uG belonging
to the corresponding interface ΓFS

h or ΓFP
h are directly replaced by corresponding “physical”

displacements in uS or uP. This condensation procedure directly allows incorporating the con-
tinuity of displacements on the interface in a strong sense and therefore reduces the number of
equations that have to be solved since only grid displacements in the inside of the fluid domain
are solved.
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2 Fundamentals for the Finite Element Solution of FSCI and FPSCI

To solve the system of equations (2.125) numerically, an iterative Newton-Raphson-based
procedure is applied (with iteration counter i = 0, 1, 2, ...)

Solve: Cin+1 ·∆xi+1
n+1 = −Rin+1, (2.126)

Update: xi+1
n+1 = xin+1 + ωi∆xi+1

n+1, (2.127)

Check Convergence:
∣∣∣∣Ri+1

n+1

∣∣∣∣ ≤ εR and/or
∣∣∣∣∆xi+1

n+1

∣∣∣∣ ≤ ε∆x, (2.128)

where the problem residual Rin+1 is defined as

Rin+1 :=

[
RS
(
uS,i
n+1

)T
,RF

(
vF,i
n+1,p

F,i

n+1

)T
,RG

(
uG,i
n+1

)T
,RP

(
uP,i
n+1, v

P
n+1,p

P,i

n+1

)T]T
,

(2.129)

the overall state vector xin+1 as

xin+1 :=

[(
uS,i
n+1

)T
,
(
vF,i
n+1

)T
,
(
pF,i

n+1

)T
,
(
uG,i
n+1

)T
,
(
uP,i
n+1

)T
,
(
vP
n+1

)T
,
(
pP,i

n+1

)T]T
, (2.130)

and the linearization matrix Cin+1 as

Cin+1 :=
dRin+1

dx
. (2.131)

The principal iterative solution procedure consist of the three steps “solve”, “update”, and “check
convergence”.

Solve First, a linear system of equations has to be solved for the unknown state increments as
defined in (2.126). Therein, the residual vector Rin+1 as well as the linearization matrix Cin+1 are
computed by the state of the previous iteration xin+1. For the first iteration step i = 0, a predictor
computes an “initial guess” of the state x0

n+1 which is based on the state of the previous time
step(s). This linear system of equations has a block structure given from the underlying phys-
ical fields. While for “small” problem setups, a direct solution procedure of the entire system
is performed, an iterative block Gauss-Seidel preconditioned GMRES solver is applied for the
remaining systems. For preconditioning, each block Gauss-Seidel iteration is performed by in-
complete LU factorization (ILU) type preconditioning or an efficient algebraic multigrid (AMG)
type preconditioning in each matrix block. A unified framework for the solution of n-field cou-
pled problems is presented by Verdugo and Wall [214].

Update As a consecutive step, an update of the previous state vector by the computed state
increment is performed according to (2.127). This update involves a scalar damping parameter
ωi, chosen in the range ωi ∈]0, 1.0]. In case ωi = 1.0 is chosen, a full Newton update strategy
is performed, which leads to quadratic convergence of the residual close to the solution. Never-
theless, for the handling of strong nonlinearities, which means that the procedure may be started
far from the solution, including a damping with parameter ωi < 1.0 in the update step can in-
crease robustness of the solution procedure. Different variants for the definition of the damping
parameter ωi are possible. In all following numerical examples, simple strategies to specify the
damping parameter in order to increase robustness of the solution procedure are utilized.
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2.3 Nonlinear Solution Procedure

Check Convergence Finally, the convergence of the iterative procedure has to be checked.
An appropriate norm of the residual vector

∣∣∣∣Ri+1
n+1

∣∣∣∣ and/or the state increment vector
∣∣∣∣∆xi+1

n+1

∣∣∣∣
has to fall below a certain predefined tolerance ε∗. Then, the iterative procedure is stopped with
the solution state xi+1

n+1 and the computation of the subsequent time step is performed. Depend-
ing on the definition of the vector norm, the checks for all underlying physical fields can be
performed separately.

Remark 2.13 (Dependencies of Rin+1 for coupled problems). Up to now, the coupling of the dif-
ferent physical domains was not treated explicitly and therefore the specific residuals RS,RF,RG,
and RP depend solely on the unknowns of the respective physical field. In general, due to the
consideration of different coupling terms, additional dependencies arise. Considering, e.g., FSI
with an ALE fluid formulation including Nitsche-based coupling with fluid-sided interface stress
representation (see Section 3.3.2.1) leads to the following dependencies of the structural and
the fluid residual: RS

(
uS,i
n+1, v

F,i
n+1,p

F,i
n+1

)
, RG

(
uG,i
n+1,u

S,i
n+1

)
, and RF

(
vF,i
n+1,p

F,i
n+1

,uS,i
n+1,u

G,i
n+1

)
.

Therefore, the linearization matrix Cin+1 includes main diagonal blocks arising from the dis-
cretization of the field equations and additional off-diagonal blocks due to the coupling between
the different physical fields.

Remark 2.14 (Neglecting contributions in Cin+1). From the definition (2.131), the linearization
of all different residuals with respect to all degrees of freedom should be considered. Neverthe-
less, it can be seen from the computed numerical examples that not all components of the lin-
earization are required to solve the nonlinear system of equations. Therefore, to reduce the num-
ber of non-zero entries in the matrix Cin+1 and due to implementation reasons, some off-diagonal
coupling terms are treated in a fix-point manner and are not considered in the linearization. Out
of the formulations discussed in this chapter, the linearization of the fluid stabilization parame-
ters, specified in (2.118), are not considered.
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3 A Flexible Unfitted Formulation for
Fluid-Structure Interaction and More

Within this chapter, a flexible formulation for interface-unfitted fluid-structure interaction is
presented. The terms interface-unfitted or interface-fitted in this context denotes whether the
boundary of the computational fluid mesh does not match or matches the common interface of
the structure and the fluid respectively. The presented formulation serves also as basis for the
interface-unfitted fluid-poroelastic interaction and different modeling variants and numerical ap-
proaches to incorporate contact. Certain notes discussing these extensions are included in this
chapter. Still, the rigorous discussion of all additional aspects concerning these extensions is left
to the following chapters.

fit
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rf

ac
e

un
fit

te
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in
te
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e

Figure 3.1: Comparison of an interface-fitted vs. interface-unfitted computational fluid mesh for the discretization
of fluid-structure interaction problems in “close-to-contact” scenarios.

In Figure 3.1, the classical interface-fitted approach for FSI using a deforming computational
mesh for the fluid discretization and the alternative approach for FSI utilizing unfitted inter-
faces and a fixed computational fluid mesh are compared for a “close-to-contact” scenario. Both
approaches are suitable discretization approaches when considering moderate deformation and
motion of the solid domain for standard FSI configurations (see Figure 3.1 (left)). As soon as
potential contact between solid bodies has to be considered, this changes drastically. Hereby, ap-
plying an interface-fitted fluid discretization approach leads to a distortion of the fluid elements
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3 A Flexible Unfitted Formulation for Fluid-Structure Interaction and More

between the approaching solid bodies. To some extent, re-meshing algorithms allow to enlarge
the applicable range for such numerical approaches when considering “close-to-contact” scenar-
ios. Nevertheless, when real contact occurs, and as a consequence thereof topological changes
of the fluid domain arise, interface-fitted approaches are no longer applicable in practice. An
illustrative example for topological changes is, for example, the separation of the fluid domain
into two parts when analyzing the closing of a valve. Techniques which allow to use interface-
unfitted fluid meshes do not suffer from these limitations on the other hand. Therefore, these
approaches are the methods of choice for FSI computations including contact of solid bodies.

In the previous chapter, the basics for the numerical treatment of FSI problems by the FEM
with boundary- and interface-fitted computational meshes were presented. In order to fulfill the
requirements arising for the FSCI problem, in this chapter, an extension to unfitted fluid dis-
cretizations enabled by the CutFEM is given.

First, an introduction to all essential aspects for the application of the CutFEM on the fluid
domain in Section 3.1 is given. This includes the representation of unfitted boundaries and in-
terfaces, the underlying discretization, the ghost penalty stabilization, as well as selected details
on the geometric intersection. In the subsequent part, Section 3.2, the extension to handle mov-
ing boundary/interface problems is discussed. The weak imposition of interface conditions by
Nitsche-based methods and the resulting formulation of the overall coupled is presented in Sec-
tion 3.3. In addition to the commonly applied fluid-sided interface stress representation for the
incorporation of the conditions on an FSI interface also a solid-sided interface stress represen-
tation is introduced. Section 3.4 provides details on the applied nonlinear solution procedure
for the CutFEM FSI problem. The chapter is concluded with numerical tests in Section 3.5 to
validate the FSI formulation and a numerical example in Section 3.6 showing the general appli-
cability of the formulation.

3.1 The CutFEM for the Discretization of the Fluid
Domain

In this section all essential steps to discretize the Navier-Stokes equations (2.27) and (2.28) in
the fluid domain ΩF in the case of an unfitted computational mesh by the CutFEM are discussed.

3.1.1 Representation of Unfitted Boundaries and Interfaces

For boundary- and interface-fitted computational meshes, the location of present boundaries or
interfaces is directly given by the outer boundary of the discretization. As this information is
not directly available for unfitted computational meshes, an additional description of the bound-
aries/interfaces is required. Mainly two approaches are used for this purpose: the implicit and
the explicit representation.

The implicit representation of an evolving interface is typically specified by a scalar phase
indicator field (see e.g. the works of Hirt and Nichols [120] and Tezduyar et al. [209]) or by a
so-called Level-Set function, where the zero-level of an artificial scalar field, which is defined in
the overall computational domain, specifies the interface between different phases (see e.g. the
works of Sethian [197] and Nagrath et al. [159]). This interface representation is often applied
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3.1 The CutFEM for the Discretization of the Fluid Domain

for multi-phase flow computations, where typically one unfitted computational mesh is used for
the discretization of all fluid phases and thus no explicit interface is available. Solving a scalar
advection equation for a known velocity field allows taking moving interfaces into account. To
increase the accuracy of these approaches, enhanced discretizations near the interface are used
by Tezduyar et al. [209] and enriched discrete spaces (XFEM, CutFEM) are utilized by Chessa
and Belytschko [59], Groß and Reusken [104], Rasthofer et al. [178], Sauerland and Fries [185]
and Schott et al. [189].

In contrast to that, for applications where an embedded domain is discretized separately by an
interface-fitted discretization, an explicit representation can be utilized. This approach is often
applied to fluid domain decomposition applications (see e.g. the works of Massing et al. [151],
Schott et al. [190, 191], Shahmiri [198]), and FSI related applications (see e.g. the works of
Alauzet et al. [5], Burman and Fernández [42], Schott [187] and Schott et al. [192]), which are
the focus of this thesis. Thus, an explicit approach for the representation of the interface ΓF,I

h is
exclusively applied. Herein, the simultaneous solution of the structural or poroelastic equations
and the fluid problem in an FSI/FPI setup allows using the explicit interface description given
by the fitted discretizations of the domains ΩS

h or ΩP
h . The deformation of the fluid-structure

interface or fluid-poroelastic interface (for simplicity in the following considered as the general
fluid interface ΓF,I

h ) is therefore given by the computed displacement vectors uS or uP and the
initial geometry of the outer boundaries ∂ΩS

h or ∂ΩP
h .

3.1.2 Unfitted Discretization
In case of unfitted interfaces, the discrete fluid domain ΩF

h is not directly given by the domain
covered by the computational mesh Ω̆F

Th , as it is the case for boundary-fitted discretizations
(compare to relation (2.99))

unfitted: ΩF
h ⊆ Ω̆F

Th . (3.1)

Making use of the explicit interface representation described in Section 3.1.1, the non-fluid part
of the domain Ω0

h is “cut” out of Ω̆F
Th . In order to guarantee that the remaining domain equals

the fluid domain ΩF
h , it has to be ensured that the computational mesh covers at least the entire

fluid domain as specified in (3.1). The principal setup and notation for the CutFEM is presented
in Figure 3.2. The governing equations of the fluid, given by the weak form (2.111), have to
be fulfilled in the fluid domain solely. No interference from the non-fluid domain should occur.
Specifying the nodal shape functions to depend on the position of the interface ΓF,I

h and to vanish
in the non-fluid domain allows satisfying these criteria. By intersection of the computational
fluid mesh with the interface ΓF,I

h , the contained elements can be categorized into three different
types: uncut fluid elements in Ω̆F

Th,\ΓF,I , non-fluid elements in Ω̆F
Th,I , and intersected elements in

Ω̆F
Th,ΓF,I . First, the uncut fluid elements in the domain Ω̆F

Th,\ΓF,I are discretized in space similar
to the boundary-fitted case with Lagrange polynomial-based shape functions as introduced in
Section 2.2.2. For all elements in the domain Ω̆F

Th,I , which are not part of the fluid domain, a
vanishing contribution of the respective shape function at each node j = 1...nF

nod inside the
element is utilized for the discretization in space

Nj (x)|ΩF
Th,e

= 0 for e ∈ [1, nF
ele] with ΩF

Th,e ⊆ Ω̆F
Th,I . (3.2)
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ΩF
h,ΓF,I

Ω̆F
Th,\ΓF,I

Ω̆F
Th,I

ΩF
h,ΓF,I,I

FG
Ω̆F
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ΓF,N
h

ΓF,D
h

ΩF
h = Ω̆F

Th,\ΓF,I ∪ ΩF
h,ΓF,I

Ω̆F
Th,ΓF,I = ΩF

h,ΓF,I ∪ ΩF
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Ω̆F
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Ω0
h = Ω̆F

Th,I ∪ ΩF
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Figure 3.2: Basic concept for the applied CutFEM, where the discrete structural and/or the discrete poroelastic
domains Ω0

h = ΩS
h ∪ ΩP

h are embedded in the domain covered by the computational fluid mesh Ω̆F
Th .

This domain Ω̆F
Th can be segmented into the domain covered by uncut fluid elements Ω̆F

Th,\ΓF,I , the

domain covered by cut fluid elements Ω̆F
Th,ΓF,I and the domain covered by inactive elements Ω̆F

Th,I . The

domain covered by interface intersected fluid elements Ω̆F
Th,ΓF,I can be split into a subdomain which

is part of the fluid domain ΩF
h,ΓF,I and a subdomain which is not part of the fluid domain ΩF

h,ΓF,I,I .
The domain covered by “inactive” elements of the computational mesh, which are not part of the fluid
domain, is denoted by Ω̆F

Th,I . The domain covered by “active” elements of the computational mesh is
denoted by Ω̆F

Th,A. On the set of faces FG
Ω̆F
Th,A

, the ghost penalty stabilization operators are evaluated

(see Section 3.1.3 for details).

Application of these shape functions results in a vanishing contribution in the weak form (2.112)
inside of these elements, and thus, no artificial effect of the numerical method onto the fluid
domain arises.

Finally, the group of cut elements in the domain Ω̆F
Th,ΓF,I , which is not entirely contained

in the fluid domain due to the intersection by the interface ΓF,I
h is discussed. To represent sharp

discontinuities of velocity and pressure at the interface inside these elements, the shape functions
have to be modified. In the physical fluid part ΩF

h,ΓF,I of these elements, the standard shape
functions as introduced in Section 2.2.2 are applied, whereas in the non-fluid subdomain ΩF

h,ΓF,I,I
vanishing shape functions are used

Nj (x)|ΩF
Th,e

=

{
Nj (x) in ΩF

h,ΓF,I

0 in ΩF
h,ΓF,I,I

for e ∈ [1, nF
ele] with ΩF

Th,e ⊆ Ω̆F
Th,ΓF,I . (3.3)

Recalling the specification of the discrete spaces in (2.104) with the nodal shape functions de-
fined beforehand, allows specifying the discrete test function and solution spaces for a CutFEM
discretization as in (2.110). In the case of a moving boundary/interface problem, as this is the
case for FSI, these spaces SvF,h,SpF,h, TδvF,h and TδpF,h change in time due to the dependence of
the nodal shape function on the position of the interface ΓF,I

h . This aspect is discussed in Section
3.2 concerning temporal discretization.
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3.1 The CutFEM for the Discretization of the Fluid Domain

By making use of the previously defined shape functions for spatial discretization of the fluid
problem, the resulting discrete weak form (2.111) has to be integrated solely in the fluid domain
ΩF

h . For all elements in Ω̆F
Th,\ΓF,I , the standard Gaussian quadrature rule for numerical integration

of the L2-inner products is applied. Due to vanishing shape functions, no contributions to the
fluid weak form arise from elements in Ω̆F

Th,I and therefore no integration rule needs to be spec-
ified on these elements. The most significant difference in the integration of the fluid weak form
occurs for elements in Ω̆F

Th,ΓF,I solely. Only the subdomain belonging to the fluid domain has
to be integrated numerically, whereas the non-fluid subdomain does not contribute to the weak
form (2.111). As the geometry of the physical part is given by the outer boundary of the respec-
tive element ∂ΩF

Th,e and the interface ΓF,I
h , these volume cells are arbitrarily shaped polyhedrons.

Therefore, no standard quadrature rule is available for the volume integration of the cells and an
alternative approach is applied. This approach is described briefly in Section 3.1.4.

One aspect that should be highlighted considers all degrees of freedom (vF
j ,p

F
j

) at node j,

which do not have any support (Nj (x) = 0 in Ω̆F
Th). Due to the vanishing support of the corre-

sponding nodal test functions, vanishing equations in the discrete system (2.113) would occur.
To avoid ill-conditioning, these vanishing equations are explicitly removed and the final system
is not solved for these vanishing degrees of freedom. As a result, the number of fluid unknowns
is smaller than

(
nF

nod · (d+ 1)
)
.

Remark 3.1 (Evaluation of the CIP stabilization for CutFEM). It should be highlighted that for
the CutFEM the CIP fluid stabilizations (2.114) are only evaluated on the inner faces of the “ac-
tive” part of the fluid discretization FΩ̆F

Th,A,n+1
instead of all inner faces of the full discretization

FΩ̆F
Th

.

Remark 3.2 (Number of Considered DOF-sets). In order to simplify the previous presentation,
only one independent fluid state for the spatial discretization was considered at each computa-
tional node. In general, one computational node can have several shape functions corresponding
to different fluid domains. Details on DOF-set strategies for multiple DOF-sets are presented by
Schott [187], Schott and Wall [188]. These strategies are especially essential when considering
thin structures in FSI or two-phase flow.

3.1.3 Ghost Penalty Stabilization1

Due to the arbitrary position of the interface ΓF,I
h , which is given by the motion and deformation

of the embedded domains ΩS
h or ΩP

h , relative to the elements of the computational fluid mesh, the
numerical method has to be robust with respect to any intersection configuration. In particular,
interface positions which lead to a very small contribution of single discrete degrees of freedom
to the weak form (2.111), have to be treated properly. If not done so, such configurations can
lead to an ill-conditioned system of equations due to the decreased influence of single degrees of
freedom. Furthermore, a loss of discrete stability, due to the Nitsche-based approach for the im-
position of interface conditions (see Section 3.3.2.1 and Section 3.3.3), which relies on sufficient
control of the discrete fluid solution in the fluid domain ΩF

h extended by the domain ΩF
h,ΓF,I,I ,

1This section is adapted from the author’s publication [2].
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could occur. The “ghost” domain ΩF
h,ΓF,I,I includes the non-fluid subdomain aggregated from all

intersected elements.

Additional ghost penalty stabilization allows for the extension of the physical solution of the
fluid domain into the “ghost” domain. This can be achieved by adding an additional symmetric
and weakly consistent ghost penalty operator, similar to the CIP operators in (2.114), to the weak
form (2.111). Such a stabilization technique was first presented by Burman [38] and analyzed by
Burman and Hansbo [46] for the Poisson’s problem, extended to the Stokes problem by Burman
and Hansbo [47], Massing et al. [150], and to the Oseen problem by Massing et al. [149], Schott
and Wall [188]. The additional ghost penalty operators applied for all numerical examples are

WF
Gh,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
=∑

1≤j≤p

〈
τGP,jp

[[
∂jnδp

F
h

]]
,
[[
∂jnp

F
h

]]〉
FG

Ω̆F
Th,A,n+1

,n+1

+
〈
τGP,1div

[[
∇·δvF

h

]]
,
[[
∇·vF

h

]]〉
FG

Ω̆F
Th,A,n+1

,n+1

+
∑

1≤j≤p

〈
τGP,ju

[[
∂jnδv

F
h

]]
,
[[
∂jnv

F
h

]]〉
FG

Ω̆F
Th,A,n+1

,n+1
. (3.4)

Herein, ∂jn∗ denotes the j th derivative of ∗ in face F normal direction. In principle, these oper-
ators penalize deviations from an extended smooth solution of an extension of the discrete fluid
solution in ΩF

h into the “ghost” domain ΩF
h,ΓF,I,I . Contrary to the CIP operators (2.114), also

jumps of higher order derivatives of the pressure and the velocity are penalized. To guarantee
sufficient control of the solution in the “ghost” domain ΩF

h,ΓF,I,I , all non-vanishing derivatives
(up to polynomial order p) of the considered shape functions have to be considered. Furthermore,
additional viscous and reactive parts compared to the CIP stabilization are required, which are
included in the parameter τGP,ju . This operator is evaluated on all inner faces FΩ̆F

Th,A
between

“active” elements, with a least one element being a cut element in Ω̆F
Th,ΓF,I .

FG
Ω̆F
Th,A

=
{
FF
i,j ∈ FΩ̆F

Th,A

∣∣∣ΩF
Th,i ∩ ΓF,I

h 6= ∅ ∨ ΩF
Th,j ∩ ΓF,I

h 6= ∅
}

(3.5)

Remark 3.3 (Detail on the set of faces for the evaluation of the ghost penalty operators). As
this ghost penalty stabilization is only weakly consistent in case physically connected fluid re-
gions are linked via this stabilization, a more restrictive selection of the stabilization faces is
often performed. Hereby, all faces which are not connected to a fluid region on both sides are
excluded from the set FG

Ω̆F
Th,A

. Nevertheless, for single-phase flow and FSI in combination with

“thick” structures (compared to the fluid element size), both variants vary only for some spe-
cific cases. The more restrictive approach is applied in all numerical examples presented in
Chapters 3, 4, and 5 whereas definition (3.5) is directly applied in Chapters 6 and 7.
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The stabilization parameters of the ghost penalty stabilization are based on the CIP stabiliza-
tion parameters given in (2.118),

τGP,1p = τFp , τGP,2p = 0.05h2
Fτ

GP,1
p ,

τGP,1div = τFdiv,

τGP,1u = τFu + γGPν hFµ
F + γGPt h3

F
ρF

θ∆t
, τGP,2u = 0.05h2

F

(
τGP,1u + τGP,1div

)
. (3.6)

In the numerical examples presented in this thesis, either bi-linear quadrilateral elements for
d = 2 or tri-linear hexahedral elements for d = 3 are used for the discretization of the fluid
problem. Still, only derivatives up to order p = 2 are considered for the ghost penalty stabiliza-
tion, as this turned out to be sufficient for all performed computations including also discretiza-
tions based on tri-linear hexahedral elements. The parameters for the derivatives of first order
τGP,1p , τGP,1u and τGP,1div are chosen equally to the CIP parameters in (2.118), whereas the addi-
tional parameters in the viscous and reactive scaling are specified in the range γGPν ∈ [0.1, 0.5]
and γGPt ∈ [0.001, 0.005] if not denoted otherwise. Stabilization parameters for 2nd order deriva-
tives are based on the first order parameters, but include an additional weighting and scaling with
the mesh size parameter hF .

Combining the classical discrete weak form (2.112) with the additional ghost penalty contri-
bution results in the weak form for a CutFEM fluid:

WF,CUT
h,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
=

WF
h,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
+WF

Gh,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
. (3.7)

Remark 3.4 (Choice of ghost penalty operators). In order to reduce the number of different
ghost penalty operators, the velocity-based contributions related to the convective, viscous and
reactive part are combined in the same operator

〈[[
∂jnδv

F
]]
,
[[
∂jnv

F
]]〉
FG

Ω̆F
Th,A

in stabilization

parameter τGP,1u . For derivatives of order j > 1, also the incompressibility contribution is com-
bined into this operator, as can be seen in τGP,2u (3.6) (see also the work of Massing et al. [149]).

Remark 3.5 (Projection-based ghost penalty operators). In order to circumvent the necessity to
considering all normal derivatives of higher order polynomial-based shape functions, the ghost
penalty operator can also be constructed by local extrapolation-based ghost-penalty stabiliza-
tion. Therein, the solution and its extrapolation from one element in a patch is penalized against
the solution and the extrapolation of another element in the patch. For this approach, no deriva-
tives of the solution need to be considered. This approach was analyzed by Schein [186].

3.1.4 Numerical Integration and Geometric Intersection
As discussed in Section 3.1.2, for the numerical integration of the L2-inner products in inter-
sected elements ΩF

Th,e which are part of the domain Ω̆F
Th,ΓF,I , the approach developed by Sudhakar

[201], Sudhakar et al. [203] and Sudhakar and Wall [204] utilizing the divergence theorem, is ap-
plied. The basic algorithmic steps to apply this approach are elaborated in the following without
going into detail. In order to enable a similar numerical integration procedure as the accumula-
tive standard Gaussian quadrature, integration points (IPs) including a weight and position are
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3 A Flexible Unfitted Formulation for Fluid-Structure Interaction and More

determined for these elements. To create these IPs for one of these arbitrary polyheadrons, all
bounding polygonal surfaces (facets) defined by the intersection of the element boundary ∂ΩF

Th,e

and the interface ΓF,I
h have to be determined. Then, 2D IPs on these facets (created by triangu-

lation) are combined with 1D IPs on lines oriented in a predefined direction according to the
detailed description by Sudhakar et al. [203]. For evaluation of these facets, all element bound-
ary surfaces have to be geometrically intersected with the interface surfaces. To determine the
intersection points the required geometric operations including all special cases can be broken
down to the intersection of a single surface with a single line, the intersection of two lines, and
the computation of the normal distance of a point to a surface. To enable a robust treatment of
these basic geometric operations, critical configurations are treated by an increased computa-
tional precision (compared to double precision) making use of the CLN-library [108]. Without
further geometric operations, facets can be created based on these intersection points, which are
finally combined to the polyheadrons. As a subsequent step, a quadrature compression approach
optionally allows reducing the number of required volume IPs as presented by Sudhakar et al.
[205]. This compression strategy is not applied for the numerical examples presented in this
thesis.

3.2 The Moving Boundary Problem

When applying the CutFEM for incorporation of discontinuities on fixed boundaries and there-
fore in a fixed reference domain, the classical time-discretization as for the boundary-fitted case
(see Section 2.2.1 and 2.2.4) can be applied. In the case of moving boundaries or interfaces
ΓF,I

h this is not possible anymore due to the time-dependent domain ΩF
h,n+1 6= ΩF

h,n and the
time-dependent test function and solution spaces. To retain usability of all formulations and al-
gorithms developed for the unfitted fixed boundary problem, the temporal discretization based
on Space-time approaches as analyzed by Lehrenfeld [140] and Frei and Richter [86] are not
considered in the following. Time-stepping schemes for moving boundary problems in the con-
text of XFEM are analyzed by Fries and Zilian [87]. An analysis of time-discretization based
on the backward Euler for the moving boundary problem was presented by Zunino [240]. A
semi-Lagrangian approach were a Lagrangian observer of the fluid problem is applied close to
the moving interface for was introduced by Henke et al. [116]. As the focus of this thesis is on
the application of CutFEM based fluid discretizations in the context of coupled problems, the
development of highly accurate time-integration schemes for the CutFEM is not pursued herein
and left to future work. Instead, a simple time stepping procedure will be applied. Therein, a
constant fluid domain ΩF

h,n+1 at tn+1 (in reference configuration for the ALE case) for every time
interval t ∈ ]tn, tn+1] is assumed. This potentially limits the approach to first order convergence
of the temporal error for the One-Step-θ scheme. A theoretical error analysis for this strategy
is given by Lehrenfeld and Olshanskii [141]. Therein, a temporal convergence rate of order one
for the One-Step-θ scheme with θ = 1.0 and a temporal convergence rate of two for the second
order Backward differentiation formula (BDF2) is observed. This approach allows applying the
One-Step-θ time-discretization scheme as presented in Section 2.2.1 and 2.2.4. Therefore, all
contributions to the fluid weak form (2.111) are evaluated in the current domain ΩF

h,n+1, which
is defined by the current interface position ΓF,I

h,n+1 and additionally by the vector containing all

64



3.2 The Moving Boundary Problem

fluid grid displacements uG
n+1 in the ALE case. The discrete test function and solution spaces

SvF,h,n+1,SpF,h,n+1, TδvF,h,n+1 and TδpF,h,n+1 are defined at the end point t = tn+1 of the con-
sidered interval. By applying temporal and spatial discretization, integrals of the following type
required additional attention to be evaluated∫

ΩF
h,n+1

((ah ◦ Ξ)� (ah ◦ Ξ))n ◦ Ξ−1n+1 dΩF. (3.8)

Due to the equal reference domain at tn and tn+1 in case the interface is not moving (ΓF,I
h,n =

ΓF,I
h,n+1), the vector space containing ah,n◦Ξn equals the one containing ah,n+1◦Ξn+1. Therefore,

the term
(
ah,n ◦ Ξn

)
◦Ξ−1n+1 can be evaluated. In the case of a moving interface (ΓF,I

h,n 6= ΓF,I
h,n+1),

the vector space containing ah,n ◦Ξn is not equal to the one containing ah,n+1 ◦Ξn+1. In order to
allow an evaluation of terms of type (3.8), a projection Pan+1

[
ah,n ◦ Ξn

]
from the vector spaces

in reference configuration at t = tn to t = tn+1 needs to be available.
It should be pointed out that in case an Eulerian observer is used (see Remark 2.1), the vec-

tor spaces containing
(
ah,n ◦ Ξn

)
/
(
ah,n+1 ◦ Ξn+1

)
are equal to the ones containing ah,n/ ah,n+1.

Therefore, in the case of interface motion, the vector spaces containing ah,n and ah,n+1 are not
equal. In the following, time integration is discussed for an Eulerian observer. Nevertheless, the
following technique can be applied directly applied to the vector spaces in reference configura-
tion for an ALE observer.

Considering the actual occurring terms arising from the fluid time-discretization instead of
term (3.8), results in the required projection operators

Pv
F

n+1 : SvF,h,n → SvF,h,n+1 and Pp
F

n+1 : SpF,h,n → SpF,h,n+1 (3.9)

between the fluid solution spaces.
The discrete approximation of any quantity ah (x) in (2.103) is specified by its values aj at

all global nodes j and the nodal support, which is the space created by its nodal shape functions
Nj (x). The change of nodal support at the two instances in time t = tn and t = tn+1 for
the moving interface problem is exemplary visualized in Figure 3.3. Therein, three different
types of nodal support are distinguished. First, nodes with a cross do not have any support and
therefore do not contribute to the weak form (2.111). Second, nodes marked by a ring do have
nodal support in the cut domain Ω̆F

Th,ΓF,I and therefore a time-dependent solution space. Finally,
nodes with a bullet point have support solely in the uncut domain Ω̆F

Th,ΓF,I , and therefore, have a
solution space that is constant in time (considering an ALE formulation this holds only true for
the solution space expressed in reference configuration).

When the discussion is limited to a sufficiently small motion of the interface, seven cases
for the change of nodal support can be identified based on these three different types of nodal
support. These cases are given in Table 3.1. A projection operator Pan+1, which is based on the
projection of nodal quantities from aj,n to aj,n+1 depending on the corresponding case, can be
specified.

As there is no nodal support for nodes belonging to the cases “A” and “G” at tn+1, no projection
strategy has to specified. For nodes belonging to case “B” the nodal support does not change
between both time steps and therefore the nodal values are kept. All nodes belonging to cases
“D”, “E” and “F” do contribute to the discrete approximation at both points in time tn and tn+1.
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ΩF
h

Ω0
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F
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t = tn t = tn+1

Figure 3.3: Transition of the degrees of freedoms of velocity and pressure at single computational nodes for the
moving boundary problem.

Although the nodal support of these nodes potentially changes, a strategy where nodal values
are kept is applied. Finally, nodes assignable to case “C” with vanishing nodal support at tn and
non-vanishing nodal support at tn+1 require an appropriate extension strategy. In the rightmost
column of Table 3.1 the respective strategies are listed.

Table 3.1: Projection strategies for different occurring cases in the time-integration of the moving boundary problem

Case Nodal support Nodal support in domain Strategy

A × −→ × Ω̆F
Th,I −→ Ω̆F

Th,I none
B • −→ • Ω̆F

Th,\ΓF,I −→ Ω̆F
Th,\ΓF,I keep

C × −→ ◦ Ω̆F
Th,I −→ Ω̆F

Th,ΓF,I extend
D ◦ −→ ◦ Ω̆F

Th,ΓF,I −→ Ω̆F
Th,ΓF,I keep

E ◦ −→ • Ω̆F
Th,ΓF,I −→ Ω̆F

Th,\ΓF,I keep
F • −→ ◦ Ω̆F

Th,\ΓF,I −→ Ω̆F
Th,ΓF,I keep

G ◦ −→ × Ω̆F
Th,ΓF,I −→ Ω̆F

Th,I none

For strategy “keep”, which implies

Pv
F

n+1

[
Nj,n (x) vF

j,n

]
:= Nj,n+1 (x) vF

j,n, Pp
F

n+1

[
Nj,n (x)pF

j,n

]
:= Nj,n+1 (x)pF

j,n
(3.10)

at global node j, no specific technique is required. The approach for all nodes requiring strat-
egy “extend” is just briefly discussed in the following as details can be found in the work of
Schott [187] and Schott et al. [192]. Therein, a system of equations inspired by the ghost penalty
stabilization operators (equation (3.4)), is solved∑

1≤j≤p

〈
h2
F
[[
∂jnδv

F
h,n+1

]]
,
[[
∂jnP

vF

n+1

[
vF

h,n

]]]〉
FG

Ω̆F
Th,A,n+1

+
∑

1≤j≤p

〈
h2
F
[[
∂jnδp

F
h,n+1

]]
,
[[
∂jnP

pF

n+1

[
pF

h,n

]]]〉
FG

Ω̆F
Th,A,n+1

= 0. (3.11)
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Herein, all projections of nodal velocities or pressures, which where specified already by the
strategy “keep” in (3.10), are directly incorporated in a strong sense. Solving this system of
equations determines all remaining nodal values by a smooth spatial extension.

To simplify the presentation, only one set of degrees of freedom per node was considered in
this section. For a detailed presentation on time-integration for the moving boundary problem
considering multiple nodal DOF-sets the reader is referred to Schott [187], Schott and Wall
[188]. Therein, also an additional distinction of nodal degrees of freedom with support in the cut
domain into physical and “ghost” degrees of freedom is considered.

3.3 Weak Imposition of Interface Conditions

Combining the previously presented techniques allows tackling problems including fluid do-
mains with moving boundaries unfitted to the computational mesh as well as solid domains fit-
ted to the discretization as presented in the previous chapter. To include the interaction between
both domains, approaches to incorporate the interface coupling between these two domains for
unfitted FSI simulations, will be presented.

In general, different numerical approaches are applicable for the incorporation of interface
conditions to an overall problem. For “matching-grid” interfaces a strong imposition of the con-
dition into the discrete function space can be applied. Lagrange-multiplier-based methods suffer
from the difficulty to guarantee Inf-Sup stability for unfitted discretization. Due to the successful
application and mathematical analysis of the CutFEM with ghost penalty stabilization and the
weak imposition of boundary/interface conditions by Nitsche-based methods (see e.g. the works
of Burman and Fernández [42], Burman et al. [51] and Schott et al. [189, 190, 192]), this com-
bination is also selected here. In this thesis, the weak imposition of interface conditions on ΓF,I

h

is treated exclusively by Nitsche-based approaches. A main emphasis of the work in this thesis
lies in the extension of existing approaches to various challenging problem setups. While no rig-
orous mathematical analysis is performed for these extensions, the findings from the analyses of
the underlying formulations are considered for the construction of these extended formulations.
Selected essential aspects for the application of Nitsche method are discussed first in a simple
model problem, which enables the reader to understand the design of the developed Nitsche-
based formulations. For complete analyses the reader is referred to the referenced literature.

This is followed by the presentation of two approaches for the fluid-structure interfaces and
a formulation for a domain decomposition fluid-fluid interface. To put focus on the essential
parts, the different interface terms arising from time-discretization are not explicitly specified in
the following. All interface terms are considered in current configuration and thus, time-discrete
L2-inner products of type (2.95) have to be evaluated.

3.3.1 Principles of Nitsche’s Method for the CutFEM

In order to demonstrate the principles of Nitsche’s method, a simple model problem is considered
within the first part of this section. Therein, a Dirichlet-type boundary conditions is incorporated
by the Nitsche method. This is the Poisson equation−α∆a = 0 with the positive constant α > 0
in the domain ΩA and the Dirichlet-type boundary condition a = â on ΓA = ∂ΩA. The resulting
weak form with test function δah and unit normal vector nh on the boundary ΓA including
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the consistency boundary integral arising from partial integration without consideration of the
boundary condition is

WA
h (δah, ah) = (∇δah, α∇ah)ΩA

h
− 〈δah, α∇ah · nh〉ΓA

h
= 0. (3.12)

The discrete quantity ah herein does not fulfill the Dirichlet-type boundary condition. To incor-
porate the boundary condition weakly by Nitsche’s method, additional terms are added to the
weak form.
Find ah ∈ Nh

(
ΩA

h

)
such that for all δah ∈ Nh

(
ΩA

h

)
:

WA,NIT
h (δah, ah) =WA

h (δah, ah) + ξ 〈α∇δah · nh, ah − â〉ΓA
h

+ γ 〈δah, ah − â〉ΓA
h

= 0.

(3.13)

First, it can be seen that these additional two terms are consistent as they vanish in the case the
Dirichlet-type boundary condition is fulfilled. The parameter ξ of the adjoint-consistency term
is typically chosen from ξ ∈ {−1, 0, 1}. The positive parameter γ > 0 of the penalty term has
to be chosen sufficiently large. These terms are added to achieve existence and uniqueness of
the discrete formulation. Therefore, it is required to fulfill a discrete Inf-Sup condition or the
stronger criteria coercivity if possible, which directly implies the Inf-Sup condition

WA,NIT
h (ah, ah) ≥ C1

(
||∇ah||2L2,ΩA

h
+ ||ah||2L2,ΓA

h

)
with C1 > 0 6= f(h) 6= f(α). (3.14)

For ξ = −1 or ξ = 0, the critical aspect to fulfill coercivity is that the contribution of the
boundary integral in (3.12) has to be balanced by other contributions in the weak form (3.13).
The contribution arising from the consistency boundary integral in (3.12) can be split into two
parts (for any δ > 0). While one part can be balanced by the volumetric term the remaining
contribution has to be compensated by the last term, called penalty term in (3.13) (see e.g. the
work of Hansbo [111])

−〈ah, α∇ah · nh〉ΓA
h
≥ − ||ah||L2,ΓA

h
· ||α∇ah · nh||L2,ΓA

h

≥ − δ

2
||ah||2L2,ΓA

h︸ ︷︷ ︸
balanced by the penalty term

− 1

2δ
||α∇ah · nh||

2
L2,ΓA

h︸ ︷︷ ︸
balanced by the volumetric term

. (3.15)

To bound the contribution arising from the boundary by the volume contribution the following
trace inequality is utilized

||α∇ahnh||
2
L2,ΓA

h ∩ΩA
Th,e
≤ αC∗2,e

∣∣∣∣α1/2∇ah

∣∣∣∣2
L2,ΩA

h ∩ΩA
Th,e

. (3.16)

The constant C∗2,e therein has to be considered for the definition of δ and consequently to specify
the parameter γ in order to satisfy inequality (3.14). Three different specifications of the constant
C∗2,e so that the trace inequality (3.16) is fulfilled are given in the following. For linear triangular
or tetrahedral elements (with∇ah 6= f(x)), the element-wise constant factor C∗2,e = C

S/V
2,e can

be identified as surface to volume ratio

C
S/V
2,e :=

meas
(
ΓA

h ∩ ΩA
Th,e
)

meas
(
ΩA

h ∩ ΩA
Th,e
) . (3.17)
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For boundary-fitted shape regular meshes, the constant C∗2,e = Ch
2,e can be expressed by a char-

acteristic element size h and the a positive constant C̃2 with

Ch
2,e := C̃2h

−1. (3.18)

Depending the on the polynomial degree and the number of spatial dimension of the utilized
elements, the constant C̃2 can be specified according to estimation presented by Burman and Ern
[39]. For the computations presented in this work, an estimation of C̃2 based on pre-estimated
eigenvalue problems is utilized with the specific values given by Schott [187]. For more general
cases, where the criteria of the previous special cases are not met or α is not a constant scalar
in space, a generalized local eigenvalue problem can be solved for the maximum eigenvalue λe
(see the work of Griebel and Schweitzer [103], Hansbo [111])

AeXe = λeBeXe

〈α∇δah · nh, α∇ah · nh〉ΓA
h ∩ΩA

Th,e
−→ Ae, (∇δah, α∇ah)ΩA

h ∩ΩA
Th,e
−→ Be, (3.19)

with the element matricesAe andBe - which are constructed from the respective forms, and the
eigenvectorsXe. This allows computing an element-wise constant C∗2,e = Ceig

2,e (see Dolbow and
Harari [72])

αCeig
2,e := λe. (3.20)

As an alternative the maximum constant in the overall problem can be considered ([111]). By
using one of the definitions (3.17), (3.18) or (3.20), the penalty scaling can be defined as

γ := γ0αC
∗
2,e, for (3.20) γ := γ0λe (3.21)

with the constant γ0 being sufficiently large to guarantee coercivity independent of the problem
parameters (such as α) or the discretization parameters (such as the element size h).

For definition (3.17), it can be directly seen that in the unfitted case the constant C∗2,e is
not bounded as the physical volume of an element meas

(
ΩA

h ∩ ΩA
Th,e
)

can vanish depending
on the boundary/interface position. Using this definition directly for the CutFEM, can result
in a large parameter γ and a resulting ill-conditioned system. This issue is cured by applying
the ghost penalty stabilization operators on the faces of the intersected elements as introduced
in Section 3.1.3. This additional stabilization allows recovering control in the “ghost” domain
ΩA
Th,e \

(
ΩA

h ∩ ΩA
Th,e
)
. Thus, the required trace inequality (3.16) including the whole intersected

element changes to

||α∇ahnh||
2
L2,ΓA

h ∩ΩA
Th,e
≤ αC∗2,e

∣∣∣∣α1/2∇ah

∣∣∣∣2
L2,ΩA

Th,e
. (3.22)

As a consequence, the definitions (3.17), (3.18), and (3.20) can be modified for the application
to CutFEM to take into account the entire element ΩA

Th,e instead of its restriction to the physical
part ΩA

h ∩ ΩA
Th,e.

Remark 3.6 (Practical choice of penalty parameter definition). Although it is clear from a the-
oretical point of view which definition for the constant C∗2,e is valid for certain configurations,
including a safety buffer in γ0 allows extending the practical range of applicability of the defini-
tions (e.g. using (3.18) for computational meshes undergoing moderate deformation).
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Up to now, the second term in (3.13), which is called adjoint-consistency term, was not dis-
cussed. By choosing ξ = −1, all interface terms are symmetric and therefore an originally
symmetric bi-linear form remains symmetric.

By choosing ξ = 1, a skew-symmetric term is added, which allows for a direct compensation
of the contributions of the consistency boundary integral on the interface. With this variant, no
compensation of the consistency boundary integral by the penalty term is required. Still, a larger
penalty parameter allows for an increased enforcement of the condition on the boundary. As a
result, the ghost penalty stabilization is solely required to improve the problem conditioning for
critical intersections.

The additional terms to incorporate the boundary condition in (3.13), build the basis also for
the weak imposition of the interface condition as discussed in the following. In order to develop
Nitsche-based approaches for coupled problems by analogy to the simple model problem, the
consistency interface term in (3.12) has to be identified for the governing equations of increased
complexity which allows assessing the design of the additional terms in (3.13). For all interme-
diate steps towards FSI based on the weak imposition of the interface condition by Nitsche’s
method, the reader is referred to the available literature. Starting from initial analysis for Poisson
equation with CutFEM by Burman and Hansbo [46], which was extended to the Stokes equation
by Burman and Hansbo [47], Massing et al. [150], and finally including advection, to the Oseen
equation by Massing et al. [149], Schott and Wall [188]. Application of the CutFEM and weak
imposition by Nitsche’s method to the FSI interface conditions were presented by Burman and
Fernández [42], Massing et al. [151], Schott et al. [192].

3.3.2 Nitsche-based FSI No-Slip Coupling
The weak imposition of the no-slip condition on the fluid-structure interface ΓFS

h , as presented in
Section 2.1.7, by a Nitsche-based approach is discussed in the following. The consistent contri-
butions arising in the derivation of the weak formulation on the interface of the discrete structural
weak form (2.108) and discrete fluid weak form (2.112) are

−
〈
δuS

h,h
S,I
0,h

〉
ΓS,I

0,h

−
〈
δvF

h ,h
F,I
h

〉
ΓF,I

h

=

−
〈
δuS

h,h
S,I
h

〉
ΓFS

h

−
〈
δvF

h ,h
F,I
h

〉
ΓFS

h

−
〈
δuS

h,h
S,I
h

〉
ΓS,I

h \Γ
FS
h

−
〈
δvF

h ,h
F,I
h

〉
ΓF,I

h \Γ
FS
h

. (3.23)

The consistent stress representation on the structural boundary ΓS,I
h is hS,I

h := σS
h · nS

h and on
the fluid boundary ΓF,I

h it is hF,I
h := σF

h · nF
h . In the following, the interface terms on ΓFS

h will
be taken into account exclusively, as interfaces between the fluid domain and the poroelastic
domain as well as the different types of contact interfaces are discussed separately in the subse-
quent chapters. By utilizing the dynamic equilibrium (2.59) on the interface ΓFS, the following
relations hold true

hS,I = σS · nS = −hF,I − ĝFS

σ
= −σF · nF − ĝFS

σ
(3.24)

hF,I = σF · nF = −hS,I + ĝFS

σ
= −σS · nS + ĝFS

σ
. (3.25)

As a consequence, the choice whether the interface stress should be represented by the struc-
tural state or the fluid state can be made freely. In general, a combination of the corresponding
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3.3 Weak Imposition of Interface Conditions

interface stress from both adjacent domains can be applied. The choice of the interface stress rep-
resentation is expected to be essential when a high contrast in the material properties between
both sides of the interface occurs. This aspect is analyzed for an advection-diffusion system by
Burman and Zunino [49]. A specific weighting strategy of both interface contributions based on
the interface location (see Hansbo and Hansbo [109]) allows the development of discrete formu-
lations without a technique such as the ghost penalty stabilization if one discretization is applied
for both adjacent domains. Annavarapu et al. [8] additionally included material parameters into
the weighting strategy. To account for varying material parameters, a harmonic weighing is often
applied when analyzing multiphase-flows (see e.g. the work of Schott et al. [189]). When consid-
ering fluid domain decomposition by including an fluid patch with interface-fitted discretization,
an interface stress representation based on the non-intersected discretization can be considered
(see e.g. the work of Schott et al. [190], Shahmiri [198]).

To limit the complexity of the considered Nitsche-based formulations for FSI, the interface
stress is always based on one specific domain in the following. Nevertheless, if required for
certain configurations, a weighted combination taking both interface stress representations into
account could be considered in principle for the price of an extended computational workload
for interface evaluations. First, the Nitsche-based formulation with a fluid state-based interface
stress representation is presented. A solid state-based interface stress representation is considered
subsequently.

3.3.2.1 Fluid-Sided Interface Stress Representation

All Nitsche-based formulations for FSI in combination with CutFEM are exclusively presented
based on a fluid-sided interface stress representation (see e.g. the works of Alauzet et al. [5],
Burman and Fernández [42], Schott [187], Schott et al. [191, 192]). Therefore, this approach is
presented first, which leads to the following additional interface contributions of the weak form

WFSI,F
h

[(
δuS

h, δv
F
h , δp

F
h

)
,
(
uS

h,v
F
h , p

F
h

)]
= −

〈
δvF

h − δuS
h,σ

F
hn

F
h

〉
ΓFS

h

−
〈
δuS

h, ĝ
FS

σ

〉
ΓFS

h

−
〈
δpF

hn
F
h − 2ξFSIµFεF(δvF

h)nF
h ,v

F
h − ∂̃t

[
uS

h

]
− ĝFS

v

〉
ΓFS

h

+φF
Γγ

FSI
0

〈
δvF

h − δuS
h,v

F
h − ∂̃t

[
uS

h

]
− ĝFS

v

〉
ΓFS

h

. (3.26)

The contributions in the first line consistently replace the terms on the interface ΓFS
h in (3.23)

by representing the interface traction as the fluid stress. A comparison of this term with the
corresponding last term in (3.12) of the simple Poisson problem in Section 3.3.1, allows under-
standing the principal construction of the two additional terms. One fundamental difference is
that the fluid stress σF

h not only consists of the fluid velocity gradient-based viscous stress but
also contains a fluid pressure contribution. A second difference, which occurs for interface con-
ditions in contrast to boundary conditions, is the “jump” of test the functions δuS−δvF between
the solid and fluid domain.

As this “jump” coincides with the no-slip constraint (2.60), a consistent adjoint-consistency
term can be constructed as shown in the second line. Whereas the interface contribution of the
pressure pF is always compensated by a skew-symmetric adjoint-consistency contribution di-
rectly on the interface, the viscous part can be chosen to ξFSI ∈ {−1, 0, 1}.
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3 A Flexible Unfitted Formulation for Fluid-Structure Interaction and More

The consistent penalty term is required to enable a stable formulation as discussed for the
Poisson equation in Section 3.3.1. When analyzing the prefactor, an increased complexity oc-
curs due to the application of Nitsche’s method for the Navier-Stokes equation. This includes
a sufficiently large positive constant γFSI

0 and an appropriate mesh size parameter hΓ based on
definition (3.18) (see Section 3.3.1). The mesh size parameter hΓ is computed by the ratio of
the element volume and the part of the area of interface ΓFS

h in the corresponding intersected
element in ΩF

Th,e. In the case an alternative definition based on the ratio of the element volume
and the surface area of the largest element face is applied, depending on the intention of the cor-
responding numerical example this is denoted only if there is a relevant influence on the reported
results.

The additive stabilization parameter φF
Γ, which considers the viscous, convective and temporal

components of the discrete fluid equations:

φF
Γ =

1

hΓ

(
µF + hΓcv,Γρ

F
∣∣∣∣vF

h

∣∣∣∣
∞,Γ + h2

Γct,Γ
ρF

θ∆t

)
, (3.27)

is introduced to enable a stable numerical scheme in all regimes of the fluid equations (see Mass-
ing et al. [149], Schott [187]). A comparison to the simple formulation in Section 3.3.1, reveals
the similarity to the viscous penalty component. The velocity norm

∣∣∣∣vF
h

∣∣∣∣
∞,Γ is the maximum

fluid velocity component at the current point in space on the interface ΓFS
h . The convective and

reactive constants are specified as: cv,Γ = 1/6, ct,Γ = 1/12.
To summarize the additional contribution in (3.26) (line two and three), all terms are consistent

as they include the kinematic constraint (2.60) and are essential for the stability of the numeri-
cal scheme as well as the enforcement of the coupling conditions. For a clear presentation the
straightforward temporal discretization is not explicitly specified in WFSI,F

h , (3.26). Whenever
essential, an additional index inWFSI,F

h,n+1 specifies that all interface terms 〈∗, ∗〉ΓFS
h

are evaluated
as 〈∗, ∗〉ΓFS

h,n+1,n+θ.

Remark 3.7 (Normal and tangential split of penalty term). Different components of the fluid
stress contribute to the normal and tangential interface orientation. To account for this aspect,
the penalty term can be split in these two orientations. Whereas all contributions of (3.27) need
to be considered in normal direction, solely the viscous part is required in tangential direction

φF
Γγ

FSI
0

〈
δvF

h − δuS
h,v

F
h − ∂̃t

[
uS

h

]〉
ΓFS

h

−→

φF
Γγ

FSI
0

〈
δvF

h − δuS
h,
(
vF

h − ∂̃t
[
uS

h

])
P n
〉

ΓFS
h

+
µFγFSI

0

hΓ

〈
δvF

h − δuS
h,
(
vF

h − ∂̃t
[
uS

h

])
P t
〉

ΓFS
h

.

(3.28)

Due to increased cost for the evaluation of the penalty term, such a split will not be applied
for the classical no-slip coupling condition. Nevertheless, in the case of an inherent split of the
considered condition in normal and tangential direction, this strategy will be applied. This is the
case for the considered coupling of fluid and poroelasticity in Chapters 4, 5 and 7, as well as the
coupling of fluid and structures by the general Navier coupling condition in Chapter 6 and 7.
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3.3.2.2 Solid-Sided Interface Stress Representation

In contrast to the previously discussed approach, a Nitsche-based FSI formulation for CutFEM-
based on a solid-sided interface stress representation has, to the author’s best knowledge, not
been introduced so far. The principal possibility to choose the FSI interface stress from the solid
domain instead of the fluid domain was already mentioned but not analyzed by Burman and
Fernández [42] and Zonca et al. [239].

With this approach, the interface stress is based on a boundary-fitted discretization and the
elements are therefore “uncut”. This aspect is already presented for CutFEM domain decom-
position (see e.g. the works of Hansbo et al. [110], Massing et al. [151], Schott [187], Schott
et al. [190, 191]). In contrast to these works, the solid stress is nonlinear with respect to the
primary unknowns, which has an essential effect on the design of the presented approach. From
this point of view, the formulation is similar to the recently presented variant of Nitsche-based
contact formulation (see the works of Mlika et al. [156], Seitz et al. [196]).

There are several promising aspects for developing this solid-sided Nitsche-based FSI formu-
lation. Due to the boundary-fitted structural discretization, elements which provide the state for
the interface stress are not intersected. As a result, the ghost penalty stabilization is solely re-
quired to improve the conditioning of the CutFEM formulation. This is potentially beneficial for
“close-to-contact” configurations which include long sequences of intersected fluid elements. As
the solid stress on a specific material point on the interface ΓFS

h is always related to the same solid
element, possibly an improved continuity of utilized interface stress can be observed. Finally, for
problems which include a large contrast of the material parameters related to the interface stress
between fluid and solid this formulation can be beneficial. Especially for viscous fluid this is
expected.

The additional interface contributions to the weak form for the Nitsche-based FSI-formulation
with solid-side interface stress representation are

WFSI,S
h

[(
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h, δv
F
h

)
,
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=
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FS

σ

〉
ΓFS

h

− φS
t

〈
ξFSIDδuS
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S
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[
uS

h

]
− ĝFS
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〉
ΓFS

h

+φS
Γγ

FSI
0

〈
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h − δuS
h,v

F
h − ∂̃t

[
uS

h

]
− ĝFS

v

〉
ΓFS

h

, (3.29)

φS
Γ = φS

t λe, φS
t = θ∆t. (3.30)

In the first line, the interface traction is represented by the solid stress. Therefore, this term
consistently replaces the interface terms on ΓFS

h in (3.23). As this term can be identified as
the corresponding interface term in (3.12), it motivates the construction of the Nitsche-based
formulation in a similar way to Section 3.3.1.

One major difference compared to (3.12) are the nonlinear kinematics of the solid problem
(considering relation (2.13) for the Cauchy stress) and the nonlinear constitutive law (2.16) (with
e.g. the Neo-Hookean strain energy density function (2.17)). While interface terms including a
linear stress representation (such as viscous fluid with constant viscosity) allow for a direct
construction of adjoint-consistency terms, the directional derivative has to be utilized in case of
a nonlinear stress representation (see Remark 3.11). The operator Dv [a] denotes the directional
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3 A Flexible Unfitted Formulation for Fluid-Structure Interaction and More

derivative of a vector a in direction of the vector v. Using this notation, an adjoint-consistency
like term is added in the second line for the compensation of destabilizing effects introduced by
the term in the first line for ξFSI = 1. Also the variant without this term ξFSI = 0 is promising as
it avoids the evaluation of this term. The “symmetric variant” with ξFSI = −1 is not considered
in the following.

Finally, due to the nonlinearity of the solid stress, the scaling of the penalty term φS
Γ in the

third line is based on a generalized eigenvalue problem as introduced in Section 3.3.1. Therein,
the element matricesAe andBe are based on〈

DδuS
h

[
σS

hn
S
h

]
,σS

hn
S
h

〉
ΓFS

h ∩ΩS
Th,e

−→ Ae,
(
∇0δu

S
h,P

S
h

)
ΩS

0,h∩ΩS
Th,e
−→ Be, (3.31)

neglecting the derivatives of the normal vector nS
h. The maximum eigenvalue λe of the gener-

alized local eigenvalue problem (3.19) in element e, utilizing definitions (3.31), builds the basis
for specifying the penalty scaling φS

Γ. To avoid incorrectly determined eigenvalues due to the
not included rigid-body modes in both matrices Ae and Be, a contribution accounting for these
modes is added to matrix Be. Thus, the corresponding eigenvalues of the generalized eigen-
value problem vanish and do not have any effect on the maximum eigenvalue. Additionally,
the time scaling φS

t in φS
Γ takes into account the relation by the discrete time derivative of the

displacement-based elastic term in the domain ΩS
0,h and the velocity-based penalty term on the

interface ΓFS
h . For a clear presentation, the straightforward temporal discretization is not explic-

itly specified inWFSI,S
h , (3.29). Whenever essential, an additional index inWFSI,S

h,n+1 specifies that
all interface terms 〈∗, ∗〉ΓFS

h
are evaluated as 〈∗, ∗〉ΓFS

h,n+1,n+θ.

Remark 3.8 (Update strategy of Nitsche penalty scaling φS
Γ). The scaling φS

Γ depends on the
current deformation state uS

h, and thus, needs to be updated in every iteration of the nonlinear
solution procedure from a theoretical point of view. Nevertheless, alternative and computational
less expensive strategies to update φS

Γ can be applied. In Section 3.5.2.2, numerical tests are
performed to analyze different update strategies.

Remark 3.9 (Evaluation of the directional derivative DδuS
h

[
σS

hn
S
h

]
). For all numerical tests and

examples presented in the following the direction derivative DδuS
h

[
σS

hn
S
h

]
does not include the

derivative of the normal vector DδuS
h

[
σS

hn
S
h

]
≈ DδuS

h

[
σS

h

]
nS

h.

Remark 3.10 (Application of the formulation with ξFSI = 1 including a small parameter γFSI
0 ).

The formulation including a skew-symmetric adjoint-consistency term (ξFSI = 1) is applicable
for certain problem configurations with small penalty parameters γFSI

0 (see e.g. the numerical
test presented in Section 3.5.2.2). Nevertheless, for general FSI configurations the displacement
of the solid body has to be constrained often close to interface ΓFS

h . If this condition is enforced
in a strong node-wise sense, and constrained computational nodes are part of the interface
ΓFS

h , only the nodal contribution of the penalty term in WFSI,S
h remains to enforce the no-slip

constraint (as δuS = 0 on ΓS,D). In the case a small parameter γFSI
0 is used (only applicable in

combination with ξFSI = 1), this leads to a significant violation of the no-slip constraint close to
these nodes. For a larger parameter γFSI

0 (as required for a stable formulation with ξFSI = 0) this
issues was found to be not critical for all numerical examples which were performed. Enforcing
the constraints on ΓS,D also weakly by the Nitsche method would solve this problem right away.
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Remark 3.11 (Construction of the skew-symmetric adjoint-consistency term). The consistent
term in line one and the skew-symmetric adjoint-consistency term (with ξFSI = 1) in line two of
(3.29) are considered in the following. Analyzing the linearized system (2.131) Ci of these two
terms for a specific iteration step i (see Section 2.3), allows understanding the construction of the
adjoint-consistency term. The linearized contributions, neglecting changes due to the interface
deformation, of the first two terms in (3.29), are〈
δvF

h − δuS
h,D∆uS,i

h

[
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h nS,i−1
h
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(3.32)

Following the basic concept of a coercivity analysis (as in (3.14) for the Poisson problem) by
testing the terms of the linearized system with[(
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F
h

)
,
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motivates the factor φS
t and shows the direct compensation of the two linearized terms〈
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with DuS,i
h

[σn] = φS
tD∂̃t[uS,i

h ] [σn] , and σn := σS,i−1
h nS,i−1

h . (3.34)

Remark 3.12 (Directional derivatives for linear stress representation). The construction of the
adjoint-consistency term in case of a nonlinear interface stress is based on the directional deriva-
tive in direction of the test function. As this coincides with the evaluation of the stress by the test
function in case of a linear interface stress, e.g. for the fluid stress

σF
h
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δvF
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[
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)
, (3.35)

the direct evaluation is typically applied (see Section 3.3.2.1). This equality does not hold for a
nonlinear interface stress, e.g. for the solid stress

∃ uS such that σS
h

(
δuS

h

)
nS

h 6= DδuS
h

[
σS

h

(
uS

h

)
nS

h

]
. (3.36)

3.3.3 Nitsche-based Fluid Domain Decomposition
Finally, a Nitsche-based formulation which enables domain decomposition of the fluid domain
ΩF in the non-overlapping subdomains ΩF1 ∪ ΩF2 (with ΩF1 ∩ ΩF2 = ∅) is presented briefly.
Hereby, the subdomain ΩF1 is discretized fitted to the arising fluid-fluid interface ΓFF

h . The com-
putational mesh of the subdomain ΩF2 is unfitted to this interface and ΩF1 is “cut” out as dis-
cussed in Section 3.1. Making use of unfitted fluid domain decomposition allows applying a
local adjusted mesh resolution in the fluid domain depending on the complexity of the solution.
The motivation for using such a domain decomposition formulation within this thesis is based
on its capability to increase the fluid mesh resolution close to a moving interface (ΓFS

h or ΓFP
h )

without requiring remeshing procedures.
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Fluid domain decomposition for interface-fitted discretizations of both subdomains which
is enabled by the dual mortar Lagrange multiplier approach was treated by Ehrl et al. [78].
Shahmiri et al. [199] suggested a interface-unfitted domain decomposition approach based on
a mixed/hybrid Lagrange multiplier technique for viscous flow. Domain decomposition based
on the Nitsche method was presented for the Poisson problem by Hansbo et al. [110], for an
advection-diffusion-reaction system by Burman and Zunino [48] and for the Stokes equation in
fluid-structure interaction by Massing et al. [151]. The following Nitsche-based formulation was
already presented and analyzed in Schott [187], Schott et al. [190, 191] and Shahmiri [198] and
is given here for the sake of completeness. The Nitsche-based contributions added to the weak
form are

WFFI
h

[(
δvF

h , δp
F
h

)
,
(
vF

h , p
F
h

)]
= −
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Herein, all quantities corresponding to the fluid subdomain ΩF1/ΩF2 are indicated by the
additionally index 1/2. The weighting factors κ1 and κ2 (with κ1 + κ2 = 1) determine if the
interface stress representation is based on the fluid solution of ΩF1 (κ1 = 1), of ΩF2 (κ2 = 1), or
a combination of both domains.

The terms of this formulation are analogous to the Nitsche-based formulations for the fluid-
structure interface. The term in the first line consistently replaces the terms arising from partial
integration in the derivation of the weak formulation (2.112). All additional terms include the
kinematic continuity of the velocity and are therefore also consistent. The adjoint-consistency
contribution in line two and the penalty term in line three were already discussed in Section 3.3.1.
To ensure a robust formulation also for convection through the interface, the additional consistent
inflow terms in the last line are added (for details see [187, 190, 191, 198]).

Analogous to the fluid-sided Nitsche-based formulation for the fluid-structure interface, the
penalty term can be split into a normal and tangential part, considering only the viscous regime
in tangential direction (see Remark 3.7). For a clear presentation, the straightforward temporal
discretization is not explicitly specified inWFFI

h , (3.37). Whenever essential, an additional index
inWFFI

h,n+1 specifies that all interface terms 〈∗, ∗〉ΓFF
h

are evaluated as 〈∗, ∗〉ΓFF
h,n+1,n+θ. For further

details, the interested reader is referred to the cited references.

3.3.4 Coupled Discrete Formulation
To formulate the overall discrete system (including also a poroelastic domain), the discrete for-
mulations (2.108), (2.112), and (2.121) of the respective domains are completed by the previ-
ously presented interface contributions (3.26), (3.29), and (3.37). The overall discrete solution
space Sx,h,n+1 and discrete test function space Tδx,h,n+1 result from the discrete spaces of the
underlying physical fields.

Sx,h,n+1 := SuS,h,n+1 × SvF,h,n+1 × SpF,h,n+1 × SuP,h,n+1 × SvP,h,n+1 × SpP,h

Tδx,h,n+1 := TδuS,h × TδvF,h,n+1 × TδpF,h,n+1 × TδuP,h × TδvP,h × TδpP,h (3.38)
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3.4 Nonlinear Solution Procedure

To allow for a compact notation, the overall discrete test function δxh and discrete solution state
xh,n+1 are summarized by

xh,n+1 :=
(
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F
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P
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)
,
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F
h , δp

F
h , δv

P
h , δu

P
h , δp

P
h

)
. (3.39)

Making use of (3.38) and (3.39), the overall discrete formulation of the coupled CutFEM FSI
problem is given by:

Find xh,n+1 ∈ Sx,h,n+1 such that for all δxh ∈ Tδx,h,n+1:

Wh,n+1

[
δxh,xh,n+1

]
= 0. (3.40)

The underlying weak form results from a simple summation of the corresponding weak forms of
all corresponding physical fields and interfaces.
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=

WS
h,n+1

[
δuS

h,u
S
h,n+1

]
+WF,CUT

h,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
+

WFSI,o
h,n+1

[(
δuS

h, δv
F
h , δp

F
h

)
,
(
uS

h,n+1,v
F
h,n+1, p

F
h,n+1

)]
+

WFFI
h,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
+

WP
h,n+1

[(
δvP

h , δu
P
h , δp

P
h

)
,
(
vP

h,n+1,u
P
h,n+1, p

P
h,n+1

)]
+W∗∗Ih,n+1

[
δxh,xh,n+1

]
with o = {F, S}, and with ∗ = {F, S,P} (3.41)

Herein, the contributionWP
h,n+1 takes into account a potential poroelastic domain. The interface

contributionW∗∗Ih,n+1 will be substituted in the following chapters to account for additional inter-
face couplings. This includes the coupling on a fluid-poroelastic interface, a structure-structure
contact interface, a structure-poroelastic contact interface, and a poroelastic-poroelastic contact
interface. When considering pure CutFEM FSI, these two contributions vanish and are not eval-
uated in the solution procedure.

3.4 Nonlinear Solution Procedure

The numerical solution of the nonlinear problems of fluid (including potential mesh motion),
poroelasticity, and structure, still neglecting the interaction of the different fields, was presented
in Section 2.3. The application of analogous steps as discussed in Sections 2.2.3, 2.2.4, and 2.2.5
for the coupled discrete weak form (3.41), results in one coupled system of nonlinear equations.
When using exclusively boundary-fitted discretization, such a system can be solved directly with
the approach presented in Section 2.3.

This is not directly possible in case the CutFEM is applied for discretization of the fluid
domain. The additional challenge for the nonlinear solution procedure arises from the changing
discrete solution spaces and therefore the varying number of unknowns of the system that has to
be solved. These changes occur between different discrete time steps as well as between different
steps of the iterative procedure that is applied to solve the nonlinear system of equations.
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In Algorithm 1, the principal solution steps are given. To avoid a recurring discussion of this
approach in the subsequent chapters, also potential vectors of nodal unknowns that are arising
from the discretization of a poroelastic domain (uP, vP,pP) are considered as this has no essential
effect on the overall solution algorithm. When considering exclusively impermeable solids in the
FSI, as presented in this chapter, these additional unknowns vanish. In the following, the essential
steps of the algorithm are discussed.

Algorithm 1 Nonlinear solution procedure
1: Initialize: n = 0; t = t0;
2: while t < tE do
3: Update/Initialize: t = t+ ∆t; i = 0;
4: Get state: xn
5: Predict state: x0

n+1

6: while not converged do
7: Intersect ΓFS

h ,ΓFP
h ,ΓFF

h with Ω̆F
Th → get “new” discrete solution space S i+1

x,h,n+1

8: Get fluid state for tn in current solution space with (3.9): vF
n,p

F
n
→ ṽF

n, p̃
F

n

9: Get current fluid state in current solution space with (3.9): vF,i
n+1,p

F,i
n+1
→ ṽF,i

n+1, p̃
F,i

n+1

10: Evaluate residual vector and linearization matrix Rin+1,C
i
n+1

11: Solve linear system Cin+1 ·∆xi+1
n+1 = −Rin+1

12: Update xi+1
n+1 = x̃in+1 + ωi∆xi+1

n+1

13: end while i = i+ 1;
14: end while n = n+ 1;

After the initialization and update procedures (Steps 1 to 3), the solution state (represented
by the vector of nodal states xn :=

[
uS
n, v

F
n,p

F
n
,uG

n ,u
P
n , v

P
n ,p

P
n

]
) of the previous or initial time

step tn in the discrete function space of the previous time step Sx,h,n is determined in Step 4.
Based on this state xn, in Step 5, the initial state x0

n+1 in the function space S0
x,h,n+1 := Sx,h,n

that serves as the starting point for the iterative procedure is specified. The following Steps 6
to 13 are repeatedly performed as long as the procedure did not converge (see Section 2.3 for
convergence criteria).

In Step 7, the deformed interfaces ΓFS
h (displacement state uS,i

n+1), ΓFP (displacement state
uP,i
n+1), and ΓFF

h (displacement state uG,i
n+1) are intersected with the potentially deformed fluid

mesh (displacement state uG,i
n+1). This includes the determination of numerical integration points

on the discrete interfaces ΓFS
h , ΓFP, ΓFF

h , and in the intersected part of the fluid domain ΩF
h,ΓF,I ⊆

ΩF
h . Additionally, the new discrete solution space S i+1

vF,h,n+1
×S i+1

pF,h,n+1
−→ S i+1

x,h,n+1 and the new
discrete test function space T i+1

δvF,h,n+1
× T i+1

δpF,h,n+1
−→ T i+1

δx,h,n+1 are determined. Further details
on this aspect can be found in Schott [187] and Schott et al. [192].

For the evaluation of the weak form (3.41), all states are required in the new discrete solution
space S i+1

x,h,n+1. Therefore, in Step 8, the fluid state vF
n,p

F
n

corresponding to the previous time
step tn is projected from the solution space Sx,h,n to S i+1

x,h,n+1, by making use of the projection
operator (3.9). The projected fluid state is denoted as ṽF

n, p̃
F

n
. The same procedure is performed

in Step 9 on the fluid state vF,i
n+1,p

F,i
n+1

corresponding to the previous iteration in the current
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time step with solution space S ix,h,n+1. This state is projected to S i+1
x,h,n+1 with operator (3.9)

and denoted as ṽF,i
n+1, p̃

F,i

n+1
. The combination of these projected fluid states and all other states

of the previous and current time step are denoted by x̃n :=
[
uS
n, ṽ

F
n, p̃

F

n
,uG

n ,u
P
n , v

P
n ,p

P
n

]
and

x̃in+1 :=
[
uS,i
n+1, ṽ

F,i
n+1, p̃

F,i

n+1
,uG,i

n+1,u
P,i
n+1, v

P,i
n+1,p

P,i
n+1

]
, respectively. This is possible due to the

unchanging solution spaces SuS,h,n+1,SuP,h,n+1,SvP,h,n+1,SpP,h.
In Step 10, the residual vector Rin+1 and the linearization matrix Cin+1 are computed by eval-

uation of the weak form (3.41). Herein, the state at t = tn is given by x̃n and the state at tn+1 by
x̃in+1.

Finally, in Step 11 the resulting linear system is solved and in Step 12 an update of the previous
state is performed as already discussed in Section 2.3. Further details on this nonlinear solution
strategy for FSI can be found in [187, 192].

Remark 3.13 (Time dependency of discrete solution space Sx,h,n+1). In definitions (2.106),
(2.110), (2.119), and in (3.38) it is denoted that almost all discrete solution spaces depend on
time. Nevertheless, a projection of the solution state to the current solution space is performed
only for the fluid velocity vF and fluid pressure pF (see Step 8 and 9 in Algorithm 1). The rea-
son for this is that the time dependency of all other solution spaces arises solely from the time
dependency of the prescribed states (ûS, v̂F, ûP, v̂P,n) on the Dirichlet boundaries.

Remark 3.14 (Comparison to Newton-Raphson procedure). The design of Algorithm 1 is mo-
tivated by a Newton-Raphson-based procedure. The algorithm differs by potentially changing
unknowns of the system during the solution procedure from the well known procedure. There-
fore, classical properties such as quadratic convergence of the residual close to the solution can
not be guaranteed anymore. Nevertheless, in every iteration step with an projection operator
equal to the identity in Step 9, the procedure equals a Newton-Raphson-based procedure. An
alternative presentation of the algorithm, which includes a separation of these phases, can be
found in [187, 192].

Remark 3.15 (Neglected linearizations of the fluid equations with respect to the displacements).
It should be pointed out that not all contributions of the linearization matrix C in (2.131) are
considered to solve the system for the numerical examples presented in this thesis. Especially,
linearizations of the fluid weak form WF,CUT

h and the interface contributions WFSI,o
h ,WFFI

h ,
WFPI,n

h ,WFPI,t,∗
h (see Chapter 4), with respect to the interface position are neglected and treated

in a fixed-point fashion.

3.5 Numerical Tests: CutFEM FSI
In the following section, the presented framework for CutFEM FSI is tested numerically. Special
focus is put on the solid-sided interface stress representation as this formulation is analyzed for
the first time. At first, a problem with known solution, enabled by the method of manufactured
solution, is presented. This setup allows computing L2-error norms of the computed solution
from the analytic solution. Three different sets of material parameters are considered and the
spatial convergence of the formulation is analyzed. Additionally, the sensitivity of the formula-
tion with solid-sided interface stress representation with respect to the Nitsche penalty parameter
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is assessed. In the following two tests which are presented in Section 3.5.2, the influence of the
interface stress representation on present discrete discontinuities is analyzed and different scal-
ing strategies of the Nitsche penalty parameter with special focus on the nonlinearity of the solid
stress, are validated. In order to make the presentation as clear as possible, the index h that spec-
ifies discrete quantities has been omitted for all numerical tests and examples as this is obvious
anyway.

3.5.1 Problem Setup for the Method of Manufactured Solution

The analytic solution is chosen as

vF
A(x, t) =

[
−AF cos (B x) sin (B y) gu(t)
AF sin (B x) cos (B y) gu(t)

]
, (3.42)

pF
A(x, t) = − (cos (2B x) + cos (2B y)) gp(t), (3.43)

uS
A(X, t) =

[
−AS cos (BX) sin (B Y ) (1−gu(t))

−C2

AS sin (BX) cos (B Y ) (1−gu(t))
−C2

]
, (3.44)

with the time-dependent functions: gu(t) = e−C
2 t and gp(t) = 1/4 e−2C2 t.

Herein, the analytic velocity and pressure solution in the fluid domain is denoted by vF
A and

pF
A. The analytic displacement solution in the structural domain is denoted by uS

A. The compo-
nents of the two-dimensional position vector x = [x, y]T in current configuration are specified
as x and y and the components of the material position vector X = [X, Y ]T as X and Y . The
solution is chosen to fulfill the balance of fluid mass (equation (2.27)). The space constant B,
and the time constant C influence the spatial and temporal gradients of the given solution. As
the focus should be on the spatial errors in the following, B = π is chosen to be larger than
C =

√
2 · 0.01π.

The tests are performed for three different configurations, C-mid, C-stiff, and C-visc with
varying material parameters and solution amplitudes. The dynamic viscosity µF of the fluid is
specified in Table 3.2. The macroscopic deformation of the solid is given by a Neo-Hookean
material model with the hyperelastic strain energy function (2.17) and the material constants
Poisson ratio ν = 0.1 and Young’s modulus E which is given in Table 3.2. All solution am-
plitudes AF and AS are specified in Table 3.2. They are specified to retain an almost equivalent
interface traction for all considered configurations.

Table 3.2: Parameters of the three different configurations

Configuration µF AF E AS

C-mid 1.0 1.0 100.0 1.0
C-stiff 1.0 1.0 10000.0 0.01
C-visc 100.0 0.01 100.0 1.0

The initial density of the solid is chosen to be equal to the fluid density ρS
0 = ρF = 1.0. In

order to fulfill the balance of momentum, which is defined by equations (2.28) and (2.15), by the
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analytic solutions (3.42)-(3.44), the following body forces are applied:

ρFb̂
F

= ρF∂v
F
A

∂t
+ ρFvF

A ·∇vF
A −∇·σF

A, σF
A = −pF

AI + 2µFεF(vF
A), (3.45)

ρS
0 b̂

S

0 = ρS
0

∂2uS
A

∂t2
−∇0 ·

(
F S
A · SS

A
)
, (3.46)

where the analytic deformation gradient is defined as F S
A = I + ∂uS

A/∂X
S, the corresponding

determinate as JS
A = det (F S

A), the analytic second Piola-Kirchhoff stress tensor as SS
A = 2cI−

2c
(
JS
A
)−2β (

F S
A
)−1 · (F S

A
)−T

, and the analytic Cauchy stress tensor as σS
A =

(
JS
A
)−1

F S
A ·SS

A ·(
F P
A
)T

. The analytic solution fulfills the interface conditions (2.59) and (2.60), if the constraint-
jump ĝFS

v
and the traction-jump ĝFS

σ
are defined by the analytic solution as

ĝFS

σ
= σF

A · nF − σS
A · nF, (3.47)

ĝFS

v
= vF

A −
∂uS
A

∂t
. (3.48)

Remark 3.16 (Evaluation of the body force (3.45) and (3.46), the traction-jump (3.47), and the
constraint-jump (3.48)). All body force contributions (3.45) and (3.46) are evaluated at the com-
putational nodes and re-interpolated with the standard shape functions of the corresponding fi-
nite elements. Compared to a direct volume integration, the additional error does not deteriorate
the error convergence order of the subsequent computation. Contrary to this, the traction-jump
and constraint-jump contributions are evaluated directly for the integration on the interface ΓFS

at every point in space. Hereby, the material position vectorXS is computed by re-interpolation
of the initial nodal coordinates. All volume contributions (3.45) and (3.46) depend solely on the
point in space and time for the given analytic solution, whereas the interface contribution (3.46)
additionally depends on the normal vector nF. Therefore, contribution (3.46) was computed and
simplified symbolically by MapleTM [114] as a time- and space-dependent function in advance
as far as possible. The evaluation of the function and the multiplication of the components with
the discrete normal vector in each numerical integration point for the interface contributions is
performed during the computation.

These additional body force and jump contributions allow to fulfill the analytic solution, and
thus, the application of the method of manufactured solution, independent of the alignment of
the interface, the boundaries, and the domains. The setup, as shown in Figure 3.4, includes a
wide variety of different intersections of single fluid elements by the interface ΓFS for different
mesh resolutions, while still enabling the use of structured discretizations. The solid domain ΩS

is a square of size 0.5× 0.5, which is rotated by an angle of α = 30◦ around its center. The fluid
domain ΩF is described by a square with size 1.0 × 1.0, rotated by an angle of β = 45◦ around
its center, whereby the part occupied by the solid domain ΩS is excluded. The size in the third
spatial direction is 0.03125. On ΓF,D, where the fluid discretization is matching the boundary,
the analytic velocity (3.42) is prescribed as a Dirichlet boundary condition in a strong sense.

For the spatial discretization, four-noded, bi-linear, quadrilateral elements are used. This is
accomplished through a discretization with one layer of eight-noded, tri-linear hexahedral ele-
ments. Discretization in time is performed by the backward Euler scheme (θ = 1), with a time
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ΓF,D

ΓFS

ΩS

ΩF

x

y

Figure 3.4: Geometric setup and computational meshes. The fluid domain ΩF, the solid domain ΩS, the common
interface ΓFS, and Dirichlet boundary condition ΓF,D are visualized here. Black lines indicate the com-
putational mesh for a mesh size of h = 0.0625, corresponding to 16×16 bi-linear elements to discretize
the fluid domain and 8× 8 bi-linear elements to discretize the solid domain.

Pressure pF
h

−0.35 0.05 0.25
Velocity ||vF

h ||
0.5 0.75 1.0

Displacement ||uS
h||

0.0 0.005 0.01

Figure 3.5: Computed pressure, velocity magnitude and displacement magnitude solution at t = 0.01 for h =
0.0078125, ξFSI = 1, γFSI

0 = 2.0, solid-sided interface stress representation. Visualized by color-code
and scalar warp in third direction.

step length of ∆t = 0.000625. The final point in time of interest is set to tE = 0.01. The initial
state is given by the analytic solution:

v̊F(x) = vF
A(x, 0), ůS(X) = uS

A(X, 0), v̊S(X) = vS
A(X, 0). (3.49)

In Figure 3.5, the computed solution for a specific set of parameters is visualized for all com-
puted unknowns, namely the pressure pF, the velocity vF and the displacement uS.

To quantify the performance of the proposed formulation, L2-error norms that are integrated
in the domains ΩF and ΩS

0 as well as on the interface ΓFS are consulted. To enable a clear
presentation of the computed results, the interface error is abbreviated in the following as

E :=
∣∣∣∣∣∣(vF − ∂̃t

[
uS
])
−
(
vF
A − vS

A
)∣∣∣∣∣∣

ΓFS
. (3.50)

The prefactor φS
Γγ

FSI
0 of the Nitsche penalty term for the solid-sided interface stress represen-

tation is computed only once per time step. The solution is computed for both, a formulation
including a skew-symmetric adjoint-consistency term ξFSI = 1 and a formulation which does
not include an adjoint-consistency term ξFSI = 0.
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3.5.1.1 Spatial Convergence Analysis

In the following, the spatial convergence of the presented CutFEM FSI formulations are ana-
lyzed. For all considered configurations, the mesh size h, which equals the edge length of the
quadrilateral elements of squared shape, is varied in h ∈ [0.25, 0.0039062]. The Nitsche penalty
parameters are set to γFSI

0 = 35.0 for fluid-sided interface stress representation and to γFSI
0 = 2.0

for the solid-sided interface stress representation.
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Figure 3.6: Computed domain and interface error norms for the spatial convergence study with configuration C-
mid according to Table 3.2. (F: ξ = 1): fluid-sided interface stress representation with ξFSI = 1; (S:
ξ = 1): solid-sided interface stress representation with ξFSI = 1; (F: ξ = 0): fluid-sided interface stress
representation with ξFSI = 0; (S: ξ = 0): solid-sided interface stress representation with ξFSI = 0.

Configuration C-mid In Figure 3.6, the computed domain and interface error norms for the
configuration C-mid are shown. All formulations converge with at least the expected convergence
order as indicated by the dotted reference line. Comparing the variant with ξFSI = 1 and without
ξFSI = 0 an adjoint-consistency term results in almost the same errors for all computed norms.
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The pressure error in the fluid domain converges with an increased rate of O(h2). This behavior
is already well known and was often observed for incompressible flow as well as FSI.

The absolute value for most of the computed error norms is very similar for all tested variants.
The first exception can be found for the interface error norm E , where an increased error for the
formulations with solid-sided interface representation can be observed. This difference results
from the smaller prefactor of the Nitsche penalty term φS

Γγ
FSI
0 due to the included scaling with

∆t compared to φF
Γγ

FSI
0 for the considered configuration. Therefore, the enforcement of the kine-

matic constraint (2.60) is reduced for the variant with solid-sided interface stress representation.
As a second exception, the pressure error in ΩF exhibits a different absolute error level. Still,
this does not contradict the theoretical expectations as the error decreases almost with the same
convergence rate.
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Figure 3.7: Computed domain and interface error norms for the spatial convergence study with configuration C-
stiff according to Table 3.2. (F: ξ = 1): fluid-sided interface stress representation with ξFSI = 1; (S:
ξ = 1): solid-sided interface stress representation with ξFSI = 1; (F: ξ = 0): fluid-sided interface stress
representation with ξFSI = 0; (S: ξ = 0): solid-sided interface stress representation with ξFSI = 0.
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Configuration C-stiff As described in Table 3.2 for configuration C-stiff, the stiffness of
the solid domain is increased by a factor of 100 and at the same time the solid amplitude AS is
divided by the same factor to keep the solid interface stress approximately equal to the previously
considered configuration.

The computed error norms are shown in Figure 3.7. Again a spatial convergence with at least
the expected convergence order can be observed for all computed error norms. Compared to
the results of configuration C-mid, the difference of the absolute error between fluid-sided and
solid-sided interface stress representation disappeared. For the interface error E , this behavior is
expected due to the almost identical scaling of the prefactor of the Nitsche penalty term φS

Γγ
FSI
0

and φF
Γγ

FSI
0 .
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Figure 3.8: Computed domain and interface error norms for the spatial convergence study with configuration C-
visc according to Table 3.2. (F: ξ = 1): fluid-sided interface stress representation with ξFSI = 1; (S:
ξ = 1): solid-sided interface stress representation with ξFSI = 1; (F: ξ = 0): fluid-sided interface stress
representation with ξFSI = 0; (S: ξ = 0): solid-sided interface stress representation with ξFSI = 0.
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Configuration C-visc With a last configuration C-visc, the spatial convergence behavior for
increased fluid viscosity is analyzed. Table 3.2 shows that the viscosity of the fluid domain is
increased by a factor of 100 and at the same time the fluid amplitude AF is divided by the same
factor to keep the fluid interface stress approximately equal.

Figure 3.8 shows the computed error norms, which converge at least with the expected con-
vergence orders. In contrast to the results of the configurations C-mid and C-stiff, the absolute
error level differs between fluid-sided interface stress representation and solid-sided interface
stress representation for almost all considered error norms. The error norms related to the fluid
quantities vF and pF in the first line of Figure 3.8 reveal an increased error for the fluid-sided
variant for coarse meshes. Due to a higher spatial convergence order for the fluid-sided variant, a
similar absolute error level is obtained for both variants of interface stress representation for fine
meshes. For the displacement uS error in the solid domain the opposite behavior is observed.
Whereas a similar error occurs for coarse discretizations, an increased error of the solid-sided
variant compared to the fluid-sided variant is detected. The most significant deviation between
these variants can be identified on the interface ΓFS for the quantities related to the fluid stress
(∇vF, pF). The solid-sided interface representation performs essentially better. As the inverse
effect could not be observed for the configuration with increased stiffness C-stiff, the varying
sensitivity of the viscous stress compared to the fluid pressure for this configuration might lead
to this result. Finally, the smaller prefactor of the Nitsche penalty term for the solid-sided inter-
face stress representation leads to an increased error norm for the error E .

The essential findings of the spatial convergence analysis can be summarized as follows. All
computed error norms spatially converge for all considered configurations with at least the ex-
pected convergence orders. Depending on the specific problem setup, the fluid-sided interface
stress representation and the solid-sided interface stress representation result in comparable (C-
mid) absolute error norms or deviate significantly (C-visc). Still, in order to gain a deeper under-
standing on the influence of the choice of interface stress representation onto the error behavior
for large contrast problems, validation tests which are based on physical relevant solutions seem
beneficial.

3.5.1.2 Sensitivity of the Nitsche Penalty Parameter

In the following section, the sensitivity of the formulation with respect to the Nitsche penalty
parameter γFSI

0 for solid-sided interface stress representation is analyzed for the three configu-
rations C-mid, C-stiff, and C-visc. Similar analyses for fluid-sided interface stress representation
can be found e.g. in Schott [187], Schott and Wall [188] and Schott et al. [190]. In this computa-
tional test, the parameter γFSI

0 is varied in the range [10−4, 104] and the resulting error norms are
computed. A constant element size of h = 0.015625 is considered throughout this study.

In Figure 3.9, the computed results are shown. As expected, very large values of the param-
eter γFSI

0 > 103 lead to increasing error norms especially for the interface norms related to the
solid or fluid stress (pF,∇vF,∇uS) with varying degrees of intensity for the different configu-
rations. Due to the stronger enforcement of the kinematic constraint (2.60) for a large parameter
γFSI

0 , the interface error E decreases continuously. On the other hand, very small values of the
parameter γFSI

0 < 100 lead to an increasing error for the Nitsche method not including an adjoint-
consistency term (ξFSI = 0) for all configurations. This increase in error is not so pronounced
for the Nitsche method including a skew-symmetric adjoint-consistency term (ξFSI = 1). Only
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Figure 3.9: Computed domain and interface error norms for a varying Nitsche penalty scaling γFSI
0 . The test is

performed for the three configurations C-mid, C-stiff, and C-visc according to Table 3.2. (S: ξ = 1):
solid-sided interface stress representation with ξFSI = 1; (S: ξ = 0): solid-sided interface stress repre-
sentation with ξFSI = 0.

for the configuration C-stiff with ξFSI = 1 no increase in error for small parameters γFSI
0 can be

observed.

To conclude, also the considered variant including a skew-symmetric adjoint-consistency term
ξFSI = 1 benefits from a Nitsche penalty term with a sufficiently large constant γFSI

0 . The reason
for this behavior could be found in the insufficient enforcement of the interface no-slip constraint
for small parameters γFSI

0 . This result was found for the configurations C-mid and C-visc. The
qualitative different results for C-stiff might be related to the reduced amplitude AS.

Taking all computed error norms into account, a value in the range [1, 102] is suggested for the
parameter γFSI

0 . As expected, in the case the computed solution is spatially well resolved by the
computational mesh the parameter is not very sensitive to variations if it is chosen large enough.
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3.5.2 Problem Setup for Solid Cylinder Interaction Tests

In the following two tests, the interaction of a solid cylinder with fluid under varying boundary
conditions is investigated. In the first test, a moving cylinder allows analyzing the influence of the
interface stress representation on discrete discontinuities. The temporal and stress nonlinearity
scaling of the prefactor in the Nitsche penalty term for solid-sided interface stress representation
(3.30) is validated in a second test by a configuration compressing the cylinder.

The domain of interest is given by a rectangular box Ω = [0, 1] × [0, 1] with outer fluid
boundaries ΓF,x− on x = 0, ΓF,x+ on x = 1, ΓF,y− on y = 0, and ΓF,y+ on y = 1. On the
boundary ΓF,x− a parabolic inflow vF = [4(y − y2), 0.0] and on the boundaries ΓF,x+ and ΓF,y+

zero fluid velocity is prescribed. The boundary condition on ΓF,y− will be altered and therefore
specified in Sections 3.5.2.1 and 3.5.2.2. The domain of interest Ω embeds a solid domain Ω,
which is initially a cylinder with radius rS = 0.25 and its center at xS,mid = [0.5, 0.5]. The fluid
domain is given by ΩF = Ω\ΩS and thus the fluid-structure interface is given by ΓFS = ∂ΩS. The
solid and fluid material specifications are equal to Section 3.5.1 with configuration C-mid. The
fluid domain is discretized by uniform bi-linear elements in domain Ω unfitted to the interface.
Three discretization variants are utilized: coarse (16 × 16 fluid elements), mid (32 × 32 fluid
elements), and fine (fluid 128 × 128 elements). The corresponding discretizations for the solid
domain, which are fitted to ΓFS, are shown in Figure 3.10. The discretization in time is performed
by the backward Euler scheme θ = 1, with a zero state as initial state.

Figure 3.10: Three different discretizations of the solid cylinder domain ΩS. Black lines indicate boundaries of the
bi-linear elements. From left to right: coarse: 45 elements; mid: 264 elements; fine: 3600 elements.

3.5.2.1 Influence of Interface Stress Representation on Discrete Discontinuities

Due to the discontinuity of the discrete fluid velocity gradient when crossing fluid element
boundaries, discontinuities in the solution can occur. In the case of a fluid-sided interface stress
representation this discontinuity is directly incorporated by the viscous fluid stress on the in-
terface. Since the interface traction in the case of solid-sided interface stress representation is
continuous this effect possibly does not occur. These discontinuities are mainly noticeable for
coarse discretizations. The following test is designed compare the appearance of this type of
discontinuities in the computed solution for both types of interface stress representation.
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The boundary condition on the outer fluid boundary ΓF,y− is specified as a zero-traction Neu-
mann boundary condition resulting in a moving solid cylinder. Both Nitsche-based formulations
on the FSI interface include a skew-symmetric adjoint-consistency term ξFSI = 1. The penalty
parameter is set to γFSI

0 = 2 for the solid-sided interface stress representation and to γFSI
0 = 35

for the fluid-sided interface stress representation. The time step length is ∆t = 0.00625. This
configuration is computed for the discretizations coarse and mid.

pF

−5 0 10 20

Figure 3.11: Computed solution of the moving cylinder problem with discretization mid and solid-sided interface
stress representation for three instances in time, from left to right t = 0.1, t = 0.3, and t = 0.5.
The black lines indicate streamlines given by the fluid velocity vF, the color-code in the fluid domain
represents the fluid pressure pF, and the gray domain corresponds to the current solid domain. The
black cross indicates the point where the fluid quantities of all computed variants are compared in
Figure 3.12.

Computed Results and Discussion The computed solution for solid-sided interface stress
representation with discretization mid at three instances in time is shown in Figure 3.11. It can
be seen that the fluid flow, which is indicated by the black streamlines, moves and deforms the
solid from its initial position towards ΓF,y−. The final point in time is set to tE = 0.5 before the
solid leaves the fluid domain.

To quantify the effect of interface stress discontinuities on the computed solution, the velocity
magnitude ||vF|| and the fluid pressure pF are evaluated at a specific position which is sensi-
tive to discrete discontinuities. This point x = [0.3125, 0.375]T is indicated by a black cross in
Figure 3.11 and the computed quantities at x are shown in Figure 3.12. Besides some smaller
non-smooth points in time, a significant discontinuity of the velocity magnitude and the pressure
can be observed at t ≈ 0.26 for both variants of interface stress representation in combination
with the coarse discretization. It is noteworthy that also the solid-sided interface stress repre-
sentation, for which the stress is a continuous quantity on the interface ΓFS, cannot resolve this
issue in the case of coupled FSI.

Finally, both configurations are computed with the increased spatial resolution mid to verify
the reduction of the discontinuities. For this refined discretization no clearly visible discontinu-
ities can be seen in the computed solution.
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Figure 3.12: Computed fluid velocity magnitude ||vF|| (left), and fluid pressure pF (right) at a specific point in
space x = [0.3125, 0.375]T. (S: coarse): solid-sided interface stress representation with discretization
coarse; (F: coarse): fluid-sided interface stress representation with discretization coarse; (S: mid):
solid-sided interface stress representation with discretization mid; (F: mid): fluid-sided interface stress
representation with discretization mid;

3.5.2.2 Validation of Nitsche Penalty Scaling

In this second test, the scaling of the prefactor φS
Γγ

FSI
0 of the Nitsche penalty term in the case

of solid-sided interface stress representation is analyzed. The focus is on analyzing the scaling
coefficient Ceig

2,e , computed by the local generalized eigenvalue problem as discussed in Sec-
tion 3.3.2.2, and the scaling with ∆t resulting from the temporal discretization. As the scaling
coefficientCeig

2,e takes into account, roughly speaking, the fraction “stiffness” divided by “element
length”, a test case which includes large changes in these two quantities is created. Therefore,
the boundary conditions of the problem setup presented in Section 3.5.2 are chosen to result in
a compression of the cylinder induced by the fluid. Additionally, two different time step lengths
∆t = 0.000625 and ∆t = 0.0000625 for the temporal discretization are tested.

On the outer fluid boundary ΓF,y−, a zero velocity is prescribed as a Dirichlet boundary condi-
tion. Whereas the essential configuration for validation of the Nitsche penalty scaling φS

Γ does not
include an adjoint-consistency term ξFSI = 0, the variant including a skew-symmetric adjoint-
consistency term ξFSI = 1 is presented for completeness. All variants are computed based on the
discretization fine within this test.

Three different variants for updating the scaling coefficient Ceig
2,e are compared. V-iter denotes

a variant with successive updating of Ceig
2,e in every iteration of the nonlinear solution procedure.

Solving the local generalized eigenvalue problem to get Ceig
2,e only once at the beginning of each

time step is denoted by V-∆t. Finally, in the variant V-const the scaling Ceig
2,e is evaluated only at

the beginning of the computation with the given initial state. All variants are computed with three
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different values of the constant γFSI
0 = {0.1, 1.0, 10.0}. Additionally, a reference computation is

performed with fluid-sided interface stress representation and γFSI
0 = 35.

While from a theoretical point of view only the variant V-iter is sufficient to ensure a stable
discrete formulations in all situations, it is assumed that also the variant V-∆t performs similarly
good since typically only small changes of the discrete state occur during the nonlinear solution
procedure. In contrast to that, for the variant V-const it is expected that discrete instabilities occur
with progressing compression depending on the constant γFSI

0 .

pF

150

160

170

180 t = 0.0 γ = 0.1, V-iter

γ = 0.1, V-const

γ = 0.1, V-∆t

γ = 1, V-const

γ = 10.0, V-iter
γ = 1.0, V-iter

γ = 1.0, V-∆t

γ = 10.0, V-∆t

γ = 35.0, fluid

γ = 10.0, V-const

Figure 3.13: Computed solution at t = 0.1 for the variant V-iter, without an adjoint-consistency term ξFSI = 0, with
constant γFSI

0 = 1, and with time step length ∆t = 0.0000625. The fluid pressure is represented by the
color code, the black lines indicate the streamlines computed from the fluid velocity vF. The deformed
solid cylinder ΩS is visualized by the gray area. The black cross indicates the point where the fluid
pressure of all computed variants is compared in Figure 3.14. (left) Visualization of the initial interface
ΓFS and deformed interface ΓFS at the last computed time step for all considered configuration. To
enable a clear presentation, only half the interface is shown for configuration V-iter (y > 0.5) and
configuration V-∆t (y < 0.5). (right)

To depict the principal physical process of this test configuration, one exemplary computed
solution is shown in Figure 3.13 (left). It can be seen, that fluid mass enters the fluid domain ΩF

through the boundary ΓF,x−. As all other outer boundaries of the domain are “closed”, the solid
cylinder ΩS is compressed. The majority of the interface traction on ΓFS results from the fluid
pressure pF which increases in time. Viscous and inertia effects lead to local deviations of the
pressure from a constant level in the domain ΩF.

Figure 3.14 shows the computed horizontal diameter of the solid domain in relation to the
fluid pressure at the specific point x = [1.0, 0.5]T, which is marked in Figure 3.13 (left), for the
two considered time step lengths ∆t = 0.000625 and ∆t = 0.0000625. The maximal pressure
(last time step) for which the nonlinear system with damped update strategy (see Sections 2.3
and 3.4 for details) of the respective variant could be solved with ξFSI = 0, is marked by a
circle. Additional, the maximal pressure for variant ξFSI = 1 is indicated by a cross. This sec-
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ond variant is given only as a reference and is not discussed in the following as it results in a
solvable system independent of the prefactor of the Nitsche penalty term φS

Γγ
FSI
0 . It should be

highlighted, that the maximal pressure values indicated by the circles or crosses depend highly
on the chosen approach and the specified termination criteria, but these values still allow for a
relative comparison between the different variants. The presentation of the deformation (by the
horizontal diameter) w.r.t. the fluid pressure allows making statements unaffected by the varying
constraint enforcement for the different analyzed variants. The constraint violation increases for
a low penalty scaling as shown in Section 3.5.1.2.

Computed Results and Discussion First, the results for the larger time step length ∆t =
0.000625 with ξFSI = 0 are discussed (circles in Figures 3.14 (top)). The computed reference
configuration based on fluid-sided interface stress representation (γFSI

0 = 35.0) demonstrates that
for a numerically stable formulation the system can be solved up to a maximal fluid pressure of
pF ≈ 750 before the nonlinearity of the system deteriorates the nonlinear solution procedure.
The results of the simple scaling variant V-const show the expected behavior of not resulting
in a stable formulation for a to small constant γFSI

0 . With an increased constant γFSI
0 a stable

formulation can be established for an larger fluid load and as a consequence thereof for larger
solid compression. Specifying the constant to γFSI

0 = 10.0 with V-const turns out to be sufficient
to establish a stable formulation up to a fluid pressure load pF ≈ 550. For the computationally
most expensive variant V-iter, a constant of γFSI

0 = 0.1 is not sufficient to result in a stable
formulation. However, increasing the value of the parameter to γFSI

0 = 1.0 and γFSI
0 = 10.0

results in robust formulations. The computed results for the variant V-∆t are similar to the variant
V-iter in the respective considered configuration.

Comparing the previously discussed results for time step ∆t = 0.000625 with the results for
the smaller time step length ∆t = 0.0000625, in Figure 3.14 (bottom), allows validating the
temporal scaling of the Nitsche penalty parameter. The reference computation based on fluid-
sided interface stress representation shows, that for the reduced time step length, the nonlinear
solution procedure converges up to fluid pressure of pF ≈ 1200. The enlarged solvable range of
compression reveals that the variant V-const in combination with the largest constant γFSI

0 = 10.0
is by far not sufficient to guarantee stability of the formulation up to the maximal load and
deformation anymore. In contrast to that, for the variants V-iter or V-∆t in combination with
the scaling γFSI

0 = 1.0 and γFSI
0 = 10.0, the formulation is solvable up to the maximal fluid

pressure. This confirms the temporal scaling in the factor φS
Γ as a stable formulation with the

same parameter γFSI
0 can be established for different time step lengths ∆t.

Figure 3.13 (right) shows the resulting shape of the fluid-structure interface ΓFS at the last
solved point in time for all considered variants with ξFSI = 0 and time step length ∆t =
0.0000625. A comparison with the results presented in Figures 3.14 (bottom) reveals the inverse
relation of the maximal fluid pressure and the remaining size of the solid domain.

In the following, the core statements of this computational test are summarized. The scaling
of the Nitsche penalty parameter φS

Γ based on the generalized local eigenvalue problem (3.19)
performs as expected. This scaling results in a stable formulation if the penalty constant is cho-
sen large enough. A value of γFSI

0 ≥ 1.0 was sufficient for all analyzed fluid pressure loads.
Concerning the update strategies of φS

Γ it was found that evaluating φS
Γ solely at the beginning

of the computation (V-const) does not reliably result in a stable formulation and therefore is
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Figure 3.14: Computed horizontal diameter of the deformed solid domain in relation to the fluid pressure at point
x = [1.0, 0.5]T. To enable a clear presentation, all curves are shifted by an offset of +0.02 from top-left
to bottom-right according to the order of the lines in the legend. The value γ equals the constant γFSI

0

and the considered variant is specified in the legend. The maximal pressure for which the nonlinear
system could be solved is indicated by a circe (ξFSI = 0) and a cross (ξFSI = 1). The computed
solution at the first computed time step is dominated by an initial shock, and thus, is not shown due
to the irrelevance for this analysis. Computed for the large time step length ∆t = 0.000625 (top), and
computed for the small time step length ∆t = 0.0000625 (bottom).
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not recommended for such a configuration. Nevertheless, for cases with limited deformation or
when including a skew-symmetric adjoint-consistency term ξFSI = 1, this strategy can still be
successful if a sufficiently large safety buffer is included in the constant γFSI

0 . The continuous
update strategy (V-iter) performs similar to the time step-wise update strategy (V-∆t), especially
for small time step lengths. As the strategy strategy V-∆t is less computational costly and it
reduces the nonlinearity of the system, for all computation with solid-sided interface stress rep-
resentation this update strategy is recommened and thus it is applied for all computations which
are presented in this thesis.

3.5.3 Convection-Dominated Flow around Solid Corners

For configurations which include convection-dominated fluid flow around sharp corners of soft
solids, a significant difference between both variants of interface stress representation can be
identified. Whereas the solution computed by the fluid-sided interface stress representation re-
sults in an solution accuracy as expected, an obviously non-physical deformation occurs close
to the solid corner for the solid-sided interface stress representation. In the following, different
solutions for the same problem configuration are shown, which are computed by various ap-
proaches to narrow down the causes for this issue. Not all details of the problem configuration
are specified as they are not relevant for the illustration of this effect.

In Figure 3.15 (top), a comparison of the computed solution for CutFEM FSI in combination
with both approaches of interface stress representation is given. The solid element at the corner
shows non-physical deformation when applying the solid-sided interface stress representation.
A similar non-physical deformation cannot be observed in the case fluid-sided interface stress
representation is used.

In contrast to this observation for interface-unfitted CutFEM FSI, the non-physical defor-
mation of the corner does not occur for neither variant of interface stress representation when
applying interface-fitted matching grid ALE FSI as a numerical formulation to solve this type of
problem (see Figure 3.15 (mid)).

Increasing the spatial resolution of the solid and fluid discretization simultaneously does not
resolve this issue. However, for a finer fluid mesh in combination with the same solid discretiza-
tion the effect disappears. This is shown for two different computational fluid mesh sizes in
Figure 3.15 (bottom).

The previously presented computations indicate that this increased displacement error close
to the corner is not related to the solid-sided interface stress representation only (see ALE FSI
and refined fluid mesh). It is the combination of the discrete spaces provided by the CutFEM FSI
approach with the solid-sided interface stress representation which leads to the problem. To fully
understand this issue, which might get essential for FSI including high Reynolds number flows,
further investigations are required. Nevertheless, for many configurations including all presented
numerical examples, this effect is not very pronounced and thus does not lead to difficulties.
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3.6 Numerical Example: 3D Spring-Damper System

Figure 3.15: Visualization of the computed solution for convection-dominated fluid flow around a solid corner. The
black arrows indicate the fluid velocity, the color code represents the fluid pressure, the black lines are
the element boundaries, and the gray domain represents the solid domain. The characteristic properties
of this configuration are the maximum velocity ||vF

max|| ≈ 250, the dynamic viscosity µF = 0.1, the
fluid and solid density ρF = ρS

0 = 1, the Neo-Hookean material model (2.17) with Young’s modulus
E = 5 · 105 and Poisson ratio ν = 0.3, the element size h ≈ 0.03, and no adjoint-consistency term
ξFSI = 0. The Nitsche penalty parameter for fluid-sided interface stress representation is γFSI

0 =
35 and for solid-sided interface stress representation it is γFSI

0 = 5. Computed by interface-unfitted
CutFEM FSI with fluid-sided interface stress representation (top-left) and with solid-sided interface
stress representation (top-right). Computed by interface-fitted ALE FSI with fluid-sided interface stress
representation (mid-left) and with solid-sided interface stress representation (mid-right). Computed
by interface-unfitted CutFEM FSI with solid-sided interface stress representation and reduced fluid
element size hF ≈ 0.015 (bottom-left) and hF ≈ 0.0075 (bottom-right).

3.6 Numerical Example: 3D Spring-Damper System

To demonstrate the general applicability of the CutFEM FSI with both variants of interface stress
representation, a 3D spring-damper system which dissipates mechanical energy by the motion
of viscous fluid is analyzed.

Problem Description The principal geometry of the 3D spring-damper system is visualized
in Figure 3.16. Therein, a (x, y, z)-coordinate system, which will be utilized in the following, is
specified. The mechanical force is applied on top of a cylindrical stamp with radius r1 = 0.15
and the vertical extension z ∈ [0.07, 0.57]. An attached solid disc with radius r2 = 0.5 and
the vertical extension z ∈ [0.0, 0.07], including two cylindrical holes of radius r3 = 0.1 with
their axis crossing the positions xhole = (±0.3, 0, 0), redirects the fluid flow. Two spiral springs
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ensure a static load transmission of the system. The geometry of the first spring is defined by
a vertical circle of radius r4 = 0.07 in the (y = 0)-plane with midpoint position xspring =
(−0.3, 0,−0.68) extruded along a helix with radius r5 = 0.3, with a pitch of hpitch = 1.0, and
cropped at z = 0 and z = −0.61. The second spring is defined by rotation of the first spring with
an angle of αspring = π around the z-axis. The fluid domain ΩF is specified by a cylinder with
radius r6 = 0.55 and the vertical extension z ∈ [−0.61, 0.14] as well as the interface ΓFS given
by the deforming solid domain. On the fluid boundary at z = 0.14, a zero-traction condition

Figure 3.16: Geometric configuration of the 3D spring-damper system visualized by three cross-sectional views of
the (z = 0)-, (y = 0)-, and (x = 0)-plane. The gray domain corresponds to the solid domain ΩS

whereas the blue domain corresponds to the fluid domain ΩF. At the marked points P1, P2, and P3 the
computed fluid pressure and solid displacement solution is shown in Figure 3.19 and Figure 3.20.

is prescribed whereas on all other parts of the fluid boundary zero-velocity is specified. The
springs are fixed at the bottom (z = −0.61) and the motion of the top surface of the cylindrical
stamp (z = 0.57) is prescribed by ûS = [0, 0,−0.125(1 − cos(10πt))]T for t ∈ [0, 0.1] and
ûS = [0, 0,−0.25]T for t > 0.1. At the common interface of the fluid domain and the solid
domain, the FSI-condition are enforced, whereas at the remaining unspecified part of the solid
boundary (cylindrical surface of the stamp) zero-traction is prescribed.

The dynamic viscosity of the fluid is µF = 0.1 and the density is ρF = 0.1. The material behav-
ior of the solid is specified by a Neo-Hookean material model with the hyperelastic strain energy
function (2.17) with a Young’s modulus E = 105 and a Poisson ratio ν = 0.1. The initial solid
density is ρS

0 = 1. The discretization of the fluid domain, which is fitted to the outer boundaries
but not to the interface ΓFS, consists of 444600 tri-linear hexahedral element. The computational
mesh of the solid domain consists of 73923 tri-linear hexahedral elements. An impression on the
structure of the discretization is given in Figure 3.17 (top-left). Two computations are compared,
wherein the incorporation of the FSI-condition on the interface ΓFS is performed by the Nitsche-
based method utilizing either the fluid-sided interface stress representation or the solid-sided
interface stress representation. The computation with fluid-sided interface stress representation
is specified by ξFSI = 1 and γFSI

0 = 35. The computation with fluid-sided interface stress rep-
resentation is specified by ξFSI = 0 and γFSI

0 = 1.5. The discretization in time is performed by
the backward Euler scheme (θ = 1) with a time step length of ∆t = 10−4 for t ∈ [0, 0.125] and
an increased time step length in the relaxation phase of ∆t = 5 · 10−4 for t ∈ [0.125, 0.5]. To
improve the performance of the iterative procedure to solve the resulting linear system of equa-
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tions, the constants specifying the relation of second and first order ghost penalty stabilization
in (3.6) are increased to 5. The resulting linear system of equations which consists of approxi-
mately 1.85 million unknowns, is attacked by the iterative GMRES algorithm that is supported
by preconditioning with a two block Gauss-Seidel iteration in combination with efficient alge-
braic multigrid applied on the fluid and solid block separately (details are given by Verdugo and
Wall [214]).

Computed Results and Discussion To provide an impression of the overall behavior of
the 3D spring-damper system, the computed solution for the solid-sided interface stress represen-
tation is shown in Figure 3.17. At the initial phase (t = 0.025 and t = 0.05), an axisymmetrical

Figure 3.17: Computed deformation and fluid flow for solid-sided interface stress representation for different in-
stances in time. The streamlines are based on the fluid velocity vF and colored by the velocity magni-
tude. The points in time from top-left to bottom-right are: t = 0.0, t = 0.025, t = 0.05, t = 0.07, t =
0.135, and t = 0.2. The cyan-colored wall represents the boundary of the fluid domain. To enable
a clear presentation, different minimal velocity magnitudes are specified to visualize the streamlines.
The computational mesh and the planes on which the cross-sectional views of Figure 3.18 are based,
are visualized in top-left figure.

deformation of the solid disc can be observed. As a result, an almost axisymmetrical fluid flow in
the gap between the outer fluid boundary and the solid disc occurs. Additionally, an essential part
of the fluid mass flows through the two holes in the solid disc. At t = 0.07, a transition of the disc
deformation into a two-dimensional bending has occurred. As a result of the increased distance
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between the solid disc and the fluid boundary close to the maximal bending, the main portion
of the flow accumulates close to this position. In relaxation phase, for t > 0.1, a continuous
decrease of all flow velocities and the solid disc deformation can be observed.

A more detailed view of the computed solution is given in Figure 3.18 by two cross-sectional
views. These visualization reveals the working principle of the damper. Due to the acting me-
chanical load on the solid stamp the fluid pressure below the solid disk increases. As a result,
a fluid flow through the holes and the gap between solid disc and flow boundary occurs. The
predominate viscous stress dissipates the external mechanical energy added to the system on top
of the solid stamp. Especially at the points in time with high fluid pressure the solid spring has
an essential impact on the flow through the solid disc hole, and thus, on the damping behavior
of the system (see the fluid flow in Figure 3.18 for t = 0.055, t = 0.07, and t = 0.08). A closer
look at the connecting edge of the solid stamp and the disc reveals that a high fluid pressure is
computed at this position. This effect is less pronounced for the computations based on the fluid-
sided interface stress representation. Still, no essential impact on the overall computed solution
could be identified.

Figure 3.18: Computed deformation and fluid flow for solid-sided interface stress representation for different in-
stances in time. The left half of each figure shows a cross-sectional view in the (y = 0)-plane and
the right half a cross-sectional view in the (x = 0)-plane. These planes are visualized in Figure 3.17
(top-left). The fluid domain is colored based on the fluid pressure pF. The points in time from top-left
to bottom-right are: t = 0.025, t = 0.055, t = 0.07, t = 0.08, t = 0.1, and t = 0.2.

In Figure 3.19, a comparison of the computed vertical displacement at two characteristic
points on the outer ring of the solid disc between the two approaches of interface stress repre-
sentation is given. Both computations result in a similar temporal evolution of the displacement
for both points P2 and P3. For the time interval 0.05 . t . 0.09, a first noticeable difference
between both approaches, which arises potentially due to the increased system dynamics and the
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Figure 3.19: Comparison of the computed vertical displacement at two points P2 and P3 for the fluid-sided and the
solid-sided interface stress representation. The reference coordinates of these points are: P2 : XS =
[0.0, 0.5, 0.07]T and P3 : XS = [0.5, 0.0, 0.07]T and are marked by green points in Figure 3.16. The
prescribed displacement uS on the top surface of the cylindrical stamp is visualized as a reference.

complex fluid solution, can be observed at point P3. The second observable difference occurs
for t > 0.125 due to the increase of the time step length from ∆t = 10−4 to ∆t = 5 · 10−4. The
associated increase of the Nitsche penalty scaling φS

Γ according to the temporal scaling in (3.30)
for the solid-sided interface stress representation leads to a noticeable increase of the no-slip
constraint enforcement for the utilized spatial resolution. This, of course, has an effect on the
computed vertical displacement.

A comparison of the computed reaction force of the spring-damper system between both com-
putations is shown in Figure 3.20 (top). Both approaches predict an almost identical temporal
evolution of the reacting force. In accordance with the previously discussed displacement results,
slight deviations between both approaches can be observed for the time interval 0.05 . t . 0.09
and t > 0.125. At t = 0.1, a kink of the reaction force as a consequence of the instantaneous
change of the prescribed solid acceleration on the top surface of the solid stamp occurs. Finally,
in Figure 3.20 (bottom), the fluid pressure pF at the bottom of the spring-damper system is shown.
Besides the aspects already discussed for the reaction force, a short peak in the fluid pressure at
t = 0.125 due to the change of the time step length can be observed for the solid-sided interface
stress representation. Neglecting inertia and viscous fluid effects, the reaction force combines
the load carried by the solid springs and the force transmitted by the fluid pressure. Thus, a com-
parison of the computed fluid pressure and the reaction force for the final point in time t = 0.5
reveals that the remaining reaction force is transmitted by the solid spring as the fluid pressure
decreased almost to zero.
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Figure 3.20: Comparison of the computed vertical reaction force on the top surface of the cylindrical solid stamp
for the fluid-sided and the solid-sided interface stress representation. The reaction force is summed up
from the nodal reaction forces to enforce the Dirichlet condition ûS (top). Comparison of the computed
fluid pressure pF at the point P1 for the fluid-sided and the solid-sided interface stress representation.
The coordinates of the point, which is marked by a green point in Figure 3.16 (bottom), are: P1 : XS =
[0.0, 0.0,−0.61]T.
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4 A Nitsche-based CutFEM for the
Coupling of Incompressible Fluid
Flow with Poroelasticity1

The focus of this chapter is the numerical treatment of interface-coupled problems concerning
the interaction of incompressible fluid flow and permeable, elastic structures (FPI). The main
emphasis is on extending the range of applicability of available formulations in three aspects:
the incorporation of a more general poroelasticity formulation including a wide variety of ma-
terial models by arbitrary strain energy density functions, the use of the CutFEM to allow for
large interface motion and topological changes of the fluid domain, and the application of a
novel Nitsche-based approach to incorporate the Beavers-Joseph (-Saffmann) tangential inter-
face condition. This last aspect allows to extend the practicable range of applicability for the
proposed formulation down to very low porosities and permeabilities which is important in sev-
eral problem configurations in application. Different aspects of the above mentioned formulation
are analyzed in a numerical example including spatial convergence, the sensitivity of the solution
to the Nitsche penalty parameters, varying porosities and permeabilities, and a varying Beavers-
Joseph interface model constant. Finally, two numerical examples analyzing the fluid induced
bending of a poroelastic beam and the 3D interaction of a poroelastic plate and a fluid channel
flow provide evidence of the general applicability of the presented approach.

The outline of this chapter is as follows. In Section 4.1, all essential formulations for the con-
tinuous and the discrete FPI problem, which were already discussed in the previous chapters, are
referenced and briefly summarized. This is followed by a presentation of the applied numerical
methods to weakly incorporate the interface conditions in normal and tangential orientation to
the coupled problem, in Section 4.2. The coupled discrete formulation to be solved, is presented
in Section 4.3. In Section 4.4, various aspects of the formulation are analyzed numerically by an
example based on the method of manufactured solutions. The computational results of a general
problem configuration, the fluid induced bending of a poroelastic beam, are presented in Section
4.5.1. In Section 4.5.2, the analysis of the 3D interaction of a poroelastic plate and a fluid channel
flow highlight the applicability for more challenging 3D configurations.

4.1 Preliminaries for the Computational Solution of
the FPI

Many aspects of treating the FPI problem numerically have already been presented in the pre-
vious chapters. In order to draw the readers attention to the most essential parts presented pre-

1This chapter is adapted from the author’s publication [2].
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viously, the most relevant sections are referenced and briefly recapitulated. First, the contin-
uous FPI problem is discussed in Section 4.1.1, followed by a compact summary of already
introduced approaches to numerically solve the discrete FPI problem, in Section 4.1.2.

4.1.1 The Continuous FPI Problem

The underlying physical problem, including all governing equations of FPI, was already intro-
duced in Chapter 2 in a more general setup. The considered domains, interfaces, and boundaries
are visualized in Figure 4.1. It should be highlighted that all discussions within this chapter
are focused on this specific configuration, which include a fluid domain, a poroelastic domain,
and their common interface. The application of the developed approach to more general prob-
lem configurations (see the generic overall problem presented in Section 2.1.1) is presented in
Chapter 5 and 7.

ΓPF,D ∪ ΓPF,N = ΓP,D ∪ ΓP,N

ΓFP

ΓF,D

ΩF

ΩP
ΓF,N

Figure 4.1: Fluid-Poroelastic interaction problem setup: fluid domain ΩF, poroelastic domain ΩP, common fluid-
poroelastic interface ΓFP, and boundaries ΓF,D, ΓF,N, ΓPF,D, ΓPF,N, ΓP,D, and ΓP,N on the outer
boundary of the FPI problem.

The overall domain Ω = ΩF∪ΩP is given by the union of the fluid domain and the poroelastic
domain. The outer boundary includes the union of all types of boundaries ∂Ω = ΓF,D ∪ ΓF,N ∪
ΓP,D∪ΓP,N = ΓF,D∪ΓF,N∪ΓPF,D∪ΓPF,N. The governing equations in the fluid domain ΩF, the
Navier-Stokes equations including the balance of mass (2.27) and the balance of linear momen-
tum (2.28), and additionally all required conditions on the boundaries ΓF,D and ΓF,N (2.31) were
introduced in Section 2.1.5. The underlying system of equations for the poroelastic domain ΩP

including the balance of fluid mass (2.42), the balance of linear momentum for the fluid phase
(2.43), and the balance of linear momentum for the porous mixture (2.46) was presented in Sec-
tion 2.1.6. Therein, adequate boundary conditions (2.53) and (2.54) on the different boundaries
ΓPF,D, ΓPF,N, ΓP,D, and ΓP,N were also discussed. Describing the FPI system by the aforemen-
tioned equations, results in a system which has to be solved for the fluid velocity vF and the fluid
pressure pF in the fluid domain ΩF as well as the porous fluid velocity vP, the porous fluid pres-
sure pP, and the macroscopic displacement of the porous domain uP in the poroelastic domain
ΩP.
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Figure 4.2: The domain covered by the boundary- and interface-fitted discretization Ω̆P
Th equals the discrete poro-

elastic domain ΩP
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h
), where the CIP-stabilization

is evaluated (left). The domain covered by the unfitted fluid discretization Ω̆F
Th = Ω̆F
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Ω̆F
Th,ΓFP represents the fluid domain ΩF

h through a set of elements covering the domain Ω̆F
Th,\ΓFP and

the fluid subdomain ΩF
h,ΓFP of the domain Ω̆F

Th,ΓFP . The non-fluid domain, which equals the poroelas-

tic domain ΩP
h , consists of the domain covering a set of elements in Ω̆F

Th,I and the non-fluid subdomain
ΩF

h,ΓFP,I of the domain Ω̆F
Th,ΓFP . For all inner facesFG

Ω̆F
Th,A

of Ω̆F
Th,\ΓFP∪Ω̆F
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to one element in Ω̆F
Th,ΓFP , the ghost penalty stabilization is applied (right).

The missing piece to formulate the continuous FPI problem are the conditions on the com-
mon interface between the fluid domain and the poroelastic domain ΓFP, which are discussed in
Section 2.1.8. These interface conditions consist of the dynamic equilibrium of the fluid and the
porous mixture (2.61), the dynamic equilibrium of the fluid and the porous fluid (2.62), the bal-
ance of mass on the interface (2.63), and the Beavers-Joseph (BJ) or Beavers-Joseph-Saffmann
(BJS) condition (2.64). The latter condition takes effects of the porous flow close to the interface,
which are not represented by the porous flow model, into account. Thus, the BJ or BJS condition,
a general Navier type interface condition, is applied in tangential interface orientation.

4.1.2 The Discrete FPI Problem

The boundary-fitted FEM, as introduced in Section 2.2.2, is applied for the discretization of
the poroelastic equations. The corresponding discrete weak form (2.120) including stabilization
was discussed in Section 2.2.5. The discretization approach for the fluid domain is based on
the CutFEM and was already presented with special focus on FSI in the previous chapter. In
Figure 4.2, the discretization strategy for an FPI problem is shown. While the poroelastic domain
is discretized by a boundary- and interface-fitted FEM discretization (Ω̆P

Th = ΩP
h ), the fluid

domain is discretized unfitted to the interface (ΩF
h ⊂ Ω̆F

Th). The geometric separation in the fluid
domain ΩF

h = Ω̆F
Th,\ΓFP ∪ ΩF

h,ΓFP and the non-fluid domain (ΩP
h =)Ω̆F

Th,I ∪ ΩF
h,ΓFP,I is given by

the intersection of the computational fluid mesh with the interface ΓFP
h . Finally, the geometry of

the interface ΓFP
h is given by the deformed boundary ∂ΩP

h ⊇ ΓFP
h of the boundary- and interface-

fitted poroelastic discretization.
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Taking this specific configuration into account, the approach discussed in detail in Section 3.1
can be directly applied. This includes especially the definition of all discrete fluid solution and
test function spaces discussed in Section 3.1.2, the application of ghost penalty stabilization in
Section 3.1.3, and the numerical integration of the L2-inner products of intersected elements in
Section 3.1.4. The discretization in time is performed by the One-Step-θ scheme as discussed in
Section 2.2.1, which is applied to the fluid domain in Section 2.2.4 and to the poroelastic domain
in Section 2.2.5, and finally extended to the unfitted moving boundary configuration in Sec-
tion 3.2. In the previous chapter, the weak imposition of the “no-slip” interface condition for the
application in FSI by a Nitsche-based approach was discussed. To extend this towards FPI con-
figurations, a novel Nitsche-based method for the weak imposition of all conditions (2.61)-(2.64)
is discussed in the following.

4.2 The Nitsche-based Method on the Common
Interface between Fluid and Poroelastic Domain

Up until now, the interface conditions between the fluid and the poroelastic domain on the inter-
face ΓFP

h were not incorporated in the weak forms (3.7), (2.120). Due to the successful applica-
tion of the CutFEM and the weak imposition of boundary/interface conditions by Nitsche-based
methods for FSI (see e.g. the works of Alauzet et al. [5], Burman and Fernández [42], and Schott
et al. [192]), this combination is also chosen to solve the problem of FPI in this chapter. There-
fore, an additional integration on the discrete interface ΓFP

h , which is given by the boundary of
the deformed poroelastic domain ∂ΩP

h , has to be performed. Due to the different constraints in
normal (2.63) and tangential (2.64) direction on the interface ΓFP

h , separate treatment of both
orientations is necessary.

4.2.1 Normal Direction
In normal direction, the additional contributions to the weak form for Nitsche’s method includes
a consistency, an adjoint-consistency and a penalty term, which are similar to the methods pre-
sented by Bukač et al. [37] and D’Angelo and Zunino [68].

WFPI,n
h

[(
δvF

h , δp
F
h , δv

P
h , δu

P
h , δp

P
h

)
,
(
vF

h , p
F
h ,v

P
h ,u

P
h , p

P
h

)]
=〈

δvP
h + δuP

h − δvF
h ,σ

F
h · nF

h · P n
〉

ΓFP
h

−
〈
δvP

h , ĝ
FP,n
σ nh · P n

〉
ΓFP

h

−
〈
δuP

h , ĝ
FP

σ
· P n

〉
ΓFP

h

−
〈
δpF

h · nF
h + ξFPI2µFεF(δvF

h) · nF
h ,
[
vF

h − ∂̃t
[
uP

h

]
− φh

(
vP

h − ∂̃t
[
uP

h

])
− ĝFP,n

]
· P n

〉
ΓFP

h

+
φF

Γγ
FPI,n
0

hΓ

〈
δvF

h − δvP
h − δuP

h ,
[
vF

h − ∂̃t
[
uP

h

]
− φh

(
vP

h − ∂̃t
[
uP

h

])
− ĝFP,n

]
· P n

〉
ΓFP

h

,

φF
Γ = µF + hΓcv,Γρ

F
∣∣∣∣vF

∣∣∣∣
∞,Γ + h2

Γct,Γ
ρF

θ∆t
(4.1)

As all terms are projected in the normal direction by the projection matrix P n := (nh ⊗ nh)
herein, WFPI,n

h solely leads to contributions in the normal direction of the interface ΓFP
h . The
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terms in the second line originate from the integration by parts in the derivation of the weak
form (2.112) and are therefore called consistency terms. Herein, the interface stress is chosen to
be represented by the fluid stress. The last two terms in this line vanish for zero stress jumps in the
dynamic equilibrium (2.61) and (2.62), which, in general, is the physical relevant case. All terms
in the following lines are added in order to obtain a stable and convergent discrete numerical
scheme and to enforce the kinematic constraint (2.63). Consistency is guaranteed due to the
included kinematic constraint (2.63), wherefore these contributions vanish in the case of an exact
constraint fulfillment. An additional adjoint-inconsistent pressure term in line three balances
the pressure contribution of fluid stress in the consistency boundary integrals of line two. For
the viscous adjoint-consistency term, an adjoint-consistent (ξFPI = 1) or adjoint-inconsistent
(ξFPI = −1) variant can be chosen. Finally, in the last line, a penalty term guarantees the stability
of the numerical method, if a sufficiently large constant γFPI,n

0 is chosen. The dependence of the
resulting error norms of the numerical scheme on the penalty parameter γFPI,n

0 is analyzed in the
numerical example presented in Section 4.4.3 for both choices of ξFPI. The additive scaling of
φF

Γ aims for a stable numerical scheme in all regimes of the fluid equations, as discussed in the
work by Massing et al. [149]. Herein,

∣∣∣∣vF
h

∣∣∣∣
∞,Γ is the maximal fluid velocity component at the

current point in space on the interface ΓFP
h . The convective and reactive constants are specified

to: cv,Γ = 1/6, ct,Γ = 1/12. The mesh size parameter hΓ is computed by the ratio of the element
volume and the part of the area of the interface ΓFP

h in the local intersected element in Ω̆Th,ΓFP .
Whenever essential, an additional index inWFPI,n

h,n+1 specifies that all interface terms 〈∗, ∗〉ΓFP
h

are
evaluated as 〈∗, ∗〉ΓFP

h,n+1,n+θ.

Remark 4.1 (Alternative scaling of the penalty terms). In the case that the partial integration
of the porosity gradient is not performed in the derivation of the weak form of the balance of
linear momentum for the poroelastic mixture (2.46) (weak form presented by Vuong et al. [216],
basically ∇φh −→ ∇pP

h is not performed), a statement on the scaling of the penalty terms
can be acquired. For this formulation, the consistency terms of the weak form of the mixture
equation include only the averaged structural stress σP

S

h = σP
h + φhp

P
hI , which results in the

normal dynamic equilibrium (replacing constraint (2.61) in normal direction)

0 = (1− φh)nh · σF
h · nh − nh · σP

S

h · nh on ΓFP
h × [t0, tE]. (4.2)

By an additional multiplication of the weak poroelastic fluid equation with the porosity φh (to
result in a symmetric physical reactive contribution in domain ΩP

h of the porous fluid phase and
the porous solid phase), the resulting consistency terms in normal direction for an interface
stress representation by the fluid stress are:

+
〈
φhδv

P
h + (1− φh) δuP

h − δvF
h ,σ

F
h · nF

h · P n
〉

ΓFP
h

. (4.3)

Analogous to the coercivity analyses for the Nitsche’s method for the weak imposition of bound-
ary conditions (e.g. see the work of Burman and Hansbo [46]), it can be stated that the inter-
face semi-norm specified by the left test function part

(
φhδv

P
h + (1− φh) δuP

h − δvF
h

)
of (4.3),

should be balanced by an equal symmetric contribution of the penalty terms. Due to the same
structure of this consistency test function part and the kinematic constraint (2.63), an additional,
multiplicative scaling of the penalty term including test function δuP

h with (1− φh) fulfills these
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4 A Nitsche-based CutFEM for the Coupling of Incompressible Fluid Flow with Poroelasticity

requirements. A significant influence of this modification is expected for a vanishing solid phase
close to the limit case φh = 1, which would result in a vanishing penalty contribution in the mix-
ture equation. Nevertheless, due to the slightly different weak form applied here, this additional
scaling is not applied.

4.2.2 Tangential Direction
For the weak imposition of the tangential constraint (2.64), two different methods, namely a sub-
stitution approach and a Nitsche-based approach, are presented. A comparison of both approach
by a numerical test is presented in Sections 4.4.4 and 4.4.5.

4.2.2.1 Substitution Approach

The first method is presented for validation and comparison of the following Nitsche-based ap-
proach. Herein, the tangential interface traction is substituted by a kinematic relation making
use of the BJ or BJS condition (2.64). Similar “Substitution” methods were applied in the works
of Ambartsumyan et al. [7], Badia et al. [12] and Bukač et al. [37] to incorporate the BJ or the
BJS condition. To enforce the tangential constraint by the “Substitution” method, the following
contribution is added to the weak form

WFPI,t,Sub
h

[(
δvF

h , δp
F
h , δv

P
h , δu

P
h , δp

P
h

)
,
(
vF

h , p
F
h ,v

P
h ,u

P
h , p

P
h

)]
=〈

δvF
h − δuP

h ,
1

κ

[
vF

h − ∂̃t
[
uP

h

]
− βBJφ

(
vP

h − ∂̃t
[
uP

h

])
− ĝFP,t

]
· P t

〉
ΓFP

h

−
〈
δuP

h , ĝ
FP

σ
· P t

〉
ΓFP

h

. (4.4)

As all terms are projected in the tangential plane by the projection matrix P t := (I − nh ⊗ nh)
herein, WFPI,t,Sub

h solely leads to contributions in tangential orientation of the interface ΓFP
h .

For the “Substitution” method, the tangential boundary integrals, which arise from integration
by parts when deriving (2.112) and (2.121), are substituted by the terms in (4.4). The principal
structure and sign of this term equals a penalty term and therefore can be categorized as a posi-
tive contribution in a coercivity analysis. Due to the division by κ in the prefactor, this term starts
to dominate the overall problem formulation for a decreasing κ. This worsens the conditioning
of the discrete system of equations to solve and leads to increasing error norms, as analyzed in
Section 4.4.4. The second term arises from the representation of the fluid interface stress by the
kinematic constraint in (2.64) and due to the non vanishing stress jump ĝFP

σ
in the dynamic equi-

librium (2.61). Whenever essential, an additional index inWFPI,t,Sub
h,n+1 specifies that all interface

terms 〈∗, ∗〉ΓFP
h

are evaluated as 〈∗, ∗〉ΓFP
h,n+1,n+θ.

4.2.2.2 Nitsche-based Approach

The second presented method, which does not suffer from this conditioning problem for a small
parameter κ, is based on the Nitsche method for general boundary conditions, which was first
presented by Juntunen and Stenberg [132] for the Poisson problem. The extension to the Os-
een problem is given by Winter et al. [226]. The tangential interface terms when applying this
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approach are

WFPI,t,Nit
h

[(
δvF

h , δp
F
h , δv

P
h , δu

P
h , δp

P
h

)
,
(
vF

h , p
F
h ,v

P
h ,u

P
h , p

P
h

)]
=〈

δuP
h − δvF

h ,σ
F
h · nF

h · P t
〉

ΓFP
h

−
〈
δuP

h , ĝ
FP

σ
· P t

〉
ΓFP

h

+ξFPI (γFPI,t
0 )−1hΓ

κµF + (γFPI,t
0 )−1hΓ

〈
−2µFεF(δvF

h) · nF
h , cBJ · P t

〉
ΓFP

h

+
µF

κµF + (γFPI,t
0 )−1hΓ

〈
δvF

h − δuP
h , cBJ · P t

〉
ΓFP

h

,

with cBJ = vF
h − ∂̃t

[
uP

h

]
− βBJφh

(
vP

h − ∂̃t
[
uP

h

])
+ κσF

h · nF
h − ĝFP,t. (4.5)

Similar to the presented Nitsche method in normal direction, the interface stress is represented
by the fluid stress. Therefore, the consistency integrals in tangential direction, which arise from
the partial integration in the derivation of the weak forms (2.112) and (2.121), result in the
contributions of line two. Again, a nonphysical contribution in the case ĝFP

σ
6= 0 arises from

the interface stress representation as fluid stress. The following terms in line three and four are
a consistent addition due to the inclusion of the BJ or the BJS condition (2.64), for what reason
these contributions vanish in the case of the exact solution. In line three, an adjoint-consistent
(ξFPI = 1) or an adjoint-inconsistent (ξFPI = −1) term is added. As can be seen from the
occurring prefactor, this term balances the consistency integrals in line two and the consistency

like contribution
(
µF
(
κµF + (γFPI,t

0 )−1hΓ

)−1 〈
δvF

h − δuP
h , κσ

F
h · nF

h · P t
〉

ΓFP
h

)
in the penalty

terms. Finally, the penalty terms in line four aim for the stability of the numerical scheme for
a sufficiently large penalty parameter γFPI,t

0 . The prefactor of the penalty term also results from
the two contributions of the consistency boundary integrals and the consistency like contribution
in the penalty terms itself. In Section 4.4.3, the required penalty parameter γFPI,t

0 for the adjoint-
consistent and adjoint-inconsistent variant is analyzed. Whenever essential, an additional index
inWFPI,t,Nit

h,n+1 specifies that all interface terms 〈∗, ∗〉ΓFP
h

are evaluated as 〈∗, ∗〉ΓFP
h,n+1,n+θ.

Remark 4.2 (Nonexistent tangential poroelastic fluid penalty contribution). By comparison of
the Nitsche contributions in normal WFPI,n

h and tangential WFPI,t,Nit
h direction, it can be ob-

served that the tangential penalty contribution of the poroelastic fluid equation is nonexistent.
Considering the analogy to the coercivity analyses for general boundary conditions (see the
work of Juntunen and Stenberg [132]), the interface semi-norm specified by the test functions
in the consistency terms

(
δuP

h − δvF
h

)
of (4.5) has to be balanced by a symmetric penalty con-

tribution. By analyzing the Beaver-Joseph-Saffmann condition case (βBJ = 0), the structure of
the kinematic constraint (2.64) equals this contribution and therefore applying the same jump
of test functions

(
δuP

h − δvF
h

)
for the penalty terms results in the desired result. Also, from a

modeling point of view, this “missing” tangential penalty is reasonable, as a Darcy fluid cannot
compensate a tangential boundary stress. For the Beavers-Joseph condition, this argumentation
does not directly hold anymore. Still, it can be clearly seen from computed results (not presented
here) that a tangential penalty contribution tested on the Darcy-based equation should not be
added to the weak formWFPI,t,Nit

h . For example, one recognizes oscillations of the velocity vP
h in

the porous domain close to the interface ΓFP
h even for a simple configuration such as the parallel

flow of viscous and porous fluid when adding this penalty contribution.
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Remark 4.3 (Combination of projected consistency terms). In the case when the contributions
WFPI,n

h and WFPI,t,Nit
h are combined, no projection of the fluid- and poroelastic consistency

terms is required as they can be directly combined, and thus the implementation can be simplified

〈
δuP

h − δvF
h ,σ

F
h · nF

h

〉
ΓFP

h

−
〈
δuP

h , ĝ
FP

σ

〉
ΓFP

h

=〈
δuP

h − δvF
h ,σ

F
h · nF

h · P n
〉

ΓFP
h

−
〈
δuP

h , ĝ
FP

σ
· P n

〉
ΓFP

h

+
〈
δuP

h − δvF
h ,σ

F
h · nF

h · P t
〉

ΓFP
h

−
〈
δuP

h , ĝ
FP

σ
· P t

〉
ΓFP

h

. (4.6)

Due to the nonexistent viscosity and therefore tangential contribution of the Darcy-based fluid
model in domain ΩP

h , the projection of the consistency contributions in the poroelastic fluid
equation

〈
δvP

h ,σ
F
h · nF

h · P n
〉

ΓFP
h

−
〈
δvP

h , ĝ
FP,n
σ n · P n

〉
ΓFP

h

has to remain untouched inWFPI,n
h .

4.3 The Coupled Discrete FPI Formulation

By summing up all contributions discussed and referenced beforehand, the final discrete weak
form for the coupled fluid-poroelastic interaction problem is set. For the more general prob-
lem which was introduced in Section 2.1.1, this formulation has already been presented in Sec-
tion 3.3.4, and in this section it will be specialized to the FPI application. The overall discrete
solution space SxFPI,h,n+1 and the discrete test function space TδxFPI,h,n+1 result from the discrete
spaces of the underlying physical fields, which were defined for the fluid problem in (2.110) and
for the poroelastic problem in (2.119).

SxFPI,h,n+1 := SvF,h,n+1 × SpF,h,n+1 × SuP,h,n+1 × SvP,h,n+1 × SpP,h

TδxFPI,h,n+1 := TδvF,h,n+1 × TδpF,h,n+1 × TδuP,h × TδvP,h × TδpP,h (4.7)

The overall discrete test function δxFPI
h and the discrete solution state xFPI

h,n+1 are given by

xFPI
h,n+1 :=

(
vF

h,n+1, p
F
h,n+1,v

P
h,n+1,u

P
h,n+1, p

P
h,n+1

)
,

δxFPI
h :=

(
δvF

h , δp
F
h , δv

P
h , δu

P
h , δp

P
h

)
. (4.8)

Making use of (4.7) and (4.8), the overall discrete formulation of the coupled CutFEM FPI prob-
lem is given by

Find xFPI
h,n+1 ∈ SxFPI,h,n+1 such that for all δx

FPI
h ∈ TδxFPI,h,n+1:

WFPI
h,n+1

[
δxFPI

h ,xFPI
h,n+1

]
= 0. (4.9)

The underlying weak form results from the combination of the corresponding weak forms of all
corresponding physical fields and interfaces. This includes the discrete contributions arising from
fluid discretized by the CutFEM in (3.7), for poroelasticity in (2.121), and for the incorporation
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of the normal interface conditions in (4.1) and the tangential interface conditions in (4.4) or (4.5).

WFPI
h,n+1

[
δxFPI

h ,xFPI
h,n+1

]
=

WF,CUT
h,n+1

[(
δvF

h , δp
F
h

)
,
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F
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)]
+
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)
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P
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P
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+
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P
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P
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+

WFPI,t,∗
h,n+1

[(
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F
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h , δu

P
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,
(
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F
h,n+1,v

P
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P
h,n+1, p

P
h,n+1

)]
(4.10)

The “∗”-symbol therein, specifies either the “Substitution” method by “Sub” or the Nitsche-
based variant by “Nit” to enforce the tangential interface condition.

The Newton-Raphson like nonlinear solution procedure to solve the aforementioned system
for the vector of unknown nodal states

xFPI
n+1 :=

[(
vF
n+1

)T
,
(
pF

n+1

)T
,
(
uP
n+1

)T
,
(
vP
n+1

)T
,
(
pP

n+1

)T]T
(4.11)

was discussed, including poroelasticity, in Section 3.4.
In order to make the presentation as clear as possible, the index h, to specify discrete quanti-

ties, has been omitted for all numerical tests and examples in the following sections.

4.4 Numerical Tests: CutFEM FPI

In this section, the formulation presented in this chapter will be analyzed numerically. The aim
is to verify that the expected properties that have already been analyzed in literature for the sim-
plified variants of this problems, namely for the Stokes/Darcy coupling, the Stokes/Biot-system
coupling, the CutFEM applied on the Oseen equations, the Nitsche’s method for general Navier
boundary condition, and the fluid-structure interaction are still valid for this problem configu-
ration. Therefore, a problem setup that results in a known analytic solution is constructed by
the method of manufactured solutions. Independent of the choice of the boundary and interface
locations, this known solution should be valid in the respective domain. A comparison of the
computed solutions to the analytic solution allows for an analysis of different aspects of the
formulation.

In addition to the spatial convergence analysis for all essential domain and interface error
norms, the behavior of the formulation for variations of the Nitsche penalty parameters is de-
termined and a recommendation for the choice of these parameters is obtained. Furthermore, a
test for varying porosity, and consequently varying the permeability through the Kozeny-Carman
formula, allows comparing the presented novel Nitsche method and the predominant “Substitu-
tion” approach. This is performed for moderate, down to very small porosities/permeabilities
and, therefore, allows for a fundamental comparison of both approaches. Finally, a comparison
of the Beavers-Joseph (BJ) and Beavers-Joseph-Saffmann (BJS) condition for a variation of the
interface model constant ranging from the limit cases “slip” to “no-slip” is performed.
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4.4.1 Analytic Solution and Problem Setup

The analytic solution is chosen as follows

vF
A(x, t) =

[
−AF cos (B π x) sin (B π y) gu(t)
AF sin (B π x) cos (B π y) gu(t)

]
, (4.12)

pF
A(x, t) = −1

4
(cos (2B π x) + cos (2B π y)) ρFgp(t), (4.13)

vP
A(x, t) =

[
−AP cos (B π x) sin (B π y) gu(t)
AP sin (B π x) cos (B π y) gu(t)

]
, (4.14)

pP
A(x, t) = −1

4
(cos (2B π x) + cos (2B π y)) ρFgp(t), (4.15)

uP
A(X, t) =

[
−APS cos (B πX) sin (B π Y ) (1−gu(t))

−2C2 π2 µF(ρF)−1

APS sin (B πX) cos (B π Y ) (1−gu(t))

−2C2 π2 µF(ρF)−1

]
, (4.16)

with the time dependent functions: gu(t) = e−2C2 π2 µF(ρF)
−1

t and gp(t) = e−4C2 π2 µF(ρF)
−1

t.

Herein, the analytic velocity and pressure solution in the fluid domain is denoted by vF
A and

pF
A. The analytic velocity, pressure, and displacement solution in the poroelastic domain is de-

noted by vP
A, pP

A, and uP
A, respectively. The components of the two-dimensional position vector

x = [x, y]T in current configuration are specified as x and y and the components of the ma-
terial position vector X = [X, Y ]T as X and Y . The solution is chosen in a way that fulfills
the balance of fluid mass in the fluid domain (2.27) and in the poroelastic domain (2.43) in the
case of a constant porosity φ. Additionally, by specifying the solution amplitudes to AF = 0.1,
AP = 0.21, and APS

= −0.01, the mass-balance (2.63) and the kinematic part of the BJ or BJS
condition (2.64) on the interface ΓFP are fulfilled without additional contributions (ĝFP,n, ĝFP,t)
at the initial point in time due to the vanishing deformation. The space constant B, and the time
constant C influence the spatial and temporal gradients of the given solution. As the focus in the
following should be on spatial errors, B = 1.0 is chosen to be larger than C = 0.01.

The dynamic viscosity of the fluid is specified to µF = 1.0. To characterize the porous flow
resistance, an isotropic material permeability K = K · I , with scalar value K = 0.1, is pre-
scribed. The porosity φ is constant in space and time to fulfill the balance of mass (2.43) by the
analytic solution and is set to φ = 0.5. Therefore, equation (2.51) is not evaluated, as the strain
energy function ψP,vol(JP(1 − φ)) is defined implicitly. No penalty contribution of the strain
energy function is considered, i.e. ψP,pen(EP, JP(1− φ)) = 0. The macroscopic deformation of
the solid phase is given by a Neo-Hookean material model with the hyperelastic strain energy
function ψP,skel specified in (2.17) and the constant parameters Young’s modulus E = 1000 and
Poisson ratio ν = 0.3. The averaged initial density of the solid phase is chosen to be equal to
the fluid density ρS

0 = ρF = 1.0. If not denoted otherwise, the Beavers-Joseph coefficient on
the interface ΓFP is set to αBJ = 1.0. In order to fulfill the balance of momentum defined by
equations (2.28), (2.44), and (2.46) with the analytic solutions (4.12)–(4.16), the following body
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force is applied

ρFb̂
F

= ρF∂v
F
A

∂t
+ ρFvF

A ·∇vF
A −∇·σF

A, σF
A = −pF

AI + 2µFεF(vF
A), (4.17)

ρFb̂
PF

= ρF∂v
P
A

∂t

∣∣∣∣
XP

− ρF∂u
P
A

∂t
·∇vP

A +∇pP
A + µFφ̊k−1

A ·
(
vP
A −

∂uP
A

∂t

)
, (4.18)

ρ̃PS

0 b̂
P

0 = ρ̃PS

0

∂2uP
A

∂t2
−∇0 ·

(
F P
A · SP

A
)

+
(

1− φ̊
)
JP
A∇pP

A − µFJP
Aφ̊

2k−1
A ·

(
vP
A −

∂uP
A

∂t

)
,

(4.19)

where the analytic deformation gradient is defined as F P
A = I + ∂uP

A/∂X
P, the determinate as

JP
A = detF P

A, the analytic homogenized second Piola-Kirchhoff stress tensor as SP
A = 2cI −

2c(JP
A)−2β(F P

A)−1 · (F P
A)−T, the analytic Cauchy stress tensor as σP

A = (JP
A)−1F P

A ·SP
A · (F P

A)T,
and the analytic inverse spatial permeability as k−1A = JP(F P

A)−T ·K−1 · (F P
A)−1. The analytic

solution fulfills the interface conditions (2.61) - (2.64), if the constraint-jumps and traction-jumps
ĝFP

σ
, ĝFP,n
σ , ĝFP,n, ĝFP,t are defined as

ĝFP

σ
= σF

A · nF − σP
A · nF, (4.20)

ĝFP,n
σ = nF · σF

A · nF + pP
A, (4.21)

ĝFP,n = vF
A −

∂uP
A

∂t
− φ

(
vP
A −

∂uP
A

∂t

)
, (4.22)

ĝFP,t = vF
A −

∂uP
A

∂t
− βBJφ

(
vP
A −

∂uP
A

∂t

)
+ κnF · σF

A. (4.23)

Remark 4.4 (Evaluation of the body force (4.17)-(4.19), the traction-jump (4.20)-(4.21), and
the constraint-jump contributions (4.22)-(4.23)). All body force contributions (4.17)-(4.19) are
evaluated at the computational nodes and re-interpolated with the standard shape functions of
the corresponding finite elements. Compared to a direct volume integration, the additional error
does not deteriorate the error convergence order of the subsequent computation. Contrary to
this, the traction-jump and constraint-jump contributions are considered directly for the inte-
gration on the interface ΓFP at every point in space. Hereby, the material position vector X is
computed by re-interpolation of the initial nodal coordinates. For the given analytic solution,
all volume contributions (4.17)-(4.19) depend solely on the point in space and time, whereas the
interface contributions (4.20)-(4.23) additionally depend on the normal vector nF. Therefore,
contributions (4.17)-(4.23) were computed and simplified symbolically by MapleTM [114] as
time- and space-dependent functions in advance as far as possible. The evaluation of these func-
tions and the multiplication of the components with the discrete normal vector in each numerical
integration point for the interface contributions is performed during the computation.

These additional body force and jump contributions allows the analytic solution to be ful-
filled, and therefore the application of the method of manufactured solution, independent of the
alignment of the interface, the boundaries, and the domains. The setup, as shown in Figure 4.3,
includes a wide variety of different intersections of single fluid elements by the interface ΓFP

for different mesh resolutions, while still allowing for the use of structured discretizations. The
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ΓF,N

ΓF,D

ΓFP

ΩP

ΩF

x

y

Figure 4.3: Geometric setup and computational meshes for the numerical test. The fluid domain ΩF, the poroelastic
domain ΩP, the common interface ΓFP, and the boundaries with Neumann boundary condition ΓF,N or
Dirichlet boundary condition ΓF,D are visualized here. Black lines indicate the computational mesh for
a mesh size of h = 0.0625, corresponding to 16 × 16 bi-linear elements to discretize the fluid domain
and 8× 8 bi-linear elements to discretize the poroelastic domain.

poroelastic domain ΩP is a square of size 0.5 × 0.5, which is rotated by an angle of α = 30◦

around its center. The fluid domain ΩF is described by a square with size 1.0 × 1.0, which is
rotated by an angle of β = 45◦ around its center, a part is removed by a vertical cut (horizontal
distance from the square center ∆x = −0.45), and the part occupied by the poroelastic domain
ΩP is excluded. On ΓF,D, where the fluid discretization is matching the boundary, the analytic
velocity (4.12) is prescribed as a Dirichlet boundary condition. At ΓF,N, which is non-matching
to the fluid discretization, the analytic fluid tractionσF

A ·nF is prescribed as a Neumann boundary
condition.

For the spatial discretization, four-noded, bi-linear, quadrilateral elements are utilized. This
is accomplished through a discretization with one layer of eight-noded, tri-linear hexahedral
elements. The discretization in time is performed by the backward Euler scheme θ = 1, with
a time step length of ∆t = 0.05 if not indicated otherwise. The last point of interest in time is
tE = 0.1. The initial state is given by the analytic solution

v̊F(x) = vF
A(x, 0), v̊P(x) = vP

A(x, 0),

ůP(X) = uP
A(X, 0), v̊PS

(X) =
∂uP
A

∂t
(X, 0). (4.24)

In Figure 4.4, the computed solution for a specific set of parameters is visualized for all computed
unknowns, namely the pressure (pF, pP), the velocity (vF,vP), and the displacement uP.
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Pressure pF, pP

−0.35 0.075 0.5
Displacement ||uP||

0.0 0.0005 0.001
Velocity ||vF||, ||vP||

0.0 0.09 0.18

Figure 4.4: Computed pressure, velocity magnitude and displacement magnitude solution at t = 0.1 for h =
0.0078125, ∆t = 0.05, ξ = −1, γ−1

n = 45.0, γ−1
t = 45.0, αBJ = 1.0, Beavers-Joseph condition

βBJ = 1 incorporated by (4.5). The solution is visualized by color-code and scalar warp in positive
z-direction.

To quantify the performance of the proposed formulation, the following L2-error norms inte-
grated in the domains ΩF and ΩP, as well as on the interface ΓFP are consulted
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A
∣∣∣∣
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∣∣∣∣(∇uP −∇uP

A
)
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En :=∣∣∣∣∣∣∣∣ [(vF − ∂uP

∂t
− φ

(
vP − ∂uP

∂t

))
−
(
vF
A −

∂uP
A

∂t
− φ

(
vP
A −

∂uP
A

∂t

))]
P n

∣∣∣∣∣∣∣∣
ΓFP

,

E t :=∣∣∣∣∣∣∣∣ [(vF − ∂uP

∂t
− φβBJ

(
vP − ∂uP

∂t

))
−
(
vF
A −

∂uP
A

∂t
− φβBJ

(
vP
A −

∂uP
A

∂t

))]
P t

∣∣∣∣∣∣∣∣
ΓFP

.

(4.25)

While the norms in the first two lines quantify the overall domain error, the specific interface
error norms in line three quantify the components of the interface traction error, and, finally, the
two norms En and E t quantify the error of the kinematic components of constraints (2.63) and
(2.64) in normal and tangential direction separately.

Remark 4.5 (Missing data points). For some of the following computations, data points are not
plotted in the diagrams. These solutions were not computed, as a result of exceeding a maximum
number of iterations in the Newton-Raphson like scheme or due to non-physical intermediate
displacement states leading to problems in the geometric intersection algorithm. As neighboring
points in the presented graphs already show an increase of the computed error and therefore this
behavior is expected, this was not investigated further.
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4.4.2 Spatial Convergence Analysis
First, a spatial convergence analysis for the coupled FPI setup is performed. Indications for
spatial convergence rates to be expected for the formulation, can be found in the contributions
for the Stokes/Darcy coupling by Badia and Codina [13], Burman and Hansbo [45], for the
Stokes/Biot-system coupling by Badia et al. [12], for the applied poroelastic formulation by
Vuong et al. [217], for the CutFEM applied on the Stokes equation by Burman and Fernández
[42] and applied on the Oseen equation by Massing et al. [149] including the general Navier
boundary condition by Winter et al. [226], and for the CutFEM applied on the fluid-structure
interaction by Massing et al. [151].

For this analysis, the Nitsche penalty parameters are set to γFPI,n
0 = γFPI,t

0 = 45 and the
adjoint-inconsistent variant

(
ξFPI = −1

)
is applied. The mesh size h, which equals the edge

length of the quadrilateral elements of squared shape, is varied in h ∈ [0.25, 0.0039062]. To
prevent the temporal error from exceeding the spatial error, the two finest meshes h = 0.0052083
and h = 0.0039062 are discretized in time with half the time step length ∆t = 0.025.

The error norms computed for the BJ and BJS interface condition are presented in Figure 4.5.
For all domain error norms and almost all interface error norms, the expected convergence rates
can be observed for a mesh size smaller than h < 0.1. No difference between both interface
conditions occurs. An exception is the displacement domain error, where a difference between
both methods can be observed potentially due to the small absolute error level. For the normal
error En, a noticeable kink can be observed, which occurs most likely due to the varying fluid
element intersection configurations. Nevertheless, the overall convergence rate is not altered for
both of these cases. The only significant difference can be observed in the tangential kinematic
error E t. Here, a convergence rate of h2 can only be observed for the BJS variant, while the BJ
condition leads to h3/2. This is a consequence of the additionally occurring tangential velocity in
the poroelastic fluid constraint (2.64) in the case of BJ (βBJ = 1). Nevertheless, in the case the
coefficient κµF is large enough, the full tangential constraint error will be dominated by the first
order convergence of the fluid gradient for BJ and BJS anyway.

4.4.3 Sensitivity of the Formulation for Variations of the Nitsche
Penalty Parameters γFPI,n

0 and γFPI,t
0

In the Nitsche-based formulations (4.1) and (4.5), the two penalty parameters γFPI,n
0 and γFPI,t

0

were introduced. For the weak imposition of boundary and interface conditions by the Nitsche-
based method, it is expected that both parameters are required to be sufficiently large in the
case of a formulation with the adjoint-consistent terms (ξFPI = 1). In contrast to that, for the
variant with the adjoint-inconsistent terms (ξFPI = −1), a specific limit is not expected. Both
parameters are varied independently to detect whether a different choice of both parameters is
more beneficial. In Figure 4.6, a representative selection of the computed error norms dependent
on the chosen penalty parameters is shown.

For the adjoint-inconsistent variant
(
ξFPI = −1

)
, a smooth dependence of the computed error

norms on the parameters γFPI,n
0 and γFPI,t

0 can be identified, which indicates a discrete stable for-
mulation for the whole parameter range. Increasing error norms can be identified for the pressure
and the normal constraint for decreasing penalty parameters. For the adjoint-consistent variant(
ξFPI = 1

)
, it can be observed that a penalty parameter smaller than γFPI,∗

0 < 10 results in large

114



4.4 Numerical Tests: CutFEM FPI

10−6

10−5

10−4

10−3

10−2

10−3 10−2 10−1

Mesh size h

∣∣∣∣vF − vF
A
∣∣∣∣

ΩF

BJ
BJS
h2

10−5

10−4

10−3

10−2

10−1

100

10−3 10−2 10−1

Mesh size h

∣∣∣∣pF − pF
A
∣∣∣∣

ΩF

BJ
BJS
h2

h

10−3

10−2

10−1

10−3 10−2 10−1

Mesh size h

∣∣∣∣∇vF −∇vF
A
∣∣∣∣

ΩF

BJ
BJS
h

10−5

10−4

10−3

10−2

10−3 10−2 10−1

Mesh size h

∣∣∣∣vP − vP
A
∣∣∣∣

ΩP

BJ
BJS
h2

10−6

10−5

10−4

10−3

10−2

10−1

100

10−3 10−2 10−1

Mesh size h

∣∣∣∣pP − pP
A
∣∣∣∣

ΩP

BJ
BJS
h2

h

10−8

10−7

10−6

10−5

10−4

10−3 10−2 10−1

Mesh size h

∣∣∣∣uP − uP
A
∣∣∣∣

ΩP
0

BJ
BJS
h2

10−6

10−5

10−4

10−3

10−3 10−2 10−1

Mesh size h

∣∣∣∣∇0u
P −∇0u

P
A
∣∣∣∣

ΩP
0

BJ
BJS
h

10−4

10−3

10−2

10−1

100

10−3 10−2 10−1

Mesh size h

∣∣∣∣pF − pF
A
∣∣∣∣

ΓFP

BJ
BJS
h2

h

10−5

10−4

10−3

10−2

10−1

100

10−3 10−2 10−1

Mesh size h

∣∣∣∣pP − pP
A
∣∣∣∣

ΓFP

BJ
BJS
h2

h

10−3

10−2

10−1

100

10−3 10−2 10−1

Mesh size h

∣∣∣∣(∇vF −∇vF
A) · n

∣∣∣∣
ΓFP

BJ
BJS
h

10−5

10−4

10−3

10−2

10−3 10−2 10−1

Mesh size h

∣∣∣∣(∇uP −∇uP
A) · n

∣∣∣∣
ΓFP

BJ
BJS
h

10−7

10−6

10−5

10−4

10−3

10−2

10−3 10−2 10−1

Mesh size h

En

BJ
BJS
h2

10−7

10−6

10−5

10−4

10−3

10−2

10−3 10−2 10−1

Mesh size h

E t

BJ
BJS
h2

h3/2

Figure 4.5: Computed domain and interface error norms for the spatial convergence study. Considered is the adjoint-
inconsistent (ξFPI = −1) Nitsche-based approach “Nit” with contribution (4.5) to the weak form and
the penalty parameters γFPI,n

0 = γFPI,t
0 = 45.
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Figure 4.6: Computed interface error norms for varying the Nitsche penalty parameters γFPI,t
0 and γFPI,n

0 .
(∗ = t, ξ = −1): adjoint-inconsistent variant, varying penalty parameter γFPI,t

0 , fixed penalty parameter
γFPI,n

0 = 45. (∗ = t, ξ = 1): adjoint-consistent variant, varying penalty parameter γFPI,t
0 , fixed penalty

parameter γFPI,n
0 = 45. (∗ = n, ξ = −1): adjoint-inconsistent variant, varying penalty parameter

γFPI,n
0 , fixed penalty parameter γFPI,t

0 = 45. (∗ = n, ξ = 1): adjoint-consistent variant, varying penalty
parameter γFPI,n

0 , fixed penalty parameter γFPI,t
0 = 45. Computed for mesh size h = 0.0078125.
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variations of the error for small variations of the penalty parameter. This is in agreement with the
expectation of a loss in coercivity for this formulation. Both variants show an increasing com-
puted error for almost all error norms in the case of large normal penalty parameters. The sole
exception is the error of kinematic constraint in normal direction En, which is directly enforced
by this penalty contribution, where a decreasing error for an increasing penalty parameter can be
observed.

As a result of this computed study, a value for both penalty parameters γFPI,n
0 and γFPI,t

0 in
the range of (10, 100) is recommended, independent of the adjoint term symmetry. This ensures
discrete stability and is a good compromise between kinematic constraint enforcement and errors
of the pressure and velocity/displacement gradients. The parameter range and the dependence of
the computed errors and penalty parameters is in good agreement with the results presented in
the works of Massing et al. [149], Schott and Wall [188] and Winter et al. [226].

Remark 4.6 (Adjoint-inconsistent method with κ−1 = 0). From the results presented above,
also a variant with γFPI,t

0 = 0 for skew-symmetric adjoint terms ξFPI = −1 seems possible. As
already pointed out by Winter et al. [226], this is not possible when approaching the “full slip”
limit κ−1 = 0, as the system to be solved becomes ill-conditioned. This can be directly seen in
the second to last line of the tangential Nitsche terms in (4.5), where the prefactor of the stress

term
(
κ(γFPI,t

0 )−1hΓ

)(
κµF + (γFPI,t

0 )−1hΓ

)−1

dominates the overall weak form.

4.4.4 Comparison of Tangential “Substitution” and “Nitsche”
Variant for Varying Porosity and Permeability

As presented in Section 4.2, two different approaches for incorporating the BJ or BJS condition
in tangential direction are analyzed. First, the “Substitution” approach is analyzed, which is, to
the best of the author’s knowledge, exclusively applied in literature for this type of condition, due
to its simplicity and good numerical stability. Nevertheless, when approaching the “no-slip”-limit
(κ = 0), the κ−1 contribution leads to an ill-conditioned system for the “Substitution” approach.
Therefore, the second approach based on the Nitsche method is compared to the “Substitution”
approach for a wide range of the coefficient κ , which is specified by the relation (2.65): κ =(
αBJµ

F
√

3
)−1√

tr(k).
To analyze the performance of both numerical approaches for varying physical parameters

porosity φ and permeability k, a relation between the porosity φ and the permeability k for the
poroelastic medium is considered. One possibility is the Kozeny-Carman formula (see e.g. the
textbook by Coussy [67]), which will be applied in the following by

K = Kref
1− φ2

ref

φ3
ref

(
JPφ

)3

1− (JPφ)2I, (4.26)

with the reference porosity φref = 0.5 and the scalar, material reference permeability Kref = 0.1
being prescribed. Then, by a reduction of the porosity φ, the trace of the material permeabil-
ity tr(K) and therefore the trace of the permeability tr(k) decreases. This finally results in a
shrinking coefficient κ. To investigate the difference in both formulations for a modification of
solely physical parameters, the porosity is prescribed in the range of φ = [10−6, 5 · 10−1] and the
corresponding permeability is computed which leads to a modified coefficient κ. To analyze the

117



4 A Nitsche-based CutFEM for the Coupling of Incompressible Fluid Flow with Poroelasticity

dependence of the numerical error on the Beavers-Joseph coefficient αBJ, the computations are
performed for αBJ = 1 and αBJ = 10.

Due to the considered low porosity and permeability, the relative velocity between the poro-
elastic fluid and poroelastic solid of the analytic solution is reduced. For this comparison, the
amplitudes in the analytic solution (4.14) and (4.16) are chosen to an equal value of AP =
APS

= −10−5. As the solution (4.14) is given in the current configuration and the solution
(4.16) in material configuration, a relative velocity for the deformed configuration still occurs.

A representative selection of the computed error norms is presented in Figure 4.7. First, when
analyzing the Nitsche-based approach and comparing the computed results for the different co-
efficients αBJ = 1 and αBJ = 10, no dependence of the computed error norms can be observed.
Moreover, the variation of the porosity does not lead to a significant change of the computed
errors. Solely for large porosities, close to φ = 0.5, an increasing error can be observed for all
variants. This is likely due to the prescribed analytic solution with small relative velocity in the
poroelastic domain, whereas the pressure gradient term cannot be balanced by the reactive term
due to the moderate coefficient µFφk−1. The “Substitution” approach, on the other hand, leads
to increasing error norms for a small porosity (and permeability) for almost all quantities. This is
the expected behavior, due to the scaling κ−1 of the substitution term. The kinematic tangential
error E t, however, reduces for this approach in the small porosity limit, as the global system
reduces to this constraint for κ = 0, which is the expected behavior.

Finally, one can conclude that both variants perform well for a wide range of the porosity φ
and the permeability k. For the computed problem setup, the “Substitution” approach leads to a
comparable error to the Nitsche-based approach for porosities down to φ = 10−3. Nevertheless,
when it is essential to approach the impermeability limit φ = 0 and k = 0 (e.g. considering
contacting rough surfaces by a poroelastic model as presented in the subsequent Chapter 5), the
substitution approach fails due to ill-conditioning.

4.4.5 Comparison of Beavers-Joseph and
Beavers-Joseph-Saffmann Interface Condition

To analyze the applicability of the BJ or the simplified BJS for the coupled FPI problem, a com-
parison of both approaches for a large range of αBJ = [10−8, 108] is performed. For the sake of
completeness, both formulations to enforce the tangential constraint are taken into account. In
the works of Burman and Hansbo [45] and Gartling et al. [89], computations for the interface
coupling of the Stokes and Darcy equation by the BJ condition with α−1

BJ = 0 lead to an oscil-
latory velocity solution close to the interface. Mathematical analysis of the BJ condition for this
problem setup was conducted by Cao et al. [54, 55].

The computed results are presented in Figure 4.8. As expected for small coefficients αBJ, sim-
ilar results for all variants are computed. Due to the vanishing kinematic contribution in (2.64),
when approaching the “full slip” limit (κ−1 = 0), no difference between BJ and BJS occurs.
Only the tangential kinematic error E t differs due to the varying definition for the BJ and BJS
case. For a growing coefficient, starting at around αBJ = 10.0, a significant increase for almost
all computed domain and interface errors can be observed for the BJ interface condition, which
finally remain constant for large coefficients αBJ. Solely the error E t decreases towards the no-
slip limit. In contrast, the BJS variant does not lead to a large change of the computed error
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Figure 4.7: Computed interface error norms for varying porosity φ, varying material permeability K according
to the Kozeny-Carman formula (4.26), varying permeability k, and varying sliplength κ according to
relation (2.65). The “Substitution” approach (“Sub”) with contribution (4.4) to the weak form and the
Nitsche-based approach (“Nit”) with contribution (4.5) to the weak form are compared. The BJ condition
is applied with coefficient αBJ = 1.0: (“1.0”) and αBJ = 10.0: (“10.0”). Computed for mesh size
h = 0.0078125, the adjoint-inconsistent variant (ξFPI = −1) and the penalty parameters γFPI,n

0 =

γFPI,t
0 = 45.
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Figure 4.8: Computed domain and interface error norms for a varying coefficient αBJ. The computations are per-
formed for the Beavers-Joseph (“BJ”, βBJ = 1) and the Beavers-Joseph-Saffmann (“BJS”, βBJ = 0)
interface condition (see (2.64)). The “Substitution” approach (“Sub”) with contribution (4.4) to the weak
form and the Nitsche-based approach (“Nit”) with contribution (4.5) to the weak form are compared.
Computed for mesh size h = 0.0078125, the adjoint-inconsistent variant (ξFPI = −1) and the penalty
parameters γFPI,n

0 = γFPI,t
0 = 45.
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norms in the whole range of αBJ. Only the error norm E t behaves differently and shows similar
behavior as for the BJ case. For the sake of completeness, the displacement domain error norm
is shown in Figure 4.8, which decreases for large coefficients αBJ and the BJS variant. The dif-
ference between the results computed for the Nitsche-based and the “Substitution” approach to
enforce the BJ or the BJS conditions follows the same argumentation as in the previous section.
For small values of αBJ, both methods perform similarly, while for large values of the coefficient
αBJ, closer to the no-slip limit, only the Nitsche-based variant retains a well-conditioned sys-
tem of equations. In contrast to the direct observation of oscillations of the velocity solution in
the poroelastic domain for large coefficients αBJ in the works of Burman and Hansbo [45] and
Gartling et al. [89], for the considered mesh size parameter h = 0.0078125, these oscillations
are not directly observable in a visualization such as Figure 4.4.

From these computed results, both interface conditions, the BJ and the BJS condition, confirm
their applicability for the coupled FPI problem from a computational point of view for the whole
relevant range of the coefficient αBJ. Therefore, both conditions can be considered for upcoming
computations, however, the BJ condition is preferred due to its experimental validation. For
small values of αBJ < 10.0, which includes the physical relevant range, no essential difference
in the computed error norms can be observed.

4.5 Numerical Examples: CutFEM FPI
In the following, two numerical examples are presented to demonstrate the general applicability
of the previously introduced approach.

4.5.1 Fluid Induced Bending of a Poroelastic Beam
In this section, the presented approach for solving the FPI is applied to the fluid induced dy-
namic bending process of a poroelastic beam. As this includes large deformation and motion,
the benefits of the presented poroelasticity formulation and CutFEM approach are shown.

Problem Description The principal problem setup, including the geometry and basic bound-
ary conditions, is visualized in Figure 4.9. It consists of a rectangular fluid domain and a poro-
elastic beam with a circular tip. On the Dirichlet boundary Γin, a parabolic velocity inflow
profile is prescribed: v̂F = [0.2 (y − y2) (2− 2cos (0.5πt)) , 0]

T for t ∈ [0.0, 2.0] and v̂F =

[0.8 (y − y2) , 0]
T for t ∈ [2.0, 10.0]. On the boundary Γout, a zero-traction Neumann bound-

ary condition in x-direction is combined with a zero velocity Dirichlet boundary condition in
y-direction. The fluid is characterized by a dynamic viscosity of µF = 0.01 and a density of
ρF = 0.1. The initial porosity in the poroelastic beam is φ̊ = 0.5 and the initial isotropic material
permeability is K̊ = K̊ · I with K̊ = 10−5. To consider the dependence of the permeability on
the porosity, the Kozeny-Carman formula is applied

K = K̊
1− φ̊2

φ̊3

(
JPφ

)3

1− (JPφ)2 . (4.27)

Equal to the first example in Section 4.4, the macroscopic solid material behavior is given by
a Neo-Hookean material model with the strain energy function ψP,skel given in (2.17) and the
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Figure 4.9: Geometry and boundary conditions for the fluid induced bending process of a poroelastic beam.

y

x

Figure 4.10: The boundary- and interface-fitted computational mesh consisting of 7880 bi-linear quadrilateral ele-
ments for the discretization of the poroelastic equations in the domain ΩP (for visualization rotated by
−π/2). The computed solution is visualized in Figure 4.12 at the position of the red marker (top) and
at the position of the blue marker (bottom).

material parameters Young’s modulus E = 100 and Poisson ration ν = 0.3. To take the defor-
mation and porous fluid pressure dependent varying porosity φ into account, the strain energy
function ψP,vol has to be considered as well. Here, the formulation which is specified in (2.48)
is applied, with Bulk modulus κP = 100. No contribution ψP,pen is added to the overall strain
energy function. The average initial density of the solid phase is set to ρS

0 = 0.2. On the in-
terface ΓFP, the BJ condition (βBJ = 1) with a coefficient of αBJ = 1.0 is weakly imposed
by the adjoint-inconsistent (ξFPI = −1) Nitsche-based contribution (4.5) (penalty parameters
γFPI,n

0 = γFPI,t
0 = 45).

The computational mesh for the discretization of the fluid equations in the domain ΩF, which
is only fitted to the outer boundaries but not to the interface ΓFP, covers the whole rectangular
domain visualized in Figure 4.9. It consists of 250×120 = 30000 structured, bi-linear, quadrilat-
eral elements. Figure 4.10 shows the boundary- and interface-fitted, unstructured computational
mesh for domain ΩP. Analogous to the computations in Section 4.4, this is accomplished by a
discretization with one layer of eight-noded, tri-linear hexahedral elements.

The discretization in time is performed by the backward Euler scheme θ = 1 with a time step
length of ∆t = 0.01. The initial state of the problem is the zero-state: v̊F = ůP = v̊PS

= v̊P =
0.

Computed Results and Discussion In Figure 4.11, the computed velocity and pressure
solution for two instances in time is shown. At t = 2, the initiated bending motion of the poro-
elastic beam due to the fluid inflow, which leads to a pressure difference between the two inter-
face sides, can be seen. The velocity in the fluid domain and the poroelastic domain is roughly
continuous as the beam moves approximately with the same velocity as the fluid velocity. For
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Figure 4.11: Computed velocity magnitude (||vF|| and ||vP||) in the top row and pressure solution (pF and pP) in
the bottom row at time t = 2 (left) and t = 8 (right). Black lines are the streamlines computed from
the fluid velocity vF.

t = 8, the poroelastic beam is already in a stationary position and therefore the small remaining
relative velocity in the poroelastic domain cannot be seen by the color code. The major part of
the fluid mass flow does not pass the poroelastic beam, leading to the maximal velocity at the
smallest constriction, which is located between the upper boundary of the fluid domain and the
circular tip of the poroelastic beam.

In Figure 4.12, the computed solution at two selected points of the poroelastic domain is
shown. At the point which is closer to the inflow boundary (top-left) a continuous increase of the
pressure pP during the bending motion can be observed. In contrast to that, at the point which
is closer to the outflow boundary side (top-right) first an increase of the fluid pressure pP due to
the increasing inflow velocity followed by a decrease of the pressure due to the changing orien-
tation caused by the bending motion of the beam occurs. At t = 2, a kink in the pressure curve
forms due to the change in the inflow function. The porous fluid velocity ||vP|| and the solid
velocity ||∂uP/∂t|| are almost equal and represent the initial acceleration phase, followed by the
slowdown phase due to the increasing elastic stress balancing the fluid stress. A detailed view of
the relative velocity ||vP − ∂uP/∂t|| for both selected points is given in Figure 4.12 (bottom).
In the time interval from approximately t = 2 to t = 6, where a high solid velocity ||∂uP/∂t||
is prevalent, oscillations of the relative velocity can be observed. Close inspection reveals that
these oscillations also exist for the evolution of the pressure pP in time at a specific material
point XP on the interface ΓFP. This effect arises due to the frequently changing neighboring
discrete fluid solution space (of the fixed background computational mesh) and the consequently
varying computational error. In particular the discontinuous viscous fluid stress on the interface
between single fluid elements is expected to have a large impact. This issue can be resolved by an
increasing resolution of the computational fluid mesh close to the interface ΓFP or by applying
a hybrid approach as presented in the works of Schott et al. [190, 191]. To analyze the potential
improvements, a Hybrid Eulerian-ALE fluid domain decomposition approach is applied in the
following Section 4.5.1.1 to the same problem configuration.
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Figure 4.12: Computed porous fluid pressure pP, porous fluid velocity magnitude ||vP||, solid velocity magnitude
||∂uP/∂t||, and relative velocity magnitude ||vP − ∂uP/∂t|| for two selected points. Computed solu-
tion at the position of the red marker (top-left) and the blue marker (top-right). The relative velocity
magnitude is visualized in detail for both markers in the last graph (bottom). The markers can be found
in Figure 4.10.

The computed porosity in the poroelastic domain is visualized at three instances in time in
Figure 4.13 (left). Due to the expansion of the beam on the inflow side, an increase of the fluid
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Figure 4.13: Computed porosity φ (element-wise constant visualization) in the poroelastic domain ΩP at three in-
stances in time from left to right t = 2, t = 3, and t = 8 (left). Computed pressure pP and visualization
of the seepage velocity

(
vP − ∂uP/∂t

)
by streamlines (black lines) in the poroelastic domain ΩP at

three instances in time from left to right t = 2, t = 3, and t = 8 (right).
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fraction and therefore the porosity φ can be observed. On the other side, the compression leads
to a reduction of the porosity. At the tip of the beam, no significant deformation occurs and
the porosity is almost equal to its initial value of φ ≈ φ̊ = 0.5. It can be seen that for this
problem setup, no significant influence of the fluid pressure on the porosity can be observed. In
Figure 4.13 (right), the streamlines computed for the seepage velocity and the fluid pressure are
visualized. As one would expect, a flow from the high pressure inflow side to the low pressure
side can be observed for a large part of the beam. A fluid flow from the inside of the poroelastic
domain leaving at the tip of the beam can be noticed solely at t = 2.

4.5.1.1 Application of Hybrid Eulerian-ALE Fluid Domain Decomposition for FPI

To increase the spatial resolution of the fluid discretization, a hybrid Eulerian-ALE approach
for fluid domain decomposition is applied to the considered configuration. This approach is
presented in detail for FSI in the work of Schott et al. [191] and is applied in the following to FPI.
The principal idea is based on a domain decomposition approach for the fluid domain, where one
moving and deforming fluid patch (in ALE formulation) is attached to the fluid interface of the
(poroelastic) structure. This allows for refinement of the spatial resolution close to the deforming
interface. Finally, this fluid patch is cut-out from a potentially coarse discretized non-moving
“background” fluid domain. The resulting artificial fluid-fluid interface is treated as discussed
in Section 3.3.3, where essential aspects of the works by Schott [187], Schott et al. [190, 191],
Shahmiri [198] are summarized.

As shown in Figure 4.14 by the cyan colored elements, an additional computational mesh with
its computational nodes matching on the interface ΓFP with the poroelastic mesh is added. This
additional mesh is utilized for the discretization of the fluid equations in the subdomain ΩF1 of
the overall fluid domain ΩF1 ⊂ ΩF. The remaining fluid domain ΩF2 = ΩF \ ΩF1 is discretized
by the same fixed and structured mesh as described in Section 4.5.1. In domain ΩF1 , the Navier-

y

x

Figure 4.14: Boundary- and interface-fitted computational meshes consisting of 7880 and 2887 bi-linear, quadrilat-
eral elements for the discretization of the domains ΩP and ΩF1 , respectively (for visualization rotated
by −π/2). The computed solution is visualized in Figure 4.15 at the position of the red marker (top)
and at the position of the blue marker (bottom).

Stokes equations are solved in the general ALE formulation. The mesh displacement uG is set
to zero on the bottom (y = 0) and is given by the displacement uP of the poroelastic domain
on the interface ΓFP (for the incorporation in the overall system see Remark 2.12). The uncon-
strained mesh motion is computed by a pseudo-structural formulation (see Remark 2.11). For
this discretization approach, the artificial interface ΓFF between both fluid domains is unfitted in
regard to the discretization of the domain ΩF2 , whereas the interface ΓFP is fitted to both adjacent
computational meshes. The continuity of fluid velocity and pressure on the fluid decomposition
interface ΓFF is incorporated by the Nitsche-based contributions discussed in Section 3.3.3. The
penalty parameter of the adjoint-inconsistent (ξFFI = 1) Nitsche formulation is set to γFFI

0 = 45.
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The terms accounting for convection through the interface (last line of equation (3.37)) are not
considered in this example. Besides this modification of the spatial discretization approach, the
setup remains as described in Section 4.5.1.

Computed Results and Discussion As the overall computed solution does not signifi-
cantly differ from the discretization approach considered first (Section 4.5.1), the focus is put
on presenting a comparison of detailed results between both discretization approaches. In Fig-
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Figure 4.15: Computed porous fluid pressure pP, porous fluid velocity magnitude ||vP||, solid velocity magnitude
||∂uP/∂t||, and relative velocity magnitude ||vP − ∂uP/∂t|| for two selected points. Computed solu-
tion at the position of the red marker (top-left) and the blue marker (top-right). The relative velocity
magnitude is visualized in detail for both markers in the last graph (bottom). Computed with the Hybrid
Eulerian-ALE fluid domain decomposition approach. The markers can be found in Figure 4.14.

ure 4.15, the computed solution in the two selected points of the poroelastic domain is shown. A
qualitative comparison of the computed pressure pP, the fluid velocity magnitude ||vP||, and the
solid velocity magnitude ||∂uP/∂t|| with the results presented in Figure 4.12 (top) shows that
these quantities almost coincide. The oscillations of the computed relative velocity magnitude
||vP−∂uP/∂t||, present in both considered points in space for the fixed-grid fluid discretization
(see Figure 4.12 (bottom)), are significantly reduced by the Hybrid Eulerian-ALE fluid domain
decomposition approach (see Figure 4.15 (bottom)). Still, the temporal average of the relative
velocity is of comparable magnitude for both approaches.
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In order to illustrate the differences between both discretization approaches, a comparison is
presented in Figure 4.16. Herein, a detailed view on the most critical zone, the tip of the poro-
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Figure 4.16: Detailed view on the tip of the bending beam for both discretization variants at two points in time. Time
t = 2.0 in the first row and time t = 4.0 in the second row. The variant with a fixed computational
fluid mesh as described in Section 4.5.1 is in the left column and the hybrid Eulerian-ALE approach as
described in Section 4.5.1.1 is in the right column. The black arrows show the normal seepage velocity(
vP − ∂uP/∂t

)
· P n on the interface ΓFP. The color code represented the computed porous fluid

pressure pP.

elastic beam, is given. The computed porous fluid pressure pP and the normal seepage velocity(
vP − ∂uP/∂t

)
·P n on the interface ΓFP is visualized for two instances in time. When analyzing

the pressure, no significant difference between the two approaches is noticeable. In contrast to
this, the velocity magnitude shows spatial oscillations due to a strong dependence on the back-
ground discretization for the fixed-grid fluid discretization (see Figure 4.16 (left)), which cannot
be observed for the Hybrid Eulerian-ALE fluid domain decomposition approach (see Figure 4.16
(right)). Still, for time t = 4.0, a kink in the computed interface velocity magnitude close to an
irregularity of the embedded fluid discretization can be observed. This observation indicates that
the Hybrid Eulerian-ALE discretization approach also benefits from the predominate structure of
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the discretization with respect to the interface ΓFP in addition to the increased spatial resolution
close to the interface ΓFP.

4.5.2 3D Interaction of a Poroelastic Plate and Fluid Channel Flow
In this section, the interaction of a poroelastic plate, which is mounted on the downstream end
of a poroelastic beam, and channel flow in a narrow channel is analyzed. This configuration
is presented to highlight the applicability of the presented framework for more challenging 3D
configurations.

Problem Description The geometric setup and all basic boundary conditions are shown in
Figure 4.17. The poroelastic domain consists of a poroelastic crossbeam ΩP1 which is mounted

b
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z z

a b1 h2

h1
h

l

c l2l1

ΩP1
ΩP2
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Γin

Py0Py− Py+

Px0.3, Px0.5, Px0.7

Py0 Py−, Py+

Px0.3 Px0.5 Px0.7

Figure 4.17: Geometry and boundary conditions for 3D interaction of poroelastic plate and fluid channel flow. On
all boundaries which are marked by the diagonal lines the basic boundary conditions no-slip |vF| = 0,
fixed |uP| = 0, or slip vP · nP = 0, depending on the adjacent physical domain are prescribed. The
lengths and distances are given by: l = 8, b = 1, h = 0.5, l1 = h1 = 0.15, b1 = 0.5, l2 = 0.5, h2 =
0.04, a = 0.251, and c = 0.35. At the marked points Py−, Py+, Py0, Px0.3, Px0.5, and Px0.7, the
computed poroelastic displacement and fluid velocity solution is shown in Figure 4.20.

on the channel walls. The poroelastic plate ΩP2 is attached slightly asymmetrical (see distance a)
to this beam. The remaining volume inside the channel of size l× b× h specifies the considered
fluid domain ΩF. An elliptic paraboloid shape velocity profile with initial ramp up is prescribed
on the inflow boundary Γin: v̂F = [300(4(z − 0.25)2h−2 − 1)(4(y − 0.5)2l−2 − 1)ĝ(t), 0, 0]T

on Γin with ĝ(t) = 1 − cos(8πt) for t ∈ [0, 0.125] and ĝ(t) = 2.0 for t ∈ [0.125, 0.3].
On the outflow boundary Γout, a zero-traction Neumann boundary condition is prescribed. The
poroelastic matrix in both poroelastic domains is exposed to a body force in negative z-direction:
ρ̃PS

0 b̂
P

0 = [0, 0,−5000]T in ΩP1 ∪ ΩP2 .
The material parameters to characterize the fluid behavior are the dynamic viscosity µF = 0.1

and the density ρF = 1. The initial porosity in both poroelastic domains ΩP1 and ΩP2 is φ̊ = 0.5
and the initial isotropic material permeability is K̊ = K̊ ·I with K̊ = 10−5. The averaged initial
density of the solid phase is ρS

0 = 20. The dependence on the permeability by the porosity is
given by the Kozeny-Carman formula (4.27). The macroscopic solid material behavior is given
by a Neo-Hookean material model with the strain energy function ψP,skel given in (2.17) with
Young’s modulus E1 = 107, E2 = 106 and Poisson ration ν1 = ν2 = 0.33 in the respective
poroelastic domains. The strain energy function ψP,vol as defined in (2.48) is considered with
Bulk modulus κP = 107. To guarantee a positive porosity, an additional penalty strain energy
function ψP,pen with parameter ηP = 1, as specified in (2.49), is added. On the interface ΓFP,
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the BJ condition (βBJ = 1) with a coefficient of αBJ = 1.0 is weakly imposed by the adjoint-
inconsistent (ξFPI = −1) Nitsche-based contribution (4.5) with the penalty parameters γFPI,n

0 =
γFPI,t

0 = 35.
The computational mesh which is applied for the discretization of the fluid domain, is not fitted

to the interface ΓFP, consists of 698400 tri-linear hexahedral elements and is refined in the region
0 ≤ x ≤ 1.7. One single computational mesh for the discretization of both poroelastic domains,
fitted to the interface ΓFP, consisting of 62100 tri-linear hexahedral elements is applied. The
discretization in time is performed by the backward Euler scheme θ = 1 with a time step length
of ∆t = 0.0005 for t ∈]0, 0.195] and ∆t = 0.000125 for t ∈]0.195, 0.3] to account for the
changing system dynamics. The initial state of the problem is the zero-state: v̊F = ůP = v̊PS

=
v̊P = 0. The monolithic linear system, which consists of approximately 3 million degrees of
freedom, is attacked by the iterative GMRES algorithm, preconditioned by a three block Gauss-
Seidel iteration in combination with efficient algebraic multigrid applied on the fluid, poroelastic
fluid, and poroelastic mixture block separately (for details on the preconditioning approach see
the work of Verdugo and Wall [214]).

Computed Results and Discussion Computed results for five different points in time are
shown in Figure 4.18. In the initial phase, time t = 0.04, a symmetric deflection of the plate
ΩP2 due to the applied body force can be observed. The streamlines indicate that the outer flow
follows basically the contour of the poroelastic body due to the low velocity. Triggered by the
increased inflow velocity at t = 0.14, the flow is detached in downstream direction of ΩP1 as
indicated by the streamlines. This change in flow characteristics also results in a drop of the fluid
pressure behind the poroelastic crossbeam. The flow induced displacement of the plate ΩP2 in
positive z-direction remains symmetric with respect to the (y = 0.5)-plane. For t ≥ 0.275, this
has changed and the plate deflects asymmetrically. Additionally, due to the oscillatory interaction
of the fluid flow and the poroelastic crossbeam, a spatial variation of the pressure in x-direction
can be observed.

A detailed view on the computed solution in the poroelastic domain is given in Figure 4.19.
Due to the flow stagnation point in front of the poroelastic crossbeam, an increased pressure
pP can be observed. This induces a fluid flow through the poroelastic domain ΩP1 . In contrast
to the flow in the crossbeam, only very small velocities occur in the plate ΩP2 due to the low
pressure gradient of the surrounding flow. A comparison of the poroelastic fluid pressure in the
plate between the early point in time t = 0.08 and the subsequent points in time t = 0.28 and
t = 0.3 reveals that the pressure is essentially defined by the outer flow.

The computed vertical displacement at three selected points (marked by red points in Fig-
ure 4.17) is shown in Figure 4.20 (left). Therein, the points Py+ and Py− correspond to the tips
of the poroelastic plate ΩP2 . It can be seen that in the initial phase t < 0.10, the plate deflects
in negative z-direction due to the applied body force. During 0.10 < t < 0.15, a symmetric
deflection of the plate induced by the outer flow can be observed. After a transition phase, a
periodically repeating asymmetrical deflection with increased amplitude of both tips can be ob-
served for t > 0.20. The point Py0 is positioned in the center of the poroelastic crossbeam ΩP1 .
Whereas almost no vertical displacement occurs in the initial phase, for t > 0.22 a vibration of
the crossbeam with higher frequency than the plate deflection can be observed. The computed
fluid velocity magnitude at three selected points above the poroelastic crossbeam (marked by
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0 104 2 · 104 3 · 104

pF, pP
0 100 200 300

||vF||, ||vP||

Figure 4.18: Computed pressure (pF and pP) in the left column and velocity magnitude (||vF|| and ||vP||) in the
right column at five instances in time. Time t = 0.04 (first row), t = 0.14 (second row), t = 0.275
(third row), t = 0.287 (fourth row), and t = 0.294 (last row). White lines show the streamlines com-
puted from the fluid velocity vF. In the right column, the velocity magnitude is additionally visualized
on the plane y = b/2. The computed fluid solution in the domains ΩP1 and ΩP2 is visualized solely
for y < b/2 whereas the remaining part is colored gray to tidy up the presentation.

130



4.5 Numerical Examples: CutFEM FPI
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Figure 4.19: Detailed visualization of the half poroelastic domains ΩP1 and ΩP2 with y > 0.5. Computed pressure
pP in the left column and velocity magnitude ||vP|| in the right column for time t = 0.08 (top row),
t = 0.28 (mid row), and t = 0.3 (bottom row). The black arrows in the right column visualize the
velocity vP.

blue points in Figure 4.17) is shown in Figure 4.20 (right). At all three points the velocity in-
creases with the inflow velocities until t = 0.125. The highest velocity is reached at the point
Px0.5 which is situated directly above the deformed crossbeam. Starting from t = 0.22, oscil-
lations at all three points can be observed. A comparison with the vibration frequency of the
crossbeam (see displacement of point Py0), reveals the interaction between the fluid flow and the
vertical deformation of the crossbeam.
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Figure 4.20: Computed vertical displacement uP
z for three different points in space. The reference coordinates of

the points are: Py+ : XP = [1.0, 0.751, 0.27]T, Py− : XP = [1.0, 0.251, 0.27]T, and Py0 : XP =
[0.5, 0.5, 0.325]T. These points are marked by red points in Figure 4.17 (left). Computed velocity
magnitude ||vF|| for three different points in space. The coordinates of the points are: Px0.3 : x =
[0.3, 0.5, 0.4]T, Px0.5 : x = [0.5, 0.5, 0.4]T, Px0.7 : x = [0.7, 0.5, 0.4]T. These points are marked by
blue points in Figure 4.17 (right).
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5 A Consistent Approach for
Fluid-Structure-Contact Interaction
Based on a Porous Flow Model for
Rough Surface Contact1

Simulation approaches for FSCI, especially if requested to be consistent even down to real con-
tact scenarios, belong to the most challenging and still unsolved problems in computational me-
chanics. The main challenges are twofold – twofold one is to have an appropriate physical model
for this scenario, and the other is to have a numerical method that is capable of working and be-
ing consistent down to a zero gap. When analyzing such challenging setups of FSI that include
contact of submersed solid components it gets obvious that the influence of surface roughness
effects is often essential for a physically consistent modeling of such configurations. Thus, a
continuum mechanical model which is able to include the effects of the surface microstructure
in a FSCI framework is presented in this chapter.

To reduce the high computational demands arising from a fully-resolving computation, as well
as the necessity to know the exact microstructure, an averaged representation for the mixture of
fluid and solid on the rough surfaces, which is of major interest for the macroscopic response
of such a system, is introduced herein. This homogenized model includes the average physical
behavior of the roughness layer into the FSCI framework. While this has not been done for real
FSI so far, similar ideas have been successfully applied to consider roughness within Reynolds
equation based formulations. Homogenizing a domain which consists of a fluid-filled deformable
microstructure results in a poroelastic, fluid-saturated averaged domain. The basic idea of mod-
eling surface roughness as a porous layer can already be found in the works of Li [143] and Tichy
[210]. The novel approach is based on a similar idea but also works for general FSI problems,
applicable for arbitrary shaped domains, including finite deformations of the solid, topological
changes of the fluid domain and rearrangement of all interface conditions. Averaging the surface
roughness as a poroelastic layer still enables accounting for many physically essential effects on
a macroscopic level and, thus, in an averaged sense. Examples are the fluid pressure distribution
between contacting bodies, stresses exchanged between contacting solids, the deformation of
the roughness layer and the resulting fluid to solid fraction within the layer. Having this physical
information available also allows including additional models to treat specific physical phenom-
ena of the general problem of colliding bodies in fluid such as, for instance, friction of mixed
lubrication contact or wear, which, however, are not in the focus of this thesis.

The inherent coupling of the macroscopic fluid flow and the flow inside the rough surfaces, the
stress exchange of all contacting solid bodies that are involved, and the interaction between fluid

1This chapter is adapted from the author’s publication [1].
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and solid is included in the design of the model. Although the physical model is not restricted to
finite element based methods, a numerical approach with its core based on the CutFEM, which
is enabling topological changes of the fluid domain to solve the presented model numerically,
is introduced. Such a CutFEM-based approach is able to deal with the numerical challenges
mentioned above. Different test cases give a perspective towards the potential capabilities of the
presented physical model and numerical approach.

This chapter is organized as follows: In Section 5.1, the porous flow based model for rough
surface FSCI is introduced. The formulation of the overall coupled problem, including a brief
recapitulation of already discussed fundamentals and a discussion of still missing interface con-
ditions to incorporate contact between poroelastic and solid bodies is given in Section 5.2. In
Section 5.3, the utilized approach for the numerical solution of the rough surface FSCI problem
is presented. All applied numerical approaches which were already discussed in the previous
chapters are reviewed. Subsequently, the formulation to take contact between poroelastic and
solid bodies into account, is introduced. The overall discrete formulation to be solved by the
nonlinear solution procedure is summarized in Section 5.4. Three configurations, including a
leakage test, a rough surface contacting stamp and a non-return valve, are presented and ana-
lyzed in Section 5.5.

5.1 Rough Surface Contact Model

A typical configuration of FSCI problems, with fluid domain Ω̃F and structural bodies occupying
domain Ω̃S, is shown in Figure 5.1 (left). Herein, solid surfaces do not include any information
about their present microstructure. This simplification is a good approximation for interfaces
between structural bodies and the fluid such as ΓFS in Figure 5.1 (left), where the distance to the
next interface or boundary is large compared to the average height of surface asperities. In this
case, the influence of surface roughness on the physical response of the fluid-structure interaction
system is completely negligible. However, for interfaces such as ΓFS,c in Figure 5.1 (left), where
the surfaces of solid bodies approach each other and the size of the fluid gap in between can get
very small or even vanish, this argumentation does not hold anymore. In the following, the term
“gap” or “fluid gap” is exclusively used to specify the normal distance between approaching or
contacting surfaces. As soon as the gap is in the same order of magnitude as the roughness height
(see Figure 5.1 (right)), effects caused by the microstructure of the surfaces will start to influence
the macroscopic physical behavior of the system. Finally, when first surface asperities come into
contact, assuming smooth surfaces is definitely far off from the physical response of such an
FSCI system. As the prediction of effects dominated by rough surfaces such as, e.g. leakage
or lubrication is of great importance, a model to include surface roughness of these contacting
surfaces into an FSCI framework in an computationally efficient way will be presented in the
following.

The domain of interest ΩP consists of a part of the fluid domain Ω̂F between the contacting
surfaces, as well as the structural domain Ω̂S in the neighborhood of the rough surface (see
Figure 5.2). The overall domain Ω = Ω̃S ∪ Ω̃F = ΩS ∪ ΩF ∪ ΩP is composed of the fluid filled
poroelastic domain ΩP = Ω̂S∪ Ω̂F, the remaining solid domain ΩS = Ω̃S \ Ω̂S, and the remaining
fluid domain ΩF = Ω̃F \ Ω̂F.
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Figure 5.1: Typical configuration of an FSCI problem (left). Real surface geometry including the microstructure of
rough bodies before contact (right).
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ΩSΩS = Ω̃S \ Ω̂S

ΩP

ΩP = Ω̂S ∪ Ω̂F

Ω̂S

Ω̂F

ΩS = Ω̃S \ Ω̂S

Homogenization
φ = Ω̂F

ΩP

Figure 5.2: Detailed view of a potential microstructure between the contacting surfaces (left), represented by a
homogenized poroelastic domain ΩP with porosity φ in the proposed model (right).

This poroelastic region is modeled in an homogenized manner, an approach well known from
porous media mechanics, see e.g. the related works of Chapelle and Moireau [57], Coussy [67],
Lewis and Schrefler [142], Schrefler and Scotta [193] and Vuong et al. [216]. The resulting
poroelastic layer describes the fluid flow and the structural elastodynamics in an averaged sense
in every point of the poroelastic domain ΩP. Herein, the porosity φ = vol(Ω̂F)/vol(ΩP) specifies
the ratio of fluid volume inside the poroelastic layer. The model describing this poroelastic layer
should be able to represent the influence of structural deformation on the fluid flow and vice
versa. Furthermore, the deformation of the roughness layer arising from applied external stress
or external deformation on the outer boundaries of the poroelastic layer has to be considered. A
coupling of the poroelastic layer to the outer fluid flow has to be guaranteed as well.

The height of this layer in the undeformed initial configuration is given by the state when first
asperities establish contact (see domain ΩP in Figure 5.2 (left)). Starting from this state, elastic
forces can be transmitted via the poroelastic layer. Nevertheless, for the practical setup of such
a problem, it is not necessary to accurately determine this height. The specified layer height
needs to correspond rather to the average material model of the poroelastic layer. Considering
the mechanical stiffness of the poroelastic layer as an example, a thicker layer with reduced
initial stiffness can be comparable to a thinner layer with increased initial stiffness. In principle,
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the chosen layer height only defines from which point on an elastic response occurs, but not how
the stiffness changes when the layer is compressed. This last relation is included in the nonlinear
material law of the poroelastic layer.

A poroelastic layer has to be added (at least on one of the contacting interfaces) to all inter-
faces ΓFS,c, which potentially come into contact. The specification of the potentially contacting
subset ΓFS,c of the interface ΓFS has to be given by the user, just as in almost all other contact
simulations, and allows reducing the cost of the performed computations. Adding a poroelastic
layer to both contacting surfaces seems most natural from a modeling point of view. Such an
approach could be mainly advantageous for representing processes occurring before contact es-
tablishes (Figure 5.4 (left)). Since the roughness is not expected to have a significant effect on the
overall physical behavior of an FSI system in many cases, the two layer variant is not included in
the presented numerical approach. Considering a poroelastic layer only on one of the contacting
surfaces is capable of representing essential physical effects, such as leakage, in the case contact
is established (Figure 5.4 (right)). From a computational point of view this choice simplifies the
formulations as no contact formulation of two poroelastic bodies (including fluid mass transfer)
is required. Additionally, only half or less of the interface area requires a poroelastic layer which
is twice as high. The free choice, which one of the two contacting surfaces is supplemented by
a roughness layer, is left to the user. A numerical formulation capable of consistently treating
contact of two poroelastic bodies is presented in Chapter 7.

As the influence of the porous layer is negligibly small if bodies are not close to contact, a
porous layer for all fluid structure interfaces ΓFS does not seem to be necessary. To confirm this
statement, the fluid velocity profiles for a fully developed parallel channel flow of a coupled
“free” flow domain (ΩF) and a porous flow domain (ΩP) are shown in Figure 5.3. It can be seen
that for an increasing ratio of fluid volume to porous volume, the velocity profile approaches the
Poiseuille flow (“none”). This is equivalent to the statement that a porous layer can be neglected
if it is sufficiently small compared to the distance to the next boundary in the adjacent “free”
flow region.

Figure 5.3: Velocity profiles for fully developed parallel 2D-flow of coupled “free” flow [0,h] and porous flow [h,1]
in a channel of height 1. Five configurations with a different ratio of the fluid domain (height h) to
the poroelastic domain (height 1-h) are shown. The configuration “none” considers free flow without a
poroelastic domain (Poiseuille flow). The parameters of the flow are: dynamic viscosity µF = 1, porosity
φ = 0.5, permeability K = 10−6, pressure gradient in flow direction ∂pF/∂x = ∂pP/∂x = −1, and
coefficient αBJ = 1 on ΓFP.

In Figure 5.4, a schematic sketch of the final model for the rough surface FSCI is presented,
where all involved physical domains with different physical principles and the interfaces be-
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tween these domains are shown. It should be pointed out that the fluid as well as the structural
domain no longer include the volume occupied by the rough surface, as this is represented by
the poroelastic model.

A review of the generic overall problem configuration introduced in Section 2.1.1 reveals, that
the governing equations for the whole domain Ω, which is split into three resulting domains,
namely the structural domain ΩS, the fluid domain ΩF, and the poroelastic domain ΩP with
appropriate boundary conditions on the outer boundary ∂Ω, are already included in this generic
problem setup. Thus, the governing equations in these domains, the conditions on the interfaces
ΓFS between the fluid domain and structural domain, and the conditions on the interfaces ΓFP

between the fluid domain and the poroelastic domain were already introduced in Chapter 2. The
interface of closed contact between the poroelastic layer and the structural domain ΓPS,c and
the change of interface conditions for the coupled problem to formulate the rough surface FSCI
problem will be discussed in this chapter.

In contrast to the widely used Reynolds equation in elastohydrodynamic lubrication (EHL),
where the no-slip condition is incorporated directly, the averaging procedure does not introduce
any boundary conditions onto the fluid flow. This allows the incorporation of spatial and temporal
changing boundary/coupling conditions during the computation. As a result, a representation of
the different states of colliding solid bodies in surrounding fluid, which is continuous in time, is
possible.

To illustrate this feature of the presented model, the impact of two submerged bodies serves
as an example. As long as the distance between both structural bodies is large, the influence
of the poroelastic layer is small and a “free-flowing” fluid similar to classical FSI problems is
described. Once the gap between both contacting surfaces is in the same order of magnitude as
the roughness height amplitude, a continuously increasing part of the fluid volume flow passes
through the poroelastic layer. Further reduction of the fluid gap until first surface asperities start
to contact is directly represented by contact between the poroelastic layer and the solid body.
As soon as all of the fluid in the gap is inside the microstructure of the surfaces, the entire fluid
flow passes through the poroelastic layer. Further increase of the contact pressure will result in
progressing deformation of the poroelastic layer, which results in a reduction of the fluid fraction
φ inside the layer. This goes along with an increase of fluid resistance and therefore reduced flow

ΓFS

ΓFP

ΓPS

ΩP

ΩF

ΩS

ΩS

ΓFS

ΓFP

ΓPS

ΓPS,c

ΩP

ΩF

ΩS

ΩS

Figure 5.4: Proposed rough surface contact model for fluid-structure interaction, including all computationally es-
sential domains ΩS,ΩF,ΩP and interfaces between these domains ΓFS,ΓFP,ΓPS,ΓPS,c; not in contact
(left), in contact (right).
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or “leakage rate” for a specific fluid pressure gradient in the flow direction. Finally, for high loads
in relation to the structural stiffness, the fluid fraction will approach the vanishing limit, whereby
only the structural part is left between the contacting surfaces. It should be mentioned that this
exemplary sequence of steps, which was described in detail, occurs just in the case that small
variations in the fluid pressure and velocity far-fields arise during the approaching process of
both structural bodies. If this is not the case, different pathways will be passed, for instance
when an increasing fluid pressure deforms the poroelastic layer such that the contained fluid
fraction is increased, which finally can lead to a “lift-off” of the contacting surfaces.

Remark 5.1 (The stiffness of the poroelastic layer). A comparison of the solid bulk material
and the stiffness of rough contacting surfaces shows that the initial tangent stiffness is smaller
due to the deformation of single contacting asperities. Increasing contact stress leads to a rapid
increase in the tangent stiffness, as the porosity φ and therefore the fluid fraction decreases. This
behavior is reflected by an increased nonlinearity of the strain energy function ψP,skel compared
to the bulk material and shown experimentally e.g. in the work of Zhai et al. [235].

Remark 5.2 (A computationally assisted approach for the estimation of poroelastic material pa-
rameters). In the following, a computationally assisted way to determine a proper set of param-
eters for the poroelastic layer of a specific rough microstructure is presented. The parameters
include the porosity φ, the permeability k, and the strain energy functions ψP,skel and ψP,vol.
To estimate the material parameters of the poroelastic layer for specific surfaces, the macro-
scopic material behavior of both contacting solid bodies as well as a resolved, representative
microstructure geometry of the rough surfaces is required. First, performing direct contact sim-
ulations without any fluid pressure contribution for characteristic parts of the resolved rough
surfaces allows specifying the material parameters of strain energy function ψP,skel of the poro-
elastic layer. Measuring the void space allows the determination of the porosity φ. Furthermore,
by including a predefined normal load, which represents the fluid pressure, on the contact inter-
face of the direct contact simulations, the correlation of the fluid pressure and the solid phase
compression can be analyzed. This allows identifying the parameters of the strain energy func-
tion ψP,vol. To specify the permeability k numerically, a resolved computation of the fluid flow
between the rough surfaces can be consulted. Performing these fluid flow simulations for several
deformation states allows specifying the relation of permeability and porosity k = k(φ).

5.2 The Continuous Rough Surface FSCI Problem

Many aspects to formulate the rough surface FSCI problem, presented in Section 5.1, have been
already depicted in Chapter 2. In order to draw the attention of the reader to the essential parts
presented previously, at first, the affected sections are referenced and briefly recapitulated in
the following. Subsequently, appropriate coupling conditions on the “active” contact interface
between the solid domain and the poroelastic domain ΓPS,c are discussed in Section 5.2.2. This
is followed by an examination of the change of all prevalent interface coupling conditions in the
context of the entire rough surface FSCI problem in Section 5.2.3.
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5.2.1 Composition of Fundamentals for the Computational
Solution of the Rough Surface FSCI

A comparison of the problem configuration in Figure 2.1 introduced in Section 2.1.1 with the
rough surface FSCI problem configuration in Figure 5.4 reveals that the generic overall prob-
lem includes already all types of domains and interfaces to formulate the rough surface FSCI
problem. Thus, most governing equations and underlying interface/boundary conditions of this
abstract configuration were already discussed in Chapter 2.

The overall domain Ω = ΩS∪ΩF∪ΩP is given by the union of the structural domain, the fluid
domain, and the poroelastic domain. The outer boundary includes the union of all types of bound-
aries ∂Ω = ΓS,D∪ΓS,N∪ΓF,D∪ΓF,N∪ΓP,D∪ΓP,N = ΓS,D∪ΓS,N∪ΓF,D∪ΓF,N∪ΓPF,D∪ΓPF,N. The
balance of linear momentum (2.15) in the structural domain ΩS as well as the conditions on the
boundaries ΓS,D and ΓS,N (2.19) have to be fulfilled as explained in detail in Section 2.1.4. The
governing equations in the fluid domain ΩF, which are the Navier-Stokes equations including the
balance of mass (2.27) and the balance of linear momentum (2.28), as well as all required con-
ditions on the boundaries ΓF,D and ΓF,N (2.31), are discussed in Section 2.1.5. The underlying
system of equations for the poroelastic domain ΩP, including the balance of fluid mass (2.42),
the balance of linear momentum for the fluid phase (2.43), and the balance of linear momentum
for the porous mixture (2.46), is already presented in Section 2.1.6. Therein, adequate boundary
conditions (2.53) and (2.54) on the different boundaries ΓPF,D, ΓPF,N, ΓP,D, and ΓP,N are dis-
cussed. Describing the rough surface FSCI problem by the aforementioned equations results in a
system which has to be solved for the structural displacement uS in the structural domain ΩS, the
fluid velocity vF and the fluid pressure pF in the fluid domain ΩF, and the porous fluid velocity
vP, the porous fluid pressure pP, and the macroscopic displacement of the porous domain uP in
the poroelastic layer ΩP.

On the interface ΓFS between the viscous fluid and the elastic structures, the dynamic equi-
librium (2.59) (with ĝFS

σ
= 0) and the kinematic no-slip condition (2.59) (with ĝFS

v
= 0) have

to be fulfilled as depicted in Section 2.1.7. The conditions on the interface between the viscous
fluid and the poroelastic layer ΓFP consist of the dynamic equilibrium of the fluid and the porous
mixture (2.61) (with ĝFP

σ
= 0), the dynamic equilibrium of the fluid and the porous fluid (2.62)

(with ĝFP,n
σ = 0), the balance of mass on the interface (2.63) (with ĝFP,n = 0), and the Beavers-

Joseph (BJ) or Beavers-Joseph-Saffmann (BJS) condition (2.64) (with ĝFP,t = 0), as discussed
in Section 2.1.8.

In Section 2.1.10, general explanations concerning solid-solid contact, including the projec-
tion (2.68) and the geometric gap (2.69) between contacting interfaces as well as the balance
of linear momentum on the contact interface (2.70) are given. In this chapter, the extension to
solid-poroelastic contact including the representation of the “fictive” fluid traction h̃

F,I
in the

contact zone (see Section 2.1.10.2) by the porous fluid pressure pP of the poroelastic layer is
introduced.
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5.2.2 Interface of Poroelastic Domain and Structural Domain in the
Contact Case

The interfaces between the poroelastic layer and the structural domain ΓPS ∪ ΓPS,c = ∂ΩP ∩
∂ΩS = ΓP,I ∩ ΓS,I consist of a matching part ΓPS and the contacting subset ΓPS,c (see Figure
5.4 (right)), which is only non-zero in the contact case. Here, the focus is on the contacting
part only, since the physical and numerical treatment of interfaces such as ΓPS can be found
in the literature concerning domain decomposition (see e.g. the work of Wohlmuth [228]) for
the coupling of displacement degrees of freedom and in the work of Vuong et al. [217] for the
impermeability constraint. Considering frictionless contact, the following conditions need to be
fulfilled

gn :=
(
xS

Γ − xP
Γ

)
· n = 0 on ΓPS,c, (5.1)

φ

(
vP − ∂uP

∂t

)
· n = 0 on ΓPS,c, (5.2)

n · σP · n = n · σS · n on ΓPS,c. (5.3)

ti · σP · n = ti · σS · n = 0 i = 1, 2 on ΓPS,c. (5.4)

Herein, (5.1) enforces the zero gap between the structural body and the porous layer, with xP
Γ

being the position on the interface ΓP,I and xS
Γ = x̌

(
xP

Γ

)
the projection of xP

Γ in direction n
onto the interface ΓS,I (see Section 2.1.10). Details concerning the utilized projection between
both interfaces are given by Popp et al. [172]. Equation (5.2) represents the mass flow balance
on the interface, where the relative fluid flow has to vanish due to the impermeability of the
solid. Finally, conditions (5.3) and (5.4) reflect the dynamic equilibrium between poroelastic
and solid domain in normal and tangential direction, respectively. The unit normal vector n is
chosen uniquely on the interface ΓS,c or ΓP,c. For simplicity frictionless contact is considered
in condition (5.4). Nevertheless, the presented framework can also be extended to the frictional
case in a subsequent step. It should be mentioned that a portion of the contact traction in (5.3) is
carried by the porous fluid pressure pP as it forms a part of the poroelastic stress tensor σP.

5.2.3 Change of Interface Conditions in the Coupled Problem
In the foregoing explanations, interfaces and their corresponding conditions were considered
to be independent of each other. It is obvious that occurring contact between the poroelastic
layer and the structural domain modifies not only the “active” contact interface ΓPS,c, but also
the interfaces between the fluid and the poroelastic domain ΓFP as well as the fluid and the
structural domain ΓFS. The union of all three interfaces Γ is given by the current configuration
of the solid and poroelastic domain, in particular of the respective parts of the outer boundaries
Γ = ΓPS,c ∪ ΓFS ∪ ΓFP = ΓF,I ∪ ΓP,I ∪ ΓS,I. The criteria specifying the different interface types
on the interface Γ, are given by the following Karush-Kuhn-Tucker conditions, which need to be
fulfilled (

xS
Γ − xP

Γ

)
· nP ≥ 0 on Γ, (5.5)

hI · nP ≤ 0 on Γ, (5.6)[(
xS

Γ − xP
Γ

)
· nP

] [
hI · nP

]
= 0 on Γ. (5.7)
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5.2 The Continuous Rough Surface FSCI Problem

These conditions are in principal equal to (2.77)-(2.79), which are presented in Section 2.1.10.2.
However, conditions (6.5)-(6.6) are modified for the case of poroelastic-solid contact. Herein,
condition (6.5) guarantees that there is always a positive gap or no gap between potentially
contacting bodies. Additionally, (6.6) restricts the minimal stress transferred directly by com-
pression between the solid bodies to the surrounding fluid normal traction. Herein, hI (e.g.
hI = σP · nP + pPnP (available on ΓPS,c and ΓFP) or hI = σS · nP − σF · nP (available on
ΓFS)) is the traction difference between the total contact traction and the ambient fluid stress.
This condition is a result of the assumption that the time interval for the formation of a fully
covering fluid film on top of the rough microstructure is negligible and that this process does not
need to be modeled. As soon as the local structural stress is smaller than the fluid stress (e.g.
at single asperities), this fluid film will develop. In Figure 5.5, a schematic visualization of this
process is given. Finally, (6.7) enforces either a zero gap between both interfaces (see equation
(6.5)) or a vanishing relative traction (see equation (6.6)).

Fully covering fluid film

n · σP · n > −pP

n · σS · n > n · σF · n

hI · nP > 0

Fully covering fluid film

n · σP · n < −pP

n · σS · n < n · σF · n

hI · nP < 0

Ω̂F Ω̂S

Ω̂F Ω̂S

Figure 5.5: Detailed view on the condition transition point ΓPS,c ∩ ΓFS ∩ ΓFP. Arrows indicate the process of gen-
eration (top) or degeneration (bottom) of a fully covering fluid film, depending on the traction difference
between total contact traction and the ambient fluid stress.

Remark 5.3 (Fluid traction in contact zone ΓPS,c). To compute the traction difference hI, which
is required to formulate condition (6.6), the physical model has to provide a reliable fluid traction
on the overall interface Γ. This is especially critical in the contacting zone ΓPS,c. The additional
poroelastic layer on the contact interface comprises this fluid state by the porous fluid pressure
pP. If the physical model does not provide this information by nature, (implicit) assumptions or
alternative modeling approaches are required to formulate the contact conditions (6.5)-(6.7).

The subset of the interface Γ where the first condition (6.5) is exactly zero and therefore
fulfills (5.1) is the contact interface ΓPS,c between poroelastic domain and structural domain.
The remaining parts, where the second condition (6.6) is exactly zero, are the interfaces between
fluid domain and structural domain ΓFS or between fluid domain and poroelastic domain ΓFP,
depending if it is a subset of the structural boundary or the poroelastic boundary.

In the following paragraph, the continuity of the formulation at the point or line of changing
interface conditions (marked by the black cross in Figure 5.6) is discussed. To ensure continu-
ity of the problem at this specific position, the conditions of all adjacent interfaces have to be
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5 A Consistent Approach for FSCI Based on a Porous Flow Model for Rough Surface Contact

fulfilled simultaneously. To prove this, one type of interface conditions (e.g. contact) plus the cri-
teria for transition to hold and verify the fulfillment of the other conditions (e.g. fluid-structure
and fluid-poroelastic conditions) is assumed. The fulfillment of the different interface conditions
in normal direction at the transition points from a contact interface (ΓPS,c) to a non-contact in-
terface (ΓFS and ΓFP) and vice versa is analyzed. These points are formed by the intersection of
the interfaces ΓPS,c, ΓFS and ΓFP and they satisfy the transition conditions, which are stated as
the conditions (6.5) and (6.6) satisfied equal to zero. In order to enable a continuous transition
of interface types, combining conditions on the contact interface ΓPS,c (conditions (5.1)-(5.4))
with the transition conditions has to fulfill conditions on the interfaces ΓFS and ΓFP (conditions
(2.59)-(2.60) and (2.61)-(2.64)) by default (see upper red path in Figure 5.6). Therefore, it is
assumed that the conditions of contact are satisfied and even for a vanishing fluid film the fluid
state vectors (vF, pF) and implicitly the corresponding fluid stress (σF) are considered to result
in continuous fulfillment of all interface conditions. Then, for the normal components of velocity
and the normal traction difference, the following relations hold.

kinematic constraints:
∂uS

∂t
· n condition (5.1)

=
∂uP

∂t
· n condition (5.2)

= vP · n (*1)
= vF · n (5.8)

(*1) = normal velocity of emerging fluid film equals contact interface normal velocity

stress equilibrium: hI · n def.
= 0

transition point of (6.6)
= n · σP · n+ pP condition (5.3)

= n · σS · n+ pP

(*2)
= n · σS · n− n · σF · n condition (5.3)

= n · σP · n− n · σF · n
(5.9)

(*2) = normal fluid stress of emerging fluid film in balance with fluid pressure in poroelastic layer

As a consequence of (5.8) and (5.9), the conditions on the interfaces ΓFS and ΓFP in normal
direction (conditions (2.59)-(2.60) and (2.61)-(2.63)) are naturally fulfilled. For the change from
the non-contact interfaces ΓFS and ΓFP to the contact interface ΓPS,c, this can be shown analo-
gously (see lower blue path in Figure 5.6).

(5.1)-(5.4) ΓPS,c

(6.5), (6.6) !
=0

ΓPS,c ∩ ΓFS ∩ ΓFP

ΓFS (2.59)-(2.60)

ΓFP (2.61)-(2.64)

Figure 5.6: Visualization of the continuous transition of normal conditions at the point ΓPS,c ∩ ΓFS ∩ ΓFP which
is marked by the black cross. Following the upper red path indicates the equivalence of the contact
conditions by making use of the transition conditions and the normal conditions on the interfaces ΓFS

and ΓFP. Following the lower blue path indicates the equivalence of the conditions on the interfaces
ΓFS and ΓFP in normal direction by making use of the transition conditions and the contact conditions
on ΓPS,c.

Remark 5.4 (Continuity of the formulation for changing interface conditions in tangential di-
rection). Considering frictionless contact at the contact interface ΓPS,c in combination with the
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5.3 The Discrete Rough Surface FSCI Problem

no-slip condition at the interface ΓFS and the Beavers-Joseph condition at the interface ΓFP

leads to a non-continuous change in the tangential component of the interface conditions. A
continuous change between contact and non-contact interfaces for frictionless contact would re-
quire zero tangential stress (“full-slip” conditions) close to the contacting zone on the interfaces
ΓFS and ΓFP as well. This non-continuous change of the tangential condition also holds true
when considering frictional contact as the tangential stress resulting from macroscopic contact
friction laws is in general not equal to the stress resulting from the viscous flow. It should be
highlighted that this circumstance does not lead to a discontinuity in the formulation as long as
there is a continuous change of the interface area on ΓFS, ΓFP, and ΓPS,c. The only exception,
where this is not the case, is the contact of two parallel plates. Nevertheless, contrary to the
continuity of the normal component of the interface conditions (enabled by a proper considera-
tion of the fluid traction in hI), the continuity of the tangential components turned out to be less
essential for the performance of the nonlinear solution procedure for the presented numerical
computations.

It should be pointed out that for a pure structural contact case with vanishing fluid, conditions
(6.5), (6.6), and (6.7) reduce to the classical contact conditions, as the relative traction equals the
absolute traction for vanishing fluid pressure.

5.3 The Discrete Rough Surface FSCI Problem
All fundamentals that are applied for the numerical solution of the rough surface FSCI problem
which were already introduced previously are reviewed in Section 5.3.1. A dual mortar method
to incorporate contact between the poroelastic layer and the structural domain is introduced
subsequently. Finally, a Nitsche-based method is utilized to ensure the fluid mass balance on the
interface of closed contact.

5.3.1 Review of Previously Introduced Numerical Approaches
For the discretization of the governing equations of the structural and poroelastic subproblem, the
boundary-fitted FEM, as introduced in Section 2.2.2, is applied. The corresponding discrete weak
forms (2.107) and (2.120) including stabilization have been discussed in Section 2.2.3 and Sec-
tion 2.2.5, respectively. The discretization approach for the fluid domain is based on the CutFEM
and has been presented in detail in Chapter 3. Details concerning the discrete fluid solution and
fluid test function spaces are given in Section 3.1.2, the application of “ghost penalty” stabiliza-
tion in Section 3.1.3, the numerical integration of the L2-inner products of intersected elements
in Section 3.1.4, and the unfitted moving interface configuration in Section 3.2. The geometry
of the discrete interface ΓF,I

h , which completes the description of the outer boundary of the fluid
domain ΩF

h , is based on the deformed discrete boundaries ΓF,I
h ⊆ ∂ΩS

h ∩ ∂ΩP
h provided by the

boundary-fitted discretizations.
The conditions on the interface of fluid and elastic structures ΓFS

h are imposed weakly by
a Nitsche-based formulation (additional contribution to the weak form: WFSI,F

h in (3.26)) dis-
cussed in detail in Section 3.3.2.1. Here, the fluid-sided interface stress representation with
skew-symmetric adjoint-consistency contribution (ξFSI = 1) is applied exclusively. The con-
ditions on the interface of fluid and poroelastic structures ΓFP

h are imposed weakly by the novel
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5 A Consistent Approach for FSCI Based on a Porous Flow Model for Rough Surface Contact

Nitsche-based formulation presented and analyzed in Chapter 4. This results in the additional
contribution to the weak form WFPI,n

h in normal interface direction discussed in detail in Sec-
tion 4.2.1 and the additional contribution to the weak form WFPI,t,Nit

h in tangential interface
orientation discussed in detail in Section 4.2.2. Due to the beneficial discrete stability properties,
the variant with a skew-symmetric adjoint-consistent contribution (ξFPI = −1) is considered. To
incorporate solid-poroelastic contact into the discrete formulation, a Dual Mortar method based
on a Lagrange multiplier will be introduced in the following.

5.3.2 Dual Mortar Method on the Contact Interface between
Poroelastic Domain and Structural Domain

To numerically handle contact between the poroelastic domain and the structural domain on the
solid-poroelastic contact interface ΓPS,c

h , a Mortar segment-to-segment approach, where the no-
penetration constraint (5.1) is enforced in a weak sense by a Lagrange multiplier, is applied.
This approach is combined with a Nitsche-based method to guarantee fluid mass balance (5.2)
between poroelastic domain and impermeable solid (see Section 5.3.3).

Details on Mortar based contact approaches can be found, e.g., in the works of Puso and
Laursen [175] and Fischer and Wriggers [84] or for dual Mortar based methods by Hüeber et al.
[127] and Popp et al. [171, 172], whereby the latter reference gives details on the specific method
applied here. In the following, only a brief overview of the most important aspects of the method
is presented.

In contrast to the continuous interfaces, the discrete contact interfaces arising from the poro-
elastic domain ΓP,I

h and the structural domain ΓS,I
h are geometrically not exactly overlapping.

Therefore, the potential contact interfaces Γ̆P,c
h and Γ̆S,c

h respectively arising from the poroelastic
domain ΩP

h and the structural domain ΩS
h are introduced. In addition, the contact interfaces re-

stricted to the “active” contact zone are defined as ΓP,c
h = ΓP,I

h \ ΓFP
h and ΓS,c

h = ΓS,I
h \ ΓFS

h . A
Lagrange multiplier λh, which is discretized on the interface Γ̆P,c

h , represents the total traction
between the contact interfaces.

In order to take the change in the contact state depending on the relative traction (see hI in
(6.6)) into account and to allow for a continuous transition between “active” dual Mortar contact
nodes and the Nitsche coupling method on ΓFS

h or ΓFP
h , the nodal fluid pressure force f j

h
and its

normal component fn,jh are evaluated as

f j
h

=

〈
Nj, p

P
hn

P
h

〉
ΓP,c

h

〈Nj, ψj〉Γ̆P,c
h

, fn,jh = f j
h
· ñjh. (5.10)

Herein,Nj and ψj are the nodal shape functions applied for the discretization of the test function
δuP

h and the Lagrange multiplier λh on the discrete boundary of the porous domain ΩP
h , respec-

tively. It should be pointed out that f j
h

and fn,jh are non-zero just for nodes which are adjacent to
contacting boundary elements due to the integration on the “active” part of the contact interface
ΓP,c

h . The fluid pressure is represented by the porous pressure pP
h since this quantity is available

on the overall interface Γ̆P,c
h in contrast to the alternative consistent choice based on the fluid

stress σF
h .
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The Karush-Kuhn-Tucker conditions (6.5) - (6.7) can be expressed by a complementary func-
tionC

(
λn,jh , gjh

)
(with an algorithmic constant cn > 0), which has to be fulfilled for every node j.

λn,jh = λjh · ñ
j
h, gjh =

〈
ψδ,j,

(
xS

Γ,h − xP
Γ,h

)
· ñh

〉
Γ̆P,c

h

,

C
(
λn,jh , gjh

)
=
(
λn,jh − f

n,j
h

)
−max

(
0,
(
λn,jh − f

n,j
h

)
− cngjh

)
= 0 (5.11)

Herein, the index j specifies quantities which correspond to a specific computational node j. The
smoothed normal vector field ñh is evaluated on the interface Γ̆P,c

h based on the unit outward-
pointing normal nP

h of the poroelastic domain ΩP
h . This normal vector field is also utilized for

all projections between the interfaces Γ̆P,c
h and Γ̆S,c

h . Subsequently, ñjh is the nodal smoothed
normal vector, λjh the nodal discrete component of the Lagrange multiplier λh with nodal shape
function ψj , g

j
h the nodal weighted gap, and ψδ,j the nodal shape function of the test function δλh

on the interface Γ̆P,c
h . Details concerning ñh, ñjh, gjh,ψj , and ψδ,j , including the utilized projection

between both interfaces, can be found in the works of Popp [170], Popp et al. [172]. Therein,
the contact interface adjacent to the poroelastic or solid domain is denoted as slave or master
interface, respectively.

The contact constraints (6.5) - (6.7) are finally incorporated into the overall formulation by en-
forcing the complementary function (5.11) and vanishing tangential components of the Lagrange
multiplier λjh for all computational nodes on the interface Γ̆P,c

h . Additionally, the boundary trac-
tion is substituted by the Lagrange multiplier λh in the respective interface integrals on Γ̆P,c

h ,
which arise naturally in the derivation of the weak forms (2.22) and (2.57).

Nevertheless, an alternative but equivalent representation of the contact constraints is preferred
at this point. This variant is closer to the actual implementation and clearer in combination with
the treatment of the interface terms presented beforehand. Hereby, the complementary function
and the restriction in normal direction are directly incorporated in the “active set” of the Lagrange
multiplier λAh as well as its corresponding test function δλAh .

λAh =
∑
j

ψjλ
j
h with λjh ·

(
I − ñjh ⊗ ñ

j
h

)
= 0 and λjh = f j

h
if (λn,jh − f

n,j
h − cngjh) < 0

δλAh =
∑
j

ψδ,jδλ
j
h with δλjh ·

(
I − ñjh ⊗ ñ

j
h

)
= 0 and δλjh = 0 if (λn,jh − f

n,j
h − cngjh) < 0

(5.12)

Application of these restrictions specified in (5.12) to the discrete spaces constructed by the La-
grange multiplier shape functions (ψj and ψδ,j) on the interface ΓPS,c

h , analogously to definitions
(2.104), specifies the discrete “active” Lagrange multiplier solution space SλA,h and test function
space TδλA,h. Finally, the contribution of the contact constraints can be written as

WPS,c
h

[(
δuS

h, δu
P
h , δλ

A
h

)
,
(
uS

h,u
P
h ,λ

A
h

)]
=

−
〈
δuP

h − δuS
h,−λAh

〉
Γ̆P,c

h

+
〈
δλAh ,

(
xS

Γ,h − xP
Γ,h

)〉
Γ̆P,c

h

. (5.13)

Herein, the first term originates from the standard Galerkin interface terms corresponding to
the governing equations (2.15) and (2.46) by inserting the dynamic equilibrium (5.3) and repre-
senting the interface traction as λAh . It should be pointed out that the second term includes the
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5 A Consistent Approach for FSCI Based on a Porous Flow Model for Rough Surface Contact

constraint (5.1) due to the restriction into normal direction (5.12) of the test function. Whenever
essential, an additional index inWPS,c

h,n+1 specifies that both interface terms 〈∗, ∗〉Γ̆P,c
h

are evaluated
as 〈∗, ∗〉Γ̆P,c

h,n+1,n+θ.
For the discretization of the Lagrange multiplier, dual shape functions ψi as introduced by

Wohlmuth [227] are applied. The dual shape functions provide the following property∫
Γ̆P,c

h

ψiNj dΓ = δij

∫
Γ̆P,c

h

Nj dΓ i, j = 1...nnod,Γ̆P,c
h
. (5.14)

Therein, δij is the Kronecker delta , nnod,Γ̆P,c
h

the number of computational nodes on the discrete

interface Γ̆P,c
h , Nj the classical shape function of interface node j as defined in (2.102), and ψi

the dual shape function of interface node i. Thus, the evaluation of the term −
〈
δuP

h ,−λ
A
h

〉
Γ̆P,c

h

in (5.13) finally results in a diagonal Mortar coupling matrix. This allows for an efficient conden-
sation of the Lagrange multiplier from the final system as the inversion of the Mortar coupling
matrix is trivial. The condensation provides a reduction of the final system size which is solved,
as well as a removal of the saddlepoint structure of the final system. For the construction of dual
shape functions ψi, which provide property (5.14), the reader is referred to the works of Flemisch
and Wohlmuth [85], Lamichhane and Wohlmuth [137], Lamichhane et al. [138] and Wohlmuth
[228]. For the discretization of the test function δλh, standard shape functions are used, leading
to a Petrov-Galerkin type of Lagrange multiplier interpolation. Details can be found in the work
of Popp et al. [173].

Remark 5.5 (On the fluid pressure force f j
h
). To explain the consideration of the fluid pres-

sure force f j
h
, it is assumed that f j

h
is added in the contact zone, where no fluid traction is

applied by the Nitsche-based contributions WFSI,F
h or WFPI,n (see Sections 3.3.2.1 and 4.2.1):〈

δuP
h − δuS

h, ψjf
j

h

〉
ΓP,c

h

. In this hypothetical case, the contact traction based on a Lagrange

multiplier λ̃h can be considered as an additional traction on top of the fluid traction:〈
δuP

h − δuS
h, ψj(f

j

h
+ λ̃

j

h)
〉

ΓP,c
h

.

Therefore, this Lagrange multiplier directly equals the negative traction difference hI
h = −λ̃h,

and as a result such a configuration leads to the classical contact formulations without surround-
ing fluid. Nevertheless, to avoid integration of this contribution f j

h
on the overall interface ΓP,c

h ,
the nodal force is directly subtracted from the nodal Lagrange multiplier in the complementary
function C: (λ̃

j

h = λjh − f
j

h
). This prohibits a direct dependency of the contact traction on the

fluid pressure for established contact, as the interface integrals on ΓP,c
h are based on λjh and do

not include f j
h
.

Remark 5.6 (Continuity of the formulation). Due to the continuity of the complementary func-
tion, the resulting formulation including contact is continuous. This is enabled by the consid-
eration of the fluid pressure force f j

h
. Definition (5.12) shows that f j

h
contributes only to the

“inactive” contact part based on the complementary function (5.11). At the same time, it can
be seen in (5.10) that f j

h
vanishes for all nodes j with nonexistent support on ΓP,c

h . As a result,
the nodal fluid force f j

h
does contribute to the overall formulation solely close to the condition
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transition point ΓP,c
h ∩ΓFP

h and, thus, can be considered as a transition contribution which guar-
antees continuity and consistency between the Nitsche- and Lagrange multiplier-based interface
formulations (see also the previous remark).

5.3.3 Nitsche-based Method for Fluid Mass Balance on Contact
Interface

In addition to the classical contact constraints, the fluid mass balance (5.2) on the contact inter-
face has to be fulfilled. For this purpose, a Nitsche-based method with the following contributions
to the weak form is applied

WPS,f
h

[(
δvP

h , δu
P
h , δp

P
h

)
,
(
vP

h ,u
P
h , p

P
h

)]
=
〈
δvP

h , p
P
hn

P
h

〉
ΓP,c

h

−
〈
δpP

h , φh

(
vP

h − ∂̃t
[
uP

h

])
· nP

h

〉
ΓP,c

h

+ γP
〈(
δvP

h − δuP
h

)
· nP

h ,
(
vP

h − ∂̃t
[
uP

h

])
· nP

h

〉
ΓP,c

h

.

(5.15)

Herein, the first term is the consistency term arising from the derivation of the weak form from
(2.44). The second line includes a skew-symmetric adjoint-consistency term and a penalty term
with a sufficiently large positive penalty parameter γP. The motivation for adding these different
contributions is already depicted in Section 3.3.1. An additional index in WPS,f

h,n+1 specifies that
all interface terms 〈∗, ∗〉ΓP,c

h
are evaluated as 〈∗, ∗〉ΓP,c

h,n+1,n+θ.

5.4 The Coupled Discrete Rough Surface FSCI
Formulation

By summing up all contributions discussed and referenced beforehand, the final discrete weak
form for the coupled rough surface FSCI problem is set. Except for the Lagrange multiplier
based contact contributions, this formulation has already been presented in Section 3.3.4 for a
more general configuration. The overall discrete solution space SxrFSCI,h,n+1 and the discrete test
function space TδxrFSCI,h,n+1 result from the discrete spaces of the underlying physical fields de-
fined for the structural problem in (2.106), for the fluid problem in (2.110), and for the poroelastic
problem in (2.119). Additionally, the discrete Lagrange multiplier space in (5.12) is included.

SxrFSCI,h,n+1 := SuS,h,n+1 × SvF,h,n+1 × SpF,h,n+1 × SuP,h,n+1 × SvP,h,n+1 × SpP,h × SλA,h,n+1

TδxrFSCI,h,n+1 := TδuS,h × TδvF,h,n+1 × TδpF,h,n+1 × TδuP,h × TδvP,h × TδpP,h × TδλA,h,n+1

(5.16)

The overall discrete test function δxrFSCI
h and discrete solution state xrFSCI

h,n+1 are given by

xrFSCI
h,n+1 :=

(
uS

h,n+1,v
F
h,n+1, p

F
h,n+1,v

P
h,n+1,u

P
h,n+1, p

P
h,n+1,λ

A
h

)
,

δxrFSCI
h :=

(
δuS

h, δv
F
h , δp

F
h , δv

P
h , δu

P
h , δp

P
h , δλ

A
h

)
. (5.17)

Making use of (5.16) and (5.17), the overall discrete formulation of the coupled rough surface
FSCI problem is given by
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Find xrFSCI
h,n+1 ∈ SxrFSCI,h,n+1 such that for all δx

rFSCI
h ∈ TδxrFSCI,h,n+1:

WrFSCI
h,n+1

[
δxrFSCI

h ,xrFSCI
h,n+1

]
= 0. (5.18)

The underlying weak form results from the combination of the weak forms of all corresponding
physical fields and interfaces. This includes the discrete contributions for structures in (2.108),
for fluid discretized by the CutFEM in (3.7), for poroelasticity in (2.121), for the interface condi-
tions between fluid and structures in (3.26), for interface conditions between fluid and poroelastic
layer in (4.1) and (4.5), and for the poroelastic-solid contact conditions in (5.13) and (5.15).

WrFSCI
h,n+1

[
δxrFSCI

h ,xrFSCI
h,n+1

]
=

WS
h,n+1

[
δuS

h,u
S
h,n+1

]
+

WF,CUT
h,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
+

WP
h,n+1

[(
δvP

h , δu
P
h , δp

P
h

)
,
(
vP

h,n+1,u
P
h,n+1, p

P
h,n+1

)]
+

WFSI,F
h,n+1

[(
δuS

h, δv
F
h , δp

F
h

)
,
(
uS

h,n+1,v
F
h,n+1, p

F
h,n+1

)]
+

WFPI,n
h,n+1

[(
δvF

h , δp
F
h , δv

P
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The Newton-Raphson like nonlinear solution procedure to solve the aforementioned system
for the vector of unknown nodal states

xrFSCI
n+1 :=

[(
uS
n+1

)T
,
(
vF
n+1

)T
,
(
pF

n+1

)T
,
(
uP
n+1

)T
,
(
vP
n+1

)T
,
(
pP

n+1

)T (
λAn+1

)T]T
(5.20)

is discussed in Section 3.4. As already mentioned in Section 5.3.2, the contact Lagrange multi-
plier is removed from the final system by a global condensation procedure and, thus, does not
interfere with the nonlinear solution procedure from an algorithmic point of view. The only mod-
ification to Algorithm 1, which is presented in Section 3.4, is that the state vector λA,i+1

n+1 has to
be recovered based on the states vF,i+1

n+1 ,pF,i+1
n+1

,uP,i+1
n+1 , vP,i+1

n+1 , and pP,i+1
n+1

after the solution of the
linear system in every iteration i.

5.5 Numerical Examples: Rough Surface FSCI

In this section, numerical examples are presented to analyze the behavior of the proposed model.
First, a configuration for a typical leakage flow scenario is analyzed, followed by a squeeze-out
flow of two contacting bodies. Finally, a non-return valve with focus on the dynamic “closing”
and “opening” behavior is investigated. All results presented in the following have been com-
puted with the multiphysics code environment BACI [221].

In the following, some remarks on algorithmic details are given, which are applied to solve
the numerical examples.
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• Due to the weak enforcement of the contact constraints by the Mortar methods, the dis-
tance between both involved discrete contacting interfaces is not zero at every spatial point.
As a result, tiny disconnected fluid domains would arise, which are just a numerical ar-
tifact. To avoid this issue, “islands” smaller than a specific size are neglected and do not
contribute to the fluid interfaces ΓFS

h ,ΓFP
h , but to the contact interface Γ̆P,c

h .

• All numerical examples are discretized with 3D hexahedral trilinear elements. For 2D
examples, one element layer in the third axial direction is applied. All degrees of freedom
in the third direction are set to zero and removed from the final system of equations.

• To avoid non-essential geometric operations, the update of the geometric intersection of
computational fluid mesh and the interfaces ΓFS

h , ΓFP
h and Γ̆P,c

h during the nonlinear it-
erations is only performed as long as the displacement increments are above a specified
tolerance.

To avoid multiple repetitions, in the following, some common setup details which apply to all
three examples shown here are depicted first.

• The initial state of all examples in the following is the zero-state: ůS = v̊S = v̊F = ůP =

v̊PS

= v̊P = 0.

• The dependence of fluid resistance and deformation in the poroelastic medium is modeled
by an adaption of the Kozeny-Carman formula (see e.g. the textbook of Coussy [67]). For
the assumption of isotropy, the following relation holds for the material permeability

K = KI = K̊
1− φ̊2

φ̊3

(
JPφ

)3

1− (JPφ)2I, (5.21)

where K̊ is the initial scalar permeability.

• The proportionality factor of the Beavers-Joseph condition is computed based on the work
of Beavers and Joseph [20] and modified for the 3D case as introduced in (2.65): κ =(
αBJµ

F
√

3
)−1√

tr(k).

• The dual shape functions of the contact Lagrange multiplier ψj are based on the boundary
elements of the poroelastic domain, where the index j identifies a specific computational
node on this discrete boundary.

In the following, if not necessary, there is no distinct separation between solid uS and poro-
elastic displacements uP, fluid vF and porous flow vP velocities, and fluid pF and porous flow pP

pressure, as this eases the visualization and the interpretation of the computed results. In order
to make the presentation as clear as possible, the index h to specify discrete quantities has been
omitted for all numerical examples.

5.5.1 Leakage Test
The first example analyzes the properties of the presented model for leakage flows.

149
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Problem Description The setup of the problem can be seen in Figure 5.7, where two fluid
domains with different fluid pressure levels are connected solely by the fluid-saturated rough
surface domain of two contacting elastic bodies.

To allow for a qualitative comparison with measurements, the dimension and material param-
eters of the problem are closely related to the experiment by Lorenz and Persson [145]. Therein,
a water filled glass cylinder with a rubber ring on the bottom is pressed on a rough hard solid
surface with a given force. A defined water column in the glass cylinder allows specifying the
fluid pressure difference in the experimental setup. Here, a plane slice of the circular leakage
configuration is investigated. All dimensions and basic boundary conditions can be found in
Figure 5.7.

The pressure difference between inflow and outflow boundary is applied by a prescribed
traction-Neumann boundary condition on Γin (see fluid stress in Figure 5.8 (left)) and a zero-
Neumann boundary condition on Γout. Fluid velocities on both boundaries in tangential direction
are prohibited by a tangential-Dirichlet boundary condition. To analyze the resulting leakage
flow for a range of solid contact pressure, a time-dependent solid stress is prescribed on bound-
ary Γp as a Neumann boundary condition (see solid stress in Figure 5.8 (left)). The motion in
tangential direction on the boundary Γp is blocked. Interfaces ΓFS and ΓFP (with αBJ = 1.0) are
handled by the methods presented in Section 3.3.2.1, Section 4.2.1, and Section 4.2.2.2, respec-
tively. As the focus of this example is on presenting the behavior of the poroelastic layer during
rough surface contact, contact between the domains ΩS1 ,ΩS2 , and ΩP is considered directly by
matching of the computational nodes and the corresponding displacements uS and uP on the
common interfaces ΓPS.

ΩP
ΓFP

ΓFS

ΓPS

ΩS1

ΩS2

ΩF ΩF

ΓoutΓin

Γp

h

δ
b

l

a
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A

A

c zero displacement

zero normal displacement
zero normal velocity

a = 5mm

b = 4mm
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h = 1mm

δ = 100µm

Figure 5.7: Geometry and boundary conditions for the leakage flow.

In domain ΩF, water at a temperature of 20◦C with fluid material properties, density ρF =
1000kg/m3, and dynamic viscosity µF = 10−3Pa · s is considered. The material behavior of
the solid domains ΩS1 and ΩS2 is modeled by the Neo-Hookean material model with the hyper-
elastic strain energy function ψS introduced in (2.17). In domain ΩS1 , the Young’s modulus is
E1 = 2.3MPa and the Poisson ratio ν1 = 0.49. In domain ΩS2 , E2 = 2300MPa and ν2 = 0.3
are given. The initial density is chosen to be equal to the fluid density in both solid domains
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ρS
0 = ρF = 1000kg/m3. As no direct computation of the poroelastic material parameters for

these specific rough surfaces is performed, all parameters of the poroelastic layer are chosen in
a physically plausible range. The initial porosity is set to φ̊ = φ(t = 0) = 0.5 in the entire poro-
elastic layer ΩP. To describe a typical macroscopic material response for homogenized contact
of rough surfaces, the macroscopic material behavior of the poroelastic layer is modeled by the
following strain energy function (see Remark 5.1).

ψP,skel = c
[
tr
(
CP
)
− 3
]

+
c

β

((
JP
)−2β − 1

)
+ c̃P

[
tr
(
CP
)
− 3
]αP

,

c =
EP

4(1 + νP)
, β =

νP

1− 2νP
(5.22)

Herein, the parameters are: EP = 0.25MPa, νP = 0.0, c̃P = 0.25MPa, αP = 8. The additional
contributions to the strain energy function ψP,vol and ψP,pen are specified in (2.48) and (2.49),
respectively. The corresponding parameters are κP = 0.8MPa and ηP = 1kPa. Taking into ac-
count the resulting leak rate of the rough microstructure in [145], the initial material permeability
is set to K̊ = 4.6 · 10−4mm2.

For the temporal discretization, the backward Euler scheme (θ = 1.0) with a time step length
of ∆t = 0.05s is applied. As the computation is performed with one layer of 3D hexahedral
elements orthogonal to the 2D plane, all computed leak rates are divided by the thickness in this
direction.

Computed Results and Discussion To allow for a comparison of the computed leak rate
with the measured data presented in [145] for “sandpaper 120”, measured leak rates are divided
by the average circumference to compare the leak rate per unit depth. The computed leak rates
are calculated in cross section [A− A] of the poroelastic layer (see Figure 5.7)

leak rate =

∫
[A−A]

φ

(
vP − ∂uP

∂t

)
· n[A−A]d[A− A]. (5.23)

In Figure 5.8 (left), the computed temporal instationary leak rates are presented. After an in-
stationary phase until t = 5s, the fluid stress is kept constant. The solid stress is increased
discontinuously and kept constant for ∆tconst = 1s. Figure 5.8 (right) shows a comparison of
the computed stationary leak rates (last computed leak rate for each solid stress level), with the
measured data presented in [145]. The excellent agreement shows that the influence of the elastic
deformation due to the contact stress on the fluid flow in the rough layer can be modeled by the
presented poroelastic model.

Figure 5.9 shows the overall pressure solution for the fluid domains as well as the displacement
solution in the structural domains. As intended, there is no observable pressure gradient in the
fluid domain ΩF and the entire pressure drop takes place in the poroelastic layer.

Figure 5.10 visualizes the deformation of the poroelastic layer and the porosity at different
solid stress levels. It can be observed that for small solid stress, hardly any deformation occurs
and the porosity is close to the initial porosity. Increasing the solid stress leads to a compres-
sion of the layer and due to the relatively small fluid resistance, to a reduction of the porosity.
The smaller cross section and the increased flow resistance (change in permeability) leads to a
reduction of the leak rate for higher solid stress.
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Figure 5.8: Applied solid stress on boundary ΓP, fluid stress on boundary Γin and the computed leak rate in cross-
section A−A (left). Comparison of the computed stationary leak rates for different solid stresses and a
constant fluid stress of 10kPa with measured leak rates from [145] (right).

Figure 5.9: Pressure solution for the domains ΩF and ΩP and displacement solution for the domains ΩS1 and ΩS2 at
a solid stress of 90kPa and t = 11s. The black lines indicate the discretization with trilinear hexahedral
elements.

Figure 5.10: Porosity of the deformed poroelastic layer: from top to bottom solid stress =
15, 45, 75, 105, 135, 165, 195kPa (element-wise constant visualization).
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5.5.2 Rough Surface Contacting Stamp

In a second numerical example, the rough surface contact behavior of an elastic stamp with a
circular contacting surface impacting on a stiff but elastic foundation is analyzed.

Problem Description The setup consists of a stamp in solid domain ΩS1 and the foundation
in solid domain ΩS2 coated with a poroelastic layer ΩP to model the surface roughness. Both
bodies are embedded in a fluid domain ΩF. The geometry including all dimensions as well as
the basic boundary conditions can be found in Figure 5.11. To allow a distinct evaluation of the
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Figure 5.11: Geometry and boundary conditions of the rough surface contacting stamp example.

stamp impact as well as the lift off behavior, undesired vertical fluid loads acting on the stamp
are prevented by a vertical linear slide. On the interfaces ΓFS, ΓFP (with αBJ = 1.0), ΓPS, and
ΓPS,c, the interface conditions are incorporated by the methods presented in Sections 3.3.2.1,
4.2.1, 4.2.2.2, 5.3.2, and 5.3.3.

Starting from this initial configuration, an increasing solid stress of maximum 2kPa is applied
on boundary ΓS,N, which leads to a squeeze-out motion of the fluid, and finally contact occurs.
Afterwards, the fluid stress is increased on boundaries ΓF,N with a maximum value of 2.02kPa,
which is slightly above the maximum solid stress. The time-dependent solid and fluid stress are
shown in Figure 5.12 (left). As soon as the local fluid pressure in the poroelastic layer exceeds
the contact stress, the bodies will lift off at this local position. As a higher fluid stress than solid
stress is applied, the whole stamp lifts off and finally moves upwards.

The fluid material parameters are ρF = 1.0kg/m3 and µF = 1.0Pa · s. The material behavior
of the solid domains as well as the macroscopic material behavior of the poroelastic layer are
modeled by the Neo-Hookean material model with the hyperelastic strain energy functions ψS

and ψP,skel as introduced in (2.17). The Young’s modulus E and the Poisson ratio ν are E1 =
20kPa, ν1 = 0.3 in the solid domain ΩS1 , E2 = 2000kPa, ν2 = 0.3 in the solid domain ΩS2 ,
and EP = 10kP, νP = 0.0 on the poroelastic domain ΩP. The additional volume and penalty
contributions to the strain energy function of the poroelastic domain with parameters κP =
1000kPa, ηP = 1.0Pa are specified in (2.48) and (2.49). The initial porosity and permeability
is φ̊ = 0.5 and K̊ = 10−2m2, respectively. The backward Euler scheme is applied for time
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discretization, with an appropriate time step length of ∆t = 0.1s, 0.01s or 0.001s, depending on
the system dynamics.

Figure 5.12: Time dependent solid and fluid stress on the boundaries ΓS,N and ΓF,N (left). Visualization of the
fluid pressure, the fluid velocity (black arrows), the displacement (deformed domain) solution, and the
computational mesh (element boundaries by black lines) for t = 0.2s (right).

Computed Results and Discussion In Figure 5.12 (right) the spatial discretization (con-
sisting of one layer of 3D trilinear hexahedral elements) is visualized. The solid and poroelastic
elements “cut out” the non-physical part of the non-matching fluid elements. Furthermore, the
overall computed solution for t = 0.2s is visualized, where fluid outflow on ΓF,N occurs due to
the pressure gradient which is induces by the structural motion.

An examination of the contacting phase at two different points in time is provided in Figure
5.13, which shows a detailed view of the contacting zone. It should be pointed out that in all
following figures, the velocity amplitude is specified by the arrow length and the color code
but not by the density of arrows. The zone with an increased density of arrows indicates the
poroelastic layer, arising from the finer spatial resolution compared to the fluid domain. At t =
0.2s, the motion of the stamp, which is induced by the structural stress on ΓS,N, displaces the
fluid from the contacting zone. As the gap between stamp and foundation is still larger than
the roughness height, the significant part of the fluid mass transport happens in the free fluid
domain ΩF. This is a result of the similar pressure gradient in the roughness layer and the free
fluid. At t = 0.71s, there is already partial contact between the solid stamp and the poroelastic
layer. The fluid pressure increased significantly, as the fluid mass transport happens mainly in the
poroelastic roughness layer with a higher flow resistance than for the pure fluid in ΩF. Compared
to the velocities at t = 0.2s, the maximum value of the fluid velocity increased due to the higher
pressure gradient. Until t = 1.0s, a compression of the poroelastic roughness, which leads to a
reduction of the porosity and an outflow of fluid mass due to the increasing solid stress, can be
observed. The increase of the fluid stress, starting at t = 2.0s, causes an inverse behavior with
an inflow of fluid into the contacting area. Details of this lift-off phase can be seen in Figure
5.14. At t = 4.005s, the prescribed fluid stress reaches its maximum. Due to the flow resistance
in the rough surface layer, the pressure in the contacting zone is still significantly lower than the
prescribed fluid stress. As the lift-off occurs from outside to inside, most of the fluid flow occurs
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Figure 5.13: Fluid pressure pF, pP, fluid velocity vF,vP (arrows), and displacement (deformed domain) solution in
the contacting phase at time t = 0.2 (top) and t = 0.71 (bottom).
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Figure 5.14: Fluid pressure pF, pP, fluid velocity vF,vP (arrows), and displacement (deformed domain) solution in
the lift-off phase at time t = 4.005 (top) and t = 19.945 (bottom).
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on both outer regions. This leads to a very small pressure gradient and a negligible flow in the
center of the contacting region. Advancing in time, the pressure in the center increases until the
overall fluid force on the stamp exceeds the prescribed value of the solid force, and the solid
bodies detach completely. For t = 19.945s, both bodies have reached a distance greater than the
roughness layer height.

Figure 5.15: Displacement in vertical direction of two selected computational nodes (see Figure 5.12 (right) for the
selected nodes) (left). Contact stress and fluid pressure at the selected node 3 (see Figure 5.12) (right).

Figure 5.16: Visualization of the fluid pressure (background color) and the contact stress (arrows) for the right half
in the proximity of the lower right of the stamp at two points in time t = 0.702s (left) and t = 3.515s
(right).

In Figure 5.15 (left), the computed displacements for two selected nodes at the left side of the
stamp are plotted. Due to the applied solid stress, both nodes moved down in vertical direction,
until node 2 contacts with solid body ΩS2 and, in the following, only a small motion of node 2
due to the compression of the poroelastic layer occurs. It can be observed that node 1 moved for a
longer period in time and reaches a larger displacement maximum, due to the elastic deformation
of the stamp. As there is an increase in fluid pressure for 2.0s ≤ t ≤ 4.0s, both points start
moving upwards again. After the velocity in both nodes increases due to the local deformation
in this area, a smaller velocity, which is similar in both points, can be observed. Finally, the rising
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distance between both bodies leads to an increase of the fluid force on the structural bodies and
therefore an acceleration of the stamp.

Figure 5.15 (right) shows a comparison of the fluid pressure and the contact stress at the
selected computational node 3. Starting from zero, the fluid pressure increases linearly due to
the linearly rising prescribed solid stress on ΓS,N. As soon as contact occurs at this local point,
the contact stress raises from zero to the current level of the fluid pressure and linearly increases
in the following to the maximum stress in this computational node. The inherent reduction of the
impact velocity and, therefore, the reduced fluid mass displacement in the poroelastic domain
results in a significant reduction of fluid pressure. Until t = 1.0s, a smaller fluid pressure is still
present due to the increasing solid stress and the corresponding deformation of the poroelastic
domain. Starting from t = 2.0s, the fluid stress is increased, which leads to a local lift-off of the
outer parts of the stamp, which also reduces the contact stress in node 3. As soon as the fluid
pressure reaches the contact stress, this point gives up the contact constraint and the entire stress
between the solid bodies is exchanged via the fluid.

In Figure 5.16, the area of the “active” contact constraint is visualized. Nodes of the interfaces,
where the contact stress arrows are visible, are contained in the set of active Lagrange multipliers
λA. It can be seen that at the borders of this area, the values of fluid pressure and contact stress
are almost equal. For t = 0.702s, which is during the contacting phase, one further aspect should
be mentioned: At this point in time there is no contact in the center of the stamp. This results
from the elastic deformation of the stamp, due to the maximum pressure in the center. This fluid
island vanishes later by fluid mass flow through the poroelastic roughness layer.

5.5.3 Non-Return Valve

In the third example, a non-return valve is analyzed. This type of valve blocks the fluid flow in
one direction, but enables the flow in the other direction. The fluid flow regulation of the valve
is based on a deformable membrane, which adjusts according to the prevalent fluid pressure
difference. To take into account the effect of the rough surface on the contacting membrane, a
poroelastic layer is attached.

Problem Description All basic boundary conditions and the geometry can be found in Fig-
ure 5.17. The valve consists of an ellipsoidal shaped membrane ΩP ∪ ΩS1 and a solid support
ΩS2 . The volume which is not occupied by these domains is the domain ΩF. In the following, its
subdomains to the left and right of the membrane are referred to as inflow and outflow domain,
respectively. Interfaces, boundary conditions, and dimensions are only defined once, but are still
appropriate for the upper and lower part as the valve is symmetric. On the Neumann bound-
aries ΓF,N1 and ΓF,N2 , the fluid traction is prescribed, which leads to a flow through the valve.
To depict the functional principle, the desired behavior for two different flow configurations is
described. In the case that the fluid pressure on ΓF,N1 is higher than on ΓF,N2 (“open direction”),
the elastic membrane deforms and increases the size of the smallest constriction between ΩP

and ΩS2 . This reduces the flow resistance through the valve for an increasing pressure difference
between inflow and outflow. If the fluid pressure on ΓF,N2 is higher than on ΓF,N1 (“blocking
direction”), the deformation of the elastic membrane reduces the size of the smallest constric-
tion and therefore increases the flow resistance. For a specific pressure difference, the membrane
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Figure 5.17: Boundary conditions and geometry of the non-return valve.

ΩS1 ∪ ΩP and the support ΩS2 come into contact and, thus, the entire leakage flow has to pass
through the rough layer. This flow rate is intended to be small compared to the flow rate in “open
direction”.

As fluid, water with the density ρF = 1000kg/m3 and the dynamic viscosity µF = 10−3Pa ·
s is considered. A Neo-Hookean material (see equation (2.17)) is applied to model the solid
behavior with Young’s modulus and Poisson ratio of E1 = 2.3MPa, ν1 = 0.49 and E2 =
2.3MPa, ν2 = 0.3 in ΩS1 and ΩS2 , respectively. The initial density of the solid is equal to the
fluid density ρS

0 = ρF = 1000kg/m3. The poroelastic layer ΩP is specified by a spatially constant
initial porosity φ̊ = φ(t = 0) = 0.5 and a spatially constant initial material permeability K̊ =
4.6 · 10−5mm2. The macroscopic material response of the poroelastic layer is given by the strain
energy functions (2.48) and (2.49) with parameters EP = 0.25MPa, νP = 0.0, c̃P = 0.25MPa,
αP = 8, κP = 0.8MPa, and ηP = 1kPa. For discretization in time, the backward Euler scheme
is applied with time step lengths of ∆t = 2 · 10−4s, 5 · 10−5s, 2.5 · 10−5s, or 1.25 · 10−5s,
depending on the dynamic response of the system.

The spatial discretization of all physical domains, consisting of one layer of 3D trilinear hex-
ahedral elements, is visualized in Figure 5.18 (left). The poroelastic layer ΩP with height δ is
discretized by three layers of elements, which can be recognized in the detailed view in Fig-
ure 5.20. Due to the symmetric configuration, only one half of the domains is discretized and
consulted for the computations. On the arising symmetry boundary, flow in normal direction is
prohibited. In Figure 5.18 (right), the prescribed fluid stress for two different cases is plotted.
The first case is designed to analyze the dynamic “valve closing” behavior. Additionally, it in-
cludes two sinusoidal-shaped peaks to determine the dynamic reaction of the valve on spurious
pressure variations. The load peaks are initiated at t = 0.075s and t = 0.08s for a time span
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Figure 5.18: Computational mesh for all physical fields and detailed view of the smallest constriction. The hexahe-
dral element boundaries are visualized by black lines (left). Prescribed time-dependent Neumann fluid
stress on the inflow boundary ΓF,N1 and the outflow boundary ΓF,N2 . The upper diagram shows the ap-
plied load case to analyze a dynamic “valve closing” process. The lower diagram shows the prescribed
load to analyze the valve behavior in “open direction” (right).

of ∆t1 = 0.00125s and ∆t1 = 0.0025s, respectively. Case two analyzes the flow in “open
direction” for a constant fluid stress difference between the inlet and the outlet boundary.

Computed Results and Discussion First, the computed results for the case “valve clos-
ing” are presented. Figure 5.19 shows the pressure field and the deformation of the valve for two
instances in time. At t = 0.07s, an approximately stationary solution for the flow through the

Figure 5.19: “Valve closing”: Computed fluid pressure and solid deformation, t = 0.07s (left), t = 0.0836s (right).

closed valve can be observed. Contact occurs between the membrane and the support and the
overall leakage flow through the valve is small. Thus, the pressure in the inflow and the outflow
domain is almost constant and corresponds approximately to the applied boundary conditions.
The pressure drop occurs mainly in the poroelastic layer. A lifting of the membrane from the
support and therefore a temporal opening of the valve at t = 0.0836s occurs due to the second
applied sinusoidal-shaped fluid stress peak at the inflow boundary. Here, contrary to the station-
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ary case (t = 0.07s), pressure gradients in the fluid domain can be observed. This originates
from the fluid motion induced by deformation of membrane and support.

Figure 5.20 shows a detailed view on the smallest constriction between the membrane and the
support. Due to the simultaneous increase in fluid stress (up to a value of 10kPa) on the inflow

Figure 5.20: “Valve closing”: Detailed view on the smallest constriction. The fluid pressure and the convective
velocity (black arrows)

(
vP − ∂uP/∂t

)
in the poroelastic domain during the dynamic valve closing

process is shown at five instances in time. The black lines indicate the computational mesh of the
poroelastic layer. From left to right: t = 0.008s, t = 0.012s, t = 0.07s, t = 0.077s, and t = 0.0827s.

and the outflow boundary, mainly pure compression of all solid domains occurs, which leads
to negligible fluid velocities (see t = 0.008s). At t = 0.012s, the membrane moves towards
the solid support induced by the fluid pressure. This leads to a fluid flow through the roughness
layer out of the narrowest position of the fluid domain. For the approximately stationary solution
at t = 0.07s, a flow from the high pressure outflow domain through the poroelastic layer into
the low pressure inflow domain can be observed. This flow corresponds to the leak rate of the
investigated valve. The first fluid stress peak (∆t1 = 0.00125s) leads to a loss of contact. At
t = 0.077s, the maximum distance between the membrane and the solid support for this first peak
occurs. Here, an increase of the fluid velocity through the poroelastic layer, which is expanded
due to the vanishing contact stress, in comparison to the stationary situation can be observed.
The second load peak leads to a pronounced lift-off of the membrane. During the lift-off phase
at t = 0.0827s, fluid mass enters the smallest constriction. This corresponding fluid flow is split
between the pure fluid domain and the poroelastic domain.

To quantify the performance of the non-return valve, the flow rates through the inflow ΓN,1

and the outflow ΓN,2 boundary are computed. In (6.36), a unique normal vector nΓN,1−>ΓN,2 ,
pointing in designated flow direction of the “open” valve, is applied for both boundaries.

flow rate =

∫
ΓN,i

vF · nΓN,1−>ΓN,2dΓN,i, i = 1, 2 (5.24)
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Figure 5.21: “Valve closing”: Flow rate per unit depth on the inflow boundary ΓF,N1 and the outflow boundary
ΓF,N2 and the computed leakage flow rate through the poroelastic layer.

The leakage flow rate through the poroelastic layer is computed based on the definition (5.23).
Figure 5.21 (left) shows the computed flow rates during the dynamic closing process. Until
t = 0.0075s, the compression of the solid bodies, which occurs due to the pressure increase,
leads to inflow on both boundaries. Due to the dynamic impact of the membrane on the solid
support, recurring deformation of the membrane is initiated. This causes a change in volume
in the inflow and the outflow domain and, therefore, decaying oscillations of both measured
flow rates. The average stationary flow rate computed between t = 0.066s and t = 0.0724s is
52.4mm3/s and, thus, is almost equal to the directly computed (roughly constant) leakage flow
rate (see detailed view in Figure 5.21 (bottom)). Figure 5.21 (right) shows the flow rates during
and after the prescribed load peaks. Although the first stress peak does not lead to a significant
lift-off of the membrane, its deformation and the associated change of volume in the inflow
and the outflow domain generates high flow rates on both boundaries. Finally, due to the longer
excitation phase, the second fluid load peak induces more pronounced flow rate peaks, which are
decaying in time.

Figure 5.22 depicts the computed solution for the second case (“open direction”) at four dif-
ferent instances in time. The present pressure difference deforms the membrane and increases
the size of the smallest constriction. At t = 0.026, the evolution of a vortex behind the mem-
brane can be observed. A movement of this vortex towards the symmetry plane of the valve can
be seen at t = 0.035s. For t = 0.05 and t = 0.09s, a complex non-stationary flow pattern can be
observed. It should be pointed out that assuming a symmetric flow field behind the membrane
might influence the computed flow rates for this open valve configuration.

In Figure 5.23 (left), the computed flow rates on the inflow and outflow boundary are shown.
After t = 0.0075s, the flow through the valve develops and similar flow rates for the inflow and
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outflow boundary can be observed. Due to the previously described development of fluid vortices
and their influence on the membrane deformation, no stationary flow rate can be observed. The
average flow rate, evaluated between t = 0.04s and t = 0.1s, is 8087mm3/s. Figure 5.23 (right)
shows the difference between the inflow and outflow flow rate. This difference occurs due to
the compression of the solid support and the membrane. In the initial phase, pure inflow into
the system occurs due to the pressure increase until t = 0.025s. Later in time, oscillations with
a vanishing mean value occur. This corresponds to a sequence of compression and expansion
phases of the solid domains due to the time-dependent fluid loads.

Figure 5.22: “Open direction”: Fluid pressure and velocity (black arrows) at four different points in time. From
top-left to bottom-right: t1 = 0.026s, t2 = 0.035s, t3 = 0.05 and t4 = 0.09.

Figure 5.23: “Open direction”: Flow rate per unit depth on the inflow boundary ΓF,N1 and the outflow boundary
ΓF,N2 (left) and the flow rate difference between inflow and outflow (right).
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6 A Consistent and Comprehensive
Computational Approach for
General Fluid-Structure-Contact
Interaction Problems1

A consistent approach that allows solving challenging general nonlinear fluid-structure-contact
interaction (FSCI) problems is presented in this chapter. In contrast to the formulation in Chap-
ter 5, a simpler physical model, which does not directly take the effect of surface roughness into
account, is considered. As a result, a more streamlined numerical approach can be developed,
which is still applicable to many configurations where the rough surface microstructure does not
dominate the overall physical response of the system and the physical processes of interest are
not related to the effect of surface roughness.

The underlying continuous formulation includes both, ”no-slip” fluid-structure interaction as
well as frictionless contact between multiple elastic bodies. The respective interface conditions
in normal and tangential orientation and especially the role of the fluid stress within the region
of closed contact are discussed for the general problem of FSCI. To ensure continuity of the
tangential constraints from no-slip to frictionless contact, a transition is enabled by using the
general Navier condition with varying slip length. Moreover, the fluid stress in the contact zone
is obtained by an extension approach as it plays a crucial role for the lift-off behavior of con-
tacting bodies. With the given continuity of the spatially continuous formulation, continuity of
the discrete problem (which is essential for the convergence of Newton’s method) is reached
naturally. As topological changes of the fluid domain are an inherent challenge in FSCI config-
urations, a non-interface-fitted CutFEM is applied to discretize the fluid domain. All interface
conditions, that are the “no-slip” FSI, the general Navier condition, and the frictionless contact
are incorporated using Nitsche-based methods, thus retaining the continuity and consistency of
the model. To account for the strong interaction between the fluid and solid domains, the overall
coupled discrete system is solved monolithically. Numerical examples of varying complexity are
presented to corroborate the developments. In a first example, the fundamental properties of the
presented formulation such as the contacting and lift-off behavior, the mass conservation, and
the influence of the slip length for the general Navier interface condition are analyzed. Beyond
that, two more general examples demonstrate challenging aspects such as topological changes of
the fluid domain, large contacting areas, and underline the general applicability of the presented
method. Finally, the computational prediction of a double-leafed valve shows the applicability
of the formulation to general 3D configurations.

1This chapter is adapted from the author’s publication [3].
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The chapter is organized as follows. In Section 6.1, the governing equations, which are com-
prised of the structural and fluid mechanics model as well as conditions on the interface in normal
an tangential direction of the FSCI problem, are given. This is followed by a presentation of the
discrete formulation, including all volume and interface contributions in Section 6.2. The cou-
pled discrete FSCI problem and specific strategies utilized for the solution of the system are
presented in Section 6.3. Finally, different numerical examples, which are capable of analyzing
different aspects of the formulation, are presented in Section 6.4.

6.1 FSCI Problem Formulation
In this section, the governing equations and conditions for all physical domains and interfaces
of the FSCI problem are briefly referenced. A typical configuration for such a problem is shown
in Figure 6.1. The domain Ω of the overall FSCI problem includes the fluid domain ΩF and the
solid domain ΩS. The overall coupling interface Γ consists of the fluid-structure interface ΓFS

and the active (closed) contact interface ΓS,c.

ΩF

ΩS2

ΩS1

ΓFS1

ΓS1,c

ΓS2,cΓF,D ΓF,N

ΓS,D ∪ ΓS,N
ΓFS2

Γ1 = ΓFS1 ∪ ΓS1,c

Γ2 = ΓFS2 ∪ ΓS2,c

Figure 6.1: Fluid-structure-contact interaction (FSCI) problem setup for two contacting bodies ΩS1 and ΩS2 : the
fluid domain ΩF, the solid domain ΩS = ΩS1 ∪ ΩS2 , the fluid-structure interface ΓFS = ΓFS1 ∪ ΓFS2 ,
the active (closed) contact interface ΓS,c = ΓS1,c ∪ ΓS2,c, the overall coupling interface Γ = Γ1 ∪ Γ2,
and the outer boundaries ΓF,D,ΓF,N,ΓS,D,ΓS,N.

The IBVP of nonlinear elastodynamics, which describes the physical behavior in the solid
domain ΩS, including especially the balance of linear momentum in (2.15), is discussed in detail
in Section 2.1.4. In Section 2.1.5, the Navier-Stokes equations (2.27)-(2.28) and all condition to
formulate the transient incompressible viscous flow problem in domain ΩF, are introduced.

While all condition on the overall interface Γ are already discussed in Section 2.1.7 and Sec-
tion 2.1.10.2 for the FSI- and the contact-interface, these conditions are reformulated, gener-
alized, and expressed in normal and tangential interface orientation separately, such that the
derivation of the Nitsche-based formulation, which is subsequently preformed, is more easily
comprehensible. In the following, one set of conditions on the interface Γ is formulated which
includes already the transition between the different types of interface conditions.

The Fluid Extension Operator In order to formulate the interface conditions at any point
in space x on the overall coupling interface, an extension operator Ex : ΓFS −→ Γ from the
fluid-structure interface ΓFS to the overall interface Γ is required. This extension is applied for
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6.1 FSCI Problem Formulation

all quantities solely defined in the fluid domain ΩF and, thus, for all quantities on the fluid-
structure interface ΓFS which are required for the formulation of the interface constraints on Γ.
In the following, the extension of any quantity ∗ is denoted by an additional index ∗E . Exemplary,
the extension of the normal fluid stress σF,nn to a position x on Γ is defined as follows:

σF,nn
E (x) =

{
σF,nn

(
vF (x) , pF (x)

)
on ΓFS

Ex
[
σF,nn

(
vF (xE) , p

F (xE)
)]

on ΓS,c,

with Ex
[
σF,nn

(
vF (xE) , p

F (xE)
)]

= σF,nn
(
vF (x) , pF (x)

)
on ΓFS ∩ ΓS,c, (6.1)

where the extension origin position xE is properly chosen on ΓFS. The last line in (6.1) represents
the continuity of the extension operator. The applied extension operator for all presented numer-
ical examples is discussed in Section 6.3.3. Alternative approaches to obtain fluid quantities on
the overall interface Γ are briefly discussed in the Remarks 6.11 and 6.12.

6.1.1 Conditions on the Overall Coupling Interface Γ in Normal
Direction

For the formulation of the interface constraints, which are split in the interface normal direction
and in the tangential plane, the solid outward unit normaln = nS will be considered. The normal
component of the respective Cauchy stress is denoted as: σS,nn = σS : P n and σF,nn = σF : P n,
with the normal projection operator being specified as P n := n⊗ n.

The conditions in the normal direction for purely non-adhesive structural contact configura-
tions are given by the classical Hertz–Signiorini–Moreau (HSM) conditions

gn := (x̌(x)− x) · n ≥ 0 on Γ, (6.2)

σS,nn ≤ 0 on Γ, (6.3)

gnσS,nn = 0 on Γ, (6.4)

which ensure the non-penetration, the absence of adhesive contact forces, and the complemen-
tarity between the contact pressure and normal gap gn. To obtain the normal gap gn, the point
x̌(x) is obtained as the projection of x along its normal n onto the opposite solid surface; in
the case that no such projection exists, an infinite gap is assumed (gn → ∞). All quantities ∗
evaluated at this projection point will be denoted by a check ∗̌.

In the case contacting bodies are surrounded by fluid, the fluid flow in the contacting zone
has to be considered properly as discussed in Section 2.1.10.2. Applying the classical HSM
conditions (6.2)-(6.4) directly would result in the implicit assumption that fluid does not fill the
contact zone. For such a configuration an instantaneous change from zero traction to the traction
arising from the ambient fluid in the contact opening zone on the solid boundary would occur
and thus the formulation of a continuous problem is prohibited. Considering, on the contrary, the
presence of (physically reasonable) fluid in the contact zone (on a smaller length scale and not
resolved but just modeled at the current macroscopic scale) leads to modified HSM conditions,
where a lifting of both bodies occurs for vanishing relative traction of contact (solid) traction and
ambient fluid traction. These conditions result in a continuous problem as the balance of solid
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and fluid traction is essential on the common interface of a fluid and a solid. Then, the conditions
on the interface Γ formulated for a specific point x on Γ are

gn ≥ 0 on Γ, (6.5)

σS,nn − σF,nn
E (x) ≤ 0 on Γ, (6.6)

gn
[
σS,nn − σF,nn

E (x)
]

= 0 on Γ. (6.7)

Condition (6.5) enforces a positive or vanishing gap gn between two solid bodies. In condition
(6.6), a negative or vanishing relative traction has to be guaranteed, at least in the case without
adhesive forces that is considered here. Finally, in equation (6.7), either a vanishing gap in the
contact case of solid-solid interaction or a vanishing relative traction in the case of fluid-structure
interaction is enforced. Additionally, the dynamic equilibrium between two contacting bodies
has to be formulated

σS,nn − σF,nn
E = ˇσS,nn − ˇσF,nn

E on Γ. (6.8)

In the contact case, due to the vanishing gap gn, the normal fluid traction equals its projection
σF,nn
E = ˇσF,nn

E and, therefore, the classical dynamic equilibrium between both contacting bodies
is recovered. Due to the vanishing relative traction σS,nn = σF,nn

E for the fluid-structure inter-
action case, both sides of the equilibrium vanish and as a result equation (6.8) is automatically
fulfilled. Finally, the mass balance for the motion of solid bodies connected to a fluid domain is
given as

vrel,n :=

(
vF − ∂uS

∂t

)
· n = 0 on ΓFS. (6.9)

Herein, a vanishing normal relative velocity vrel,n is enforced solely on the interface ΓFS, which
is part of the fluid outer boundary ∂ΩF. Applying an extension to the normal relative velocity
vrel,nE , this condition is automatically fulfilled on the remaining subset of the interface ΓS,c and
hence on the entire Γ.

Remark 6.1 (Influence of the fluid extension operator). It should be highlighted, that conditions
(6.6), (6.7), and (6.8) are expressed by an extension of the fluid stress from the fluid-structure
interface ΓFS to the contact interface ΓS,c. The fluid stress extension has an essential influence
only close to the condition changing point/curve (ΓFS∩ΓS,c). This point is contained in the origin
from which the extension is constructed, namely the fluid domain. Thus, even the application of a
simple continuous extension strategy of the fluid stress, which is by definition more accurate close
to the fluid domain, provides a sufficiently accurate fluid stress representation for a wide range
of problem configurations. Still, is should be emphasized that the continuous extension operator
is considered in this chapter especially to enable a clear presentation due to its simplicity. In
the case that a more accurate physical fluid solution is required in the contact zone, alternative
extension based strategies can be considered or appropriate equations to describe the fluid flow
in this zone can be solved.
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6.1 FSCI Problem Formulation

6.1.2 Conditions on the Overall Coupling Interface Γ in Tangential
Direction

In the tangential direction, frictionless solid-solid contact in combination with the general Navier
boundary condition as a kinematic constraint between the solid bodies and the fluid domain is
considered for simplicity of presentation. Then, the following conditions have to be fulfilled on
the interface Γ

σS · n · P t = 0 on ΓS,c, (6.10)(
σF · n− σS · n

)
· P t = 0 on ΓFS, (6.11)(

vF − ∂uS

∂t
+ κσF · nF

)
· P t = 0 on ΓFS. (6.12)

Herein, the tangential projection operator is specified byP t := I−n⊗n. While condition (6.10)
represents the vanishing tangential traction component on the contact interface ΓS,c, condition
(6.11) enforces the dynamic equilibrium between solid and fluid on interface ΓFS. As these
two conditions can coincide at the common point ΓS,c ∩ ΓFS only in the case of a vanishing
tangential fluid traction

(
σF · n · P t = 0

)
, the general Navier boundary condition (6.12) with

a varying slip length is applied. This condition includes the no-slip boundary condition for a
vanishing slip length κ = 0, which is the common interface condition, successfully applied
for macroscopic problem setups. Nevertheless, on smaller scales, due to characteristics such as
surface roughness or wettability, an interfacial velocity slip can be observed in a large number of
experiments (see e.g. the review presented by Neto et al. [160]). The main emphasis of applying
the general Navier boundary condition is to guarantee continuity for transitions between fluid-
structure interaction and frictionless contact solid-solid interaction and to enable a relaxation
of the tangential constraint close to the contacting zone. To obtain these properties, an infinite
slip length κ = ∞ is specified close to the common point ΓS,c ∩ ΓFS, whereas a vanishing
slip length still allows the consideration of the no-slip condition for the majority of the fluid-
structure interface ΓFS representing the macroscopic modeling point of view. Further details on
the specification of the slip length κ for the presented formulation are given in Section 6.2.3. For
the case of problems on small length scales where a certain amount of interfacial velocity slip
occurs, the numerical approach allows specifying a physically substantiated slip length as well.

Remark 6.2 (Continuity of the formulation considering frictional contact). It should be pointed
out that also for the case when frictional contact is considered, specific treatment of the tangen-
tial constraints will be required to result in a continuous problem. This issue arises due to the
fact, that the fluid wall shear stress on a fluid-structure interface is not automatically equal to
the tangential stress resulting from sliding friction of two contacting structures on a macroscopic
view. In the case of a friction model with vanishing tangential interface traction at the condition
changing point/curve ΓFS ∩ΓS,c, applying the presented strategy directly results in a continuous
problem also for frictional contact. The presented general Navier conditions yields a zero tan-
gential fluid traction at the condition changing point ΓFS ∩ ΓS,c. Hence, to ensure continuity, a
solid contact friction model has to provide a vanishing tangential traction at this point as well.
For instance, this can be achieved using a Coulomb friction law (friction coefficient F) based on
the relative normal stress with the total friction bound F · (σS,nn − σF,nn

E ).
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6.2 Discrete Formulation
In this section, the discrete formulation that is applied to the numerical solution of the FSCI
problem is presented. The temporal and spatial discretization of the continuous problem, which
is presented in the previous section, is based on the One-Step-θ scheme as discussed in Sec-
tion 2.2.1 and the FEM as discussed in Section 2.2.2. First, the discrete weak forms which are
directly derived from the governing equations, including additional fluid stabilization operators,
are referenced. To account for topological changes in the fluid domain, an elementary feature
occurring for the FSCI problems, the CutFEM is applied to the discretization of the fluid equa-
tions. Details on the determination of a consistent discrete pair of the fluid domain and the fluid-
structure interface for the contact case are given. The interface conditions, which are split in
normal and tangential direction, are incorporated by Nitsche-based approaches. For the normal
direction, a single continuous interface traction representation is proposed, which automatically
incorporates the fluid-structure and contact conditions. A detailed explanation of the resulting
contributions by this normal interface traction is given. Furthermore, a Nitsche-based formula-
tion to incorporate the tangential fluid-structure interface condition including potential slip is
presented. The specification of the slip length parameter on the interface to enable a continuous
transition from fluid-structure coupling to frictionless contact is discussed. Finally, all contribu-
tions are treated in a single global system of equations and solved monolithically. Additional
details on the solution procedure of the FSCI problem are given at the end of this section.

6.2.1 The Discrete Weak Form of the Coupled System
The discrete weak forms for the structural domain WS

h and the fluid domain WF,CUT
h utilizing

the CutFEM are specified in (2.108) and in (3.7), respectively. The discrete weak form of the
coupled systemWFS

h is composed of these two weak forms and the additional boundary integral
on Γh, which arises naturally in the derivation of the weak forms.

WFS
h

[(
δuS

h, δv
F
h , δp

F
h

)
,
(
uS

h,v
F
h , p

F
h

)]
=

WS
h

[
δuS

h,u
S
h

]
+WF,CUT

h

[(
δvF

h , δp
F
h

)
,
(
vF

h , p
F
h

)]
−
〈
δuS

h,σ
n
h

〉
Γh

+
〈
δvF

h,∅,σ
n
h

〉
Γh︸ ︷︷ ︸

:=WFS,n
h,Γ +WFS,t

h,Γ

(6.13)

As introduced in the previous chapters, an interface-fitted discretization is applied for the struc-
tural domain. Details on the discretization of the fluid domain, which is non-interface-fitted,
are given in Section 3.1 and with the focus on specific aspects for FSCI in Section 6.2.1.1 and
Section 6.2.1.2.

Including the unique interface traction σnh , which will be specified in Section 6.2.2 and Sec-
tion 6.2.3, the respective dynamic equilibrium in normal direction (6.6), (6.7), and (6.8), as well
as in tangential direction (6.10), and (6.11) is incorporated directly into the weak form. As the
interface conditions (6.5)-(6.12) require a separate treatment of the normal and the tangential
constraints, the normal component σnnh and the tangential component σnh · P t of the interface
traction σnh = σnnh · nh + σnh · P t are discussed separately in Sections 6.2.2 and 6.2.3.

To extend the interface contribution on ΓFS
h arising from partial integration of the viscous and

pressure contributions in domain ΩF
h formally to the overall interface Γh, an additional definition
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of the fluid test functions (δvF
h,∅, δp

F
h,∅) on the whole interface Γh is consulted. For the additional

interface contributions in (6.13), vanishing fluid test functions outside of the fluid domain ΩF
h are

considered.

(
δvF

h,∅, δp
F
h,∅
)

=

{(
δvF

h , δp
F
h

)
in ΩF

h

(0, 0) otherwise
(6.14)

6.2.1.1 The CutFEM Utilized for FSCI

The CutFEM is applied for the discretization of the fluid domain allowing for a fixed Eulerian
computational mesh. A visualization of the discretization concept is given for an exemplary con-
tacting configuration in Figure 6.2. The typical small penetration of contacting solid bodies in
the discrete solution is visualized exaggeratedly in this figure. This aspect is discussed in detail
in Section 6.2.1.2. In the CutFEM, the fluid discretization in domain Ω̆F

Th is specified to cover the

ΩF
h,ΓFS

Ω̆F
Th,\ΓFS

Ω̆F
Th,I

ΩF
h,ΓFS,I

FG
Ω̆F
Th,A

ΩS
h = Ω̆F

Th,I ∪ ΩF
h,ΓFS,I

ΩF
h = Ω̆F

Th,\ΓFS ∪ ΩF
h,ΓFS ΓFS

h

Ω̆Th,ΓFS

nh

ΓS,c
h

Figure 6.2: Basic problem setup for the applied CutFEM in a FSCI configuration, the structural domain ΩS
h = ΩS1

h ∪
ΩS2

h is embedded in the fluid domain ΩF
h . The domain covered by the non-interface-fitted discretization

Ω̆F
Th = Ω̆F

Th,\ΓFS ∪ Ω̆F
Th,I ∪ Ω̆Th,ΓFS represents the fluid domain ΩF

h by a set of elements covering

the domain Ω̆F
Th,\ΓFS and the fluid subdomain ΩF

h,ΓFS of the domain Ω̆Th,ΓFS . The non-fluid domain,

which equals the structural domain ΩS
h, consists of the domain covering the set of elements in Ω̆F

Th,I
and the non-fluid subdomain ΩF

h,ΓFS,I of the domain Ω̆F
Th,ΓFS . For all inner element faces FG

Ω̆F
Th,A

of

Ω̆F
Th,\ΓFS ∪ Ω̆F

Th,ΓFS , which are connected to one element in Ω̆Th,ΓFS , the ghost penalty stabilization is
applied.

entire fluid domain ΩF
h . The boundaries and interfaces of the fluid domain ∂ΩF

h do not have to
match the boundary of the computational discretization ∂Ω̆F

Th . This beneficial feature of the Cut-
FEM allows the direct handling of large motion or deformation of the solid domain ΩS

h and even
topological changes of the fluid domain ΩF

h as it typically occurs in FSCI problems. As shown by
the exemplary configuration in Figure 6.2, the outer boundaries of the fluid domain often match
the discretization boundary, which does not necessarily have to be. The solid domains ΩS1

h and
ΩS2

h are discretized matching to the boundaries and interfaces. Then, the discrete fluid domain
ΩF

h results from “cutting out” the non-fluid domain, which is specified by the current geometry
of the fluid-structure interface ΓFS

h . This interface is given by the boundary of the solid domain
ΓFS

h ⊆ ∂ΩS
h and potential non-matching outer boundaries. All details concerning the numerical
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ΩF
h

ΩF
h,∗

ΩS
h

ΓFS
h ΓFS

h

ΓS,c
h

ΩS1
h

ΩS2
h

C > 0 C > 0 C > 0C ≤ 0 C ≤ 0

I
ΓFS

h ,−
III

ΓFS
h ,+

II
Γ

S,c
h ,+

IV
Γ

S,c
h ,− II

Γ
S,c
h ,+

IV
Γ

S,c
h ,−

I
ΓFS

h ,−

Figure 6.3: Detailed (exaggerated) view of the discrete contacting zone of two solid bodies ΩS1

h and ΩS2

h . Due
to the discrete contact formulation, small fluid fractions ΩF

h,∗ can emerge, which are not consid-
ered part of the fluid domain ΩF

h . The fluid-structure interface ΓFS
h (blue line) is constructed con-

sistently to this fluid domain ΩF
h . The remaining part of the interface Γh is the contact interface

ΓS,c
h . With the scalar value C introduced in Section 6.2.2, the interface is split into four cases

(I/ΓFS
h ,−; II/ΓS,c

h ,+; III/ΓFS
h ,+; IV/ΓS,c

h ,−).

integration of the weak form in the different types of elements (Ω̆F
Th,\ΓFS , Ω̆

F
Th,I , and Ω̆Th,ΓFS) and

the applied ghost penalty stabilization can be found in Section 3.1.

Remark 6.3 (Existence of the discrete fluid test functions in the ghost domain). It should be
highlighted that in contrary to definition (6.14), the discrete test functions

(
δvF

h , δp
F
h

)
do not

vanish in the ghost domain ΩF
h,ΓFS,I and are evaluated on the inter-element faces for the face-

oriented stabilization and ghost penalty stabilization (2.114) and (3.4) outside of the physical
fluid domain ΩF

h .

6.2.1.2 Consistent Fluid Domain ΩF
h and Fluid-Structure Interface ΓFS

h

Representation for the Contacting Case

The weak form (2.112) is solely integrated in the physical domain ΩF
h . This domain is charac-

terized by the non-moving outer boundaries ΓF,D
h and ΓF,N

h as well as the moving fluid-structure
interface ΓFS

h . The discrete motion of the interface ΓFS
h is given by the general interface Γh and

hence by the motion of the solid domain ΩS
h. It is essential to evaluate the overall weak form on

a consistent pair of domain ΩF
h and interface ΓFS

h . This aspect is straight-forward as long as no
contact between solid bodies occurs, but should be discussed in detail for the case of contacting
discrete bodies. The contacting scenario illustrated in Figure 6.3 results in partial overlap of both
solid domains due to the discrete approximation. Therefore, in a first step all parts of the interface
Γh which are overlapping - identified by the solid unit outward solid normal vector nh - are re-
moved from the “intersection” interface. The corresponding fluid domain ΩF

h ∪ ΩF
h,∗ potentially

includes small fluid fractions occurring from the discrete contact formulation. To avoid these
“islands”, the purely numerically occurring segments on the current “intersection” interface are
removed additionally, leading to the consulted interface ΓFS

h . For sufficiently spatially resolved
computational meshes, the identification can be simply performed by a predefined maximal ra-
tio of the element size compared to the actual size of the bounding box containing a single fluid
fraction. Finally, the intersection of the computational fluid mesh is performed with this inter-
face ΓFS

h , resulting in a physical fluid domain ΩF
h which does not include the domain ΩF

h,∗. The
discrete contact interface is then defined by: ΓS,c

h = Γh \ ΓFS
h .
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6.2 Discrete Formulation

6.2.2 Nitsche-based Method on the Overall Coupling Interface Γh in
Normal Direction

The representative interface traction σnnh = σnh ·nh in normal direction needs to comply with all
interface conditions (6.5)-(6.9). Defining the normal interface traction to

σnnh = min
[
(σF,nn

h,E + γFSI
E vrel,nh,E ) , (σS,nn

h + γS,cgnh)
]
, (6.15)

with two sufficiently large parameters γFSI
E > 0 and γS,c > 0, allows the fulfillment of these

conditions as discussed in the following. The left-hand side of the minimum corresponds to
enforcing the FSI conditions ((6.6) in the case equal to zero in combination with (6.9)) and
the right-hand side of the minimum enforces the contact no-penetration condition in normal
direction ((6.5) in the case equal to zero in combination with (6.8)). As a result, condition (6.7)
is fulfilled automatically for both sides of the minimum.

In the case that the contact no-penetration condition is active, the balance of linear momentum
across the closed contact interface, in which condition (6.8) reduces to σS,nn

h = ˇσS,nn
h , is incor-

porated by using the same representative solid stress σS,nn
h on both sides of the potential contact

surfaces. In the most simple case, one of the two potentially contacting solids, e.g. ΩS1
h is desig-

nated as a so-called slave side and the representative solid stress is chosen as the discrete stress
representation of that side σS,nn

h = σS1,nn
h . An explicit choice of a slave side, however, results

in an inherent bias between the two solid sides. To obtain an unbiased formulation, an arbitrary
convex combination σS,nn

h = ωcσS1,nn
h + (1 − ωc)σS2,nn

h of the stress representations of the two
solid sides can be used based on a weight ωc ∈ [0, 1]. If this weight is determined independently
of the numbering of the contacting solids (i.e. invariant with respect to flipping the slave and
master side), the resulting algorithm is unbiased. Two possible choices for unbiased method are
either choosing ωc = 1/2 (see the works of Chouly et al. [63] and Mlika et al. [156]) or using
harmonic weights determined based on material parameters and mesh sizes (see the works of
Burman and Zunino [49] and Seitz et al. [196]).

This formulation for Nitsche contact follows also the principles for Nitsche’s method dis-
cussed in Section 3.3.1. Due to the nonlinearity of the constitutive relation and the deformation
of the elements, an element-wise local generalized eigenvalue problem is solved to specify the
Nitsche penalty parameter γS,c by the maximum eigenvalue λe of the element ΩS

Th,e. In contrast
to the considered local generalized eigenvalue problem for solid-sided interface stress represen-
tation for the CutFEM FSI in (3.31), not all linearizations of the terms specified in (3.31) are
considered for the evaluation of the element matrices matrices Ae and Be in (3.19). The details
of this definition, which turned out to perform best in the numerical examples of Seitz [195], can
be found in the thesis of Seitz [195] for the Nitsche contact formulation. Nevertheless, for all
numerical examples presented in this and the following chapter no noticeable difference between
both definitions is expected. Based on the maximum eigenvalues λe1 and λe2 of two contacting
elements ΩS1

Th,e1 and ΩS2
Th,e2 the harmonic weighting of the contact stress for this element pair can

be specified. The weighting factor is given by

ωc =
λe2

λe1 + λe2
, (6.16)
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and the corresponding harmonic combination of the Nitsche penalty parameter is

γS,c = γS,c
0 φS,c = γS,c

0 [ωcλe1 + (1− ωc)λe2] . (6.17)

Further explanations and details concerning the formulation for Nitsche contact can be found in
the thesis of Seitz [195].

Remark 6.4 (Independent interface condition transition). It should be highlighted that the spec-
ification of the representative interface traction in (6.15) results in a transition between the FSI
and contact conditions independent on both potentially contacting interfaces. This is essential to
result in a continuous formulation, since the numerical fluid stress σF,nn

h,E + γFSI
E vrel,nh,E in general

is not equal on both sides of potential contacting interfaces.

Remark 6.5 (Self-contact). Since the contact formulation utilizing a harmonic weighting of the
underlying solid stresses for the contact stress representations does not required a specification
of a “master” and a “slave” contact interface, this formulation is directly well suited to treat
self-contact of deformable bodies. For a self-contact problem, the contacting interface pairs
change dynamically and thus cannot be defined beforehand.

In the case that the FSI condition is enforced in (6.15), the normal interface traction is rep-
resented uniquely by the normal fluid traction σF,nn

h . Thus, the essential dynamic equilibrium
(6.6) in the case equal to zero and the equilibrium (6.8) due to vanishing contributions on both
sides separately are fulfilled . For this choice, a properly scaled, consistent penalty contribution
γFSIvrel,nh is added to guarantee discrete stability of the formulation and to enforce the con-
straint (6.9). In addition to the resulting traction and the penalty contribution, a skew-symmetric
adjoint-consistency term is added to the weak form (6.13)

WFS,n
h,Γ,Adj

[(
δvF

h , δp
F
h

)
,
(
uS

h,v
F
h

)]
=
〈
δpF

h,∅nh − 2µFεF(δvF
h,∅)nh, v

rel,n
h,E nh

〉
Γh

. (6.18)

This term enables to directly balance the destabilizing effects of the fluid pressure and the vis-
cous fluid stress, when introducing σF,nn

h in (6.13). Due to the inherent constraint (6.9), this
additional contribution does not alter the consistency of the formulation. When enforcing the
FSI conditions, also a representation of the interface traction by the corresponding solid stress
as discussed in Section 3.3.2.2 would be possible, which is not considered in the following.

A Demonstration of the Different Resulting Interface Contributions To demonstrate
the arising interface contributions from the incorporation of the normal interface traction (6.15)
into the weak form (6.13), the boundary integral on the interface Γh is split into the solid-solid
contact “+” and the fluid-structure interaction “−” parts

〈∗, ∗〉Γh,+
=

{
〈∗, ∗〉Γh

if C ≤ 0

0 otherwise
, 〈∗, ∗〉Γh,− =

{
0 if C ≤ 0

〈∗, ∗〉Γh
otherwise

,

with C
(
uS

h,v
F
h , p

F
h

)
=
(
σS,nn

h + γS,cgnh

)
−
(
σF,nn

h,E + γFSI
E vrel,nh,E

)
.

(6.19)
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Remark 6.6 (Relation between the interfaces ΓS,c
h , ΓFS

h and Γh,+, Γh,−). For the continuous
problem presented in Section 6.1, integration on the interface subsets Γ,+ and Γ,− coinci-
dences with an integration on the contact interface ΓS,c and the fluid-structure interface ΓFS,
respectively. Due to the discrete error this relation does not hold for the discrete formulation,
where in general a deviation between these interfaces will occur.

In definition (6.19), the sign of the scalar C indicates, which side of the min[] function in
(6.15) represents the normal interface traction. In addition to this split of interface Γ in the “+”
and “−” parts, a purely geometric split into interfaces ΓFS

h and ΓS,c
h was described in Section

6.2.1.2. As the interface ΓFS
h is part of the outer fluid boundary ∂ΩF

h , the fluid state (vF
h , p

F
h) and

the corresponding test functions (δvF
h , δp

F
h) are directly defined on this interface without any

extension required. Combining these two different subdivisions when performing the integration
of the normal traction (6.13) on the interface Γh, leads to four cases (I−IV ) which finally needs
to be dealt with〈

δvF
h,∅ − δuS

h, σ
nn
h nh

〉
Γh

=
〈
δvF

h,∅ − δuS
h, σ

nn
h nh

〉
Γh,+

+
〈
δvF

h,∅ − δuS
h, σ

nn
h nh

〉
Γh,−

=〈
δvF

h,∅ − δuS
h, σ

nn
h nh

〉
ΓS,c

h ,+︸ ︷︷ ︸
case II

+
〈
δvF

h,∅ − δuS
h, σ

nn
h nh

〉
ΓS,c

h ,−︸ ︷︷ ︸
case IV

+
〈
δvF

h,∅ − δuS
h, σ

nn
h nh

〉
ΓFS

h ,+︸ ︷︷ ︸
case III

+
〈
δvF

h,∅ − δuS
h, σ

nn
h nh

〉
ΓFS

h ,−︸ ︷︷ ︸
case I

.

(6.20)
A visualization of these four cases for a specific discrete contact configuration is given in Fig-
ure 6.3. In the following, the resulting contributions, which have to be evaluated, are depicted.
Vanishing contributions are not included and the extension operator is just applied in the case
no direct representation of the corresponding quantity is available on the relevant segment. Fur-
ther, the skew-symmetric adjoint-consistency term introduced in (6.18) is included, to include
all interface contributions evaluated in the normal direction

WFS,n
h,Γ

[(
δuS

h, δv
F
h , δp

F
h

)
,
(
uS

h,v
F
h , p

F
h

)]
+WFS,n

h,Γ,Adj

[(
δvF

h , δp
F
h

)
,
(
uS

h,v
F
h

)]
= I + II + III + IV

with:

I =
〈
δvF

h − δuS
h, σ

F,nn
h nh

〉
ΓFS

h ,−
+
〈
δvF

h − δuS
h, γ

FSIvrel,nh nh

〉
ΓFS

h ,−

+
〈
δpF

hnh − 2µFεF(δvF
h)nh, v

rel,n
h nh

〉
ΓFS

h ,−
, (6.21)

II =
〈
−δuS

h, σ
S,nn
h nh

〉
ΓS,c

h ,+
+
〈
−δuS

h, γ
S,cgnhnh

〉
ΓS,c

h ,+
, (6.22)

III =
〈
δvF

h − δuS
h, σ

S,nn
h nh

〉
ΓFS

h ,+
+
〈
δvF

h − δuS
h, γ

S,cgnhnh

〉
ΓFS

h ,+
, (6.23)

IV =
〈
−δuS

h, σ
F,nn
h,E nh

〉
ΓS,c

h ,−
+
〈
−δuS

h, γ
FSI
E vrel,nh,E nh

〉
ΓS,c

h ,−
. (6.24)

Herein, contribution I equals the classical Nitsche-based method for the imposition of the mass
conservation on an fluid-structure interface as applied in Burman and Fernández [42] and Schott
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et al. [192]. This method includes an interface traction representation by the fluid stress, a penalty
term which is consistent due to the includes mass conservation (6.9), and the skew symmetric
viscous and pressure adjoint-consistency term which also includes (6.9).

The evaluated terms in summand II coincide in principle with Nitsche-based methods for
classical contact problems, e.g. applied in works of Chouly et al. [63], Mlika et al. [156] and
Seitz et al. [196]. Here, the interface traction is represented by a one-sided or two-sided weighted
solid stress of both contacting bodies with an additional penalty term including the no penetra-
tion condition included in (6.5) and (6.7). No adjoint-consistency terms are applied. Due to the
vanishing fluid test functions (δvF

h,∅, δp
F
h,∅), no contribution to the fluid weak form occurs.

Finally, contributions III and IV arise solely close to the condition changing point/curve
C = 0 and the common point/curve of both interface ΓS,c

h ∩ ΓFS
h . The impact of these summands

compared to contributions I and II is relatively small and so making use of a simple extension
of the fluid quantities in (6.24) is acceptable. Still, both contribution have to be applied to ensure
a continuous discrete problem and guarantee geometrically fitting interface conditions applied
onto the fluid domain.

Remark 6.7 (Application of a different representation for contribution III). For all numerical
examples presented in Section 6.4, an alternative formulation of contribution III is applied
due to algorithmic reasons. Therein, the contributions of Nitsche contact II are completed by a
fluid-sided interface traction representation for the fluid domain.

III =
〈
δvF

h , σ
F,nn
h nh

〉
ΓFS

h ,+
+
〈
δvF

h , γ
FSIvrel,nn

〉
ΓFS

h ,+

+
〈
δpF

hnh − 2µFεF(δvF
h)nh, v

rel,n
h nh

〉
ΓFS

h ,+

+
〈
−δuS

h, σ
S,nn
h nh

〉
ΓFS

h ,+
+
〈
−δuS

h, γ
S,cgnhnh

〉
ΓFS

h ,+
(6.25)

By comparison of contributions (6.23) and (6.25), the coincidence of both formulations at the
condition-changing point C = 0 for a fulfilled mass balance (6.9) can be directly seen. As the
impact of contribution III is generally small and arises solely close to C = 0, this modification
does not have a significant influence onto the performance of the presented formulation.

Remark 6.8 (Specification of the solid penalty constant γS,c
0 ). For Nitsche’s method, the pa-

rameter γS,c = γS,c
0 φS,c with a sufficiently large, positive constant γS,c

0 is required to establish
discrete stability of the formulation. As previously discussed, material- and mesh-dependencies
of γS,c are already considered in φS,c by a local generalized eigenvalue problem. Larger values
of the constant γS,c

0 improve the constraint enforcement (gnh = 0), while smaller values typically
reduce the error of the consistent stress representation (σS,nn

h ). For the FSCI problem, additional
aspects have to be considered. The influence of case IV (see (6.24)) should be minimized, as it
incorporates the extended fluid solution and switching between the cases II and IV during the
nonlinear solution procedure should be reduced. A small penalty parameter γS,c supports this
behavior as it turns out to reduce the ratio of C ≤ 0 on the interface ΓS,c

h . As a result, a small
but still numerical stable constant γS,c

0 is beneficial for solving the FSCI problem. This aspect is
not critical as the constant γS,c

0 is not problem dependent for a properly defined scaling φS,c and
the same value can be kept for all computation (γS,c

0 = 1.0 is used for all presented numerical
examples).
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6.2 Discrete Formulation

Remark 6.9 (Determination of the fluid penalty parameter γFSI). The penalty term in (6.15)
with the parameter γFSI = γFSI

0 φF
Γ balances viscous, convective and temporal contributions ac-

cording to the work of Massing et al. [149] and so enables a discrete stable formulation. The
additive stabilization parameter φF

Γ is specified in (3.27). For the determination of the constant
γFSI

0 , which has to be sufficiently large for a stable discrete formulation, constraint enforcement
as well as the resulting interface stress error is important. Additionally, for the computed numer-
ical examples, it was observed, that a small penalty parameter γFSI

0 is beneficial for the FSCI
problem as it incorporates an inherent relaxation of the kinematic constraints especially close to
the point of changing conditions (C = 0) and, hence, improves the performance of the nonlinear
solution procedure. The relevance of this aspect depends highly on the complexity of the con-
sidered problem configuration and increases for a reduced accuracy of the applied numerical
integration procedure on the interface Γh.

Remark 6.10 (Applied numerical integration procedure on the interface Γh). For the numerical
integration of the contributions (6.21)-(6.25) on the interface, non-smooth and non-continuous
functions on single solid boundary elements have to be integrated. These kinks and jumps po-
tentially occur due to element boundaries of the contact partner or on the intersection of the
interface with fluid element boundaries. To enable an accurate numerical integration, each solid
boundary element has to be split by all other element boundaries involved and a numerical in-
tegration rule has to be specified, e.g. by triangulation, on these segments (see e.g. the work of
Farah et al. [82]). For the numerical examples presented in the following, this most accurate
approach was not applied. Instead, the numerical integration points on the interface Γh are con-
structed to account for the intersection of the interface with fluid element boundaries solely. To
account for the integration of the discontinuous solid stress in the contacting case, an increased
number of integration points is applied.

6.2.3 Nitsche-based Method on the Overall Coupling Interface Γh in
Tangential Direction

The tangential component of the interface traction σnh ·P t has to fulfill the traction free condition
(6.10) due to the consideration of frictionless contact on the contact interface ΓS,c

h

σnh · P t = 0 on ΓS,c
h . (6.26)

Further, the dynamic equilibrium (6.11) and the Navier slip boundary condition (6.12) have to be
fulfilled on the fluid-structure interface ΓFS

h . A representation of the unique tangential interface
traction by

σnh · P t =[
− (γFSI,t

0 )−1hΓ

κµF + (γFSI,t
0 )−1hΓ

σF
h · nF

h +
µF

κµF + (γFSI,t
0 )−1hΓ

(
vF

h − ∂̃t
[
uS

h

])]
· P t on ΓFS

h ,

(6.27)

complies with these condition. For the limit cases no-slip (slip length κ = 0) and free-slip (slip
length κ =∞), the tangential interface traction reduces to

σnh · P t =
[
−σF

h · nF
h + µFγFSI,t

0 /hΓ

(
vF

h − ∂̃t
[
uS

h

])]
· P t and σnh · P t = 0,

175



6 A Consistent and Comprehensive Computational Approach for General FSCI Problems

respectively. Incorporating of the tangential interface traction in the weak form (6.13) and adding
an additional consistent skew-symmetric adjoint term results in the contributions

WFS,t
h,Γ

[(
δuS

h, δv
F
h

)
,
(
uS

h,v
F
h

)]
= −

〈
δvF

h − δuS
h,σ

F
h · nF

h · P t
〉

ΓFS
h

+
µF

κµF + (γFSI,t
0 )−1hΓ

〈
δvF

h − δuS
h,
[
vF

h − ∂̃t
[
uS

h

]
+ κσF

h · nF
h

]
· P t

〉
ΓFS

h

, (6.28)

WFS,t
h,Γ,Adj

[
δvF

h ,
(
uS

h,v
F
h

)]
=

− (γFSI,t
0 )−1hΓ

κµF + (γFSI,t
0 )−1hΓ

〈
−2µFεF(δvF

h) · nF
h ,
[
vF

h − ∂̃t
[
uS

h

]
+ κσF

h · nF
h

]
· P t

〉
ΓFS

h

. (6.29)

It can be directly seen that this formulation is consistent, as the term in the first line includes the
naturally arising fluid stress applied on fluid and solid boundary due to the balance (6.11) and
the additional terms include directly the constraint (6.12). Theses additional terms are present
to guarantee a discrete stable formulation and to enforce the kinematic constraint. They balance
the destabilizing effects of the viscous boundary integral occurring in line one and the term of
similar structure in line two. The penalty parameter in tangential direction γFSI,t

0 needs to be a
positive and sufficiently large constant. This Nitsche-based contribution for the general Navier
interface condition is based on the formulation presented and analyzed by Juntunen and Stenberg
[132] for the Poisson problem and by Winter et al. [226] for the linearized fluid problem. It was
successfully applied to enforce the coupling conditions between a poroelastic structure and fluid
flow in Chapter 4 and Chapter 5.

Definition of the Slip Length κ As motivated already in Section 6.1.2 for the overall prob-
lem, the no-slip interface condition κ = 0 on ΓFS has to be applied. Solely close to the contacting
zone, a relaxation of this constraint is designated. A continuous transition between the tangential
fluid-structure interaction condition (6.11)-(6.12) and the tangential frictionless contact condi-
tion (6.10) can be guaranteed for an infinite slip length κ = ∞ on ΓFS

h ∩ ΓS,c
h . The applied

interpolation between these limiting points is given by

κ =


0 if gnh > h

κ0h
[
h
gnh
− 1
]

if h ≥ gnh > 0.

∞ otherwise

(6.30)

Herein, the minimal value of the gap gnh between two solid interfaces to apply the no-slip inter-
face condition is specified by the fluid element size h. The interpolation function can be specified
by the constant reference slip length κ0. It should be pointed out that for a reduction of the fluid
element size h, also the range of influence for this modification compared to a pure no-slip con-
dition is reduced. For small scales, an alternative formulation for the slip length in relation (6.30)
due to the underlying physical slip can improve the accuracy of the interface condition. A sec-
ond advantage of allowing a certain amount of slip on the interface is to avoid blockage of single
fluid elements between approaching surfaces due to the insufficient discrete solution space. This
aspect is less essential for a weak enforcement of the interface condition by Nitsche’s method
with an appropriately chosen penalty parameter γFSI,t

0 than for a strong enforcement of interface
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conditions (Bazilevs and Hughes [19] provide a comparison of strong enforcement and weak
imposition of fluid boundary conditions). To give an example, van Loon et al. [213] resolved
this issue by a modification of the fluid-structure interface constraint close to contact.

6.3 The Coupled Discrete FSCI Problem

The overall discrete solution space SxFSCI,h,n+1 and the discrete test function space TδxFSCI,h,n+1

result from the discrete spaces of the underlying physical fields defined for the structural problem
in (2.106) and for the fluid problem in (2.110).

SxFSCI,h,n+1 := SuS,h,n+1 × SvF,h,n+1 × SpF,h,n+1

TδxFSCI,h,n+1 := TδuS,h × TδvF,h,n+1 × TδpF,h,n+1 (6.31)

The overall discrete test function δxFSCI
h and discrete solution state xFSCI

h,n+1 are given by

xFSCI
h,n+1 :=

(
uS

h,n+1,v
F
h,n+1, p

F
h,n+1

)
,

δxFSCI
h :=

(
δuS

h, δv
F
h , δp

F
h

)
. (6.32)

Making use of (6.31) and (6.32), the overall discrete formulation of the coupled FSCI problem
is
Find xFSCI

h,n+1 ∈ SxFSCI,h,n+1 such that for all δx
FSCI
h ∈ TδxFSCI,h,n+1:

WFSCI
h,n+1

[
δxFSCI

h ,xFSCI
h,n+1

]
= 0. (6.33)

The underlying weak form results from the combination of the weak forms of all corresponding
physical fields and interfaces. This includes the discrete contributions for structures in (2.108)
and for fluid discretized by the CutFEM in (3.7). By making use of the corresponding interface
traction representations in normal (6.15) and in tangential (6.26) - (6.27) direction in the weak
form (6.13), and summing up all additional contributions including interface adjoint-consistency
terms, the weak form of the overall coupled discrete FSCI problem can be formulated as

WFSCI
h,n+1

[
δxFSCI

h ,xFSCI
h,n+1

]
=

WS
h,n+1

[
δuS

h,u
S
h,n+1

]
+WF,CUT

h,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
+WFS,n

h,Γ,n+1

[(
δuS

h, δv
F
h

)
,
(
uS

h,n+1,v
F
h,n+1, p

F
h,n+1

)]
+WFS,t

h,Γ,n+1

[(
δuS

h, δv
F
h

)
,
(
uS

h,n+1,v
F
h,n+1

)]
+WFS,n

h,Γ,Adj,n+1

[(
δvF

h , δp
F
h

)
,
(
uS

h,n+1,v
F
h,n+1

)]
+WFS,t

h,Γ,Adj,n+1

[
δvF

h ,
(
uS

h,n+1,v
F
h,n+1

)]
. (6.34)

The additional index “n+ 1” inWFS,n
h,Γ,n+1,W

FS,t
h,Γ,n+1,W

FS,n
h,Γ,Adj,n+1, andWFS,t

h,Γ,Adj,n+1 specifies that
all interface terms 〈∗, ∗〉Γh

are evaluated as 〈∗, ∗〉Γh,n+1,n+θ.
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The Newton-Raphson like nonlinear solution procedure to solve the aforementioned system
for the vector of unknown nodal states

xFSCI
n+1 :=

[(
uS
n+1

)T
,
(
vF
n+1

)T
,
(
pF

n+1

)T]T
, (6.35)

is discussed in Section 3.4.
In the following, algorithmic details for the monolithic solution algorithm, which are applied

for the computation of the subsequently presented numerical examples, are presented. These
strategies enable a robust solution of the resulting highly nonlinear problems and were not intro-
duced in Section 3.4.

6.3.1 Update Strategy for Geometric Intersection
A simple procedure to avoid deterioration of the convergence behavior in the Newton-Raphson
procedure due to “algorithmic”-discontinuities arising from geometric tolerances in the algo-
rithm intersecting the interface ΓFS

h and the computational fluid domain ΩF
h is applied. Herein,

the geometric intersection (includes the creation of numerical integration points in the physical
fluid domain ΩF

h and on the fluid-structure interface ΓFS
h ) is just updated as long as the maximal

displacement increment ||∆uS,i+1
n+1 ||∞ > εgeom in an iterations step exceeds a specified valued.

For the remaining iteration steps, the intersection information of the previous iteration step is
applied.

6.3.2 Solution Space Update Strategy
As explained in detail in Section 3.4 and by Schott et al. [192], the solution space is updated dy-
namically within the iterative solution procedure for solving the system of nonlinear equations.
For classical FSI computations without structural contact, applying this procedure typically re-
sults in a constant solution space after few iterations. Nevertheless, including contact increases
the sensitivity of the formulation with respect to changing solution spaces. This aspect can result
in periodically repeating changes of the solution space within the iterative solution procedure for
specific geometric configurations and so prohibits the convergence of the scheme. The reason
for this behavior is a discontinuity in the discrete formulation, which arises due to the change
in the considered set of faces in the weakly consistent ghost penalty stabilization (3.4), when
changing the discrete fluid solution spaces. The influence of this effect onto the convergence
of the Newton-Raphson based procedure is especially relevant in the case when two physical
fluid domains are merged or separated. Thus, when exceeding a maximum number of iterations
in the nonlinear solution procedure, no reduction in the computational nodes carrying fluid de-
grees of freedom is performed anymore. The fluid solution space is then just enlarged within the
actual time step. To retain a solvable system of equations, the ghost penalty stabilization has to
include the faces connecting all additional degrees of freedom to the physical domain. This strat-
egy leads to a constant set of faces considered for the stabilization during the Newton-Raphson
based procedure and, as a result, avoids the occurring discontinuity in the discrete formulation.
With this modification, the consistency of the formulation is not touched. Only some additional
fluid degrees of freedom, which represent an extension of the solution in the non-physical do-
main, are appended to the system. To ease the use of this strategy, the discrete fluid solution
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space is constructed by a maximum of one set of fluid unknowns on each node in the presented
computations. As long as no slender solid bodies are considered, this restriction still results in
an appropriate discrete fluid solution space (for more details on multiple sets of fluid unknowns
on single computational nodes see work of Schott and Wall [188]).

6.3.3 Applied Extension Operator

In Section 6.1.1 and Section 6.2.2, an extension operator Ex is required to extend the scalar fluid
quantities, normal stress, relative normal velocity, and fluid Nitsche penalty parameter from the
fluid-structure interface to the contact interface ΓFS

h −→ ΓS,c
h . In the numerical examples pre-

sented, a very simple operator is applied. Herein, starting from the coordinate x on the interface
ΓS,c

h , the closest point xE to ΓFS
h ∩ Γch is computed. In this point, the scalar quantity is evaluated.

Then a constant extension is applied and as a result the computed value of the scalar quantity
equals the extension.

Remark 6.11 (Alternatives to the proposed extension strategy for fluid filled contact zones).
This kind of extension includes the modeling assumption that the contacting zone is filled with
fluid. As long as the influence of this extension on the computational model is limited to the
neighborhood of the fluid domain, this approximation of the fluid solution seems sufficient. If a
better fluid solution on the contact interface is required, a physical model has to be solved to
avoid the extension. Depending on the requirements for this solution, potential models are based
on the Reynolds equation introduced by Reynolds [179] or a poroelastic layer as presented in
Chapter 5.

Remark 6.12 (Alternative to the proposed extension strategy for vanishing fluid in the contact
zones). If vanishing fluid in the contact zone is modeled, a continuous extension from the physi-
cal fluid solution to a vanishing fluid solution (zero ambient pressure) depending on the distance
to the fluid domain can be applied alternatively. When making use of this approach, it has to
be guaranteed that gaps emerging from opening contact in this zone of vanishing fluid solution
are not considered as part of the fluid domain ΩF

h to avoid a non-physical model. Such a con-
figuration equals classical structural contact mechanics and, therefore, is not considered in the
following.

6.4 Numerical Examples: General FSCI

In the following section, four numerical examples with focus on different aspects of computa-
tionally solving FSCI problems are presented. To start with, the falling, contacting, and lifting
of a rounded stamp is analyzed to verify the principal processes present in all FSCI configura-
tions. The examination of an elastic pump proves the applicability of the framework to handle
topological changes of the fluid domain including significantly different fluid solutions between
the separated domains. Further, a flow-driven squeezed elastic structure is analyzed, which in-
cludes highly dynamic mechanisms, large contact areas, and numerous contacting and lift-off
processes. Finally, the numerical study of a double-leafed valve demonstrates the applicability
of the presented formulation for 3D configurations. For the first three examples presented in
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this section, four-noded bi-linear quadrilateral elements and for the last example eight-noded tri-
linear hexahedral elements are applied for the spatial discretization of all solid domains and fluid
domains. In order to make the presentation as clear as possible, the index h to specify discrete
quantities has been omitted for all numerical examples.

The configurations of the presented examples (except for the first validation example) are
chosen to challenge the presented FSCI formulation. To guarantee a strong interaction between
the structures and the fluid, equal initial densities are considered within all domains. Thus, it is
ensured that the fluid-structure coupling, the solid-solid contact, as well as the change between
these conditions have an essential impact to the overall processes of the respective problem
configuration.

6.4.1 Falling, Contacting, and Lifting of a Rounded Stamp
The first presented numerical example, a simple configuration including the falling, contacting,
and lifting of a rounded stamp, is considered to analyze basic properties of the presented for-
mulation. Due to the symmetry of this configuration, just the half rounded stamp ΩS2 and fluid
domain ΩF are considered.

l
h

a

bc

r1ΓF,N

ΓS,N

ΩS1

ΩS2

ΩF

ΓFS1

ΓFS2

v̂F · n = ûS · n = 0
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Figure 6.4: Geometry and boundary conditions for the falling, contacting, and lifting of a rounded stamp. Due to
the symmetry of the configuration, only the part with x ≤ 0 is considered (left). The prescribed, time-
dependent external loads ĥ

S,N

0 and ĥ
F,N

are given in the diagram (right).

Problem Description The geometric setup and basic boundary conditions are visualized in
Figure 6.4. The solid domain ΩS1 is rigid and fixed in space by a Dirichlet boundary condition
on the overall domain. In the initial phase, the stamp is exposed solely to a prescribed constant-
in-time Neumann load on the boundary ΓS,N in negative y-direction (see Figure 6.4 (right)),
which induces the falling motion. After a certain time, contact between the solid domains ΩS1

and ΩS2 will occur and a stationary state will be established subsequently. Finally, after t =
1000 a Neumann fluid load is prescribed in the normal direction of the boundary ΓF,N. This
load increases linearly in time as indicated in Figure 6.4 (right). The fluid material parameters
are specified as density ρF = 10−3 and dynamic viscosity µF = 1.0. The solid density in the
undeformed configuration is equal to the fluid density ρS

0 = 10−3. A Neo-Hookean model with
the hyperelastic strain energy function ψS specified in (2.17) describes the material behavior of
the solid domain ΩS2 , with with Young’s modulus E = 100 and Poisson’s ratio ν = 0.0. To
analyze the presented formulation, two different spatial resolutions are applied. For the “coarse”

180



6.4 Numerical Examples: General FSCI

variant, the fluid mesh consists of 16× 24 = 384 elements and the solid mesh of domain ΩS2 is
created by 400 elements. In the “fine” variant, 64 × 96 = 6144 fluid elements and 6400 elastic
solid elements are used. The weighting of the solid contact stress is purely based on the domain
ΩS2 due to the rigid domain ΩS1 . The reference slip length is set to κ0 = 0.1 for all computations
including the Navier slip condition. The constants for the Nitsche penalty parameters are γS,c

0 = 1
and γFSI

0 = γFSI,t
0 = 35 if not denoted otherwise. The discretization in time is performed with

the Backward Euler scheme (θ = 1.0), with three different sizes of the time step (∆t = 0.01 for
t ∈ [0, 20], ∆t = 0.2 for t ∈ [20, 420], ∆t = 2.0 for t ∈ [420, 2500]) to account for the varying
dynamic of the analyzed system.

Numerical Results and Discussion In Figure 6.5, the vertical displacement of the spatial
point with initial positionXS = (0, a) of the solid domain ΩS2 is depicted. Comparing the “fine”
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Figure 6.5: Vertical displacement of the spatial point with initial position XS = (0, a) of the solid domain ΩS2

for different computed variants over time (left overview, right detail): “noslip fine” (slip length on the
interface ΓFS specified to κ = 0, computed with the “fine” discretization variant), “navslip fine” (slip
length on the interface ΓFS as defined in Section 6.2.3 (κ0 = 0.1), computed with the “fine” dis-
cretization variant), “noslip” (slip length on the interface ΓFS specified to κ = 0, computed with the
“coarse” discretization variant), “navslip” (slip length on the interface ΓFS as defined in Section 6.2.3
(κ0 = 0.1), computed with the “coarse” discretization variant), “noslip γ+” (configuration as “noslip”
with increased tangential Nitsche penalty constant γFSI,t

0 = 35000), “navslip γ+” (configuration as
“navslip” with increased tangential Nitsche penalty constant γFSI,t

0 = 35000), “slip” (slip length on the
interface ΓFS specified to κ = ∞, computed with the “coarse” discretization variant). The horizontal
black dash-dotted lines (thick lines for coarse mesh) indicate the fluid element boundaries.

and “coarse” discretizations shows a good agreement down to a gap of approximately two coarse
fluid elements (vertical displacement uS

y (0, a) = −0.375), where both variants start to deviate
significantly. Solely the “slip” variant leads to a fundamentally different impact behavior, which
is clear due to the non-physical boundary condition applied to the viscous fluid. All variants lead
to contact in finite time, even though this phenomenon is not expected for the no-slip variants
theoretically (see e.g. the works of Hillairet and Takahashi [119] and Gérard-Varet et al. [92]).
The explanation for this (realistic) behavior lies in the inherent constraint relaxation arising from
the weak imposition by Nitsche’s method. As soon as the solution can no longer be resolved
sufficiently, a tangential slip occurs numerically also for the no-slip model. To substantiate this
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explanation, a variant with increased tangential penalty parameter γFSI,t
0 = 35000 is computed,

which reduces the numerical slip and, thus, results as expected in a slower approach velocity.

In the following, the difference between the no-slip condition and the Navier slip condition of
the computed solution is discussed. As expected, the Navier slip variant results in an increased
velocity, starting from fluid gaps smaller than one fluid element (see definition of the slip length
in Section 6.2.3). Still, the difference between both approaches is not substantial (compared to
the error between “coarse” and “fine” resolution). While this simple configuration allows solving
the FSCI problem for both interface conditions, applying the Navier slip condition seems to be
beneficial for general configurations in two aspects. Firstly, independent of the approach applied
for the imposition of the interface condition, a controlled way of relaxation of the tangential con-
straint can be incorporated. Secondly, this type of condition is required to allow for a continuous
problem formulation on the interface.

The overall flowrate on boundary ΓF,N and two different flow rate errors are visualized in
Figure 6.6 including the relaxation by the Navier slip interface condition and in Figure 6.7 ap-
plying the no-slip interface condition. Herein, the flow rate Φ through boundary ΓF,N, the fluid
displacement rate on the interface ΓFS given by the fluid velocity vF or the solid velocity ∂uS/∂t
is computed as

Φ =

∣∣∣∣∫
ΓF,N

vF · n dΓF,N

∣∣∣∣ , ΦF
ΓFS =

∣∣∣∣∫
ΓFS

vF · n dΓFS

∣∣∣∣ , ΦS
ΓFS =

∣∣∣∣∫
ΓFS

∂uS

∂t
· n dΓFS

∣∣∣∣ .
(6.36)

Due to the fluid incompressibility, all three rates have to be equal when taking into account the
exact solution of the underlying problem. Analyzing the flow rates Φ in Figure 6.6, an initial de-
crease of the fluid flow due to the deceleration of the structure in domain ΩS2 for the approaching
bodies can be observed. After a short-time raise at the point of first contact (at t = 268.2 for the
coarse mesh and t = 616 for the fine mesh), the flow rate decreases to small magnitudes. At
t = 1000, the fluid load at ΓF,N starts linearly increasing, which results in a quick rise in the flow
rate. As soon as contact is released (at t = 2166 for the coarse mesh and t = 2290 for the fine
mesh), the structure in ΩS2 moves in positive y-direction and so the flow increases. To quantify
the numerical error, two flow rate errors are considered

Φ1
err =

∣∣ΦS
ΓFS − Φ

∣∣ , Φ2
err =

∣∣ΦS
ΓFS − ΦF

ΓFS

∣∣ . (6.37)

Herein, Φ1
err indicates errors in the overall mass balance, and Φ2

err characterizes the mass balance
errors due to the weak imposition of the interface condition by the Nitsche method. When ana-
lyzing the overall mass balance Φ1

err, an unexpectedly small error for this mesh resolution can be
observed. An explanation to this effect is given in the following. The discrete fluid mass balance
is comprised of the divergence term in (2.112), the weakly consistent face-oriented stabilization
operators and ghost penalty stabilization operators (2.114) and (3.4), and the skew-symmetric
adjoint-consistency term on the interface (6.18). Partial integration of the divergence term in
(2.112) for the fluid balance of mass is performed and the resulting terms are combined with the
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adjoint-consistency term (6.18).

Discrete fluid balance of mass:(
δpF

h ,∇·vF
h

)
ΩF

h︸ ︷︷ ︸
from (2.112)

−
〈
δpF

hnh, v
rel,n
h nh

〉
ΓFS

h︸ ︷︷ ︸
from (6.18)

+ WP
Sh︸︷︷︸

from (2.114)

+ WF
Gh︸︷︷︸

from (3.4)

=
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(
∇δpF

h ,v
F
h

)
ΩF

h
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F
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δpF

h , ∂̃t
[
uS

h

]
· nh

〉
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h
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(6.38)

It can be observed that the fluid velocity in the boundary integral in the second line is replaced by
the solid velocity on the interface ΓFS. The skew-symmetric adjoint-consistency term (6.18) acts
therefore as a compensation term for the violation of the balance of mass on the fluid-structure
interface. Hence, the error Φ1

err is not influenced by the accuracy of the FSI constraint enforce-
ment but is solely attributed to the stabilization terms from the CIP and the GP stabilization. In
addition, the finite convergence tolerance of the nonlinear solution procedure yields perturba-
tions in the error level depending on the remaining residual. Finally, the interface error Φ2

err is
observed to be significantly larger than the overall error Φ1

err. Comparing the “coarse” and the
“fine” mesh resolution allows the analysis of the spatial convergence of this error. For the time
range with similar flow rates (Φ coarse ≈ Φ fine), a reduction in the error, approximately of
second order with respect to the fluid mesh element size h, can be observed. To give a compre-
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Figure 6.6: Comparison of computed flow rates and flow rate errors for the “c.”: coarse and “f.”: fine mesh resolution
for the Navier slip interface condition. Herein, Φ is the flow rate on boundary ΓF,N, Φ1

err the overall
flow rate error, and Φ2

err the flow rate error on the interface ΓFS.

hensive view of the balance of mass for this FSCI formulation, the results for the application of
the no-slip condition on the entire interface are also given in Figure 6.7. No significant difference
between both results can be observed. Due to the logarithmic axis scaling, a deviation for the
small flow rates (600 ≤ t ≤ 1000) after contact established can be observed. As this difference
does not essentially influence the lift-off procedure afterwards, the principal discussion done for
the Navier slip condition holds also for the no-slip condition.

183



6 A Consistent and Comprehensive Computational Approach for General FSCI Problems

1e-16

1e-14

1e-12

1e-10

1e-08

1e-06

0.0001

0.01

0 500 1000 1500 2000 2500

Fl
ow

ra
te

Φ
,fl

ow
ra

te
er

ro
rΦ

er
r

Time t

Φ c.
Φ f.

Φ1
err c.

Φ1
err f.

Φ2
err c.

Φ2
err f.

Figure 6.7: Comparison of computed flow rates and flow rate errors for the “c.”: coarse and “f.”: fine mesh resolution
for the no-slip interface condition. Herein, Φ is the flow rate on boundary ΓF,N, Φ1
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rate error, and Φ2

err the flow rate error on the interface ΓFS.

In Figure 6.8, a detailed view of the contacting zone for different points in time is given. Three
different types of traction are visualized by arrows, namely the overall traction, the FSI traction,
and the contact traction. At t = 100 (first row in Figure 6.8), the body ΩS2 approaches ΩS1 and
as a result a high pressure peak occurs in the smallest constriction. This peak is almost equal to
the FSI traction concluding that viscous traction is not significant. At t = 340 (second row in
Figure 6.8), the majority of the external load is carried by the contact traction. For the overall
traction, the continuous transition of FSI traction and contact traction can be seen. An essential
part of the external load at t = 2020 (third row in Figure 6.8) is carried by the FSI traction, but
due to the fluid inertia there is still contact at the area around x = 0. Finally, at t = 2420 the
structural body ΩS2 completely lifted again and so the lowest pressure and FSI traction can be
identified in the smallest constriction.

6.4.2 Elastic Pump
In the following example, an elastic fluid pump powered by an external load is analyzed. This
configuration includes large deformation of the solid domain and a periodically changing topo-
logical connection of the fluid domain. Large fluid pressure discontinuities when crossing the
valves occur, which need to be represented properly by the fluid solution space.

Problem Description The geometric setup and the basic boundary conditions are depicted
in Figure 6.9. The geometry of the solid domain ΩS is designed to pump fluid in the domain ΩF

from the fluid inflow boundary Γin to the fluid outflow boundary Γout. The structural part includes
two valves consisting of two flaps each to control the flow direction. The fluid flow is driven by
the change of volume in the fluid chamber placed between the two valves. The pump is powered
by a time-dependent periodic traction in normal direction, which is prescribed as a Neumann
condition on the circular solid boundary Γp as ĥ

S,N
= −20A(1− cos(40πt)) · n, with A = 1.0

for t ∈ [0, 0.15] and A = 1.5 for t ∈ [0.15, 0.3]. In the tangential plane of Γp, zero-traction
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Time Overall traction FSI traction Contact traction

t
=

10
0

t
=

34
0

t
=

20
20

t
=

24
20

0 2 4 5
Fluid pressure, Overall traction, FSI traction, Contact traction

Figure 6.8: Visualization of the computed falling, contacting and lifting process of the rounded stamp for the Navier
slip interface condition at four instances in time. The color code in the fluid domain visualizes the
computed fluid pressure and the color code of the arrows the respective traction magnitude. The arrows
visualize the interface traction separated in three groups. The overall traction includes all contributing of
cases I−IV , the FSI traction includes case I , and the contact traction includes cases II−IV (specified
in the interface contributions (6.21)-(6.25)). The visualization of the traction is reconstructed from the
nodal interface contributions of (6.21)-(6.25)) to the overall weak form on the solid mesh.
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Figure 6.9: Geometry and boundary conditions for the elastic pump.
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is prescribed. Therefore, the pump is driven for three periodic cycles with a constant amplitude
of the external load, followed by three periodic cycles with an external load increased by 50%.
Both, the solid and the fluid are subject to a gravitational body force in negative y-direction:
ρS

0 b̂
S

0 = ρFb̂
F

= [0,−1]T. On the fluid boundaries Γin and Γout, the hydrostatic pressure is
prescribed by a Neumann boundary condition in x-direction (ĥ

F,N·n = y), whereas zero velocity
in y-direction is prescribed by a Dirichlet-type boundary condition.

As material parameters, the fluid density is ρF = 10−3 and the dynamic viscosity is µF =
10−4. The material behavior of the solid continuum is given by the Neo-Hookean model with the
strain energy function (2.17) and a Young’s modulus E = 2000 and Poisson’s ration ν = 0.3.
The initial density in ΩS equals the fluid density ρS

0 = ρF = 10−3.
The fluid domain is discretized by a structured mesh consisting of 240 × 54 = 12960 (with

0.0 ≤ x ≤ 1.5 and −0.1755 ≤ y ≤ 0.1755) elements, which is unfitted to the interface ΓFS.
The solid domain is discretized fitted to the interface ΓFS by 4648 elements (shown in Figure
6.10 (top-left)). A contact stress based on harmonic weighting between the stress representation
of both solid domains, as discussed in Section 6.2.2, is applied. Due to the almost equal material
parameters and mesh sizes of all contacting interfaces, this approach results approximately in a
mean weighting ωc ≈ 0.5. The reference slip length is set to κ0 = 0.1. The constants for the
Nitsche penalty parameters are γS,c

0 = 1 and γFSI
0 = γFSI,t

0 = 35. The temporal discretization is
performed with θ = 1.0 and a time step size of ∆t = 0.0002 for t ∈ [0, 0.1698] and ∆t = 0.0001
for t ∈ [0.1698, 0.3], to account for changing system dynamics, is applied.

Numerical Results and Discussion In Figure 6.10, the computed fluid velocity and pres-
sure as well as the computed deformation for t ∈ [0.1, 0.15] are presented. These results corre-
spond with the third load cycle and already exhibit a periodic response to the periodic external
load with an amplitude of A = 1.0. Starting with t = 0.1, where no external load on ΓP is
applied, the left valve is closed and, due to the pressure gradient in the right valve, a flow into
the fluid chamber occurs. In the next point in time t = 0.106, a compression of the fluid chamber
resulting in an increasing pressure due to the external load is observable. Due to the geometry
of the two valves, an opening motion of the left valve and a closing motion of the right valve
is induced. As both valves are still open at this point in time fluid, mass leaves the chamber
through both valves and finally leads to an back flow at the inflow boundary. This behavior has
changed at t = 0.11, where the right valve prevents fluid flow as it is closed. It can be seen that
the occurring pressure jump between both sides of the right valve can be well represented by
the provided fluid function space. The resulting force of the discontinuous fluid pressure leads
to a deformation of the right valve into positive x-direction. At the same time, the flaps of the
left valve are opened by the fluid pressure and allow for a large fluid flow which finally leads
to a high flow rate at the boundary Γout. At t = 0.125, the volume in the chamber is almost
minimal and as a consequence the structural velocity on Γp nearly vanishes. Therefore, the fluid
pressure gradients decrease and both valves relax towards the initial geometry. At t = 0.135, the
external load reduces and leads to an increasing volume in the fluid chamber. Consequently, the
pressure in the chamber drops and induces a closing motion of the left valve. A peak of the fluid
pressure between the two left flaps occurs due to the acceleration of fluid mass. The closed left
valve prevents flow through the left valve, and the discontinuous pressure is carried elastically
by the flaps. The right valve is opened by the pressure difference on both sides of the flaps and
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Figure 6.10: Visualization of the computed fluid velocity and pressure and the computed deformation of solid do-
main for t ∈ [0.1, 0.15]. In the left column, the color code represents the fluid pressure, whereas,
in the right column, the fluid velocity magnitude is represented. Additionally, the black bars at the
inflow boundary Γin and outflow boundary Γout indicate the computed fluid velocity at the corre-
sponding boundary. Five points in time are represented by the rows, which are from top to bottom
t = 0.1, t = 0.106, t = 0.11, t = 0.125, and t = 0.135.
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allows for fluid flow into the chamber. As the pumping motion is almost periodical, the results
computed for t = 0.15 are not distinguishable from the solution at t = 0.1 and, thus, are not
shown.

To quantify the output of the examined pump, the computed flow rates at the inflow boundary
Γin and outflow boundary Γout are presented in Figure 6.11 (left). First, the time interval t ∈
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Figure 6.11: Computed flow rates at the inflow boundary Γin and the outflow boundary Γout. The normal vec-
tor therein is oriented in negative x-direction, which is the design flow direction of the pump (left).
Transported volume through the inflow boundary Γin and the outflow boundary Γout computed in a
post-processing step where an integration in time of the flow rates is performed (right).

[0.1, 0.15], with a periodic external load of amplitude A = 1, is analyzed. While the first cycle is
still dominated by the start-up process from a system initially in rest, the flow rates of the second
and third cycle are very similar. Therefore, the cycle t ∈ [0.1, 0.15] can be classified as the
periodic response to the periodic load withA = 1 and was already discussed in detail previously.
Now, analyzing the subsequent interval t ∈ [0.15, 0.3] with A = 1.5, after a transition phase in
the fourth load cycle the pump exhibits again an almost periodic behavior for the last two load
cycles. It can be seen that oscillations with higher frequencies occur than for the smaller load
amplitude, which are tackled by a reduced time step size in the time integration scheme.

To make a statement on the performance of the pump, the volume transported through the
pump is presented in Figure 6.11 (right). It can be seen that in each cycle the transported volume
through Γin at first is smaller than through Γout mainly due to the volume change in the fluid
chamber. The difference in the transported volume is smaller for A = 1 than for A = 1.5
as larger deformations occur. Analyzing the transported volume per cycle, it can be seen that,
for the smaller amplitude, each cycle transports approximately 0.074, whereas the higher load
amplitude leads to a slight transport opposite to the design flow direction.

To generate understanding for this phenomenon, four exemplary points in time with load
amplitude A = 1.5 are selected and shown in Figure 6.12. Compared to the load with amplitude
A = 1.0, higher fluid velocities occur leading to higher pressures and finally an increase of the
interface traction, at t = 0.167. This fluid state leads to a non-symmetric deformation of the
flaps in the right valve. As it can be seen at t = 0.174, finally the lower flap snaps through and
as a result the right valve does not prevent flow properly anymore. For t ∈ [0.1791, 0.1822],
contact between the upper and lower part of the fluid chamber occurs, prohibiting the flow in
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Figure 6.12: Visualization of the computed fluid velocity and pressure and the computed deformation of solid
domain for t ∈ [0.15, 0.2]. The color code represents the fluid velocity magnitude, and the black
bars at the inflow boundary Γin and outflow boundary Γout indicate the computed fluid velocity
at the corresponding boundary. Four points in time are represented from top-left to bottom-right
t = 0.167, t = 0.174, t = 0.19 and t = 0.194.

the chamber. At t = 0.19, the lower flap of the right valve starts to snap back, whereas the left
valve is exposed to large non-symmetric deformation. Finally at t = 0.194, the left valve has
snap-through, allowing for flow opposite to the design flow direction. In short, a load amplitude
of A = 1.5 is beyond the maximal load resulting in a proper operation of the elastic pump.

Nevertheless, from a computational point of view, it is noteworthy that the presented formula-
tion demonstrates to be applicable also for these rather complex scenarios and, hence, promises
to be a rather general tool. Processes beyond the intended design can be computed without re-
quiring changes to the problem setup. In this example, unexpected deformation and topological
changes to the fluid domain were handled without any modifications to the problem setup.

6.4.3 Flow-Driven Squeezed Elastic Structure

In the following, a configuration is considered where an initially cylindrical elastic body ΩS2 is
squeezed through an elastic structure ΩS1 by the load of the surrounding fluid flow. This config-
uration is designed to test the formulation’s capability to handle frequent changes between the
fluid-structure interface and the contact interface including large contacting areas and essential
topological changes.

Problem Description The problem setup of this example, including all dimensions and ba-
sic boundary conditions, is visualized in Figure 6.13 (left). All dimensions of the solid body ΩS1 ,
which are not explicitly indicated in this figure, are defined by symmetry and replication of the
given dimensions (e.g. all unspecified radii are equal to r2).

On the inflow boundary Γin, a time-dependent, parabolic velocity profile

v̂F =
[
0,−100(1− x2)4000t

]T for t ∈ [0.0, 0.00025] and

v̂F =
[
0,−100(1− x2)

]T for t ∈ [0.00025, 0.016]
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Figure 6.13: Geometry and boundary conditions for the flow-driven squeezed elastic structure (left). Visualization
of the discretization for the solid domains ΩS1 and ΩS2 with black lines indicating element boundaries
(right).

is prescribed as Dirichlet boundary condition. On the outflow boundary Γout, a zero-traction
Neumann boundary condition is prescribed.

The material properties of the incompressible fluid are specified by the density ρF = 10−6

and the dynamic viscosity µF = 10−5. The initial density in both solid domains equals the
fluid density ρS

0 = ρF = 10−6. Similar to the numerical examples presented previously, a Neo-
Hookean material model with strain energy function (2.17) is considered for both solids. The
parameters of the material model in the squeezed domain ΩS2 are given by ES2 = 100 and
νS2 = 0.3, whereas the outer domain ΩS1 has an increased stiffness byES1 = 200 and νS1 = 0.3.

The structured computational mesh applied for the discretization of the fluid domain consists
of 120×300 = 36000 bilinear elements. The solid domain is discretized fitted to the interface ΓFS

by 4890 elements in domain ΩS1 and by 1562 elements in domain ΩS2 . The solid discretization
is given in Figure 6.13 (right). In contrast to the examples presented previously, the constants
for the Nitsche penalty parameters are γS,c

0 = 1 and γFSI
0 = γFSI,t

0 = 5, in order to relax the
kinematic constraints and, thus, support the nonlinear solution procedure (see Remark 6.9). With
this modification, the penalty parameters are still large enough to provide discrete stability of the
formulation. A contact stress based on harmonic weighting between the stress representation
of both solid domains, as discussed in Section 6.2.2, is applied. The reference slip length is
set to κ0 = 0.1. The temporal discretization is preformed with θ = 1 and a time step size of
∆t = 0.00002 for t ∈ [0, 0.0056] and ∆t = 0.000005 for t ∈ [0.0056, 0.016] to account for the
varying dynamic of the coupled system.

Numerical Results and Discussion In Figure 6.14, the computed fluid velocity and the
computed deformation of the solid domains are presented for different points in time. Following
the different snapshots, the motion of the solid domain ΩS2 can be observed. In the initial phase
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Figure 6.14: Visualization of the computed fluid velocity and the computed deformation of solid domains. The color
code represents the fluid velocity magnitude. Different points in time are represented from top-left to
bottom-right with t = 0.0005, t = 0.001, t = 0.003, t = 0.004, t = 0.005, t = 0.006, t = 0.0065, t =
0.007 in the first row and t = 0.0075, t = 0.009, t = 0.01, t = 0.0105, t = 0.011, t = 0.0145, t =
0.015, t = 0.016 in the second row. The red frame indicates the area of the detailed views in Figure
6.15.

(0 < t < 0.00324), a vertical motion of ΩS2 is induced by the fluid flow. At t = 0.00324,
contact between ΩS2 and the right part of ΩS1 occurs. Starting from t = 0.00386, additional
contact between ΩS2 and the left part of ΩS1 establishes. Therefore, the topology of the fluid
domain changes from one connected domain, to two separated fluid domains. In the subsequent
phase (0.00386 < t < 0.006), the pressure in the upper fluid domain increases, which leads to
a squeezing process of ΩS2 and a deformation of ΩS1 and, thus, to a storage of elastic energy.
For t > 0.0065, an acceleration in vertical direction of ΩS2 can be observed by the transfer
of the elastic energy via contact forces. Finally at t = 0.00668, contact between both solid
bodies is released and a single connected fluid domain reoccurs. Reestablishing contact at t =
0.00713 of ΩS2 and the right part of ΩS1 , this principal process repeats for two additional cycles.
Nevertheless, due to the varying geometric setup around the three smallest constrictions, the
physical process is not repeated exactly and, thus, the robustness of the algorithm is tested for
this challenging configuration. Finally, at t = 0.015155, both solid domains separate for the last
time. In the remaining period, the fluid traction is exclusively acting on the interface ∂ΩS2 .

To give a more detailed view of the computed process, the fluid solution as well as the interface
traction for four exemplary points in time are shown in Figure 6.15. First, the point in time just
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Figure 6.15: Visualization of the computed fluid velocity and pressure, the computed deformation of solid do-
mains, and the interface traction. The color code represents the fluid pressure and the black arrows
in domain ΩF indicate the fluid velocity. The blue arrows on Γ represent the FSI traction (case
I) and the orange arrows on Γ visualize the contact traction (case II − IV ). The visualization
of the traction is reconstructed from the nodal interface contributions of (6.21)-(6.25)) to the over-
all weak form on the solid mesh. Four points in time are represented from top-left to bottom-right
t = 0.003, t = 0.005, t = 0.0065 and t = 0.007. The position of each detailed view in the overall
problem is marked in Figure 6.14 by a red frame.

before contact occurs t = 0.003, is discussed. Due to the small cross-section of the connection
between the upper and lower part of the fluid domain, the pressure in the upper part is already
increased. Therefore, an essential fluid flow can be observed between ΩS2 and the left part of ΩS1 .
The distance in the smallest constriction for the right part leads to an increased fluid pressure
compared to the ambient pressure and, thus, to a separating FSI traction of the two solid bodies.
At t = 0.005, contact between both solid domains is established in two positions. Due to the
inflow on Γin, the pressure in the upper part of the fluid domain is increased, which leads to an
increased FSI traction on the affected part of the interface. Although the maximal contact traction
is significantly higher than the FSI traction, there is a continuous transition along the interface.
The y-components of the resulting FSI force and contact force are almost in balance, and as
a result only a very slow motion of the system (see fluid velocity) is observed, continuously
adapting to the increasing pressure difference. At t = 0.0065 this state changes fundamentally.
Due to the deformation based change of the contact interface orientation, the resulting contact
force accelerates the solid body in ΩS2 , and with it the surrounding fluid, in negative y-direction.
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Figure 6.16: Computed flow rates at the inflow boundary Γin and the outflow boundary Γout. The normal vector
therein is oriented in negative y-direction, which is the main flow direction of the overall configuration
(left). Transported volume through the inflow boundary Γin and the outflow boundary Γout computed
in a post-processing step where an integration in time of the flow rates is performed (right).

The fluid pressure in the upper part of the flow domain drops, whereas the pressure in the lower
part increases resulting in an almost constant FSI traction acting on ∂ΩS2 . Finally at t = 0.007,
contact is released and the structural body in ΩS2 approaches the second barrier. This process
leads again to an increased local fluid pressure and, thus, to a growth of the related FSI traction.
Due to the structural motion the pressure in the left chamber is raised, which results in a fluid
flow out of the fluid chamber. This description of the computed physical process highlights
the capabilities of the presented formulation to predict the physical processes in FSCI without
requiring a specific treatment whenever topological changes occur.

In Figure 6.16 (left), the computed flow rates at the inflow boundary and outflow boundary are
presented. While the prescribed flow rate at the inflow is constant in time after the initial ramp up
phase, the flow rate at the outflow boundary is massively influenced by the overall system. Three
phases can be observed where a lower outflow rate (than the inflow rate) is followed by a peak of
the flow rate. These can be identified as the phases where the solid domains are compressed due
to increasing pressure as ΩS2 blocks the flow. These phases are always followed by the highly
dynamic process of squeezing through. To analyze the overall balance of mass, the transported
volume through the inflow- and outflow-boundary is given in Figure 6.16 (right). The difference
between the transported volume of outflow and inflow results from the compression or expansion
of the solid domains. As no systematical increase of this difference in time can be recognized,
no relevant loss in mass occurs. This behavior is expected as discussed in the first presented
numerical example in Section 6.4.1.

6.4.4 3D Analysis of a Double-Leafed Valve

As a last numerical example for FSCI, the analysis of a double-leafed valve is presented to
demonstrate the applicability to more general 3D configurations. In a first phase, an increased
fluid traction on the outflow boundary is prescribed to analyze the valve closing behavior in-
cluding contact. The application of an increased fluid traction on the inflow boundary in the
subsequent phase allows investigating the processes of valve opening.
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Problem Description The geometric setup and the basic boundary condition are shown in
Figure 6.17. The solid domain ΩS = Ω1 ∪ Ω2 consists of an elastic cylindrical tube Ω1 and two
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Figure 6.17: Geometry and basic boundary conditions for the double-leafed valve.

valve leaflets Ω2. This solid tube is filled with fluid, which specifies the fluid domain ΩF. On the
cylindrical outer boundary of the solid tube Ω1, a zero-traction condition is prescribed. To in-
vestigate the effect of external disturbances on the functionality of the valve, a rotational motion
around the x-axis with an angle α = ±π/12 (’+’ sign at x = 0, ’-’ sign at x = h) is prescribed
on the solid Dirichlet boundaries. The prescribed displacement at the reference position XS =
[X, Y, Z]T is ûS = [0, Y cos(αg(t)) + Z sin(αg(t))− Y,−Y sin(αg(t)) + Z cos(αg(t))− Z]T,
with the time-dependent function g(t) = 0.004t for t ∈ [0, 0.004] and g(t) = 1 for t > 0.004.
This prescribes a rotational motion in the initial phase of the considered time interval that is kept
constant for the remaining time. For comparison, also the symmetric configuration with fixed
solid Dirichlet boundaries ûS = 0 (α = 0) is computed. The fluid flow is driven by a Neumann
boundary condition with the time-dependent function f(t) = 15[1− cos(50tπ)]:

ĥ
F,N

=

{
[f(t), 0, 0]T, t ∈ [0, 0.04]

0, t ∈ [0.04, 0.08]
on Γout, ĥ

F,N
=

{
0, t ∈ [0, 0.04]

[−f(t), 0, 0]T, t ∈ [0.04, 0.08]
on Γin.

As a consequence, the valve is closed in the phase t ∈ [0, 0.04] and opened for t ∈ [0.04, 0.08].
On both boundaries Γout and Γin, a zero-tangential velocity is prescribed.

The fluid is specified by a density of ρF = 10−3 and a dynamic viscosity of µF = 10−4. The
initial solid density is equal to the fluid density ρS

0 = ρF = 10−3 and a Neo-Hookean material
model with strain-energy density function (2.17) including the Young’s modulus E = 2000
and the Poisson ration ν = 0.3 is used for the entire solid domain ΩS. The solid domain is
discretized with 191624 hexahedral tri-linear elements, which are fitted to the boundaries of the
solid domain. A structured computational mesh with 90×64×30 = 172800 hexahedral tri-linear
elements in the domain [0, 0.3]× [−0.07, 0.07]× [−0.06, 0.06] is utilized for the discretization of
the fluid domain. The contact stress is weighted harmonically and the reference slip length is set
to κ0 = 0.1. The constants for the Nitsche penalty parameters are γS,c

0 = 1 and γFSI
0 = γFSI

t,0 = 35.
A time step length in the range ∆t = [2.5·10−5, 2·10−4] is utilized for the temporal discretization
with the backward Euler scheme (θ = 1).
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Numerical Results and Discussion In Figure 6.18 and Figure 6.19, a visualization of the
computed solution for the double-leafed valve at six points in time is given.

In the initial phase t ∈ [0, 0.02], the fluid pressure in the left valve chamber increases, which
leads to an extension of the circular tube. As a result, fluid mass enters the chamber through the
boundary Γout. Due to the prevalent fluid pressure difference on both sides of the valve, contact
between the lower an upper leaflet is established. Since the computed results in the following
relaxation phase t ∈ [0.02, 0.04] in principle show the same process in revers order, this is not
visualized here. The process in the following phase t ∈ [0.04, 0.06] is powered by an increasing
fluid pressure on the boundary Γin. Besides the expansion of the right valve chamber, the present
fluid pressure difference lifts both leaflets and, thus, contact is released. In the following, a fluid
flow from the boundary Γin to Γout establishes.

0 20 40 50
Velocity magnitude ||vF||

Figure 6.18: Visualization of the computed fluid velocity and deformation solution for the configuration with α =
±π/12 at six instances in time, from top-left to bottom-right: t = 0.0, t = 0.005, t = 0.02, t =
0.05, t = 0.055, and t = 0.06. The streamlines visualize the fluid velocity magnitude for ||vF|| ≥ 0.8.

In Figure 6.20 the computed flow rates at the inflow boundary Γin and the outflow boundary
Γout are shown. For validation both variant with α = 0 and α = ±π/12 are depicted therein. For
t ∈ [0, 0.04] a significant fluid flow occurs only through the boundary Γout due to the expansion
of the cylindrical tube Ω1. As a consequence of the deformation of the valve leaflets in positive
x-direction, a relatively small fluid flow through the boundary Γin can be observed. Due to the
opening of the valve and the associated reduction of the effective flow resistance in the time
interval t ∈ [0.04, 0.08], a significantly larger flow rate through both boundaries arises. Initiated
by relaxation of the right valve chamber of Ω1 for t & 0.07, a fluid flow in positive x-direction
occurs. A comparison of the symmetric (α = 0) and the rotated (α = ±π/12) configuration
reveals, that the disturbance by the rotation does not essentially deteriorate the process of the
valve. The only significant difference can be observed in the initial phase (t ∈ [0, 0.004]), which
is due to the prescribed rotational motion on Γin and Γout.
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Figure 6.19: Computed fluid pressure and deformation solution for the configuration with α = ±π/12 at six in-
stances in time from (top-)left to (bottom-)right: t = 0.0, t = 0.005, t = 0.02, t = 0.05, t = 0.055,
and t = 0.06. Cross-sectional view at x = 0.15 in the first row. Cross-sectional view at z = 0 in row
two and three.
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Figure 6.20: Computed flow rates at the inflow boundary Γin and the outflow boundary Γout. The normal vector is
oriented in negative x-direction.
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7 A Consistent Computational
Approach for General Fluid-
Poroelasticity-Structure-Contact
Interaction Problems1

The focus of this chapter is the numerical treatment of interface-coupled problems concerned
with the interaction of impermeable or permeable elastic bodies2 and the surrounding fluid in-
cluding the contact interaction of deformable bodies. The presented formulation is based on the
approach for FSCI in Chapter 6, and consistently takes into account poroelastic bodies includ-
ing the conditions of solid-poroelastic contact, poroelastic-poroelastic contact, and viscous flow
poroelasticity interaction. Up to the author’s best knowledge, this is the first formulation capable
of solving the general FPSCI problem numerically.

The interface conditions in normal and tangential orientation to formulate this type of coupled
problem based on the fundamental balances of mass and linear momentum, the no-slip condi-
tion, the Beavers Joseph condition, and the conditions for frictionless contact on the respective
interfaces are discussed. A continuous transition of the different types of tangential conditions
is enabled by application of the general Navier condition with varying slip length. All inter-
face conditions are reformulated into one set of conditions in normal and tangential orientation
which already include the continuous transition between the different types of interfaces. The
fluid stress in the zone of closed contact, which is essential for the lift-off behavior of contact-
ing bodies, is obtained by an extension approach augmented by the porous fluid state to ensure
continuity and physical accuracy. To account for topological changes of the fluid domain, the
numerical approach utilizes non-interface-fitted computational meshes for the fluid domain en-
abled by the CutFEM. All interface conditions are incorporated in a weak sense by Nitsche-based
approaches.

All capabilities of the approach for FSCIwhich is presented in Chapter 6 are kept and united
with the new developments into one single framework. Thus, the following presentation includes
also all formulations depicted already in Chapter 6 to demonstrate the integration into the new
framework. Besides the application of this computational approach to physical configurations
which include poroelastic bodies such as biological soft tissue, it is also capable of solving the
rough surface FSCI model presented in Chapter 5, which is based on a homogenized poroelastic
layer.

Different numerical examples analyze the proper contacting and lift-off behavior for contact
between the different pairs of impermeable and permeable bodies and demonstrate the robustness

1This chapter is adapted from the author’s publication [4].
2Permeable elastic bodies in the surrounding of fluid are modeled by a fluid-saturated poroelastic medium.
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for more challenging configurations, which include topological changes of the fluid domain,
large contacting areas, and 3D configurations.

This chapter is organized as follows. In Section 7.1, the FPSCI problem formulation is pre-
sented. This includes mainly the specification of the set of interface conditions in normal di-
rection and tangential direction. The discrete formulation is presented in Section 7.2. Besides a
short depiction of the weak forms in the domains, special focus is put on the incorporation of all
interface conditions by Nitsche-based methods. The coupled discrete FPSCI system is presented
in Section 7.3. Finally, different numerical examples, which are presented in Section 7.4, analyze
the introduced formulation and demonstrate its capabilities.

7.1 FPSCI Problem Formulation
In Figure 7.1, an exemplary configuration of the examined FPSCI problem is presented. The
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Figure 7.1: Fluid-poroelasticity-structure-contact interaction (FPSCI) problem setup in the domain Ω including two
structural ΩS1 ,ΩS2 and two poroelastic ΩP1 ,ΩP2 contacting bodies. This configuration is composed of
the fluid domain ΩF, the solid domain ΩS = ΩS1 ∪ ΩS2 , the poroelastic domain ΩP = ΩP1 ∪ ΩP2 , the
fluid-structure interface ΓFS = ΓFS1 ∪ΓFS2 , the fluid-poroelastic interface ΓFP = ΓFP1 ∪ΓFP2 , the ac-
tive (closed) solid contact interface ΓS,c = ΓS1,c∪ΓS2,c, the active (closed) poroelastic contact interface
ΓP,c = ΓP1,c ∪ ΓP2,c, and the outer boundaries ΓF,D,ΓF,N,ΓS,D,ΓS,N,ΓP,D,ΓP,N,ΓPF,D,ΓPF,N.

domain of interest Ω = ΩF ∪ ΩS ∪ ΩP includes the fluid domain ΩF, the solid domain ΩS,
and the poroelastic domain ΩP which are potentially split into non overlapping subdomains.
The boundaries of the respective domains are denoted as ∂Ω, ∂ΩF, ∂ΩS, and ∂ΩP. The overall
coupling interface Γ = ΓS,I ∪ ΓP,I is specified by the solid interface ΓS,I = ∂ΩS \ ∂Ω and the
poroelastic interface ΓP,I = ∂ΩP\∂Ω. While the interface ΓS,I = ΓFS∪ΓS,c consists of the fluid-
structure interface ΓFS and the active solid contact interface ΓS,c, the interface ΓP,I = ΓFP ∪ΓP,c

is composed of the fluid-poroelastic interface ΓFP and the active poroelastic contact interface
ΓP,c. The potentially contacting part of the respective interfaces are denoted by Γ̆S,c with ΓS,c ⊆
Γ̆S,c ⊆ ΓS,I and Γ̆P,c with ΓP,c ⊆ Γ̆P,c ⊆ ΓP,I. The parts on the outer boundary ∂Ω are denoted
by ΓF,D,ΓS,D,ΓP,D,ΓPF,D for the Dirichlet-type boundaries and ΓF,N,ΓS,N,ΓP,N,ΓPF,N for the
Neumann-type boundaries.

The governing equations and conditions in the respective domain including the definition of
all quantities are discussed in Chapter 2. The IBVP to describe the transient behavior of elastic

198



7.1 FPSCI Problem Formulation

structures in the domain ΩS is depicted in Section 2.1.4, the problem formulation for transient,
incompressible, viscous flow in the domain ΩF is presented in Section 2.1.5, and the formulation
applied for the poroelastic medium consisting of a homogenized impermeable structural phase
and a fluid phase in domain ΩP is discussed in Section 2.1.6.

7.1.1 Preliminaries for the Formulation of the Interface Conditions
In order to enable a more detailed subdivision of the contact interfaces ΓS,c and ΓP,c, the normal
projection is introduced. Hereby, a point with coordinate x on an interface is projected in inter-
face normal direction onto the opposite surface to coordinate x̌(x). All quantifies ∗ which are
evaluated at this projection point will be denoted by a check ∗̌ = ∗(x̌) = ∗(x̌(x)).

Depending on the physical type of the second contact interface, the solid contact interface ΓS,c

can be subdivided into the solid-solid contact interface ΓSS,c and the solid-poroelastic contact
interface ΓSP,c and the poroelastic contact interface ΓP,c can be subdivided into the poroelastic-
poroelastic contact interface ΓPP,c and the poroelastic-solid contact interface ΓPS,c

ΓAB,c := ΓA,c
∣∣
x̌(x) on ΓB,I , with x on ΓA,c, and A,B ∈ {S,P}. (7.1)

This partitioning is also applied to split the potentially contacting poroelastic interface Γ̆P,c into
Γ̆PP,c and Γ̆PS,c. Combining the solid and the poroelastic interface traction allows specifying an
interface traction defined on the entire interface

σS/P :=

{
σS on ΓS,I

σP on ΓP,I
. (7.2)

In the following the relative velocity in the porous medium, the seepage velocity is denoted as

vP,seepage := φ

(
vP − ∂uP

∂t

)
on ΓP,I. (7.3)

The effective interface fluid velocity vS/P,Γ allows formulating the kinematic constraints in a
compact notation.

vS/P,Γ :=


∂uS

∂t
on ΓS,I

∂uP

∂t
+ vP,seepage on ΓP,I

(7.4)

To ease the formulation of the interface fluid mass balance, a relative interface velocity is defined
as

vS/P,rel := vF − vS/P,Γ on ΓF,I. (7.5)

The Fluid Extension Operator As it can be seen for the exemplary configuration in Fig-
ure 7.1, the interface Γ is not adjacent to the fluid domain in the contacting parts ΓS,c and ΓP,c.
Since fluid quantifies are required to formulate the interface conditions at any point in space
x on the overall coupling interface Γ, an extension operator Ex : ΓFS ∪ ΓFP −→ Γ from the
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7 A Consistent Computational Approach for General FPSCI Problems

fluid-structure interface ΓFS and fluid-poroelastic interface ΓFP to the overall interface Γ is re-
quired. This extension is applied for all quantities defined in the fluid domain ΩF and, thus, for
all quantities on the fluid-structure interface ΓFS and the fluid-poroelastic interface ΓFP which
are required for the formulation of the interface constraints on Γ. In the following, the extension
of any quantity ∗ is denoted by an additional index ∗E . Exemplary, the extension of the normal
interface fluid velocity vF,n = vF · n to a position x on Γ is defined as follows

vF,n
E (x) =

{
vF,n

(
vF (x)

)
on ΓFS ∪ ΓFP

Ex
[
vF,n

(
vF (xE)

)]
on ΓS,c ∪ ΓP,c,

with Ex
[
vF,n

(
vF (xE)

)]
= vF,n

(
vF (x)

)
on (ΓFS ∩ ΓS,c) ∪ (ΓFP ∩ ΓP,c), (7.6)

where the extension origin position xE is properly chosen on ΓFS ∪ ΓFP. The last lines in (7.6)
represents the continuity of the extension operator. The applied extension operator for the pre-
sented numerical examples is discussed in Section 7.2.2.3.

7.1.2 Conditions on the Overall Coupling Interface Γ in Normal
Direction

In this section, a set of interface conditions is formulated for the overall coupling interface Γ
which connects the adjacent structural domain, poroelastic domain, or fluid domain. This set
of conditions corresponds to the classical conditions for simplified configurations such as e.g.
FSI, FPI, or contact discussed in Section 2.1.7, Section 2.1.8, and Section 2.1.10, but allows
formulating the general problem of FPSCI.

The normal direction on the interface Γ is specified by the solid or poroelastic outward unit
normal: n = nS on ΓS,I or n = nP on ΓP,I. The normal component of the respective Cauchy
stress is denoted as: σS,nn = σS : P n, σP,nn = σP : P n, σS/P,nn = σS/P : P n, and
σF,nn = σF : P n, with the normal projection operator being specified as P n = n ⊗ n. The
normal components of essential interface velocities are denoted by: vP,seepage,n = vP,seepage · n,
vS/P,Γ,n = vS/P,Γ · n, and vS/P,rel,n = vS/P,rel · n.

Balance of Linear Momentum and Kinematic Contact Condition At first, the follow-
ing set of conditions, which is based on the classical Hertz–Signiorini–Moreau (HSM) conditions
for contact, has to be fulfilled on the overall interface

gn(x) := (x̌(x)− x) · n ≥ 0 on Γ, (7.7)

σS/P,nn(x)− σF,nn
E (x) ≤ 0 on Γ, (7.8)

gn(x)
[
σS/P,nn(x)− σF,nn

E (x)
]

= 0 on Γ. (7.9)

Condition (7.7) ensures that no penetration of bodies occurs. With the second condition (7.8), a
negative or vanishing relative traction of the contact stress and potential fluid traction is enforced.
With this condition, it is ensured that contacting bodies lift-off e.g. in the case the fluid pressure
raises in the contact zone even for a constant contact traction. A more detailed discussion con-
cerning this condition can be found in Chapter 6 and in Section 2.1.10.2. Finally, in equation
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7.1 FPSCI Problem Formulation

(7.9), exclusively a vanishing gap or a vanishing relative traction is guaranteed. Whereas the first
case can be identified as the kinematic condition for contact, the second case corresponds to the
dynamic equilibrium on a fluid-structure or fluid-poroelastic interface.

Additionally, the dynamic equilibrium on the interface has to be fulfilled

σS/P,nn − σF,nn
E = ˇσS/P,nn − ˇσF,nn

E on Γ. (7.10)

In the case two bodies are in contact, the condition recovers the dynamic equilibrium between
the contacting bodies since the fluid stress vanishes from the balance (σF,nn

E = ˇσF,nn
E ). For a

fluid-structure or fluid-poroelastic interface both sides of the interface vanish separately due the
fulfilled dynamic equilibrium by condition (7.9).

Balance of Mass Still missing are conditions to enforce the balance of mass on the interface.
In contrast to the previous conditions, to improve comprehensibility, conditions for the contact
interface ΓP,c ∪ ΓS,c and the interface connected to the fluid domain ΓFS ∪ ΓFP are presented
separately. For all parts of the interface which are adjacent to the fluid domain, the normal fluid
velocity is required to be equal to the effective normal interface velocity

vS/P,rel,n = 0 on ΓFS ∪ ΓFP. (7.11)

This condition is equivalent to the interface normal part of the classical no-slip condition (2.60)
on a fluid-structure interface and the mass balance on a fluid-poroelastic interface (2.63).

On the remaining part of the interface, i.e. the contact interface, the effective normal interface
velocity has to be equal on both contact interfaces

vS/P,Γ,n + ˇvS/P,Γ,n = 0 on ΓP,c ∪ ΓS,c. (7.12)

Depending on the physical types of contacting bodies, different versions of this condition can be
formulated. Due to condition (7.9) in the contact case (gn = 0), the normal velocity of the solid
or the poroelastic matrix is equal on both contacting interfaces

∂uA

∂t
· n+

ˇ(
∂uB

∂t
· n
)

= 0 on ΓAB,c, with A,B ∈ {S,P}. (7.13)

As a result, the normal velocity of the solid or poroelastic matrix cancels out from condition
(7.12). Thus, condition (7.12) is automatically fulfilled on the solid-solid contact interface ΓSS,c

by condition (7.9). On the solid-poroelastic contact interfaces ΓSP,c and ΓPS,c condition (7.12) is
then equivalent to

ˇvP,seepage,n = 0 on ΓSP,c, vP,seepage,n = 0 on ΓPS,c. (7.14)

This condition is a no-outflow condition on the contact part of the poroelastic interface. Finally,
on the contact interface of two poroelastic bodies, the fluid mass balance can be expressed as

vP,seepage,n + ˇvP,seepage,n = 0 on ΓPP,c. (7.15)

In principle, an equivalent, but not so obvious, single formulation of the conditions (7.11) and
(7.12) on the overall interface Γ instead splitting into different interface types could be formu-
lated as well.
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Balance of Linear Momentum between Fluids As a last set of conditions in interface
normal direction, the balance of linear momentum between the fluids has to be formulated. This
is only relevant on the poroelastic interface ΓP,I as this includes the traction arising from poro-
elastic fluid. On an interface between viscous flow and porous flow, the normal fluid stress is in
balance with the porous fluid pressure

pP + σF,nn = 0 on ΓFP. (7.16)

This condition is already introduced in (2.62). The porous fluid pressure does not need to be
specified for contact interfaces between an impermeable solid and a poroelastic body as it is
implicitly specified by the no-outflow condition (7.14). In contrast to that, for two contacting
poroelastic bodies a continuous poroelastic fluid pressure through the interface is enforced

pP = p̌P on ΓPP,c. (7.17)

7.1.3 Conditions on the Overall Coupling Interface Γ in Tangential
Direction

In tangential interface orientation, frictionless contact and the general Navier interface condition
between the viscous fluid and the structural or poroelastic domain are applied. Frictionless con-
tact is considered due to its simplicity for the presentation while still being a valid model for
a large number of problem configurations. The general Navier condition allows capturing the
classical condition of “no-slip” on the interface of impermeable structures and viscous fluids, a
“slip” interface condition on the interface of poroelastic medium and viscous fluid, as well as the
possibility to formulate a continuous problem even for the transition to contact. Then, the set of
conditions to be fulfilled on the interface Γ is

σS/P · n · P t = 0 on ΓS,c ∪ ΓP,c, (7.18)(
σF · n− σS/P · n

)
· P t = 0 on ΓFS ∪ ΓFP, (7.19)(

vS/P,rel + κσF · nF
)
· P t = 0 on ΓFS ∪ ΓFP. (7.20)

Herein, the tangential projection operator is specified by P t := I − n ⊗ n. Condition (7.18)
states the vanishing tangential traction component due to frictionless contact on the interfaces
ΓS,c and ΓP,c. The dynamic equilibrium in tangential direction on the interface between viscous
fluid and the particular adjacent domain is represented by condition (7.19). As both of the first
conditions are valid on the boundary line/point of contact ΓS,c∩ΓFS and ΓP,c∩ΓFP, the tangential
fluid traction has to vanish on this line (σF ·n ·P t = 0) to ensure continuity of the formulation.
This aspect can be considered by the general Navier interface condition (7.20), when specifying
the slip length close to this line to infinity κ =∞. Starting at a particular distance to contact, the
classic conditions on the interfaces ΓFS and ΓFP can be recovered by this condition. This is the
“no-slip” condition with κ = 0 on ΓFS and the Beavers-Joseph condition (see work of Beavers
and Joseph [20]) with a specific slip length κ = κBJ =

(
αBJµ

F
√

3
)−1√

tr(k), including the
positive model parameter αBJ, on ΓFP. The specification of the slip length κ to account for these
limiting cases, which is applied for all computed numerical examples, is given in Section 7.2.3.
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7.2 Discrete Formulation

7.2 Discrete Formulation

In this section, the discrete formulation which enables the numerical solution of the FPSCI prob-
lem is presented. The temporal discretization is performed by the One-Step-θ scheme as intro-
duced in Section 2.2.1 and the spatial discretization by the FEM as introduced in Section 2.2.2.
As utilized for all other formulations within this thesis, the fluid domain is discretized by a fixed
computational mesh which is unfitted to the discrete overall interface Γh enabled by the CutFEM.
Since no relevant difference in the application of CutFEM for the FPSCI problem as compared
to the FSCI formulation presented in Chapter 6 occurs, no discussion concerning CutFEM is
added in the following. The focus of this section is on the discrete formulation to incorporate all
interface conditions in a weak sense by a consistent Nitsche-based approach. The approaches in
normal and tangential interface orientation are presented separately to account for the different
types of interface conditions as discussed in Section 7.1.2 and Section 7.1.3. In normal direc-
tion, the Nitsche-based method is introduced by one traction to represent the overall interface
traction and one traction to represent the traction acting on the porous flow. Both tractions are
formulated in a way to take into account all interface conditions directly while being continuous
for any change of the system state. In tangential interface orientation, the Nitsche-based formu-
lation allows incorporating a certain amount of fluid velocity slip. This is essential to ensure a
continuous transition from the FSI and FPI coupling to frictionless contact and to formulate the
BJ condition on the interface ΓFP

h . Finally, all contributions are combined and treated in a single
system of equations and solved by a monolithic procedure.

7.2.1 The Discrete Weak Form of the Coupled System

The discrete weak forms for the respective domains WS
h ,W

F,CUT
h , and WP

h are already intro-
duced in Section 2.2.3, Section 3.1, and Section 2.2.5, respectively. These discrete weak forms
do not include the boundary integrals on the interfaces ΓS,I

h ,ΓF,I
h , and ΓP,I

h of the respective do-
mains, which arise naturally in the derivations of the weak form. Thus, these consistent integrals
on the interface Γh are added for the coupled discrete weak form in the following.

WFPS
h

[(
δuS

h, δv
F
h , δp

F
h , δu

P
h , δv

P
h , δp

P
h

)
,
(
uS

h,v
F
h , p

F
h ,u

P
h ,v

P
h , p

P
h

)]
=WS

h

[
δuS

h,u
S
h

]
+

WF,CUT
h

[(
δvF

h , δp
F
h

)
,
(
vF

h , p
F
h

)]
+WP

h

[(
δvP

h , δu
P
h , δp

P
h

)
,
(
vP

h ,u
P
h , p

P
h

)]
−
〈
δu

S/P
h ,σnh

〉
Γh

+
〈
δvF

h,∅,σ
n
h

〉
Γh︸ ︷︷ ︸

:=WFPS,n
h,Γ +WFPS,t

h,Γ

+
〈
δvP

h , p
P
h · nh

〉
ΓP,I

h︸ ︷︷ ︸
WPF,c

h,Γ

(7.21)

Herein, the interface contributions on ΓFS
h and ΓFP

h arising from partial integration of the viscous
and pressure contributions in domain ΩF on ΓF,I

h are extended to the overall interface Γh by

the definition (7.22) for the fluid test functions
(
δvF

h,∅, δp
F
h,∅

)
on the whole interface Γh. This

definition ensures that fluid test functions are vanishing outside of the fluid domain. To enable a
compact notation, a combined solid-poroelastic displacement test function δuS/P

h is introduced
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in (7.22).(
δvF

h,∅, δp
F
h,∅
)

=

{(
δvF

h , δp
F
h

)
in ΩF

h

(0, 0) otherwise
, δu

S/P
h =

{
δuS

h in ΩS
h

δuP
h in ΩP

h

(7.22)

By including the unique interface traction σnh for both the solid and the fluid boundary integral,
which will be discussed in Sections 7.2.2.1 and 7.2.3, the dynamic equilibrium in normal direc-
tion (7.8), (7.9), and (7.10), as well as in tangential direction (7.18), and (7.19) is incorporated
directly into the weak form. As the interface conditions (7.7)-(7.20) require a separate treatment
of the normal and the tangential constraints, the normal component σnnh and the tangential com-
ponent σnh ·P t of the interface traction σnh = σnnh ·n+σnh ·P t are treated separately in Sections
7.2.2.1 and 7.2.3. The application of a single interface fluid pressure pP

h directly ensures the dy-
namic equilibrium (7.17) of the porous fluid for poroelastic-poroelastic contact and due to its
definition in Section 7.2.2.2, which ensures the equality with−σnh ·nh on ΓFP, also the dynamic
equilibrium (7.16).

7.2.2 Nitsche-based Method on the Overall Coupling Interface Γh in
Normal Direction

In the following, the numerical formulation to incorporate all interface normal conditions, dis-
cussed in Section 7.1.2, weakly by Nitsche-based methods is presented. First, the formulation
taking into account all conditions (7.7)-(7.11) essential for the interaction of the fluid, the over-
all poroelastic mixture, and the structure is presented. Since these conditions are very similar
to the ones for pure FSCI without considering poroelasticity, the approach is analogous to the
presented formulation in Chapter 6.

7.2.2.1 Coupling between Fluid, Poroelastic Mixture, and Structure

To comply with all conditions specified in Section 7.1.2, the numerical normal interface traction
σnnh = σnh · nh, which is acting on the overall interface Γh, is constructed as

σnnh = min
[
(σF,nn

h + γFSIv
S/P,rel,n
h )E , (σ

S/P,nn
h + γS/P,cgnh)

]
. (7.23)

This traction has to be included in the weak form (7.21) finally. The two additional numerical
parameters γFSI > 0 and γS/P,c > 0 are chosen sufficiently large (for details on the scaling of
γFSI and γS/P,c see e.g. the works of Massing et al. [149] and Seitz et al. [196]). The interface
traction σnnh is composed of two separate contributions combined by the minimum function. As
a result, the stress σnnh is continuous even for changes between these two contributions. First,
the case with a smaller value of the left-hand side in (7.23) can be identified as enforcing the
FSI or the FPI conditions (dynamic equilibrium (7.8) in the case equal to zero, a vanishing
relative velocity (7.11), and a prevalent gap gnh > 0 (7.7)). For a smaller value of right-hand side
in (7.23), the contact conditions are applied (no-penetration condition (7.7) in the case equal
to zero, the dynamic equilibrium (7.10) due to the chosen unique contact stress σS/P,nn

h , and a
negative relative traction (σ

S/P,nn
h − σF,nn

h ) < 0 (7.8)). As a result, condition (7.9) is fulfilled
for both cases automatically. In case no feasible projection exists, an infinite gap is assumed and
thus the FSI or the FPI conditions are incorporated.
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Remark 7.1 (Evaluation of the poroelastic Cauchy stress σP
h in σS/P,nn

h ). It can be directly seen
from the definition of the second Piola-Kirchhoff stress tensor in (2.50), that SP

h and thus also
σP

h includes, besides the deformation-dependent component, a porous fluid pressure-dependent
contribution. Thus, also the normal poroelastic Cauchy stress σP,nn

h on the potential contact
interface Γ̆P,c

h is porous fluid pressure pP
h -dependent. This additional dependency is the main

difference compared to the evaluation of the normal solid Cauchy stress σS,nn
h .

At first, the formulation when the contact conditions are enforced is discussed (left-hand side
in (7.23)).To account for the balance of linear momentum on the interface (7.10), which reduces

in the contact case to σS/P,nn
h =

ˇ
σ

S/P,nn
h , a unique contact stress σS/P,nn

h for both potentially con-
tacting surfaces is applied. This means that always the same contact stress for both (potentially)
contacting points (determined by the projection) on the contact interface is applied regardless
on which side of the contact interface the term is evaluated. In principle, different weighting
strategies to include the consistent stresses of the two adjacent domains are possible. The most
simple one is to directly apply the consistent stress of one contact partner e.g. σS/P,nn

h := σS1,nn
h

or σS/P,nn
h := σP2,nn

h leading to an inherent bias of the formulation. Taking into account the stress
of both contacting sides, e.g. σS/P,nn

h := ωcσS1,nn
h + (1 − ωc)σP2,nn

h , with the weighting factor
ωc ∈ [0, 1] an unbiased method can be constructed. This is the case for the average weighting
ωc = 1/2, which is applied in the works of Chouly et al. [63], Mlika et al. [156], and a harmonic
weighting based on the material parameters and the mesh size of both contacting domains, which
is applied in the works of Burman and Zunino [49], Seitz et al. [196] and in Chapter 6. The
additional consistent penalty contribution γS/P,cgnh ensures enforcement of the no-penetration
condition (7.7) and is required for a stable discrete formulation, as it is well-known from various
studies on the Nitsche method for contact problems, see the work of Chouly and Hild [61].

In the following, the formulation when the FSI- or FPI-interface conditions are enforced is
outlined (right-hand side in (7.23)). In this case, the normal fluid stress σF,nn

h represents the
interface traction on all involved interfaces ΓS,I

h , ΓP,I
h , and ΓF,I

h . Therefore, the balance of linear
momentum specified by the inequality (7.8) in the case equal to zero and equation (7.9) for gnh 6=
0 , and as a result condition (7.10) for each side separately, are fulfilled. Again, a consistent and
properly scaled penalty γFSIv

S/P,rel,n
h contribution is added to enforce the kinematic constraint

(7.11) and to stabilize the formulation. Additionally to this, a consistent skew-symmetric adjoint-
consistency term is added to the weak form (7.21)

WFPS,n
h,Γ,Adj

[(
δvF

h , δp
F
h

)
,
(
uS

h,v
F
h ,u

P
h ,v

P
h , p

P
h

)]
=〈

δpF
hnh − 2µFεF(δvF

h)nh, v
S/P,rel,n
h nh

〉
ΓFS

h ∪ΓFP
h

. (7.24)

This contribution enables a direct compensation of the destabilizing effects arising from the fluid
pressure pF

h , when representing the interface traction by the fluid stress σF,nn
h . Also this term is

consistent as it includes the constraint (7.11).

Remark 7.2 (Distinction of the different cases of the Nitsche-based contribution). The distinc-
tion between the contact- and the FSI/FPI-coupling based on the minimum function in (7.23)
deviates from a classification based on a purely geometric criterion. A purely geometric crite-
rion is used to specify the discrete fluid domain ΩF

h and also the interface ΓF,I
h to ensure consis-

tency between the two. Thus, combining the geometric classification of the fluid test functions
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(
δvF

h,∅, δp
F
h,∅

)
in (7.22) with the distinction in (7.23), finally, four cases for the resulting inter-

face contributionsWFPS,n
h,Γ to the weak form (7.21) can be distinguished. A more elaborate and

detailed discussion on this aspect for FSCI can be found in Chapter 6.

7.2.2.2 Coupling of the Porous Fluids

So far, only the coupling of the poroelastic mixture and the other domains is considered. The
interaction of the porous fluid with the other domains is still missing. The resulting traction
contributes to the weak form (7.21) by the last term on the interface ΓP,I

h . To take into account
all corresponding conditions (7.11) and (7.14)-(7.17), the following numerical porous interface
pressure is applied in the weak form (7.21)

pP
h = αP

∗

 pP
h on Γ̆PS,c

h

1
2

(
pP

h + p̌P
h

)
on Γ̆PP,c

h

− (1− αP
∗
)

(σF,nn
h + γFSIv

S/P,rel,n
h )E , (7.25)

making use of the scalar porous interface type indicator αP
∗ ∈ [0, 1]. Herein, the representation

of the pressure pP
h is subdivided by the scalar αP

∗ into the contact interface part ΓP,c
h and the

FPI interface part ΓFP
h of the porous interface ΓP,I

h to account for the varying prevalent conditions.
Directly utilizing the geometry of the discrete interfaces results in a sharp interface indicator
αP
∗ = αP

sharp

αP
sharp =

{
0.0 on ΓFP

h

1.0 on ΓP,c
h .

(7.26)

For the coupling of viscous fluid and porous fluid on ΓFP
h the same interface stress as presented

in the previous Section 7.2.2.1 is applied. As a result, the effective numerical traction acting on
both boundary integrals of the fluid and porous fluid interface is (σF,nn

h + γFSIv
S/P,rel,n
h )E and,

thus, the dynamic equilibrium between viscous and porous fluid (7.16) is fulfilled. The addi-
tional penalty contribution vanishes for a fulfilled mass balance (7.11) and thus it is consistent.
Combining this contribution and the one elaborated in Section 7.2.2.1, results in the formulation
for FPI presented and analyzed already in Chapter 4.

For the poroelastic contact case on ΓP,c
h , two different definitions for pP

h are chosen depending
whether the second participating domain is a solid domain or a poroelastic domain. Additional
skew-symmetric adjoint-consistency like terms enforce the kinematic constraints and ensure a
robust discrete formulation. This additional terms in the weak form (7.21) are consistent as they
include the balance of mass on the interface (7.14) or (7.15)

WPF,c
h,Γ,Adj

[
δpP

h ,
(
uP

h ,v
P
h , p

P
h

)]
=

− αP
∗

〈
δpP

h , v
P,seepage,n
h

〉
Γ̆PS,c

h

− αP
∗

〈
1

2

(
δpP

h + ˇδpP
h

)
, vP,seepage,n

h

〉
Γ̆PP,c

h

. (7.27)

Herein, the scalar porous interface type indicator αP
∗ is utilized in order to ensure that the con-

tribution (7.27) is scaled to correspond to the first term in (7.25). In the case of poroelastic-solid
contact on ΓPS,c

h , the pressure of the poroelastic domain is directly utilized as the representative
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interface traction acting on the porous fluid. This is accompanied by the first term in (7.27),
which includes the no-outflow condition (7.14). For the case of poroelastic-poroelastic contact
on ΓPP,c

h , the mean porous pressure based on both contacting domains is used to account for the
dynamic equilibrium (7.17). The corresponding second term in (7.27) is constructed by an aver-
age weighting of the pressure test function of both contacting interfaces. Due to the integration
of this term on both contacting sides, this contribution is consistent as it includes the balance of
mass (7.15).

While specification (7.25) results in a continuous pressure when considering the exact solution
of the problem (as conditions (7.11), (7.16), and (7.17) are fulfilled), this is not true for the
discrete formulation. To retain continuity of the formulation, which is essential for the gradient-
based nonlinear solution strategy, an alternative definition for αP

∗ = αP
smooth ∈ [0, 1] is applied

αP
smooth =


0.0 on ΓFP

h \ Γ̆P,c
h

max [0.0, 1.0− gnh · (a · h)−1] on Γ̆P,c
h \ ΓP,c

h ,

1.0 on ΓP,c
h

(7.28)

which includes a constant a, that is set to a = 0.01 for the presented numerical examples. This
formulation ensures a continuous transition of the representative interface pressure pP

h between
contact and FPI. Based on the gap of the contacting interfaces a combination of both interface
contributions is considered for: 0 < gnh < a · h, while the formulation remains unaltered for the
remaining range. Herein, h corresponds to a characteristic element size of the fluid discretization.
For the numerical examples presented in this work, h is specified as the diagonal of the uniform
elements.

Remark 7.3 (Discrete distinction of interface types for porous flow coupling). In contrast to
the distinction between contact and FSI/FPI in Section 7.2.2.1, a purely geometrical criteria is
applied to specify the numerical porous interface pressure pP

h (7.25). Computed results based
on the direct application of the decision given by the “active” side of the min-function in (7.23)
also for pP

h , do not fulfill the conditions of fluid mass balance (7.14) and (7.15) as prescribed.
The reason for the behavior is that the decision in (7.23) can vary locally for some small areas
on the contact interface, e.g. due to the discrete error of σS/P,nn

h . Due to the continuity of σnnh

when changing the condition type in (7.23) this does not have a significant effect on terms in-
cluding σnnh . In contrast to this, due to the numerical error, the porous pressure and fluid stress
based contributions in (7.25) are not equal at the points of changing conditions specified by
(7.23). Thus, a change from contact to FSI/FPI conditions can have an essential effect on terms
including pP

h , and as a consequence on the fulfillment of the corresponding porous fluid mass
balance.

7.2.2.3 Fluid Stress Extension Approach

When evaluating (7.23) in the discrete weak form, the extension of the numerical fluid stress
(σF,nn

h +γFSIv
S/P,rel,n
h ) has to be applied. From a physical point of view, this extended fluid stress

has its main impact onto the response of such a system by specifying the state when contact is
released.

As a first step to evaluate the extension, the extension origin position xE ∈ ΓFS
h ∪ ΓFP

h based
on the position x ∈ ΓS,c

h ∪ΓP,c
h to which the quantity of interest should be extended is computed.
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This position xE(x) is determined as the closest point on the border line of contact
(
ΓFS

h ∪ΓFP
h

)
∩(

ΓS,c
h ∪ ΓP,c

h

)
to the position of interest x .

In the following, two approaches will be discussed. The first variant is a simple constant
extension approach, applied to the extension of a scalar quantity ∗, as already presented and
applied in Chapter 6

Econst.x [∗ (xE(x))] := ∗ (xE(x)) . (7.29)

The value of the scalar quantity ∗ evaluated at the extension origin position xE is directly utilized
as its extension. This simple approach is typically sufficient for configurations where contact is
released solely close to the fluid domain. In the case a poroelastic domain is involved in contact,
the porous fluid pressure pP

h provides a physically motivated and more accurate extension also far
from the fluid domain. The physically motivated extension of the numerical fluid stress making
use of the porous fluid pressure is specified as

EF−stress
x

[
σF,nn

h + γFSIv
S/P,rel,n
h

]
:=

(1− αE)Econst.x

[
σF,nn

h + γFSIv
S/P,rel,n
h

]
− αE

 pP
h on ΓPS,c

h

1
2

(
pP

h + p̌P
h

)
on ΓPP,c

h

 (x). (7.30)

Herein, the scalar weighting factor αE = min [1, ||x− xE || · c · h−1] ∈ [0, 1] (with c = 1)
continuously combines the constant extension approach (7.29) with the physically motivated
approach based on the porous fluid pressure. Combining these two approaches ensures that the
extension is continuous (as it is based on the numerical fluid stress (σF,nn

h + γFSIv
S/P,rel,n
h ) close

to the fluid domain) and on the other hand it is physically meaningful far from the fluid domain
(as it is based on the porous fluid pressure far from the fluid domain). The interpolation zone
between these two strategies is based on a characteristic element size h of the underlying fluid
discretization. Depending on the number of involved poroelastic domains in the contact, either
the porous fluid pressure is taken directly on ΓPS,c

h or the mean porous fluid pressure of the
two contacting bodies is used on ΓPP,c

h . Since no fluid pressure information in the contact zone
is available on the solid-solid contact interface ΓSS,c

h , the constant extension approach (7.29) is
utilized thereon.

7.2.3 Nitsche-based Method on the Overall Coupling Interface Γh in
Tangential Direction

To incorporate the condition in tangential interface direction (7.18)-(7.20), a Nitsche-based method
for the general Navier interface condition is applied. This formulation, which is robust for any
slip length κ ∈ [0,∞], is based on the work Juntunen and Stenberg [132] for the Poisson prob-
lem and the work of Winter et al. [226] for the linearized fluid problem. This approach was
already applied to FPI and FSCI problems in Chapter 4, Chapter 5, and Chapter 6. A common
representation of the tangential interface stress σnh ·P t in both the fluid and the solid/poroelastic
boundary integrals allows incorporating the dynamic equilibrium (7.19) directly. Due to the con-
sideration of frictionless contact in (7.18), the numerical tangential interface traction vanishes
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directly on the contacting part interface

σnh · P t = 0 on ΓS,c
h ∪ ΓP,c

h . (7.31)

To incorporate the general Navier condition (7.20), the following specification of the interface
stress on the interfaces ΓFS

h and ΓFP
h is consulted:

σnh · P t =
(γFSI,t

0 )−1hΓ

κµF + (γFSI,t
0 )−1hΓ

[
−σF

h · nF
h +

µF

(γFSI,t
0 )−1hΓ

v
S/P,rel
h

]
· P t on ΓFS

h ∪ ΓFP
h .

(7.32)

Insertion of these interface stress definitions results in the following tangential contributions to
the weak form (7.21)

WFPS,t
h,Γ

[(
δuS

h, δv
F
h , δu

P
h

)
,
(
uS

h,v
F
h ,u

P
h ,v

P
h , p

P
h

)]
= −

〈
δvF

h − δu
S/P
h ,σF

h · nF
h · P t

〉
ΓFS

h ∪ΓFP
h

+
µF

κµF + (γFSI,t
0 )−1hΓ

〈
δvF

h − δu
S/P
h ,

[
v

S/P,rel
h + κσF

h · nF
h

]
· P t

〉
ΓFS

h ∪ΓFP
h

. (7.33)

Additionally, a skew-symmetric adjoint-consistency term is added

WFPS,t
h,Γ,Adj

[
δvF

h ,
(
uS

h,v
F
h ,u

P
h ,v

P
h , p

P
h

)]
=

− (γFSI,t
0 )−1hΓ

κµF + (γFSI,t
0 )−1hΓ

〈
−2µFεF(δvF

h) · nF
h ,
[
v

S/P,rel
h + κσF

h · nF
h

]
· P t

〉
ΓFS

h ∪ΓFP
h

. (7.34)

The first term in (7.33) shows that the tangential interface stress is represented by the fluid stress
and, as a result, the dynamic equilibrium (7.19) is automatically fulfilled. It can be directly seen
that the second, penalty like, term in (7.33) and the contribution (7.34) vanish in the case the
tangential kinematic condition (7.20) is fulfilled and, thus, these terms are consistent. These
two additional terms enforce the general Navier condition (7.20) and balance the destabilizing
effect of the viscous stress on the interface introduced by the first term in (7.33). The constant
tangential penalty parameter γFSI,t

0 > 0 is specified sufficiently large.

Definition of the Slip Length κ As already discussed in Section 7.1.3, the general Navier
interface condition is considered to result in a continuous formulation, while taking into account
the different tangential interface conditions on an FSI (κ = 0), FPI (κ = κBJ), or contact (κ =
∞) interface. To incorporate these conditions, the slip length κ on the fluid interface ΓF,I

h is
specified as

κ :=

{
κc on ΓFS

h

κBJ + κc on ΓFP
h

, with κc :=


0 if gnh > h

κ0h
[
h
gnh
− 1
]

if h ≥ gnh > 0.

∞ otherwise

(7.35)

Herein, an interpolation, which is based on the normal gap gnh , of the slip length between the
aforementioned limit cases depending on the spatial resolution of the computation fluid mesh is
performed. The unmodified FSI/FPI interface conditions are applied down to a minimal distance
specified by the fluid element size h. Thus, for refined computational discretizations the size
of the interpolation zone decreases. The constant reference slip length κ0 allows specifying the
interpolation function.
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7.3 The Coupled Discrete FPSCI Problem
Specified by the discrete solution spaces and discrete test functions spaces of the underly-
ing physical fields, which are defined in (2.106) for the structural problem, in (2.110) for the
fluid problem, and in (2.119) for the poroelastic problem, the overall discrete solution space
SxFPSCI,h,n+1 and the test function space TδxFPSCI,h,n+1 is defined as

SxFPSCI,h,n+1 := SuS,h,n+1 × SvF,h,n+1 × SpF,h,n+1 × SuP,h,n+1 × SvP,h,n+1 × SpP,h

TδxFPSCI,h,n+1 := TδuS,h × TδvF,h,n+1 × TδpF,h,n+1 × TδuP,h × TδvP,h × TδpP,h (7.36)

The overall discrete test function δxFPSCI
h and discrete solution state xFPSCI

h,n+1 are given by

xFPSCI
h,n+1 :=

(
uS

h,n+1,v
F
h,n+1, p

F
h,n+1,v

P
h,n+1,u

P
h,n+1, p

P
h,n+1

)
,

δxFPSCI
h :=

(
δuS

h, δv
F
h , δp

F
h , δv

P
h , δu

P
h , δp

P
h

)
. (7.37)

By insertion of the interface traction σnh in normal direction specified in (7.23) into WFPS,n
h,Γ

and in tangential direction specified in (7.31) and (7.32) into WFPS,t
h,Γ , and insertion of the in-

terface fluid pressure pP
h specified in (7.25) into WPF,c

h,Γ,n+1 allows determining the coupled dis-
crete weak form (7.21). Summing up the additional adjoint-consistency terms (7.24), (7.34), and
(7.27), the following discrete weak form of the FPSCI problem, using definitions (7.36) and
(7.37), has to be solved

Find xFPSCI
h,n+1 ∈ SxFPSCI,h,n+1 such that for all δx

FPSCI
h ∈ TδxFPSCI,h,n+1:

WFPSCI
h,n+1

[
δxFPSCI

h ,xFPSCI
h,n+1

]
=

WS
h,n+1

[
δuS

h,u
S
h,n+1

]
+WF,CUT

h,n+1

[(
δvF

h , δp
F
h

)
,
(
vF

h,n+1, p
F
h,n+1

)]
+WP

h,n+1

[(
δvP

h , δu
P
h , δp

P
h

)
,
(
vP

h,n+1,u
P
h,n+1, p

P
h,n+1

)]
+

+WFPS,n
h,Γ,n+1

[(
δuS

h, δv
F
h , δu

P
h

)
,
(
uS

h,n+1,v
F
h,n+1, p

F
h,n+1,u

P
h,n+1,v

P
h,n+1, p

P
h,n+1

)]
+WFPS,t

h,Γ,n+1

[(
δuS

h, δv
F
h , δu

P
h

)
,
(
uS

h,n+1,v
F
h,n+1,u

P
h,n+1,v

P
h,n+1, p

P
h,n+1

)]
+WFPS,n

h,Γ,Adj,n+1

[(
δvF

h , δp
F
h

)
,
(
uS

h,n+1,v
F
h,n+1,u

P
h,n+1,v

P
h,n+1, p

P
h,n+1

)]
+WFPS,t

h,Γ,Adj,n+1

[
δvF

h ,
(
uS

h,n+1,v
F
h,n+1,u

P
h,n+1,v

P
h,n+1, p

P
h,n+1

)]
+WPF,c

h,Γ,n+1

[
δvP

h ,
(
uS

h,n+1,v
F
h,n+1, p

F
h,n+1,u

P
h,n+1,v

P
h,n+1, p

P
h,n+1

)]
+WPF,c

h,Γ,Adj,n+1

[
δpP

h ,
(
uP

h,n+1,v
P
h,n+1, p

P
h,n+1

)]
. (7.38)

The additional index n + 1 in WFPS,n
h,Γ,n+1, W

FPS,t
h,Γ,n+1, W

FPS,n
h,Γ,Adj,n+1, W

FPS,t
h,Γ,Adj,n+1, W

PF,c
h,Γ,n+1, and

WPF,c
h,Γ,Adj,n+1 specifies that the terms which are integrated on the interface 〈∗, ∗〉Γh

are evaluated
as 〈∗, ∗〉Γh,n+1,n+θ according to the utilized notation for the temporal discretization introduced in
Section 2.2.1.3.

The Newton-Raphson like nonlinear solution procedure to solve the aforementioned system
for the vector of unknown nodal states

xFPSCI
n+1 :=

[(
uS
n+1

)T
,
(
vF
n+1

)T
,
(
pF

n+1

)T
,
(
uP
n+1

)T
,
(
vP
n+1

)T
,
(
pP

n+1

)T]T
, (7.39)
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is discussed in Section 3.4. The algorithmic details presented in Chapter 6, in Section 6.3.1 and
Section 6.3.2 are applied for the monolithic solution procedure of the subsequently presented
numerical examples.

7.4 Numerical Examples: General FPSCI

In the following, three numerical examples to analyze the introduced formulation and to demon-
strate its capabilities are presented. In order to make the presentation as clear as possible, the
index h to specify discrete quantities has been omitted for all numerical examples.

7.4.1 Falling, Contacting, and Lifting of a Rounded Poroelastic
Stamp

To analyze basic properties of the presented formulation for FPSCI, a simple configuration which
includes the falling, the contacting, and the lifting process of a rounded poroelastic stamp is in-
vestigated. A similar configuration is already analyzed for FSCI in Chapter 6. However, to show
specific aspects of contact with poroelastic bodies a configuration with a reduced radius of the
stamp and an additional hole in the stamp is considered. To verify both contact configurations,
the poroelastic-solid contact and the poroelastic-poroelastic contact, two varying setups includ-
ing a impermeable and a porous permeable foundation in combination with the poroelastic stamp
are taken into account. By making use of the symmetry of this configuration, just the half domain
of interest is solved in the following.

l
g

a

b

c

df

r1 r2ΓF,N

ΓP,N

Ω2

Ω1

ΩF
Γ1
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Γ3
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P1
P2

v̂F · n = ûP · n = 0

a = 0.5, b = 1.5
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l = 1.5, g = 1.0x

y
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0.0 500.0 1000.0 1500.0 2000.0 2500.0
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External load

poro load ||ĥP,N
0 ||

fluid load ||ĥF,N||

Figure 7.2: Geometry and basic boundary conditions for the falling, contacting, and lifting of a rounded poroelastic
stamp. The overall interface is marked by the red lines. Due to the symmetry of the configuration, only
the part with x ≤ 0 is considered. The three points P0, P1 and P2, marked by the green circles, will be
used to discuss the deformation of the interface (left). The time-dependent external loads, the fluid load
ĥ

F,N
acting on the boundary ΓF,N and the poroelastic mixture load ĥ

P,N

0 acting on the boundary ΓP,N
0 ,

are given in the diagram (right).

Problem Description The geometry and the basic boundary conditions of the considered
configuration are visualized in Figure 7.2 (left), where the coupling interface Γ is marked by
the red boundary. While the domain Ω1 is a poroelastic domain Ω1 ⊆ ΩP for all considered
setups, the second domain Ω2 is specified either as a solid domain Ω2 = ΩS (variant V-SP) or a
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poroelastic domain Ω2 ⊂ ΩP (variant V-PP). The domain Ω2 is rigid, which is taken into account
by a zero displacement Dirichlet in this domain. On the overall coupling interface Γ = Γ1∪Γ2, all
conditions are incorporated according to the formulations presented in Sections 7.2.2 and 7.2.3.
On the entire boundary of the poroelastic domain (∂ΩP = ∂Ω1 for V-SP, ∂ΩP = ∂Ω1 ∪ ∂Ω2 for
V-PP) excluding most of the coupling interface (Γ1 ∪ Γ2 \ Γ3), a no-outflow condition on the
poroelastic fluid (vP,seepage,n = 0) is prescribed. Whereas this condition is enforced by a Dirichlet
boundary condition for v̂P,n = 0 on boundaries which are fixed in normal direction ûP · n = 0,
a weak imposition (by a formulation similar to solid-poroelastic contact in Section 7.2.2.2) of
this condition is applied for the remaining boundaries. The stamp Ω1 is exposed to a constant-in-
time Neumann load in negative y−direction on boundary ΓP,N which induces the falling motion
(see Figure 7.2 (right)). This will finally lead to a contacting of both domains Ω1 and Ω2. For
t > 1000, a linearly increasing fluid Neumann load is prescribed on boundary ΓF,N causing the
lifting motion of the poroelastic stamp.

The density of the fluid is ρF = 10−3 and the dynamic viscosity is µF = 1. In the poroelastic
domains the initial porosity is φ̊ = 0.5 and the isotrope material permeability K = K · I is
specified by the scalar permeability K. As the flow resistance (given by the permeability) in the
porous medium has an essential impact on the contacting and lifting behavior of the stamp, the
solution is computed for two specifications of the permeability K = 10−3 or K = 10−4. The
initial density ρS

0 = 10−3 in the solid domain ΩS and the macroscopic averaged initial density
of the solid phase ρ̃PS

0 = 10−3 in the poroelastic domain ΩP are equal to the fluid density.
A Neo-Hookean material model (2.17), with Young’s modulus E = 50 and Poisson’s ratio
ν = 0 accounts for the strain energy due to the macroscopic deformation of the solid phase
(ψP,skel(CP, JP)). Additionally, the volumetric contribution (2.48) with parameter κP = 100
and a penalty contribution (2.49) with parameter ηP = 1 are applied.

The computational meshes of the domains Ω1 and Ω2, which are fitted to the boundaries
and interfaces, consist of 710 and 175 elements, respectively. To discretize the fluid domain, a
structured grid with 16 × 24 = 384 elements is used. This computational mesh is not fitted
to the interface Γ but fitted to the boundaries. Taking into account the rigid domain Ω2, the
contact interface stress σS/P,nn is exclusively based on the states of domain Ω1. The reference
slip length is specified to κ0 = 0.1 and the model parameter for the BJ condition is αBJ = 1.
The constants for the Nitsche penalty parameters are γS/P,c

0 = 1 and γFSI
0 = γFSI,t

0 = 35. To
reflect the varying dynamics of the system in the temporal discretization, three different sizes of
the time step (∆t = 0.01 for t ∈ [0, 20], ∆t = 0.2 for t ∈ [20, 420], ∆t = 2.0 for t > 420) are
applied in the Backward Euler scheme (θ = 1.0).

Numerical Results and Discussion First, the computed results for both variants V-SP
and V-PP in combination with the larger permeability K = 10−3 are analyzed. In Figure 7.3,
the computed vertical gap between both contacting interfaces is presented. It can be directly
seen that the no-penetration condition of contact (7.7) is fulfilled as no negative values of the
gap occur. At the initial phase the gap shrinks due to the vertical motion of the upper domain
Ω1. A zero gap, and thus contact between interfaces Γ1 and Γ2, occurs first for the mid point
P1. Contact of the right-most point P0 is established later, and thus, in the meantime, a fluid
subdomain not connected to the main part of the fluid domain occurs temporary close to P0. Due
to the permeability of the poroelastic domain, the fluid in this “island” is transported through
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Figure 7.3: Computed vertical gap between the potentially contacting interfaces Γ1 and Γ2 at three positions for
the scalar permeability K = 10−3. The continuous lines show the results for variant V-SP while the
dotted lines show the computed results for V-PP. The time interval t ∈ [150, 1000] is not shown since
the system is almost in rest. The positions P0, P1 and P2 in the undeformed configuration are marked in
Figure 7.2 (left) by green circles.

the poroelastic medium back to the main part of the fluid domain. For t ≈ 150, where the
vertical motion of domain Ω1 almost finished, the left-most point P2 did not contact the lower
interface Γ1. Due to the applied fluid load for t > 1000, a lifting domain Ω1 can be observed. As
expected, the separation of both contacting domains occurs for t > 2000 due to the fluid inertia.
A comparison of both variants V-SP and V-PP reveals that all occurring processes are faster for
the variant including two poroelastic domains. Nevertheless, the principal processes are similar
and for low values of the fluid pressure (see Figure 7.3) in t ∈ [100, 1500], as expected, almost
equal.

In Figure 7.4, the average interface traction on the circular part of interface Γ1 is shown. These
quantities allow to analyze the correct contacting and lift-off behavior. At the initial phase, the
overall traction which equals the FPI traction, evolves towards 2.0, which is the external load
||ĥP,N

0 ||. Due to the subsequent contacting process, an increasing fraction of the overall traction
is transmitted by the contact traction. In the following period, the system comes to rest, and thus
all fluid forces including the pressure vanish. As a result, the overall interface traction equals
the contact traction. For t > 1000, due to the increasing fluid pressure an increasing fraction of
overall traction is transmitted by the FPI traction. Finally, at the point in time where the average
fluid pressure reaches the value 2.0 (= ||ĥP,N

0 ||), contact between both domains releases, which is
indicated by the vanishing contact traction. Due to the fluid dynamics, this lift-off occurs slightly
after t = 2000, the point in time when the external load which is acting on the fluid boundary
ΓF,N, reaches the value 2.0.

A more detailed look at Figure 7.4 reveals an additional aspect. At t ≈ 1400, a discontinuity
of the FPI traction and the contact traction can be observed. This occurs due to a simultaneous
change of the interface conditions (from contact to FPI) on a large area in the neighborhood of
position x = 0. As a result of the definition of the numerical interface traction in (7.23), still,
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Figure 7.4: Computed average traction on the circular part of interface Γ1 for the scalar permeability K = 10−3.
The average traction is computed in a post processing step by integration of the respective quantity
(expressed by the nodal contributions on the poroelastic discretization) on the interface and division by
the interface area. Shown are, “av. pP”, the average fluid pressure: based on the porous fluid pressure
pP, “av. σnh”, the average overall traction: based on numerical interface traction (7.23) and (7.32), “av.
σc,nh ”, the average contact traction: based only on the right-hand side of numerical normal interface
traction (7.23), “av. σFPI,n

h ”, the average FPI traction: based only on the left-hand side of numerical
normal interface traction (7.23) and the tangential interface traction (7.32). The continuous lines show
the results for variant V-SP while the dotted lines show the computed results for V-PP. The time interval
t ∈ [150, 1000] is not shown since the system is almost in rest.

there is no discontinuity in the overall traction and thus on the effect of interface treatment on
the overall FPSCI system.

To give a comprehensive view on the presented formulation for FPSCI, the previously pre-
sented computations where also performed with a reduced permeability K = 10−4, which has
a significant influence on the system behavior. The computed vertical gap at three positions on
the interface is shown in Figure 7.5. While contact and a lift-off process of the domains Ω1

and Ω2 still occurs, all processes are slowed down and the system does not completely come
to rest after contact is established. A comparison of the computed vertical gap for K = 10−3

and K = 10−4 at t ≈ 1000 reveals that the deformation of the interface is almost equal. This
behavior is expected due to the low fluid pressure.

In Figure 7.6, the average interface traction on the circular part of interface Γ1 computed for
the permeability K = 10−4 is shown. The discussion of the principal processes for the case with
the higher permeability applies also for this case and, thus, only differences are mentioned here.
In contrast to the computed results shown in Figure 7.4, at t ≈ 450 and t ≈ 600, the discontinuity
of the FPI traction and the contact traction can be observed already in the contacting phase. Still,
the computed overall traction is continuous also for this point in time. Due to the increased fluid
resistance for this configuration, the porous pressure on the interface does not reach zero at
t = 1000.
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Figure 7.5: Computed vertical gap between the potentially contacting interfaces Γ1 and Γ2 at three positions for the
scalar permeability K = 10−4. The continuous lines show the results for variant V-SP while the dotted
lines show the computed results for V-PP. The positions P0, P1 and P2 in the undeformed configuration
are marked in Figure 7.2 (left) by green circles.
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Figure 7.6: Computed average traction on the circular part of interface Γ1 for the scalar permeability K = 10−4.
The average traction is computed in a post processing step by integration of the respective quantity
(expressed by the nodal contributions on the poroelastic discretization) on the interface and division by
the interface area. Shown are, “av. pP”, the average fluid pressure: based on the porous fluid pressure
pP, “av. σnh”, the average overall traction: based on numerical interface traction (7.23) and (7.32), “av.
σc,nh ”, the average contact traction: based only on the right-hand side of numerical normal interface
traction (7.23), “av. σFPI,n

h ”, the average FPI traction: based only on the left-hand side of numerical
normal interface traction (7.23) and the tangential interface traction (7.32). The continuous lines show
the results for variant V-SP while the dotted lines show the computed results for V-PP.
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Figure 7.7: Visualization of the computed falling, contacting, and lifting of a rounded poroelastic stamp for variant
V-PP with permeability K = 10−3 at five instances in time t = 44, t = 64, t = 200, t = 1700, and
t = 2100. The color code in the fluid domain and poroelastic domain illustrates the fluid pressure or the
porous fluid pressure, respectively. The arrows represent the interface traction and are colored according
to the color code. The contact traction includes the right-hand side of numerical normal interface traction
(7.23). The overall traction includes all contributions to σnh ((7.23) and (7.32)). The FPI traction equals
the overall traction minus the contact traction. The traction arrows are based on the nodal contributions
of the interface traction to the weak form of the poroelastic domain. In the left-most column, the fluid
flow is visualized by black streamlines which are based on vF in the fluid domain and on vP,seepage in
the poroelastic domain, respectively.
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To illustrate the results, a detailed view of the computed solution for variant V-PP with per-
meability permeability K = 10−3 is given in Figure 7.7. It can be seen that for all instances in
time, the FPI traction equals the surrounding fluid pressure (cf. middle column) as the normal
viscous interface traction is negligible for this problem setup. In the transition zone to contact,
a smaller nodal FPI traction can be observed which is a result of the contact enforcement in
the support of this node (see contact traction arrows). On the other hand, the contact traction is
always larger than the fluid pressure (excluding the transition zone, where nodes get both the
FPI and the contact traction contributions). This is a result of condition (7.8) and reproduced by
the numerical procedure. The overall traction, which is finally effecting the poroelastic domains,
combines the FPI traction and the contact traction. It can be observed that the overall traction
curve is continuous also in the transition zone between contact and FPI.

Investigation of the Fluid Stress Extension Strategy In Section 7.2.2.3, a physically
motivated extension of the fluid stress based on the porous fluid pressure is presented. While this
seems more complex than the constant extension, which is applied in Chapter 6, it is advanta-
geous for certain configuration due to the improved physical foundation. To demonstrate such a
situation, the configuration variant V-PP with permeability K = 10−3 considered previously is
slightly modified. For t > 1000, instead of the no-outflow condition on the porous boundary Γ4,
a fluid load, with the same time-dependent absolute value for ĥPF,N as shown in Figure 7.2, is
prescribed. On the fluid boundary ΓF,N a zero-traction boundary condition is applied.

Time t = 1100 t = 1700 t = 1980
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Fluid pressure, Porous fluid pressure, Contact traction

Figure 7.8: Detailed view on the computed solution for the modified configuration to test the fluid stress extension
strategy at three instances in time t = 1100, t = 1700, and t = 1980. In the top row the physically
motivated fluid stress extension approach (7.30) is applied. In the bottom row the constant fluid stress
extension approach (7.29) is applied. The color code in the fluid domain and the poroelastic visualizes
the fluid pressure. The arrows represent the contact traction and are colored by its magnitude.
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In Figure 7.8, a comparison of the computed results for the physically motivated fluid stress
extension approach (7.30) and the constant fluid stress extension approach (7.29) is given. The
difference between both configurations occurs close to the position x = 0. For t = 1100, there
is no difference between both extension strategies since the porous fluid pressure pP is smaller
than the contact traction in the entire contact zone. This changed at t = 1700, here the right-most
part of the stamp releases contact due to the increasing fluid pressure when using the physically
motivated extension approach. In contrast to that, when applying the constant extension strategy
no release occurs. This is expected since the fluid pressure in the fluid domain, which is extended
by this approach, is lower than the porous pressure at x = 0. It can be seen that the contact
traction around x = 0 is lower than the fluid pressure, and thus it is non-physical as it violates
the contact condition (7.8). Note that the contact traction and fluid traction have a negative sign.
In principle the same, yet more pronounced, configuration can be observed for the point in time
t = 1980.

This difference between the two extension approaches is a result of the large distance between
the contact release zone and the fluid domain as well as the prevalent pressure gradient. For
configurations where one of these two criteria is not fulfill, the error introduce by the constant
extension approach will be less pronounced or even not observable. Still, for more complex
configurations this cannot be ruled out in general and, thus, the physical motivated extension
strategy which utilizes the porous pressure will be applied for all computations.

7.4.2 Flow-Driven Squeezed Elastic Structure

The computational analysis of the squeezing of an initially cylindrical elastic body Ω2 through
a second elastic body Ω1 in surrounding fluid, is the second numerical example considered for
FPSCI. Different configurations with one or two permeable poroelastic bodies allow to demon-
strate the capability of the formulation to handle frequent changes between contact and FSI/FPI
including large contacting areas and essential topological changes. The same problem configu-
ration was already analyzed for FSCI with impermeable solids in Chapter 6.

Problem Description The geometric problem configuration as well as all basic boundary
conditions are shown in Figure 7.9 (left). Three variants with a different classification of poro-
elastic and impermeable elastic domains are taken into account. In variant V-PP, both domains
Ω1 ∪ Ω2 = ΩP are poroelastic, in variant V-SP, the first domain is an impermeable elastic solid
Ω1 = ΩS while the second domain is poroelastic Ω2 = ΩP, and finally in variant V-PS, the reverse
configuration Ω1 = ΩP and Ω2 = ΩS is considered. The variant V-SS including impermeable
solids in both domains Ω1 ∪Ω2 = ΩS was already presented in Chapter 6 and the results will be
included in the discussion for comparison. On the inflow boundary Γin, a parabolic velocity pro-
file including an initial ramp-up phase v̂F = [0,−100(1− x2)4000t]

T for t ∈ [0.0, 0.00025] and
v̂F = [0,−100(1− x2)]

T for t ∈ [0.00025, 0.02] is prescribed as Dirichlet boundary condition.
On the outflow boundary Γout, a zero-traction Neumann boundary condition is applied.

The density and dynamic viscosity of the incompressible fluid is ρF = 10−6 and µF =
10−5, respectively. The initial density in the solid domain ρS

0 = 10−6 in ΩS and the macro-
scopic averaged initial density of the solid phase in the poroelastic domain ρ̃PS

= 10−6 are
equal to the fluid density. In the poroelastic domain ΩP, the initial porosity is φ̊ = 0.5 and,
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Figure 7.9: Geometry and boundary conditions for the flow driven squeezed elastic structure. Different problem
configurations with poroelastic (ΩP) or impermeable elastic (ΩS) domains Ω1 and Ω2 are considered.
All geometric dimensions which are not explicitly specified in domain Ω1, are defined by symmetry and
replication of the given dimensions (left). Visualization of the discretization for the domains Ω1 and Ω2

(right).

to account for changes of the porous flow resistance, the material permeability is based on an
adaption of the Kozeny-Carman formula (see e.g. the textbook of Coussy [67]) K = KI =

K̊(1− φ̊2)φ̊−3(JPφ)3(1−
(
JPφ

)2
)
−1
I with the initial scalar permeability K̊ = 10−5. The

strain energy density function to characterize the elastic behavior in the solid domains (ψS =
ψNH(CS, JS)) as well as the macroscopic behavior of the solid phase in the poroelastic do-
main (ψP,skel = ψNH(CP, JP)) is given by a Neo-Hookean model (2.17). In the domain Ω1,
the Young’s modulus is EΩ1

= 200 and Poisson’s ratio is νΩ1
= 0.3, whereas the initially cir-

cular domain Ω2 has a lower stiffness, with Young’s modulus EΩ2
= 100 and Poisson’s ratio

νΩ2
= 0.3. In in the poroelastic domain ΩP the additional contributions to the strain energy

density function are the volumetric contribution (2.48) with parameter κP = 40 and the penalty
contribution (2.49) with parameter ηP = 1.

The fluid domain is discretized structured and unfitted to the interface by a discretization
with 120 × 300 = 36000 bilinear elements in the domain [−1, 1] × [0, 5]. The interface-fitted
discretizations of the domains Ω1 and Ω2 is depicted in Figure 7.9 (right) and consists of 4890 and
1562 bilinear elements, respectively. The contact stress σS/P,nn is based on a harmonic weighting
between the stress representation of the adjacent contacting domains. The reference slip length
is specified to κ0 = 0.1 and the model parameter for the BJ condition is αBJ = 1. The constants
for the Nitsche penalty parameters are γS/P,c

0 = 1 and γFSI
0 = γFSI,t

0 = 1. The discretization in
time is performed with θ = 1 and the time step size ∆t = 2 · 10−5 for the initial phase and a
varying time step size ∆t ∈ [5 · 10−6, 2 · 10−7] for the subsequent processes to account for the
changes of the dynamic of the investigated system.
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Numerical Results and Discussion In Figure 7.10, an overview of the entire computed
process for variant V-PP is given by a series of snapshots. The fluid flow induces a vertical motion

0 250 500 750 1000 1200

Velocity
∣∣|vF

∣∣ |
0.4 0.5 0.6

Porosity φ

Figure 7.10: Visualization of the computed fluid velocity in the fluid domain ΩF and the computed poros-
ity in the deformed poroelastic domain ΩP for variant V-PP. The color code represents the fluid
velocity magnitude in the fluid domain and the porosity (element-wise constant visualization)
in the poroelastic domain. Different points in time are represented from top-left to bottom-right
with t = {0.0005, 0.0025, 0.003, 0.004, 0.007, 0.008, 0.0085, 0.009} in the first row, and t =
{0.01, 0.012, 0.013, 0.014, 0.0165, 0.0185, 0.019, 0.0195} in the second row.

of the poroelastic domain Ω2 in the initial phase (0 < t < 0.00288). First contact between the
domains Ω1 and Ω2 establishes at t = 0.00288, which is followed by a second contacting event
at t = 0.00364. As a result, the topology of the fluid domain ΩF is separated into a lower and
upper subdomain. In the subsequent phase (0.00364 < t < 0.008), the pressure in the upper
fluid domain increases which leads to a squeezing of Ω2 and deformation of Ω1. The porosity
in the poroelastic domain increases close to the regions of high pressure, whereas a locally
reduced porosity can be observed at locations including compression of the poroelastic medium.
In the phase t > 0.0084, the domain Ω2 is accelerated rapidly by the release of the elastic
energy stored in the deformation of the poroelastic medium. Within this highly dynamic process
contact on the side x > 0 releases and the fluid domain is recombined. By reestablishing contact
at t = 0.0087, the general process starts again by passing through similar steps as described
above. Nevertheless, due to the varying initial conditions and the varying geometric setup the
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process does not repeat exactly and, thus, allows demonstrating the robustness of the presented
formulation for this challenging configuration.

A more detailed view on the computed process comparing all considered variants V-PS, V-SP,
and V-PP is given in Figure 7.11. In the first row, the initial contacting process for all three vari-
ants can be observed. Compared to the contact of impermeable bodies (V-SS), the inflow of fluid
mass in the poroelastic domains leads to a lower pressure and as a result to a less pronounced
reduction of the relative velocity between both bodies. Contact establishes faster for all variants
including contact with a permeable body than for contact between impermeable bodies. The sec-
ond row shows a state where the fluid domain is separated into a upper subdomain with high
pressure level and a lower subdomain with low pressure by the squeezed domain Ω2 . Due to
the significantly higher flow resistance in the poroelastic domain compared to the fluid domain,
almost the entire drop in the fluid pressure occurs in the poroelastic domains. The fluid flow from
the upper fluid subdomain passes through the poroelastic domain and enters the lower fluid sub-
domain as indicated by the streamlines and arrows. In the third row, the dynamic process where
the domain Ω2 deforms and squeezes through the narrowest constriction is shown. Due to the
relative tangential velocity of Ω1 and Ω2 and the associated local compression and expansion, a
high seepage velocity vP,seepage occurs on the interface ΓFP close to the contact zone. This effect
is especially pronounced for the variants V-PS and V-SP. As a result of the dynamic process, a
local maximum of the pressure can be identified in the domain Ω2 for variants V-SP and V-PP.
The corresponding pressure gradient leads to a fluid flow through the poroelastic contact inter-
face for variant V-PP. Finally, the last row shows the computed states of the system for a point in
time which is minimally later. Due to the high fluid pressure in the fluid domain, a high seepage
velocity vP,seepage can be observed for all configurations.

In Figure 7.12, a comparison of the temporal evolution of the vertical displacement at the
lowest point (in y-direction) of domain Ω2, the fluid pressure at a specific point on the inflow
boundary Γin, the fluid flow rate through the outflow boundary Γout, and the transported fluid
volume through the outflow boundary Γout including all variants V-SS, V-PS, V-SP, and V-PP
is given. While the process is similar for all variants, these curves reveal that the overall pro-
cess is slowed down by the poroelastic medium. This is expected as a part of the fluid volume
passes through the poroelastic medium. While the permeability in domain Ω2 has only a small
effect on the overall process (compare variants V-SS and V-SP), the permeability of domain Ω1

is crucial. The flow rate at the outflow boundary, shown in Figure 7.12 (third row), is subject to
strong fluctuations around the average flow rate at the inflow boundary due to the volume change
of the domains Ω1 and Ω2. A comparison of the transported fluid volume through the outflow
boundary with the transported volume through the inflow boundary, shown in Figure 7.12 (bot-
tom row), reveals that no relevant loss in mass occurs. While temporary deviations arise due to
the compression and expansion of the domains Ω1 and Ω2, no increase in the difference of the
time averaged values between inflow and outflow can be identified.
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Figure 7.11: Visualization of the computed fluid velocity and pressure in the fluid domain ΩF, the computed de-
formation of the solid domain ΩS, and the computed pressure and seepage velocity in the poroelastic
domain ΩP. The color code represents the pressure pF and pP in the fluid and poroelastic domain,
respectively. The black streamlines in the fluid domain ΩF are computed by based on the velocity vF.
The black arrows in the poroelastic domain indicate the seepage velocity vP,seepage. The computed
solution at four characteristic points in time from top-row to bottom-row are represented for each vari-
ant: V-PS: t = 0.0037, t = 0.0071, t = 0.0077, and t = 0.0079 (left-column); V-SP: t = 0.0034, t =
0.0060, t = 0.0066, and t = 0.0068 (mid-column); V-PP: t = 0.0036, t = 0.0071, t = 0.0085, and
t = 0.0086 (right-column). The points in time are selected to compare the three variants based on a
similar deformation state.
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Figure 7.12: Comparison of the computed temporal evolution of different characteristic scalar quantities for the
variants V-SS, V-PS, V-SP, and V-PP. Computed vertical displacement of a point in Ω2 with the initial
coordinateX = [0, 4.4125]T (top row). The fluid pressure at the point with coordinate x = [0, 5.0]T on
the inflow boundary Γin of the fluid domain (second row). The flow rate through the outflow boundary
Γout and the prescribed flow rate through the inflow boundary Γin (third row). The transported fluid
volume through the outflow boundary Γout and the prescribed transported fluid volume through the
inflow boundary Γin (bottom row). The entire domain Ω2 is inside the computational discretization of
the fluid domain ΩF for the visualized time interval.
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7.4.3 3D Analysis of a Double-Leafed Valve with Poroelastic
Leaflets

As a last numerical example for FPSCI, the analysis of a double-leafed valve with poroelastic
leaflets is presented to demonstrate the applicability to more general 3D configurations. In order
to investigate the closing as well as the opening of the valve, the problem configuration can be
split in two phases. In the first phase, the closing of the valve including contact of the leaflets is
analyzed by prescribing an increasing fluid traction on the outflow boundary. The process of the
valve opening is investigated in the subsequent phase by a prescribed increasing fluid traction on
the inflow boundary.

Problem Description The problem setup is identical to the configuration presented in Sec-
tion 6.4.4 including the geometric setup given in Figure 6.17 with the exception that the leaflets
are not modeled impermeable but as fluid-saturated poroelastic structures. Therefore, the two
valve leaflets characterize the poroelastic domain ΩP = Ω2 and only the cylindrical tube rep-
resents the solid domain ΩS = Ω1. All boundary conditions and material parameters already
specified in Section 6.4.4 also apply to this configuration. Thus, only additional specification
are given in the following. On the common boundary of the solid and the poroelastic domain
∂ΩS ∩ ∂ΩP, a vanishing normal seepage velocity vP,seepage,n = 0 is prescribed by an approach
similar to the porous flow formulation for solid-poroelastic contact presented in Section 7.2.2.2.

In the poroelastic domain ΩP, the initial porosity is φ̊ = 0.5, the constant material perme-
ability K = K · I is specified by the scalar permeability K = 10−5, and the macroscopic
averaged initial density of the solid phase is ρ̃PS

0 = 10−3. A Neo-Hookean material model (2.17),
with Young’s modulus E = 2000 and Poisson’s ratio ν = 0.3 accounts for the strain energy
due to the macroscopic deformation of the solid phase (ψP,skel(CP, JP)) in the poroelastic do-
main. Additionally, the volumetric contribution (2.48) with parameter κP = 1000 and a penalty
contribution (2.49) with parameter ηP = 1 are applied. The solid domain is discretized with
132727 hexahedral tri-linear elements and the poroelastic domain with 58897 hexahedral tri-
linear elements, which are fitted to the boundaries of the corresponding domain. The contact
stress σS/P,nn is weighted harmonically between the stress representation of the contacting poro-
elastic domains. The reference slip length is specified to κ0 = 0.1 and the model parameter for
the BJ condition is αBJ = 1. The constants for the Nitsche penalty parameters are γS/P,c

0 = 1
and γFSI

0 = γFSI,t
0 = 35. A time step length in the range ∆t = [10−4, 2 · 10−4] is utilized for the

temporal discretization with the backward Euler scheme (θ = 1).

Numerical Results and Discussion In Figure 7.13 and Figure 7.14, a visualization of
the computed solution for the double-leafed valve with poroelastic leaflets at six points in time
is given. A comparison with the results computed for the impermeable leaflets in Section 6.4.4
reveals that the process does not change fundamentally due to the permeability. As a consequence
of the significantly higher fluid resistance in the poroelastic domain, the drop in pressure for
the closed valve (t ∈ [0, 0.04]) occurs mainly in the leaflets, whereas a constant pressure can
be observed in both fluid chambers of the valve. In contrast to the impermeable configuration,
for t = 0.02, a fluid flow in the valve occurs due to the permeability of the leaflets, which is
visualized in Figure 7.13. In the valve opening phase (t ∈ [0.04, 0.08]), the distance between both
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leaflets is smaller than for the impermeable configuration. This is expected since the difference
of the fluid pressure between the two sides of the leaflets is reduced due to the permeability and
the interface velocity slip due to the BJ condition.

0 20 40 50
Velocity magnitude ||vF||

−5 0 10 20 30
Pressure pP, pF

Figure 7.13: Visualization of the computed fluid velocity and deformation solution for the configuration with α =
±π/12 at six instances in time, from top-left to bottom-right: t = 0.0, t = 0.005, t = 0.02, t =
0.05, t = 0.055, and t = 0.06. The streamlines visualize the fluid velocity magnitude for ||vF|| ≥ 0.8.

In Figure 7.15, the computed flow rates at the inflow boundary Γin and the outflow boundary
Γout are shown. For validation, both variant with α = 0 and α = ±π/12 and also the flow rates
computed for the impermeable configuration in Section 6.4.4 are depicted therein. Contrary to
the impermeable configuration, in the valve closing phase t ∈ [0, 0.04], an effective fluid flow
from Γout to Γin due the permeability of the leaflets can be observed. The flow rate through the
boundary Γout additionally includes the superimposed fluid flow due to the volumetric change
of the left valve chamber. In the valve opening phase t ∈ [0.04, 0.08], a significantly higher
flow rate compared to the impermeable configuration can be observed. This increased flow rate
results from the flow through the leaflets and the velocity slip on the interface ΓFP due to the
BJ condition. Comparing the symmetric (α = 0) and the rotated (α = ±π/12) configuration
reveals, that the disturbance by the rotation does not essentially deteriorate the process of the
valve. Only in the initial phase (t ∈ [0, 0.004]) a difference can be observed, which is due to the
prescribed rotational motion on Γin and Γout.
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Figure 7.14: Computed fluid pressure and deformation solution for the configuration with α = ±π/12 at six in-
stances in time from (top-)left to (bottom-)right: t = 0.0, t = 0.005, t = 0.02, t = 0.05, t = 0.055,
and t = 0.06. Cross-sectional view at x = 0.15 in the first row. Cross-sectional view at z = 0 in row
two and three.
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Figure 7.15: Computed flow rates at the inflow boundary Γin and the outflow boundary Γout. The normal vector
is oriented in negative x-direction. For comparison, the computed flow rates of the impermeable con-
figuration, which were already presented in Section 6.4.4, are additionally shown by the light-red and
light-blue curves.
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8 Summary and Outlook
Summary In this thesis, a group of computational methods to predict the mechanical pro-
cesses of complex systems, which include the general interaction of impermeable and permeable
structures with surrounding fluid is developed. Potential contact interaction between the struc-
tures as well as the strong interaction of the fluid with the structures are the central challenges
for the design of such numerical methods. The developed formulations resolve limitations of
previously presented approaches such as general applicability, consistency down to a vanishing
fluid gap including topological changes of the fluid domain, and use of appropriate discrete fluid
solution spaces especially for the fluid pressure.

Since the underlying physical processes of contact vary depending on the microstructure of
the contact surfaces, different physical models are introduced that take rough and smooth sur-
faces into account. For the development of the required numerical formulations, computational
approaches known from problems with reduced complexity are extended and adapted or new
methods are formulated to result in a coherent framework of fluid-structure-contact interac-
tion (FSCI) or fluid-poroelasticity-structure-contact interaction (FPSCI). Formulations which
are valid for large deformations and nonlinear constitutive relations are utilized for the imperme-
able and permeable structures. The governing equations for the permeable poroelastic domains
include incompressible pore flow based on the Darcy equation and a deformation-dependent
porosity and permeability. To account for the inherent topological changes of the fluid domain,
which naturally arise as a consequence of contact between structural bodies, the CutFEM is uti-
lized for the discretization of the Navier-Stokes equations in the fluid domain. This includes the
well-known ghost penalty stabilization, a technique that ensures a robust numerical formulation
for arbitrarily aligned intersections of the fluid elements with embedded boundaries or interfaces.
The CutFEM enables the application of computational meshes which are not fitted to the embed-
ded interfaces and, thus, require no movement of the fluid discretization to accurately capture
the different types of interfaces. As a result, issues arising from the distortion of fluid elements
in the contact zone are avoided beforehand. Interface conditions between the viscous fluid and
the respective structures are incorporated in a weak sense by various formulations of Nitsche-
based methods. To incorporate the contact conditions, numerical formulations based on a dual
Mortar Lagrange multiplier technique and the Nitsche method are developed. Since the focus
of this thesis is on configurations with strongly interacting domains, a simultaneous monolithic
solution approach for the coupled system is utilized in all formulations. It should be stressed that
a comprehensive testing of all presented formulations by numerical tests and examples is carried
out in order to demonstrate the broad applicability of the numerical approaches which are not
limited to specific configurations.

In order to provide a solid foundation for the development of numerical approaches for FSCI
and FPSCI, the CutFEM FSI formulation is introduced and validated. In addition to the com-
monly used representation of the FSI interface traction by the fluid stress, a formulation which
utilizes the solid stress is developed. Such a formulation is promising for certain combinations
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of solid and fluid material parameters (large contrast problems) and advantageous due to the fact
that the solid stress is not based on intersected elements. A local generalized eigenvalue problem
is utilized to ensure a stable discrete formulation for the Nitsche-based method with solid-sided
interface stress representation especially when taking nonlinear solid constitutive relations and
the deformation of the computational mesh into account. Various numerical tests demonstrate the
optimal spatial convergence behavior and the proper scaling of all numerical parameters of the
CutFEM FSI formulation. The numerical prediction of a 3D spring-damper system demonstrates
the general applicability of both Nitsche-based formulations.

A first extension of this CutFEM FSI framework consists in the inclusion of permeable poro-
elastic structures by introducing a CutFEM FPI formulation. Besides the consideration of the
general poroelastic formulation, a novel Nitsche-based approach to incorporate the conditions
on the interface of the viscous fluid and the poroelastic structures is developed. In addition to
the balance of mass and the balance of linear momentum on this interface, the Beavers-Joseph
or Beavers-Joseph-Saffmann condition, which allows for a velocity slip in tangential interface
orientation, is utilized. In contrast to the classical approaches to incorporate this slip condition,
the novel Nitsche-based formulation is robust for the entire range of the slip length parameter.
Rigorous numerical tests demonstrate the optimal spatial convergence orders of the CutFEM
FPI formulation, analyze the optimal interval to specify the Nitsche penalty parameter, and con-
firm the expected advantages, such as the applicability for the entire range of the slip length,
of the novel formulation compared to traditional approaches. Numerical examples highlight the
flexibility of the CutFEM FPI formulation by the application of a Hybrid Eulerian-ALE fluid
domain decomposition approach to increase the spatial resolution close to the interface. The in-
vestigation of the 3D interaction of a poroelastic plate and a fluid channel flow demonstrates the
applicability to more general configurations.

The computational prediction of FSCI systems, which are characterized by an essential rough-
ness of the contacting surfaces, is pursued thereafter. Since a resolved direct consideration of the
rough microstructure is computationally expensive and not required for many applications, a
physical model which includes an average representation in the vicinity of the rough interface
by a poroelastic layer is introduced. The conditions on all occurring types of interfaces are dis-
cussed and special focus is put on the continuous transition between these conditions. For the nu-
merical solution of this model, the previously developed numerical formulations for unfitted FSI
and unfitted FPI are utilized. Additionally, a solid-poroelastic contact formulation based on the
dual Mortar Lagrange multiplier method and a Nitsche-based approach for the porous fluid mass
balance, which is applied on the contact interface, are developed. A validation against experi-
mental data for a leakage configuration showed that the elastic deformation of the rough layer
and the corresponding change of the leak rate can be successfully modeled by the introduced
rough surface FSCI approach. Additional numerical examples prove that the correct contacting
and lift-off behavior is predicted by the formulation. The computational study of a non-return
valve indicates the usability of the approach for more complex problem configurations.

Since the surface roughness does not have a significant effect on the contacting process for
all configurations, a simpler computational framework, which does not require the treatment of
permeable poroelastic structures, for general FSCI problems is developed subsequently. Herein,
a set of conditions to be fulfilled on the interface is formulated. This set of conditions directly in-
cludes the classical conditions of fluid-structure interaction and frictionless solid-solid contact as
well as the continuous transition between them. The fluid state in the area of closed contact is re-
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constructed from the closest fluid domain based on a simple extension approach. A novel numer-
ical formulation to incorporate all conditions by a Nitsche-based approach is developed. Therein,
an unbiased contact formulation, which is based on integrating the corresponding contact terms
on both contacting interfaces, enables a continuous transition between the different underlying
types of conditions also for the discrete formulation. Based on a simple numerical example, ba-
sic properties such as the contacting and lift-off behavior, the conservation of fluid mass, and
the continuous transition of the effective interface traction are analyzed. The numerical study of
an elastic pump and the processes of a flow-driven squeezed elastic structure demonstrate the
suitability of the formulation for challenging configurations. Among other critical aspects, these
configurations include frequent dynamic changes of the different types of interface conditions,
various changes of the fluid domain topology, and also large contacting areas. To highlight the
applicability to general 3D configurations, a double-leafed valve is numerically analyzed with
the presented formulation.

As an extension to this FSCI formulation, a method to numerically solve general FPSCI prob-
lems, is developed. Besides the introduction of the general formulation for poroelastic perme-
able bodies, the additional conditions of viscous fluid-poroelasticity interaction, solid-poroelastic
contact, and poroelastic-poroelastic contact are treated. One set of conditions, which also in-
cludes the porous fluid mass balance on potential contact interfaces, is formulated on the overall
coupling interface. This set directly includes all types of conditions for a FPSCI problem and the
transition between these conditions. All interface conditions are incorporated by Nitsche-based
approaches, utilizing an interpolation technique to ensure a continuous transition also for the
conditions corresponding to the porous flow. The extension approach to determine the fluid state
in the contact zone developed for general FSCI is enriched by the porous fluid pressure, a phys-
ically more sophisticated approach. Finally, fundamental properties such as the contacting and
lift-off behavior, the continuous transition of the acting interface traction, and the accuracy of the
fluid stress extension strategy are numerically analyzed for a simple FPSCI configuration. The
formulation is applied to solve the challenging configuration of a flow-driven squeezed elastic
structure, which was already analyzed for FSCI, for different configurations of impermeable and
permeable poroelastic domains. This gives evidence that also the FPSCI formulation is capable
of treating frequent topological changes of the fluid domain and large contacting areas in a ro-
bust way. The applicability for 3D configurations is demonstrated by the numerical study of a
poroelastic double-leafed valve.

Outlook As summarized previously, an essential progress toward the solution of general FSCI
and FPSCI problems has been achieved within this thesis. Based on the developments in this
thesis, the following promising improvements and extensions of the physical models, algorithms,
and numerical formulations are worth to be addressed in future works.

While the spatial resolution close to the interface is in general a critical aspect for unfitted FSI
formulations, when analyzing problems which include contact, this becomes even more impor-
tant due to the prevalent thin fluid channels. The Hybrid Eulerian-ALE fluid domain decomposi-
tion approach, which allows attaching a deforming computational fluid mesh to the interface and
which is applied in Section 4.5.1.1 to CutFEM FPI or in Schott et al. [191] to CutFEM FSI, could
be extended towards FSCI or FPSCI. This extension requires the intersection of the interfaces
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with the deformable fluid elements as demonstrated in Schott et al. [192] and the intersection of
the domain decomposition interface with the physical interface, e.g. the fluid-structure interface.

Besides this increase in flexibility for the spatial fluid discretization, the numerical examples
which were analyzed in this thesis revealed that an adaptive time stepping procedure is highly
beneficial for such FSCI problems. Since impact events essentially require a small time step
length, a simple strategy based on the interface position or a more general error indicator could
be utilized to automatically control the variable time step length.

The presented fluid stress extension approach for FSCI in Chapter 6 could be replaced by
a more physically meaningful alternative to determine the fluid state on the contact interface.
Solving a reduced fluid equation, e.g. the Reynolds equation, in the zone of closed contact and
coupling this reduced equation to the outer fluid state is a promising approach.

For FSI and FPI problems including thin bodies, the application of multiple DOF-sets per node
in the fluid domain is essential. It is expected that this DOF-set strategy leads to a strong increase
in DOF-set transitions during the nonlinear solution procedure for complex configurations. To
ensure that the nonlinear system of equations can be solved, this aspect has to be analyzed and,
potentially, the dynamic DOF-set-assignment strategy and the solution procedure have to be
enhanced.

From an algorithmic point of view, different steps can improve the computational efficiency
significantly. While all algorithms were implemented fully parallel, there is potential to improve
the workload balance on the different processors. By introducing a sophisticated load balancing
algorithm for the unfitted fluid formulation, computational resources can be used more effi-
ciently, especially for computations which allocate a large number of processors.

For the Nitsche-based formulations presented in Chapter 6 and Chapter 7, a large number of
numerical integration points on the interface are used to ensure an accurate integration. By utiliz-
ing appropriate triangulation algorithms that take the discontinuities and kinks of the integrated
term on the different element boundaries into account and an adaptive strategy close to the con-
dition transition zone of the Nitsche method, a significant reduction of the numerical integration
points can be achieved.

Certain potential for improvements in terms of efficiency is provided by determining the opti-
mal parametrization of the preconditioners utilized for the iterative GMRES procedure to solve
the monolithic linear system of equations.

Most numerical examples presented in this thesis were performed for common and simple ma-
terial models. For analyzing FSCI and FPSCI systems in biomechanics, more advanced material
models, e.g. representing fibers, could improve the representation of the underlying physical
processes. In this thesis, frictionless contact was exclusively considered due to its simplicity and
the large number of problems where this is a sufficiently accurate physical model. Nevertheless,
the extension of the presented physical models and numerical approaches to frictional contact
allows broadening the range of problems to be predicted accurately.

In conclusion, the numerical formulations developed in this thesis build a solid basis and can
be used to acquire insight for various questions of interest related to FSCI and FPSCI systems,
which can only be investigated using sophisticated computational methods.
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[24] T. Belytschko, N. Moës, S. Usui, and C. Parimi, Arbitrary discontinuities in finite ele-
ments, International Journal for Numerical Methods in Engineering 50, 993–1013, 2001.

[25] T. Belytschko, W. K. Liu, B. Moran, and K. Elkhodary, Nonlinear Finite Elements for
Continua and Structures, John Wiley & Sons, 2013.

[26] M. A. Biot, General Theory of Three-Dimensional Consolidation, Journal of Applied
Physics 12, 155–164, 1941.

232



Bibliography

[27] A. E. Bogaers, S. Kok, B. D. Reddy, and T. Franz, An evaluation of quasi-Newton meth-
ods for application to FSI problems involving free surface flow and solid body contact,
Computers & Structures 173, 71–83, 2016.

[28] L. Boilevin-Kayl, M. A. Fernández, and J.-F. Gerbeau, Numerical methods for immersed
FSI with thin-walled structures, Computers & Fluids 179, 744–763, 2019.
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Appliquées 103, 1–38, 2015.

[93] A. Gerstenberger, An XFEM based fixed-grid approach to fluid-structure interaction, Phd
thesis, Institute for Computational Mechanics, Technical University of Munich, 2010.

[94] A. Gerstenberger and W. A. Wall, An eXtended Finite Element Method/Lagrange mul-
tiplier based approach for fluid-structure interaction, Computer Methods in Applied Me-
chanics and Engineering 197, 1699 – 1714, 2008.

237



Bibliography

[95] M. Gitterle, A dual mortar formulation for finite deformation frictional contact problems
including wear and thermal coupling, Phd thesis, Institute for Computational Mechanics,
Technical University of Munich, 2012.

[96] R. Glowinski, T.-W. Pan, and J. Periaux, A fictitious domain method for external incom-
pressible viscous flow modeled by Navier–Stokes equations, Computer Methods in Ap-
plied Mechanics and Engineering 112, 133–148, 1994.

[97] R. Glowinski, T.-W. Pan, and J. Periaux, A fictitious domain method for Dirichlet problem
and applications, Computer Methods in Applied Mechanics and Engineering 111, 283–
303, 1994.

[98] G. M. Goldin, A. M. Colclasure, A. H. Wiedemann, and R. J. Kee, Three-dimensional
particle-resolved models of Li-ion batteries to assist the evaluation of empirical parame-
ters in one-dimensional models, Electrochimica Acta 64, 118–129, 2012.

[99] W. G. Gray and B. A. Schrefler, Thermodynamic approach to effective stress in partially
saturated porous media, European Journal for Mechanics A/Solids 20, 521–538, 2001.

[100] W. G. Gray and C. T. Miller, A generalization of averaging theorems for porous medium
analysis, Advances in Water Resources 62, Part B, 227 – 237, 2013.

[101] W. G. Gray and C. T. Miller, Thermodynamically constrained averaging theory approach
for modeling flow and transport phenomena in porous medium systems: 5. Single-fluid-
phase transport, Advances in water resources 32, 681–711, 2009.

[102] W. G. Gray, C. T. Miller, and B. A. Schrefler, Averaging theory for description of envi-
ronmental problems: What have we learned?, Advances in water resources 51, 123–138,
2013.

[103] M. Griebel and M. A. Schweitzer, A Particle-Partition of Unity Method Part V: Boundary
Conditions, In Geometric Analysis and Nonlinear Partial Differential Equations, pages
519–542, Springer, 2003.

[104] S. Groß and A. Reusken, An extended pressure finite element space for two-phase in-
compressible flows with surface tension, Journal of Computational Physics 224, 40–58,
2007.

[105] H. Guo and R. L. Spilker, Biphasic Finite Element Modeling of Hydrated Soft Tissue
Contact Using an Augmented Lagrangian Method, Journal of Biomechanical Engineering
133, 111001, 2011.

[106] H. Guo and R. L. Spilker, An augmented Lagrangian finite element formulation for 3D
contact of biphasic tissues, Computer Methods in Biomechanics and Biomedical Engi-
neering 17, 1206–1216, 2014.

[107] H. Guo, S. A. Maher, and R. L. Spilker, Biphasic finite element contact analysis of the
knee joint using an augmented Lagrangian method, Medical engineering & physics 35,
1313–1320, 2013.

238



Bibliography

[108] B. Haible and R. B. Kreckel. CLN, a Class Library for Numbers. URL https://
ginac.de/CLN/cln.html#Index.

[109] A. Hansbo and P. Hansbo, An unfitted finite element method, based on Nitsche’s method,
for elliptic interface problems, Computer Methods in Applied Mechanics and Engineering
191, 5537–5552, 2002.

[110] A. Hansbo, P. Hansbo, and M. G. Larson, A finite element method on composite grids
based on Nitsche’s method, ESAIM: Mathematical Modelling and Numerical Analysis
37, 495–514, 2003.

[111] P. Hansbo, Nitsche’s method for interface problems in computational mechanics, GAMM-
Mitteilungen 28, 183–206, 2005.

[112] P. Hansbo, M. G. Larson, and S. Zahedi, A cut finite element method for a Stokes interface
problem, Applied Numerical Mathematics 85, 90–114, 2014.

[113] S. Hartmann, S. Brunssen, E. Ramm, and B. I. Wohlmuth, Unilateral non-linear dynamic
contact of thin-walled structures using a primal-dual active set strategy, International
Journal for Numerical Methods in Engineering 70, 883–912, 2007.

[114] A. Heck and A. Heck, Introduction to MAPLE, Volume 1993, Springer-Verlag New York,
1993.

[115] M. Heil, An efficient solver for the fully coupled solution of large-displacement fluid–
structure interaction problems, Computer Methods in Applied Mechanics and Engineering
193, 1–23, 2004.

[116] F. Henke, M. Winklmaier, V. Gravemeier, and W. A. Wall, A semi-Lagrangean time-
integration approach for extended finite element methods, International Journal for Nu-
merical Methods in Engineering 98, 174–202, 2014.

[117] D. Herwartz, A. Pack, B. Friedrichs, and A. Bischoff, Identification of the giant impactor
Theia in lunar rocks, Science 344, 1146–1150, 2014.

[118] P. Hild, Numerical implementation of two nonconforming finite element methods for uni-
lateral contact, Computer Methods in Applied Mechanics and Engineering 184, 99–123,
2000.

[119] M. Hillairet and T. Takahashi, Collisions in Three-Dimensional Fluid Structure Interaction
Problems, SIAM Journal on Mathematical Analysis 40, 2451–2477, 2009.

[120] C. W. Hirt and B. D. Nichols, Volume of fluid (VOF) method for the dynamics of free
boundaries, Journal of computational physics 39, 201–225, 1981.

[121] C. W. Hirt, A. A. Amsden, and J. Cook, An arbitrary Lagrangian-Eulerian computing
method for all flow speeds, Journal of Computational Physics 14, 227–253, 1974.

[122] L. M. Hocking, The effect of slip on the motion of a sphere close to a wall and of two
adjacent spheres, Journal of Engineering Mathematics 7, 207–221, 1973.

239

https://ginac.de/CLN/cln.html#Index
https://ginac.de/CLN/cln.html#Index


Bibliography

[123] G. A. Holzapfel, Nonlinear Solid Mechanics, Volume 24, Wiley Chichester, 2000.

[124] J. Hou, M. Holmes, W. Lai, and V. Mow, Boundary Conditions at the Cartilage-Synovial
Fluid Interface for Joint Lubrication and Theoretical Verifications, Journal of Biomechan-
ical Engineering 111, 78–87, 1989.

[125] Z. Huang, P. Avery, C. Farhat, J. Rabinovitch, A. Derkevorkian, and L. D. Peterson, Sim-
ulation of Parachute Inflation Dynamics Using an Eulerian Computational Framework
for Fluid-Structure Interfaces Evolving in High-Speed Turbulent Flows, In 2018 AIAA
Aerospace Sciences Meeting, page 1540, 2018.

[126] S. Hüeber and B. I. Wohlmuth, A primal–dual active set strategy for non-linear multibody
contact problems, Computer Methods in Applied Mechanics and Engineering 194, 3147–
3166, 2005.
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[162] Y. Öngün, M. André, D. Bartel, and L. Deters, An axisymmetric hydrodynamic interface
element for finite-element computations of mixed lubrication in rubber seals, Proceedings
of the Institution of Mechanical Engineers, Part J: Journal of Engineering Tribology 222,
471–481, 2008.

[163] N. Patir and H. Cheng, An Average Flow Model for Determining Effects of Three-
Dimensional Roughness on Partial Hydrodynamic Lubrication, Journal of Lubrication
Technology 100, 12–17, 1978.

[164] J. D. Pauw, L. Veggi, O. J. Haidn, C. Wagner, T. Thümmel, D. J. Rixen, C. Ager, A. Wirtz,
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