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Abstract

The asymmetric e+e− collider SuperKEKB is a second generation flavor factory designed

to achieve an unprecedented luminosity of 8 · 1035 cm−2s−1, a factor 40 higher than its

record-breaking predecessor KEKB. This ambitious design luminosity is expected to

cause challenging levels of beam backgrounds for various subsystems of the correspond-

ing Belle II experiment, in particular for its pixel vertex detector. Understanding and

mitigating these beam backgrounds early on is critical for the successful operation of

SuperKEKB and Belle II. In particular, backgrounds related to continuous top-up in-

jections of new particles can not be simulated with sufficient accuracy and have to be

determined by direct measurements. Phase 1 of the commissioning of SuperKEKB in

2016 focused on the basic operation of the accelerator and thus the detector and the final

focusing systems were not installed and no collisions took place. A suite of dedicated

beam background detectors collectively known as BEAST II used this collision-free en-

vironment to study beam-induced backgrounds. One of these detectors is the CLAWS

experiment.

This thesis describes the sensor technology and the overall setup of CLAWS and presents

the measurements of beam-induced backgrounds it performed. The detector system con-

sists of eight plastic scintillator tiles with directly coupled SiPMs read out continuously

over up to several milliseconds. The sub-nanosecond time resolution and single particle

energy resolution of the sensors allow bunch-by-bunch measurements, enable CLAWS

to perform a novel time resolved analysis of beam backgrounds and make it uniquely

suited for the study of injection backgrounds. We present measurements of various as-

pects of regular and injection backgrounds which include particle composition of regular

backgrounds, time structure and decay behavior of injection backgrounds, hit energy

spectra and overall background rates. These measurements show that in both rings the

majority of the injection backgrounds are typically observed withing the first 500 µs after

the injection. Another major finding is that the time structure of injection backgrounds

is determined by different timing patterns connected to properties of the accelerator,
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such as betatron and synchrotron oscillations. We directly determine the frequencies of

these patterns from detector data, mostly with sub-nanosecond precision. In addition,

beam-gas and Touschek backgrounds are measured in a dedicated background study and

are compared to simulations. We find a clear excess in data over simulation which ranges

from a factor three up to two orders of magnitude. The studies presented in this thesis

make several noteworthy contributions to advancing the understanding of beam-induced

backgrounds and injection mechanisms in high luminosity flavor factories. The described

sensor technology and analysis methodology also serve as the basis for upgraded versions

of the CLAWS detector system which will monitor beam backgrounds during Phase 2

and full physics operation of SuperKEKB.
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Chapter 1

Introduction

Particle accelerators play a key role in advancing our understanding of the basic con-

stituents of matter and their interactions. At the heart of our current understanding

is the Standard Model (SM) of particle physics which is a remarkable achievement of

modern physics.

However, while it is extremely successful in describing subatomic processes at energy

scales up to O(1 TeV) the SM fails to explain many significant observations. Several

measurements, which are dating back as far as the 1930s, implicate the existence of

dark matter and dark energy but the SM does not provide suitable explanations for

them [1]. Despite the fact that its prediction was a great accomplishment of the SM,

the true nature of the Higgs boson is another topic of major interest. It is still unclear

whether the boson found at the LHC [2, 3] is the only such particle or if it is part of a

broader Higgs sector together with other Higgs-like particles, as for example suggested

by supersymmetry. Up to now, it is also unknown how to incorporate the masses of

the neutrinos [4, 5] or if the neutrinos themselves are in fact their own antiparticles

(Majorana particles). And it is unclear if the three fundamental interactions of the SM,

the electromagnetic, the weak and the strong interaction, can be unified into a single

force and if gravity can also be described by a field theory.

Several of the most significant open issues are connected to the flavor sector of the SM.

We have strong evidence that there are exactly three generations of fermions, and yet

the SM does not provide a reason for such an arrangement or the related hierarchy of the

fermion masses. It also can not explain why the Cabibbo-Kobayashi-Maskawa (CKM)

matrix, describing the mixing of quarks, is almost diagonal while the Pontecorvo-Maki-

Nakagawa-Sakata (PMNS) matrix, describing the mixing of leptons, is comparatively

uniform. Central to flavor physics is the study of the violation of the charge-parity (CP )

1



2 Chapter 1. Introduction

symmetry. This CP violation is a necessary requirement for the evolution of a matter

dominated universe as we observe it. To date, CP violation has been observed in the

quark sector, where it was first discovered in the Kaon system [6], and CP conservation

has been excluded in the neutrino sector with a confidence level of 90% [7, 8]. In the quark

sector, it was widely studied by precision measurements of the decays of a large amount

of B-meson pairs in the so-called B or flavor factories LCHb [9], BaBar [10] and, most

importantly, Belle [11]. The observed violation, however, is many orders of magnitude

too small to explain the matter-antimatter asymmetry in the universe. It can therefore

be assumed that there are additional yet undiscovered sources of CP asymmetry which

require new mechanisms.

Taken together, theses open questions suggest that the SM is only an effective theory

for the description of the known elementary particles and their interactions and can not

serve as the final theory of particle physics. Instead, there is a variety of New Physics

(NP) scenarios which propose a large number of new particles and processes in order to

answer the open questions and to extend the SM beyond its shortcomings.

These open questions are studied widely in high energy physics by extensively searching

for NP phenomena. This search is carried out via two complementary approaches. At the

energy frontier, the ATLAS [12] and CMS [13] experiments at the LHC [14] are seeking

to discover new particles which are directly produced in proton-proton collisions with

center-of-mass energies of up to 14TeV. At the intensity frontier, on the other hand,

signatures of new particles or processes can be observed by probing the predictions of the

SM for discrepancies in precision measurements and by looking for rare reactions which

are naturally suppressed in the SM. These searches are being pursued by the LHCb,

Belle and BaBar experiments, as well as the next generation of flavor factories.

The SuperKEKB accelerator [15] and the corresponding Belle II experiment [16] are

such a next generation flavor factory with the main aim of probing the flavor sector

with highest precision. They are direct upgrades of their predecessors KEKB and Belle

located in Tsukuba, Japan and are operated by the Japanese High Energy Research

Organization (KEK). SuperKEKB is an asymmetric energy electron-positron collider

designed for different center-of-mass energies which correspond to the Υ resonances (1S)

through (6S). The majority of the run time, however, will be spent to operate the

machine at an energy which corresponds to the mass of the Υ(4S) of 10.58GeV, where

it is possible to produce a large number of B-meson pairs without additional particles.

The energy asymmetry of the 7GeV electrons in the high energy ring (HER) and the

4GeV positrons in the low energy ring (LER) boosts the center-of-mass system relative

to the laboratory system, which enables measurements of time-dependent CP violation.
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Compared to KEKB, SuperKEKB has a 40 times higher design luminosity of an unprece-

dented 8 · 1035 cm−2s−1.

With the new flavor factory, the focus will shift from simply confirming the theory of

the SM, as done at Belle, to specifically searching for deviations from its predictions

which could hint at NP phenomena. Central to the majority of these measurements is

the particle identification and the track reconstruction performed by the newly equipped

inner detector systems and, in particular, its pixel vertex detector (PXD). It is intended

that Belle II will accumulate 50 ab−1 over a time of 5 years.

The ambitious design luminosity is expected to cause challenging levels of beam-induced

backgrounds for the Belle II experiment. Current simulations for the full design lumi-

nosity predict that the lifetimes and the performance of various subsystems of Belle II

are significantly impacted by the different types of backgrounds. It is of the utmost

importance to confirm and review the significance and the accuracy of these predictions

by experimental results. Of particular interest are backgrounds related to the continuous

top-up injection of new particles, or injection backgrounds, since they can not be simu-

lated with sufficient precision and have to be determined by direct measurement.

In order to prime SuperKEKB and Belle II for physics operation and full luminosities,

an extensive commissioning campaign is performed. This campaign is divided into three

phases. The work presented in this thesis is based on measurements performed during

the runtime of the first commissioning phase, or Phase 1, in 2016. Phase 1 focused on

the basic operation of SuperKEKB and thus the final focusing system and the Belle II

detector have not yet been installed at the IP and no intended collisions took place. Fo-

cused beams and collisions are always accompanied by luminosity dependent backgrounds

which make up a significant part of the overall backgrounds. Measurements performed

during Phase 1, by contrast, represent the unique opportunity to independently study

single beam and injection backgrounds in a collision-free environment. For this purpose,

we installed a set of dedicated beam background detectors at the IP to which we collec-

tively refer to as BEAST II. The main objectives of the BEAST II experiment are the

following: verifying that radiation levels are safe for the installation of Belle II, validating

beam background simulations and providing real time feedback to the operators of the

accelerator on how machine parameters influence background levels at the IP.

One of the subsystems of BEAST II is the CLAWS detector system. On February 10th

and 26th 2016, CLAWS observed the very first beam bunches which were successfully

circulated in the LER and the HER of SuperKEKB, respectively [17]. Its name originates

from the employed sensor technology and is an acronym for sCintillating Light And

Waveform Sensors. This thesis presents the detectors and the overall installation of
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CLAWS, discusses how the recorded data is processed, and, most importantly, describes

the measurements it performed during Phase 1. The detector system consists of several

plastic scintillators with directly coupled silicon photomultipliers (SiPM) read out by

electronics and a custom DAQ which are capable of continuously recording data over

periods up to several milliseconds. The detectors are primarily sensitive to charged par-

ticles, but in principle also show responses to high-energy photons and to MeV neutrons.

The goal of the CLAWS experiment is a novel time resolved analysis of backgrounds

during the first commissioning phase. A time resolved analysis here implies three things:

the achieved time and energy resolutions are sufficient to resolve energy deposits of single

particles which allows us to infer the type of background particles and the responsible

background process. Second, the achieved time resolution is well below the expected

maximum rate of signals given by the bunch spacing and, thus, we are able to map

energy deposits to single bunches. And third, the length of the measurement covers

several milliseconds which is sufficient to study the time evolution of backgrounds over

hundreds of revolutions in the rings. The last two capabilities are imperative for the

investigation of backgrounds connected to continuous top-up injections. Such injection

backgrounds require an interruption of data taking in several subsystems of Belle II, in

particular in the PXD, and, thus, substantially reduce the data taking efficiency. Due

to their significant impact on the physics program, injection backgrounds represent the

primary concern of CLAWS. The presented findings provide an important opportunity to

advance the understanding of backgrounds and injection mechanisms in high luminosity

flavor factories.

Including this introductory chapter, this thesis is subdivided into eleven chapters. Chap-

ter 2 begins by laying out the theoretical motivation for the research performed by

SuperKEKB and Belle II. Subsequently, the Chapters 3 and 4 give a brief overview of the

SuperKEKB accelerator, the Belle II detector and the BEAST II experiment, including

a description of the different sources of beam backgrounds. In Chapter 5, we present

the experimental setup of CLAWS by describing its sensors, readout hardware and data

acquisition (DAQ) software. Chapter 6 describes the data processing, which is the basis

for the analyses performed in the following chapters.

Having introduced the setup and the underlying procedures, we turn to the discussion

of the findings from the CLAWS experiment. In Chapter 7, we present a comprehensive

time resolved analysis of beam backgrounds which focuses especially on backgrounds

caused by continuous top-up injections. We also describe a number of different timing

patterns encountered in the data and motivate how they are dictated by the betatron
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and synchrotron oscillations performed by the beam particles while propagating along

the beam lines. Building on this, Chapter 8 presents a novel analysis of these timing

patterns. As part of BEAST II, CLAWS also participated in a comprehensive program

of non-injection background studies. In Chapter 9, we present results of one of these

studies based solely on CLAWS data. This study demonstrates a combined measurement

of beam-gas and Touschek backgrounds and a method for disentangling both types of

backgrounds in experimental data. Chapter 10 summarizes the key findings of CLAWS,

briefly discusses their implications for the Belle II experiment and and concludes by

giving an outlook for Phases 2 and 3 of the commissioning campaign, as well as the

further operation of SuperKEKB and Belle II.





Chapter 2

Theoretical concepts and physics

at Belle II

In this chapter, we provide a brief overview of the theory of flavor physics and motivate

the research that will be performed by SuperKEKB and Belle II. We focus here on the

underlying concepts and their phenomenological aspects rather than discussing calcu-

lations in too much detail. For more elaborate reviews on the theory of flavor physics

see [18–21]; a comprehensive overview of the intended physics program of Belle II is given

in [22, 23].

We begin by briefly introducing the theoretical concepts relevant to flavor physics in Sec-

tion 2.1. Since measurements of Belle II are largely based on various decays of B-mesons,

these concepts are then extended to the B system in Section 2.2. Finally, we provide a

brief overview of the physics prospects of Belle II in Section 2.3.

2.1 Flavor physics and CP violation in a nutshell

The field of flavor physics is concerned with transitions between different kinds (flavors) of

fermions. Within the SM, weak interactions involving W± bosons are the only processes

which are capable of such changes of the flavor. These weak interactions are also the

only operation (in the SM) which can give rise to differences in the decay patterns of

matter and antimatter (“CP violation”) required to explain the observation of a matter

dominated universe. Flavor physics is thus closely related to the study of CP violation

and holds the key to several of the most important issues of present particle physics.

The following section introduces the basic concepts of flavor physics and CP violation.

It begins by establishing the terms C, P and T symmetries in Section 2.1.1. This

7



8 Chapter 2. Theoretical concepts and physics at Belle II

is followed by a description of the weak interactions of quarks and the mechanism of

the CKM matrix in Sections 2.1.2 and 2.1.3, respectively. Finally, in Sections 2.1.4

and 2.1.5 these concepts are consolidated by applying them to the neutral kaon system

and introducing the unitarity triangles.

2.1.1 C, P and T symmetry

Symmetries play a fundamental role in our current description of particle physics. Ac-

cording to Noether’s theorem [24], every symmetry of the Lagrangian can be directly

associated with a conservation law what is widely exploited to simplify calculations and

offers great insights into the underlying laws. An invariance under translations in space,

for example, implies the conservation of the total momentum of a system. Most interest-

ingly, the discrete C, P and T symmetries and, in particular, the violation of the same

are closely related to the field of flavor physics. In the following, we formally define these

symmetries and briefly introduce the concept of violation of the CP symmetry.

• P symmetry A parity conjugation represents a spatial inversion through the

origin of the coordinate system which is equivalent to a mirror reflection and a

subsequent rotation by 180◦. In that way, the coordinates, x, the momentum, p,

and the angular momentum, l, translate as follows:

P̂ |x〉 = |−x〉 ,

P̂ |p〉 = |−p〉 ,

P̂ |l〉 = |l〉 .

In quantum mechanics, a parity transformation is performed by the parity operator,

P̂ . The outcome of the application of P̂ is defined as the P parity and corresponds

to an observable property of a quantum-mechanical system. In that way, P̂ either

yields an eigenvalue of+1, what is referred to as positive parity, or−1 what indicates

negative parity. An interaction is symmetric with respect to parity conjugations

when the P parity is conserved.

An intrinsic parity can be assigned to all fundamental particles. By definition,

spin-half particles possess positive parity, whereas their antiparticles and the vector

bosons mediating the electromagnetic, weak and strong forces all carry negative

parity. The parity of multiparticle states is determined by the product of all intrinsic

parities multiplied by a factor of (−1)L, where L is the angular momentum of the

combined system.
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Furthermore, also physical quantities can be classified based on their behavior

under parity conjugations. Scalar and axial vector quantities,1 as for example the

mass or the angular momentum of a particle, are invariant. Pseudoscalar and

vector quantities like the helicity or the momentum, on the other hand, do change

their sign under parity transformations.

• C symmetry A charge conjugation transforms a particle, q, into its corresponding

antiparticle, q, and vice versa:

Ĉ |q〉 = |q〉 ,

where Ĉ is the charge conjugation operator. In that way, Ĉ inverts the signs of all

quantum charges like electric charge and of all flavor charges such as strangeness,

but it does not affect the momentum, the angular momentum or the spin.

Eigenstates of Ĉ possess a dedicated quantum number which is referred to as

C parity. Note that only neutral systems such as the photon or particle-antiparticle

bound states constitute eigenstates of Ĉ. An interaction is invariant under a charge

conjugation, also referred to as symmetric with respect to the C symmetry, if the

C parity is conserved. In other words, the interaction of the charge conjugated

system must occur with the same rate and kinematics as for the original system.

• T symmetry Similar to a charge or a parity conjugation, a time reversal is a

symmetry operation which reverses the direction of motion (i.e. the momentum)

and the angular momentum of a particle but does not affect its position or charge:

T̂ |p〉 = |−p〉 ,

T̂ |l〉 = |−l〉 ,

T̂ |x〉 = |x〉 ,

T̂ |q〉 = |q〉 .

In other words, T symmetry implies that for a given interaction with certain initial

and final states the time reversed version of this interaction will return from the

predefined final state to the exact same initial state.

On a macroscopic scale, T symmetry is clearly not conserved as exemplified by

the second law of thermodynamics. On a microscopic scale, on the other hand, T

symmetry is generally conserved in interactions.

1Axial vector quantities are generated by the cross product of two vector quantities.
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The C parity as well as the P parity are conserved in electromagnetic and strong inter-

actions. The vector minus axial-vector (“V −A”) chiral structure of the charged-current,

however, implies that parity is maximally violated in weak interactions. The maximal

violation of C symmetry is evident in the case of a charge conjugation of left-handed

fermions into left-handed antifermions, which generally do not participate in weak inter-

actions. In the same way, P symmetry is violated since a parity conjugation generates

left-handed antineutrinos by reversing the momentum of the particles but leaving their

spins unaffected, which are not observable in nature.2

A successive application of a charge and a parity conjugation, on the other hand, trans-

forms left-handed fermions into right-handed antifermions leading again to valid physical

states. Weak interactions therefore seem to be invariant with respect to such a com-

bined CP symmetry what is referred to as CP conservation. Furthermore, the CPT

theorem [26] states that all local Lorentz-invariant Quantum Field Theories have to be

invariant under combined C, P and T transformations. In other words, a conservation

of Lorentz invariance necessarily requires a conservation of CPT which is believed to be

an exact symmetry of the universe. Note that a conservation of CP symmetry thus also

implies a conservation of T symmetry and vice versa.

As pointed out earlier however, there is a major problem with the conservation of CP

symmetry: the development of a matter dominated universe as we observe it necessarily

requires CP violation [27]. And in fact, slight violations of the CP symmetry can be

observed in weak interactions in the quark sector and are very actively searched for in the

lepton sector. The CP violation in the quark sector is further discussed in the following

sections.

2.1.2 The weak interaction of quarks

Having introduced the concept of P, C, T and CP symmetries, we now move on to

describing weak processes involving quarks. We also demonstrate how these interactions

can violate the CP symmetry by discussing the mixing of neutral mesons.

An important example for a weak charged current interaction in which the flavor of a

participating quark is changed is the β-decay of neutrons, as illustrated in Figure 2.1

(left). First, one of the down quarks of the neutron is converted to an up quark (which

has a slightly different mass and a charge of 2
3 instead of −

1
3 of the elementary charge)

by the emission of an intermediate W boson. Subsequently, the W decays into an e−

and a corresponding νe. The probability for such a decay to occur is proportional to the

2P parity violation was confirmed in β-decays of polarized nuclei by Wu et al. in 1957 [25].
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d
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νe

e−

gW cos θc

gW

µ−

νµ

νe

e−

gW

gW

Figure 2.1: Lowest-order Feynman diagrams for the underlying process in the β-decay
of a neutron (left) and the µ−-decay (right).

matrix element squared, |M |2. The matrix element itself is proportional to the coupling
strength at the ud quark vertex, as well as to the coupling strength at the νee

− lepton

vertex. The strength of the weak interactions between the W and the fermions at one of

the vertices is determined by the weak coupling constant, gW. For an universal coupling

strength, the couplings at the vertices of an equivalent muon decay should be identical,

as illustrated in Figure 2.1 (right). Most interestingly however, it was found that the

coupling at the ud vertex of the β-decay is about 5% smaller than at the corresponding

µ−νµ vertex, suggesting a non-uniformity of the weak interaction. Similar observations

were also made for certain hadronic decay modes such as the strongly suppressed decay

rate in K− → µ−νµ.

Cabibbo was the first who argued that a universal coupling strength can still be main-

tained if the weak eigenstates of the quarks are not identical to their mass eigenstates [28].

Extended by a fourth quark (charm),3 the Cabibbo mechanism states that the weak eigen-

states, indicated by d′ and s′, are connected to the mass eigenstates, d and s, by a unitary

2× 2 matrix: (
d′

s′

)
=

(
cos θc sin θc

− sin θc cos θc

)(
d

s

)
,

where θc is referred to as the Cabibbo angle. That means in interactions involving charged

currents, the mass eigenstate |u〉 is not interacting with the mass eigenstate |d〉 but with
the linear combination |d′〉 = cos θC |d〉+ sin θC |s〉. Note that it is purely conventional
if the ds pair or the uc pair or both are rotated, only the relative angle counts.

In that way, the coupling strength at the ud vertex in the β-decay is modified by gW cos θc.

3In 1974, Glashow, Illiopoulus and Maiani extended the Cabibbo mechanism by predicting the charm

quark in order to explain the lower than anticipated branching ratio of the neutral kaon decay KL → µ+µ−

[29].
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After accounting for phase space, the Cabibbo hypothesis with an angle of θc ≈ 13◦

accurately describes the rates observed in β-decays and similar processes. Furthermore,

it restores the universality of the weak interaction.

2.1.3 The CKM matrix

To be able to incorporate CP violation in the SM, the mixing matrix needs to contain an

irreducible complex phase which is unequal to zero. Since the only parameter of the 2×2

matrix is a real angle, the concept of the Cabibbo mechanism was extended to include a

third generation of quarks (t and b). Their weak interactions are then described by the

unitary Cabibbo-Kobayashi-Mask (CKM) matrix, VCKM, which, as before, relates the

weak eigenstates, d′, s′ and b′, to their mass eigenstates, d, s and b:d
′

s′

b′

 =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


ds
b

 .

The coupling strength at the vertex for a transition from a quark of type i to a quark

of type j is given by the respective matrix element, Vij . That means the cos θC term

encountered earlier simply corresponds to Vud. The probability for such a transition

is then proportional to |Vij |2. For CPT symmetry to be conserved, the CKM matrix

necessarily needs be unitary and hence the matrix elements are correlated.

Generally, the CKM matrix can be described by four independent parameters: three real

rotational angles and a complex phase. While there are different ways of defining the

matrix, a rather common representation is given byVud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 =

1 0 0

0 c23 s23

0 −s23 c23

×

 c13 0 s13e
−iδ

0 1 0

−s13eiδ 0 c13

×

 c12 s12 0

−s12 c12 0

0 0 1

 ,

where sij = sin θij and cij = cos θij ; θ12, θ13 and θ23 are the three angles; and δ represents

the complex phase. Note that the angle θ12 corresponds to the Cabibbo angle, θc,

discussed for the case of two quark families and is the largest of the mixing angles. In

order for CP violation to occur in the quark sector, the parameter δ then needs to be

unequal to zero.

It can be beneficial to express the elements of the matrix in terms of an expansion in the

comparably small but real parameter λ = sin θ12 ≈ 0.22. In addition, three other real
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parameters, A, ρ and η, are defined such that

Aλ2 = sin θ23 and Aλ3(ρ− iη) = sin θ13e
−iδ.

Up to O(λ4), the CKM matrix can then be written as

VCKM =

 1− λ2/2 λ Aλ3(ρ− iη)

−λ 1− λ2/2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4). (2.1)

This widely used representation is referred to as the Wolfenstein parameterization [30].

It has the advantage that all the complex components of the CKM matrix are located

entirely in the entries Vub and Vtd and that the parameter η is responsible for the complex

phase.4

Each of the nine individual elements in the CKM matrix is connected to a different

transition between quarks which allows to measure them separately. The magnitudes

of the elements can hence be obtained in experimental measurements of decay rates

and branching ratios of various transitions. As shown earlier, |Vud| can be determined
from superallowed nuclear β-decays. The values of |Vus| and |Vcs| are obtained from
processes such as K0 → π−e+νe and D

+
s → µ+νµ, whereas |Vcd| can be studied in deep

inelastic neutrino-nucleon scattering. The elements |Vub|, |Vcb|, |Vtd| and |Vts| can be
most precisely determined at so called flavor factories such as SuperKEKB and Belle II

where they are studied in decays of large amounts of B-mesons (see Sections 2.2 and 2.3).

However, the approach of measuring decay rates and branching fractions fails to provide

any information about the complex phase. For this purpose, it is necessary to find

processes which are sensitive to the amplitude of the respective elements such as certain

measurements in the neutral kaon and B-meson systems.

2.1.4 CP violation in the kaon system

The neutral kaon system allows us to examine the weak interactions of quarks introduced

in the previous sections with respect to CP violation. The K0(ds) and its antiparticle

K
0
(ds) are the lightest mesons containing strange quarks and can hence only decay via

(flavor changing) weak interactions. The K0(ds) and the K
0
(ds) represent eigenstates

of the strong interaction and are also referred to as the flavor states. They have a

definite quark content and are convenient to understand the production and decay of

4Note that this neglects terms of O(λ5) included in Vcd and Vts.
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Figure 2.2: Leading-order Feynman diagrams or box diagrams for K0 ↔ K
0
mixing.

these mesons.

Most interestingly, both neutral kaons can decay into the same final states, namely two

pion states (|π0π0〉 and |π+π−〉) or three pion states (|π0π0π0〉 and |π+π−π0〉). In the
quark picture, it can be seen that the identical final states effectively lead to a coherent

mixing between the two particles, as illustrated in Figure 2.2. The probability for such

a K0 ↔ K
0
transition is determined by the products of the respective CKM matrix

elements and the weak coupling strength at the four vertices. Measurements of such

processes therefore offer an effective way of probing elements of the CKM matrix.

The oscillation process implies that while they are created separately the kaons propagate

as linear combinations of K0 and K
0
. These linear combinations are referred to as the

“short lived” KS and the “long lived” KL and represent real physical states which are mass

eigenstates. As will be described in Section 2.2.2 for the case of neutral B-mesons, the

mass eigenstates KS and KL both have different real masses, mS and mL, and different

decay rates, ΓS and ΓL.

As far as the decay products of the kaons are concerned, the two pion final states are

CP eigenstates with an eigenvalue of +1, whereas the three pion final states are CP

eigenstates with −1. Assuming CP is conserved in weak interactions, the kaon states

before the decay are also required to a have a well defined CP parity. It is possible to

construct the CP eigenstates of the kaons, K1 and K2, by superposition of the flavor

states:

|K1〉 =
1√
2

(
|K0〉 −K0)

with ĈP̂ |K1〉 = +1 · |K1〉 ,

|K2〉 =
1√
2

(
|K0〉+K0)

with ĈP̂ |K2〉 = −1 · |K2〉 .

In that way, |K1〉 describes the state decaying into two pions and |K2〉 is associated with
a three pion decay. If CP would be a fully conserved symmetry the physical states should
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be identically with the CP eigenstates:

|KS〉 = |K1〉 and |KL〉 = |K2〉 .

The rest mass of three pions is almost the same as the mass of a kaon itself what leads to

a smaller phase space and a notable suppression of such a decay. As a consequence, the

lifetime of the |KL〉 (≈5× 10−8 s) is three orders of magnitude larger than the lifetime
of the |KS〉 (≈9× 10−11 s), further explaining the nomenclature. That means, after a
certain amount of time the KS component of a mixed kaon beam will have fully decayed

away and it should only be possible to observe three pion final states.

In 1964 Christenson, Cronin, Fitch and Turlay [6], however, found that with a small

probability the long lived |KL〉 can also decay into two pions. This finding was unexpected
and suggested that CP symmetry is to a certain extent violated in weak interactions. It

further implied that the mass eigenstates are slightly different from the CP eigenstates

what can be expressed by

|K0
S〉 =

1√
1 + |ε|2

(
|K0

1〉+ ε |K0
2〉),

|K0
L〉 =

1√
1 + |ε|2

(
ε |K0

1〉+ |K0
2〉),

where ε is a small (and complex) mixing parameter which is responsible for admixtures of

the opposing CP eigenstate. This measurement provided the first experimental evidence

for the violation of CP symmetry.

The case of CP violation in the mixing of neutral mesons is also referred to as indirect

CP violation; this and other types of CP violation are further discussed based on

measurements in the neutral B-meson system in Section 2.2.5.

2.1.5 The unitarity triangle

An important implication of the unitarity requirement of the CKM matrix (VCKMV
†
CKM

=

I) is that measurements of the individual elements can be used to over-constrain the

matrix in order to find deviations from SM predictions. For this purpose, the products of

rows and columns are used to establish separate unitarity relations of specific elements

of the matrix. For the case of transitions to b quarks the respective relation is given by

VubV
∗
ub + VcbV

∗
cb + VtbV

∗
tb = 0,



16 Chapter 2. Theoretical concepts and physics at Belle II
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tb
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R

Figure 2.3: Unitarity triangle for the unitarity relation VubV
∗
ub + VcbV

∗
cb + VtbV

∗
tb = 0 of

the CKM matrix, shown in the ρ-η plane.

where all three terms are of O(Aλ3). Since the matrix elements represent complex values,

this relation can further be expressed as a triangle in the complex plane as illustrated in

Figure 2.3. It is convention to normalize the sides of the triangle by VcdV
∗
cd such that the

corners are located at the coordinates (0, 0), (1, 0) and (ρ, η). The normalized triangle

is fully defined by any two of the parameters (length of the remaining two sides or the

three angles). The sides of the triangle only close if the CKM matrix is indeed unitary

and a measurement of CP violation is equivalent to determining any one of the angles.

Different measurements of the parameters can, therefore, be used to over-constrain the

triangle and test the CKM theory. Other unitarity relations lead to similar triangles

which are commonly referred to as unitarity triangles.

As shown in Figure 2.4, current measurements of various parameters suggest that the

unitarity triangle is indeed closed and consistent with predictions of the SM, and that CP

violation is caused by a single complex phase. Observing deviations from these predictions

is a major area of interest within the field of flavor physics and would immediately hint

at NP.

2.2 B-meson physics

While the previous section introduced the underlying concepts, we now apply them to the

B-meson system. The study of different decay channels of charged and neutral B-mesons

represents the major part of the physics program of Belle II. Examining the branching

ratios of these decays can be used to determine the sides of the unitarity triangle, whereas

measurements of CP violation yield the angles of the triangle.

We begin by discussing the production of charged and neutral B-mesons in Section 2.2.1.
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Figure 2.4: Constraints on the unitarity triangle taking measurements up to summer

2018 into account. Figure taken from [31].

This is followed by the phenomenological description of the mixing of neutral B-mesons

in Section 2.2.2 and their time-dependent oscillations in Section 2.2.3. In Section 2.2.4,

we then discuss tangible measurements of the |Vtd| and |Vts| elements of the CKM matrix

and their corresponding oscillations frequencies, ∆md and ∆ms. Finally, Section 2.2.5

describes the phenomenology of CP violation in the B-meson system and an exemplary

measurement of the unitarity angle sin (2φ1).

2.2.1 Production of neutral and charged B-mesons

As mentioned earlier, SuperKEKB will mainly operate at a center-of-mass energy of

10.58GeV which corresponds to the mass of the Υ(4S) resonance. Generally, the various

Υ resonances are meson bound states of a b quark and its antiparticle (bb). A key role

among these resonances is assumed by the Υ(4S) since it is the first excited state with a

sufficiently large mass to decay into a pair of B-mesons. The production and subsequent

decay of such an Υ(4S) is illustrated in Figure 2.5. Its dominant decay channels are

Υ(4S) →B0(bd)B
0
(bd) and Υ(4S) →B+(bu)B−(bu) with branching fractions of 48.6%

and 51.4%, respectively [32]. Because the mass of the resonance is only slightly larger

than the combined mass of the decay products, the charged and neutral B-meson pairs

are essentially created at rest in the center-of-mass system of the Υ(4S). This further

implies that the relatively short lived B-mesons (τ = 1.519× 10−12 s) have low velocities
and propagate only a short distance before decay. Important for their further evolution
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Figure 2.5: Leading-order Feynman diagram for the production of Υ(4S) resonances
in e+e− collisions and the subsequent decays into quantum correlated pairs of neutral

B-mesons; there are analogous diagrams for decays into charged B-mesons.

is the fact that they are produced in quantum correlated JPC = 1−− states.

At SuperKEKB, the positron beam energies are smaller than the electron energies so that

the center-of-mass system is effectively boosted with respect to the laboratory system.

The mean distance between the decay vertices of the neutral B-mesons is therefore

amplified what allows the high-precision PXD to reconstruct the vertices separately.

The charged and neutral B-mesons either decay fully hadronic to lighter mesons or

semi-leptonic to pairs of leptons and lighter mesons. They are important probes for the

study of QCD and CP violation phenomena and have various rare decays which are

sensitive to NP. The approach of producing large amounts of B-mesons in e+e−-collisions

at center-of-mass energies close to Υ resonances has already been pursued by the first

generation of B factories, the predecessors KEKB and the PEP2 collider at SLAC.

2.2.2 Mixing of neutral B-mesons

Using diagrams analogous to the one for kaons shown in Figure 2.2 and described in

Section 2.1.4, oscillations of neutral mesons can also be observed in other systems, as

for example in the B system The neutral B-mesons are created in the flavor eigenstates

B0 and B
0
and decay as physical mass or CP eigenstates. They propagate through

space as mass eigenstates with well defined lifetimes, which are different from their flavor

eigenstates. In the following, we present the quantum mechanical treatment used to

describe the oscillations of the neutral B-mesons.

In general, an arbitrary linear combination of the B0 and B
0
flavor eigenstates,

a |B0〉+ b |B0〉 ,
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evolves according to the time-dependent Schrödinger equation:

i
∂

∂t

(
a

b

)
= (M − i

2
Γ)

(
a

b

)
, (2.2)

with the (non-Hermitian) effective Hamiltonian, H = (M − i
2Γ), and the (Hermitian)

2× 2 matrices, M and Γ.5 The diagonal elements of M and Γ are real quantities which

represent the masses and the lifetimes of the initial flavor eigenstates. Their off-diagonal

elements, on the other hand, are related to the mixing process and can generally be

complex. The conservation of CPT symmetry dictates that the B0 and B
0
have identical

masses and lifetimes and, therefore, M = M11 = M22 and Γ = Γ11 = Γ22. Without the

mixing process, all off-diagonal elements of these matrices would be zero and Equation 2.2

would decouple into two separate equations independently describing the time evolution

of the flavor states. As a consequence of them being non-zero, however, the B0 and B
0

are not eigenstates of the effective Hamiltonian.

Instead, it can be shown that the eigenstates describing the time-evolution of the com-

bined B-meson system are given by

|BL〉 = p |B0〉+ q |B0〉 ,

|BH〉 = p |B0〉 − q |B0〉 , (2.3)

where the indexes reflect the fact that the eigenstates are divided into a lighter (L) and

a slightly heavier state (H). The coefficients p and q are complex numbers with the

normalization |p|2 + |q|2 = 1, for which the ratio is given by

q

p
= −

√
M∗

12 − i
2Γ

∗
12

M12 − i
2Γ12

. (2.4)

If | qp | 6= 1, then the mass eigenstates do not correspond to the CP eigenstates which

means that CP is not conserved in the time-evolution of the system. This ratio has

important implications for the violation of CP symmetry which is further discussed in

Section 2.2.5.

5As a result of the non-Hermiticity of the Hamiltonian, the probability in the B0 and B
0
subspace is not

conserved what is reflected by the decays of the mesons.
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The eigenvalues corresponding to the lighter and heavier states are given by

ωL = mL − i

2
ΓL =M − i

2
Γ +

p

q
(M12 −

i

2
Γ12),

ωH = mH − i

2
ΓH =M − i

2
Γ− p

q
(M12 −

i

2
Γ12),

where the masses, mL,H , and decay widths, ΓL,H , are generally expressed by the observ-

ables

M =
1

2
(mL +mH), ∆md = mH −mL,

Γ =
1

2
(ΓL + ΓH), ∆Γ = ΓH − ΓL.

By convention, the solutions are labeled in such a way that ∆md is positive; ∆Γ can in

principle be negative or positive.

Since the neutral B-mesons are relatively massive, the B0 and B
0
have a large number of

possible decay channels available of which only few are accessible by both mesons. The

interference between the decay modes is hence small and can be neglected:

Γ12 = Γ∗
12 ≈ 0 → q

p
≈ M∗

12

|M12|
and |q

p
| ≈ 1.

This also implies that the BL and BH have approximately the same lifetime: Γ ≈ ΓL ≈ ΓH

and ∆Γ = 0. In the B system, only box diagrams including top quarks contribute signif-

icantly to the mixing of the mesons and hence it can be shown that the difference in

mass between the two states is given by

∆md ' 2|M12| ∝ |(VtdV ∗
tb)

2|. (2.5)

Considering that Vtb ≈ 1, a measurement of ∆md then corresponds to determining the

CKM element |Vtd|. We will see later that it is possible to obtain ∆md by constructing

dedicated CP asymmetries from the decays of the B0 and B
0
.

Having determined the eigenstates of the effective Hamiltonian for t = 0, their time

evolution is then simply given by

|BL,H(t)〉 = e−iωL,H t |BL,H〉 . (2.6)
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2.2.3 Neutral B-meson oscillations

We use the time-evolution of the mass eigenstates obtained in the previous section to

determine the time-evolution of mesons that at time t = 0 have been produced as pure

B0 or B
0
states. Reversing Equation 2.3 allows to express the flavor states as a linear

combination of BL and BH , such as in

|B0〉 = 1√
2
(|BL〉+ |BH〉).

The time dependent representations of the pure flavor states can then be obtained by

inserting Equation 2.6 and are given by

|B0(t)〉 = g+(t) |B0〉+ q

p
g−(t) |B

0〉 ,

|B0
(t)〉 = p

q
g−(t) |B0〉+ g+(t) |B

0〉 , (2.7)

where the time dependence is encoded in the factors

g+(t) = e−iMte−Γt/2 cos (∆mdt/2),

g−(t) = e−iMte−Γt/2i sin (∆mdt/2).

These states describe how a B-meson created in a pure flavor eigenstate oscillates while

propagating with a frequency which is determined by the mass difference of the mass

eigenstates, ∆md. If | qp | 6= 1, then the probability for a B0 to oscillate into a B
0
is not

equivalent to the charge conjugated process. These equations therefore further emphasize

that CP symmetry is not conserved in such a case.

Subsequently, we derive the time-dependent decay rates to an actual observable final

state, f , which is an CP eigenstate and is accessible from both the B0 and B
0
. For this

purpose, we define the two transition amplitudes from the flavor states to the final state:

Af = 〈f |H |B0〉 and Af = 〈f |H |B0〉 , (2.8)

where H is the weak interaction Hamiltonian causing the decay. The decay from the

flavor state B0 to f can then take place directly, B0 → f , or after mixing, B0 → B
0 → f .

The time-dependent decay rate, ΓB0→f (t), consists of contributions from both Af and
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Figure 2.6: Schematic overview of e+e− → Υ(4s) → B0(bd)B
0
(bd) production followed

by two B
0 → D+µ−νµ decays. In between decays, the B

0 oscillated into a B
0
.

Af , and can be expressed by

ΓB0→f (t) = |Af |2
e−Γt

2

[
(|λf |2 + 1)− (|λf |2 + 1) cos (∆mdt)− 2Im(λf ) sin (∆mdt)

]
,

(2.9)

where the second contribution enters via

λf =
q

p

Af

Af
. (2.10)

Note that λf is a physical observable which does not depend on any phase conventions.

2.2.4 Measurement of the oscillation frequency

The measurement of the time-dependent oscillation of neutral B-mesons can very ef-

fectively be used to resolve the mass difference between the two mass eigenstates, ∆md.

According to Equation 2.5, such a measurement also determines the |Vtd| element of the
CKM matrix.

The B0 ↔ B
0
oscillations are, for example, studied based on the semi-leptonic decays

to muons, B0 → D−µ+νµ and B
0 → D+µ−νµ, as illustrated in Figure 2.6. The main

advantage of these decays is that the flavor state of a B-meson (B0 or B
0
) can be

unambiguously identified, or tagged, by the charge of the final state lepton since B0

can not decay to negative leptons and vice versa. The two B-mesons are produced and

propagate in a quantum-entangled state in which they keep opposite flavors at all times.

Therefore, if one of the mesons decays as a particular flavor eigenstate, the other meson

necessarily has to be in the opposite flavor state at the time of the decay. The second
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meson then propagates according to Equation 2.7 and may freely oscillate between the

two flavor states until it decays itself.

The time difference between the decays of the two B-mesons, ∆t, can be obtained by

precisely reconstructing their decay vertices and calculating it by ∆t = ∆z/(cβγ). The

distance between the two vertices in the laboratory frame, ∆z, is dictated by the boost of

the center-of-mass system and will be only about 150 µm at SuperKEKB. Resolving such

vertices requires high resolution vertex detectors such as the PXD installed in Belle II

(introduced in Section 4.1).

Using the decay rates given in Equation 2.9 (and assuming no CP violation in decay

and mixing, |q/p| = |Af/Af | = 1, as discussed in the following section), it is possible to

construct time-dependent oscillation asymmetry, Amix(∆t). For the case of semi-leptonic

decays to muons or electrons this asymmetry can be written as

Amix(∆t) =
NOF(∆t)−NSF(∆t)

NOF(∆t) +NSF(∆t)
,

where a distinction is made between same flavor decays of the B-mesons (SF) indicated

by two leptons with the same sign, µ−µ− or µ+µ+, and opposite flavor decays (OF) given

by leptons with different signs, µ−µ+. Figure 2.7 shows a measurement of Amix(∆t) as

a function of the time difference between the two decays performed by the predecessor

experiment Belle [33]. The mass difference, ∆md, is deduced from the frequency with

which Amix(t) oscillates:

Amix(∆t) = cos (∆md∆t).

As a result of different measurement related effects such as the misidentification of lep-

tons, the experimental ∆t resolution and, in particular, the presence of backgrounds,

the curve is not following the form of a pure cosine. This further underlines the need

for understanding the influence of beam backgrounds on measurements performed at

Belle II.

The oscillations of B-mesons have been studied greatly at a number of different exper-

iments, including Belle. The current world average of all measurements of ∆md [32]

is

∆md = 0.5065± 0.0016(stat)± 0.0011(sys) ps−1.
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Figure 2.7: Measurement of the time-dependent flavor asymmetry for flavor-eigenstate

decays, Amix(∆t) =
NOF(∆t)−NSF(∆t)
NOF(∆t)+NSF(∆t) , by the Belle experiment. The red line represents

a fit of a combination of theoretical predictions and experimental effects. Figure taken

from [33].

As mentioned earlier, through Equation 2.5 and by assuming that Vtb ≈ 1 the oscillation

frequency also represents a measurement of |Vtd|:

|Vtd| = (8.1± 0.5)× 10−3,

where the given value is again the current world average [32].

Analogously to the measurements described here, it is also possible to observe the

oscillation of B-mesons containing strange quarks, B0
s (bs) ↔ B

0
s (bs). Results obtained

in this second B system lead to the following world averages for the mass difference,

∆ms [32], and the corresponding CKM matrix element, |Vts| [32]:

∆ms = 17.757± 0.020(stat)± 0.007(sys) ps−1,

|Vts| = (39.4± 23.0)× 10−3.

Note that Belle II will probably not be able to observe such oscillations of B-mesons

containing strange quarks.
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2.2.5 CP violation in the B system

In general, CP violation may be divided into three distinct categories:

(i) CP violation in decay or direct CP violation occurs when the decay rate of a process

is different from the decay rate of its charge conjugated process. Experimentally,

this is the case when ∣∣∣∣Af

Af

∣∣∣∣ 6= 1 → direct CP violation, (2.11)

where Af and Af are the corresponding decay amplitudes as defined by Equation 2.8.

The ratio |Af/Af | is a phase convention independent quantity which summarizes
direct CP violation.

(ii) CP violation in mixing or indirect CP violation takes place in systems of neutral

mesons where the mass eigenstates do not correspond to CP eigenstates. Such a

discrepancy (see Equation 2.4) arises when∣∣∣∣qp
∣∣∣∣ 6= 1 → indirect CP violation. (2.12)

This ratio is also a phase convention independent quantity and hence experimentally

meaningful. A notable example of indirect CP violation is the decay of KL → ππ

described in Section 2.1.4.

(iii) CP violation in interference or mixing induced CP violation takes place when

neutral mesons can decay to a common final state f with and without mixing,

for example B0 → f and B0 → B
0 → f . Again a phase convention independent

quantity exists which is given by λf defined in Equation 2.10. It implies CP

violation if

λf 6= ±1 → mixing induced CP violation.

Both Equations 2.11 and 2.12 immediately lead to |λ| 6= 1. By contrast, CP can

still be violated through Im(λ) 6= 0 even if |q/p| = 1 and |Af/Af | = 1.

Due to its relatively large effects in the B system, mixing induced CP violation is the

type which is most relevant to Belle II. An important example for mixing induced CP

violation is the decay B→ J/ΨKS (see Figure 2.8) which is also referred to as the “golden

channel” due to its clear experimental signature and will be widely studied at Belle II.
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Figure 2.8: Schematic overview of e+e− → Υ(4s) → B0(bd)B
0
(bd) production followed

by B
0 → D+µ−νµ and B

0 → J/ΨKS decays. In between decays, the B
0 oscillated into a

B
0
.

Applying an analysis method similar to the one described in Section 2.2.4, this decay

channel can be used to measure a non-zero value for the unitarity angle sin(2φ1) which

is a direct demonstration of CP violation in the B system.

For B-mesons, the interference between the decays of the flavor eigenstates and therefore

CP violation in mixing is relatively small implying that |q/p| ≈ 1. Furthermore, the final

state J/ΨKS is accessible from the B0, as well as the B
0
and is a CP = −1 eigenstate.

The leptonic decay of the B
0
clearly tags the second meson as a B0 at t = 0. It is then

the interference between the amplitudes of the direct decay, B0 → J/ΨKS , and the decay

after mixing, B0 → B
0 → J/ΨKS , which gives rise to CP violation.

The B0/B
0 → J/ΨKS decays are segmented into two subsequent parts. First the mesons

decay to the corresponding flavor eigenstates of the kaons, B0 → J/ΨK0 and B
0 → J/ΨK

0
.

Then the kaons propagate as a linear combination of their mass eigenstates KS and KL

and finally decay to the CP eigenstates J/ΨKS and J/ΨKL.

It is possible to measure the CP violation in the interference between B0 → J/ΨKS and

B0 → B
0 → J/ΨKS by deriving the time-dependent CP asymmetry:

ACP (∆t) =
ΓB0→J/ΨKS

− Γ
B
0→J/ΨKS

ΓB0→J/ΨKS
+ Γ

B
0→J/ΨKS

= ηcp sin(∆md∆t) sin(2φ1)

where ηcp = −1 is the CP eigenstate of the final state. The background subtracted

data collected by the Belle experiment performing such a measurement is illustrated in

Figure 2.9. This measurement also includes other channels with similar properties which

are divided into CP = −1 decay modes, such as B→ J/ΨKS , (left) and CP = +1 decay

modes, as for example B→ J/ΨKL, (right). The top part of the plots shows the number
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Figure 2.9: Background subtracted measurements of the time-dependent CP asymmetries

for B→ J/ΨKS with CP = −1 (left) and B→ J/ΨKL with CP = +1 (right). The top

part of the plots shows the number of events for mesons tagged as either B0 (red) or B
0

(blue). The bottom part provides the asymmetry ACP (∆t). Note that the data includes
additional decay modes. Figure taken from [34].

of events for mesons tagged as either B0 (red) or B
0
(blue), whereas the bottom part

presents the asymmetry, ACP (∆t). The Belle experiment obtained an angle sin (2φ1) [34]

of

sin (2φ1) = +0.667± 0.023(stat)± 0.012(sys).

2.3 Physics prospects at Belle II

Building on the phenomenology described in the previous sections, the Belle II exper-

iment will pursue a wide physics program at the intensity frontier. The objective of

the BaBar and Belle experiments was to confirm the CKM mechanism for CP viola-

tion by demonstrating that measurements are consistent with CKM unitarity triangle

expectations. For Belle II, the focus will be on high precision searches for deviations
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from predictions of the SM and for strongly suppressed flavor physics reactions. With

the absence of clear signals for NP at the LHC, this approach has further gained in

importance.

Existing SM decay amplitudes can potentially be modified by yet unknown diagrams

in which NP interactions or particles contribute via additional box, loop (penguin) or

even tree processes. The consequences of these modifications may be divided into two

main categories. On the one hand, the new amplitudes can cause slight deviations from

the SM predictions for the parameters of the CKM mechanism which can be revealed

in precision measurements of various decays. On the other hand, they can also lead to

explicit observations of rare decays which are originally “forbidden” or at least strongly

suppressed in the SM.

Belle II’s sensitivity to such NP is defined by the strength of the new flavor violating

couplings and has a potential reach6 of up to O(100TeV) for new particles and processes.

Historically, measurements of loop processes have often led to predictions of particles

with masses far beyond the mass scale directly available for accelerators at that time.

In that way, it was for example possible to observe evidences for the existence of the

W, Z and Higgs bosons, as well as the top quark. Searching and potentially observing

deviations from SM predictions will give hints at the underlying physics and will help to

discriminate between the various proposed NP models.

Using the underlying concepts governing the production and decay of charged and neu-

tral B-mesons, their various decays can be studied in order to probe different processes

related to flavor changing CKM mechanisms. Besides B-mesons, SuperKEKB will also

directly produce a significant number of τ lepton pairs via the process e+e− → τ+τ−.

In the following, we list several decays and observables which are in the focus of Belle II

and describe the flavor physics questions addressed through them. Note that this is by

no means a complete overview; a detailed description of the intended physics program

can be found in [23].

• Consistency tests of the CKM mechanism Testing the consistency of the

SM and the CKM mechanism requires that different measurements of various

parameters are all compatible with each other such that they lead to a closed

unitarity triangle (see Figure 2.3 in Section 2.1.5). A non-closing triangle, on the

other hand, would imply that the examined processes have contributions from

additional amplitudes clearly pointing to yet unknown NP phenomena.

While current measurements of the sides and the angles of the triangle show a good

6This assumes that the new couplings are not suppressed as it is partially the case in the SM.
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Figure 2.10: Feynman diagrams for the lepton flavor violating process τ → µγ for
Standard Model (including neutrino masses) only (left) and Beyond Standard Model

(right) effects.

consistency of the CKM picture, the results still allow for NP contributions of order

10% of the size of the SM amplitudes. Belle II will be capable of performing highly

precise measurements of all three angles of the triangle. The angles φ1 and φ2 can

be obtained from time-dependent CP violation processes such as B→ J/ΨKS (φ1,

see Section 2.2.5) and B→ ρ±ρ0 (φ2), whereas φ3 can be extracted from tree-level

measurements of B→ D(∗)K(∗) decays. The expected uncertainties on φ1, φ2 and

φ3 are 0.4°, 1.0° and 1.0°, respectively. Additionally, the matrix elements |Vub| and
|Vcb| can be studied in various inclusive and exclusive semileptonic decays of the
B-mesons, such as B→ πlνl (l ∈ {e, µ, τ}, |Vub|) or B→ J/ΨKS (|Vcb|).
Currently, the angle φ3 is the least precisely known of the three unitarity angles.

For quite some time, there are also O(3σ) inconsistencies between the inclusive

and exclusive measurements of both |Vub| and |Vcb|. Possible explanations for these
inconsistencies are extensions to the SM which predict additional charged Higgs

bosons such as two-Higgs doublet models.

Belle II will be able to resolve these tensions and measure the elements of the CKM

matrix with remarkable precision. In addition, comparing the rates of semileptonic

B decays to various leptons will also be used to search for processes which violate

lepton flavor universality such as charged Higgs-like coupling to tau leptons.

• Lepton flavor violation in τ decays In the SM, a distinct lepton number,

Ll (l ∈ {e, µ, τ}), is assigned to the leptons of each generation which is conserved
in all interactions. Decays such as τ → µγ would violate this lepton number and

are therefore forbidden. The only currently known mechanism which is capable

of enabling lepton flavor violation (LFV) is the oscillation of neutrino flavors as

illustrated in Figure 2.10 (left). The relatively small neutrino masses, however,

lead to a strong suppression of such a decay (e.g. ∼ 10−45 for τ → µγ) effectively

making their branching ratios unobservable in the SM.

By contrast, LFV can be substantially increased through yet unknown NP contri-
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butions such as the processes shown in Figure 2.10 (right). Various NP scenarios

like supersymmetric, little Higgs or leptoquark models predict such LFV processes

which are in reach of upcoming experiments. In addition to radiative decays like the

τ → µγ discussed here, LFV will also be searched for in decays to three charged lep-

tons, τ → 3l, lepton plus pseudo-scalar, τ → lp0, and other processes without a tau

neutrino in the final state. The current upper limits on the branching fractions are

of O(10−8) at 90% confidence level. With an expected level of O(10−9)-O(10−10),
Belle II will reduce this limit significantly and facilitate the search of a larger

parameter space in various NP scenarios.

• CP violation in charm mixing The SM mixing effects in heavy flavor systems

are dominated by short range processes which are suppressed in the charm system.

As observed by LHCb [35], the effects of CP violation in D0 ↔ D
0
mixing are

therefore relatively small which makes them a promising probe for NP. Despite

the challenging hadronic interactions, Belle II will measure final states containing

neutral particles and contribute to the investigation of CP violation in the charm

sector.

• New CP violating phases The CP violation processes included in the SM

are orders of magnitude too small to explain the matter-antimatter asymmetry

observed in the universe. Belle II will search for additional CP violating phases by

comparing the decay rates of B0 and B
0
in measurements of time-dependent CP

violation in b → d and b → s penguin transitions (see Section 2.2.5). Important

examples for such processes are the decays B→ φK0 and B→ η′K0.

The previous generation of B factories found tensions in a number of different measure-

ments of CKM parameters. Belle II will help to resolve those tensions and will either

contribute towards a consistent CKM picture or will find hints for the new sources of CP

violation needed for the formation of a matter dominated universe.

As mentioned earlier, this will be achieved by precision measurements and searches for

rare decays which both require enormous amounts of data. The unrivaled luminosity of

SuperKEKB will put Belle II in the unique position to collect this data. However, the

increased luminosity needed for such measurements also comes at the price of significantly

elevated beam backgrounds. One of the big challenges for the operation of Belle II will

therefore be to measure and understand these backgrounds and to find ways to limit

them to tolerable levels.
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The SuperKEKB accelerator

In this chapter, we provide a description of the SuperKEKB accelerator. Due to their

relevance for the work presented in this thesis, special emphasis is put on the dynamics

of the beams and processes responsible for beam backgrounds.

The physics program discussed in the previous chapter imposes certain requirements on

the design of the accelerator. Precision measurements based on well defined initial states

and high statistics call for an e+e−-collider capable of delivering extreme luminosities.

Producing B-mesons at center-of-mass energies which correspond to the Υ resonances

(1S) through (6S) necessitate precisely tunable electron and positron energies. In addi-

tion, boosting the center-of-mass system with respect to the laboratory frame in order

to separate decay vertices of B-mesons is only possible with asymmetric beam energies.

SuperKEKB is an asymmetric energy electron-positron collider that will mainly operate

at a center-of-mass energy of 10.58GeV. Its main components are a double storage

ring, a linear accelerator (linac) which injects both types of particles at full energies, a

damping ring to reduce positron emittance and dedicated electron and positron sources

for initial generation of the beam particles. A schematic overview of the accelerator is

shown in Figure 3.1, whereas the most important machine parameters are summarized

in Table 3.1.

The electrons and positrons are directly accelerated up to their full design energies of

7GeV (e−) and 4GeV (e+) using the same multi stage linac. First, a high current low

emittance electron bunch is generated by a pulsed laser beam hitting a photo cathode

and then accelerated to 3.5GeV. These electrons are either accelerated further or used

to produce high current positron bunches by hitting an amorphous tungsten target. The

positron bunches are accelerated to modest energies of 1.1GeV before being directed into

a newly constructed damping ring with a circumference of 135m. As will be discussed

31
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Figure 3.1: Schematic overview of the SuperKEKB accelerator with the dedicated storage

rings for positrons (LER) and electrons (HER). Modified version of figure taken from [36].

in detail in Section 3.2, the damping ring uses synchrotron radiation damping to reduce

the horizontal emittance from 1.4 µm to 42.9 nm and the vertical emittance from 1.4 µm

to 3.12 nm within a damping time of 10.87ms [37]. After the final acceleration stage, the

electrons and positrons are injected into the main storage rings using a dedicated beam

transfer line (see bottom part of Figure 3.1). The injection procedure is described in

detail in Section 3.3.

The central part of SuperKEKB is the alternating gradient synchrotron which consists of

two parallel but independent storage rings with a circumference of 3 km: the high energy

ring (HER) containing the electrons and the low energy ring (LER) guiding the positrons.

The beam lines in these rings essentially represent a distinct sequence of bending and
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Table 3.1: Overview of machine parameters of SuperKEKB. The values listed in paren-

theses denote parameters at zero beam currents. Modified version of the table given

in [16].

Symbol LER (e+) HER (e−) Units

Beam Energy E 4 7 GeV

Half Crossing Angle φ 41.5 mrad

Horizontal Emittance εx 3.2(2.7) 2.4(2.3) nm

Emittance Ratio εy/εx 0.40 0.35 %

Beta Function at the IP β∗x/β
∗
y 32/0.27 25/0.41 mm

Horizontal Beam Size σ∗x 10.2(10.1) 7.75(7.58) µm

Vertical Beam Size σ∗y 59 59 nm

Betatron Tune νx/νy 45.530/45.570 58.529/52.570

Momentum Compaction αc 2.74× 10−4 1.88× 10−4

Energy Spread σε 8.14(7.96)10−4 6.49(6.34)10−4

Beam Current I 3.60 2.62 A

Number of Bunches/Ring nb 2503

Energy Loss/Turn U0 2.15 2.50 MeV

Total Cavity Voltage Vc 8.4 6.7 MV

Synchrotron Tune νs -0.0213 -0.0117

Bunch Length σz 6.0(4.9) 5.0(4.9) mm

Beam-Beam Parameter ξy 0.0900 0.0875

RF Bucket Size Tbucket 1.965 ns

Revolution Period Trev 10.0614 µs

Luminosity L 8× 1035 cm−2s−1

focusing magnets, drift spaces and RF accelerating structures (referred to as ARES and

SCC cavities in Figure 3.1) which is referred to as the lattice of the accelerator. The

motion of the beam particles in the beam lines is discussed in detail in Section 3.1. The

storage rings are also equipped with various beam instrumentation systems and condition

monitors which are introduced in Section 3.5.

The electrons and positrons collide at the IP where the Belle II detector is located (see

top part of Figure 3.1). For these collisions, the asymmetric beam energies lead to a

center-of-mass energy of 10.58GeV which corresponds to the mass of the Υ(4S) resonance.

This also implies that the center-of-mass system is boosted with respect to the laboratory

system by a factor of βγ = 0.287. While the majority of the runtime will be spent at
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this energy, the range of possible center-of-mass energies which can be provided by the

injector linac covers the Υ resonances (1S) through (6S). The high design luminosity

is achieved by two main elements: high beam currents of 3.2A (electrons) and 2.6A

(positrons), and two superconducting final focusing quadruple systems (QCS) installed

on either side of the IP which reduce the vertical beam size down to 50 nm (nano-beam

scheme [38]). The region around the IP is referred to as the interaction region (IR) which

is in particular relevant for Phase 1. The beam properties at the IP/IR are discussed in

Section 3.2.

The ambitious design luminosity is expected to cause challenging levels of beam-induced

backgrounds for the Belle II experiment. The different processes causing theses back-

grounds are introduced in Section 3.4. At the time of writing, SuperKEKB and Belle II

are undergoing their third and final commissioning phase. Finally, a brief overview of

the three commissioning phases is given in Section 3.6.

3.1 Transverse and longitudinal beam dynamics

In this section, we introduce the underlying concepts of beam dynamics in the storage

rings of SuperKEKB; that means in the context of an alternating gradient synchrotron

which collides electrons and positrons in the high-energy limit, v/c ≈ 1. Note that this

is only a brief introduction; exhaustive reviews of the topics discussed in this and the

following section can be found in [32, 39–41].

The dipole fields of the lattice define an ideal trajectory on which a reference particle with

exactly the right energy and position repeatedly propagates through the machine. This

trajectory is referred to as the nominal or design orbit. In reality, however, a distribution

of particles always differs from the properties of the reference particle. For sufficiently

small deviations, these particles perform stable oscillations around the nominal orbit in

each of the three degrees of freedom. The oscillations transverse to the direction of their

motion are referred to as betatron oscillations, whereas their longitudinal oscillations are

denoted by synchrotron oscillations. As a consequence of their distinct time scales it is

possible to examine the transverse and longitudinal motions separately. These oscillations

play an important role in the analysis of injection backgrounds presented in Sections 7

and 8.

Betatron oscillations A description of the transverse motion of particles can be

obtained by determining and solving their equations of motion in the presence of magnetic

fields. For this purpose, the coordinate system depicted in Figure 3.2 is used where
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Figure 3.2: Coordinate system used for the description of particle motion in the presence

of magnetic fields relative to a reference particle.

particle positions are stated relative to the design orbit. Here, ρ is the curvature of

the reference orbit and x and y are the radial and vertical distances. Rather than time,

the independent variable is given by the distance along the nominal trajectory, s. As

such, the prime denotes d/ds. The trajectory of a real particle in horizontal or vertical

transverse direction is then given by a pair of coordinates (x(s), x′(s)) or (y(s), y(s)′),

respectively.

In this system, the propagation of a particle through an element of the accelerator in

x or y direction can be described by a 2 × 2 matrix, M . Such an element can be a

single component like a dipole magnet or an arbitrarily complex sequence of components

which are then connected by M = Mn · · ·M1. A common example of a joined matrix

are the focus-drift-defocus-drift, or FODO, cells which serve as the standard quadrupole

magnet configuration for strong focusing. Treating each of the individual components as

a thin lens and using geometrical optics arguments yields the following matrices for the

propagation through the cells:(
x

x′

)
s1

=

(
1 0

−1/f 1

)
︸ ︷︷ ︸

F

(
1 L

0 1

)
︸ ︷︷ ︸

O

(
1 0

1/f 1

)
︸ ︷︷ ︸

D

(
1 L

0 1

)
︸ ︷︷ ︸

O

(
x

x′

)
s0

, (3.1)

where L is the drift space between the cells, f is the focal length and s0,1 are the position

before and after the cell.

An analytic description of the propagation can be found by using the generic ansatz of

the equations of motion in the presence of magnetic fields,

d~p

dt
= e~v × ~B(~r).
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From that it can then be shown that the linearized equations for a particle which deviates

from the position of the reference particle are given by

x′′ +Kx(s)x = 0 with Kx(s) ≡
e

p

∂By(s)

∂x
+

1

ρ2
,

y′′ +Ky(s)y = 0 with Ky(s) ≡
e

p

∂By(s)

∂x
. (3.2)

Here the magnetic field, B(s), is assumed to have only a component in the y-direction,

to include only dipole and quadrupole terms and to be treated as static. The terms

Kx,y(s) are responsible for the transverse focusing of the particles which is mainly caused

by quadrupole fields; focusing in the dipole fields enters only via the centripetal term

1/ρ2. The equations are similar to the ones governing a harmonic oscillator only with

the difference that the restoring forces given by Kx,y(s) are functions of s.

Exploiting the fact that they are instances of Hill’s equation, the general solution to

Equation 3.2 for the motion in x can be written as

x(s) = A
√
β(s) cos (ψ(s) + δ)

x′(s) = − A√
β(s)

[
α(s) cos (ψ(s) + δ) + sin (ψ(s) + δ)

]
, (3.3)

where A and +δ are constants of integration, α(s) ≡ −β′(s)/2 and the phase, ψ(s),
advances according to

ψ′ =
1

β(s)
.

The term β(s) is referred to as the amplitude function and defines the form of the

envelope of the motion of the particles. A similar solution with an independent set of

parameters can be obtained for the motion in y. For the sake of brevity, however, we

focus on the motion in x from here on.

Solving the equations of motion for the transverse movement of particles leads to solutions,

(x, x′), which are defined by two distinct quantities β(s) and ψ(s). These parameters are

functions of the location along the nominal beam trajectory and are generally defined by

lattice of the accelerator. The task of finding a description for the transverse motion of

particles then reduces to computing β(s) and ψ(s). If the solutions to the equations of

motion describe periodic propagations, which is the case for a circular collider, β(s) has

to be periodic as well. Given a periodicity C, this implies that β(s0 +C) = β(s0). Using
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the matrix representation introduced in Equation 3.1 to express Equation 3.3 yields(
x

x′

)
s0+C

=

(
cos∆ψC + α sin∆ψC β sin∆ψC

−γ sin∆ψC cos∆ψC − α sin∆ψC

)(
x

x′

)
s0

, (3.4)

where the phase advance of a particle’s propagation, ∆ψC , is given by

∆ψC =

∫ s0+C

s0

ds

β(s)
.

That means that if the transfer matrix of a period can be measured or calculated, like it

is for example the case for a FODO cell, the amplitude function and the phase advance

for this element can be obtained by comparing the matrix to Equation 3.4. It is possible

to generalize this procedure in order to obtain the β(s) and ψ(s) for any two points in

the lattice. Knowing the initial conditions and the lattice functions at both points it is

then possible to determine any beam propagation.

In a large circular collider most of the lattice consists of a large number of FODO

cells and the length of a period, thus, is considerably lower than a full turn. A real

particle is, therefore, continuously redirected towards the ideal trajectory resulting in

the previously mentioned betatron oscillations around the nominal orbit. The amplitude

function represents the bounding envelope of the betatron oscillations and can, thus, be

interpreted as the local wavenumber which determines the rate of the phase advance.

The so called betatron tune is defined as the number of oscillations per turn in either

horizontal or vertical direction:

νx,y ≡ 1

2π

∮
ds

β(s)
.

Note that if this tune assumes an integer or lower order rational number, imperfections

or perturbations are amplified with each subsequent revolution. For SuperKEKB, the

horizontal design tunes, νx, are 45.5 (LER) and 58.5 (HER) and the vertical design tunes,

νy, correspond to 45.6 (LER) and 52.6 (HER) (see Table 3.1).

Momentum dispersion So far, we were concerned with particles which are only dif-

fering in transverse position and direction but have the same momentum as the reference

particle. In practice particles are also deviating in momentum, which leads to changes

of the deflection in the bending magnets. As a consequence, the off-momentum particles

undergo betatron oscillations in the x direction around new closed orbits which are

slightly different from the design trajectory.
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The displacement of these orbits depends on a new type of lattice function referred to as

momentum dispersion function, D(p, s), which can be written as

x(s) = D(p, s)
∆p

p0
with p = p0 +∆p.

Taking this into account, it is possible to obtain a modified version of the equations of

motion:

D′′ +
(
Kx(s)

p0
p

− 1

ρ2
∆p

p

)
D =

1

ρ

p0
p
.

This equation is also an instance of a (inhomogeneous) Hill’s equation and can be solved

by adopting an analogous approach as used for Equation 3.2. Exploiting the periodicity

of D(p, s) then yields matrices for the propagation from an arbitrary point along the

nominal orbit s1 to a second point s2. Here, the matrices and the vectors they operate

on are supplemented by a third component: x

x′

∆p
p0


s2

= M(s1 → s2)

 x

x′

∆p
p0


s1

.

This third component is responsible for the fact that the particles perform betatron

oscillations around new orbits which differ from the design orbit. That means that

deviations in momentum lead to transverse oscillations in x direction. It can further be

shown that these deviations also lead to slight shifts in the betatron tune.

Synchrotron oscillations Besides betatron oscillations transverse to the direction of

motion, beam particles also undergo synchrotron oscillations in the longitudinal direction

due to differences in energy relative to the reference particle. These oscillations can be

described by an additional set of equations of motion for the difference relative to the

reference particle in energy, ∆E, and time, ∆t.

In the high-energy limit it can be assumed that the speed of the electrons and positrons

is approximately c and thus constant. For identical particles, a ∆E is then equivalent

to a deviation in momentum which leads to a change of the orbit period, τ , due to the

bending in the dipole magnets. This relationship is expressed by the slip factor, η:

∆τ

τ
= η

∆p

p
= η

∆E

E
.
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Figure 3.3: Energy gain in a RF acceleration element relative to the reference particle.

Note that for high energy synchrotrons such as SuperKEKB, η is generally positive.

The electrons and positrons are continuously provided with new energy when passing

through one of the RF elements, as illustrated in Figure 3.3. The reference particle

always passes the RF element with the synchronous phase, φs, for which the turn-wise

gain in energy, Es = eVmax sinφs, is exactly counteracting the losses due to synchrotron

radiation. By calculating the turn-wise difference in energy and phase due to this RF

acceleration it is then possible to determine the equation of motion in longitudinal

direction relative to the reference particle:

d2∆t

dn2
= −(2πνs)

2∆t,

where the independent variable is the number of the turn, n, and we assumed that the

oscillations are small. The equation of motion is similar to the one of a simple harmonic

oscillator. Analogous to the betatron tune, this equation defines the so called synchrotron

tune,

νs =

√
ηh

4π2Es
eVmax cos (φs),

which indicates the longitudinal synchrotron oscillations per turn. Generally, the RF

frequency is a high multiple, h, of the orbit frequency and the synchrotron tune is

considerable smaller than one. For SuperKEKB, the design tunes, νs, are 0.0213 (LER)

and 0.0117 (HER) oscillations per turn (see Table 3.1). This implies that these oscillations

takes place on considerably longer time scales than betatron oscillations.

Note that the particles undergo oscillations in longitudinal direction due to differences
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Figure 3.4: Phase space mapping in x direction relative to the design orbit for an arbitrary
position in the accelerator.

in energy and thus also in momentum. As discussed before, a deviation in momentum

also leads to transverse betatron oscillations.

3.2 Beam properties, damping and luminosity

Having discussed the dynamics of a single particle, we now turn to the properties of an

ensemble of particles or, in other words, a particle beam.

Transverse and longitudinal beam emittance The transverse phase space which

is occupied by the beam particles is defined by their betatron oscillations. Using Equa-

tion 3.3, the integration constant, A, can be expressed in terms of x and x′:

A2 = γ(s)x2 + 2α(s)x(s)x′(s) + β(s)x′(s)2 (3.5)

where γ(s) ≡ (1 + α(s)2)/β(s). Collectively, α(s), β(s) and γ(s) are referred to as the

Courant-Snyder parameters. These parameters are functions of the location along the

nominal beam trajectory and are generally defined by the lattice of the accelerator. The

constant A2 is denoted as the Courant-Snyder invariant.

It can be seen that Equation 3.5 corresponds to the equation of an ellipse such as the one

illustrated in Figure 3.4. For each point in the accelerator the corresponding amplitude

function defines a distinct ellipse. Whenever a single particle passes this point, its

betatron oscillation coordinates (x, x′) will then assume a point on this ellipse. For this
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particle, the area of the ellipse (= πA2) is constant throughout the accelerator but its

shape and orientation change with the position along the trajectory.

The area in transverse phase space which is occupied by the entire ensemble of particles

is referred to as the transverse emittance of the beam, ε. Assuming that the transverse

beam profiles follow a Gaussian distribution with width σx,y, the transverse emittance is

defined as

εx,y ≡
σ2x,y
βx,y

,

and denotes the area which encloses 39% of the beam particles. Note that there are a

number of different definitions of how much of the beam is covered by εx,y.

Similar to εx,y in transverse phase space, the longitudinal emittance, εl, defines the area

in ∆E-∆t space which is occupied by the particles. As such, εl is mainly determined by

the synchrotron oscillations of the beam particles. In this phase space, the relative timing

of the RF elements defines certain regions for which particle motion is stable. These

regions are centered around multiples of the synchronous RF phase, φs, and are referred

to as RF buckets. For SuperKEKB, the distance in time between two subsequent RF

buckets is Tbucket = 1.965 ns.

According to Liouville’s theorem, the local particle density in phase space of such an

ensemble is constant in the absence of collisions and dissipation. That means, the

transverse and longitudinal emittances of the beams are not altered by the magnetic

focusing or bending which happens throughout the beam lines.

In addition it is possible to define the admittance as the area in phase space of the largest

ellipse still accepted by the accelerator. As a consequence, particles which occupy a

larger phase space collide with apertures leading to beam backgrounds.

Radiation dampening Liouville’s theorem does not apply to intra-beam interactions

which are responsible for beam backgrounds or the emission of synchrotron radiation

where the beam particles emit parts of their own energy (both described in Section 3.4).

Intra-beam interactions generally lead to a dilution of the emittance.

Synchrotron radiation is emitted in the direction of the tangent to the trajectory which

reduces the magnitude of the momentum. The RF acceleration, on the other hand,

increases only the longitudinal component of the momentum. The combination of con-

tinued synchrotron radiation and energy recovery therefore leads to a dampening of the

transverse oscillation of the particles, which effectively reduces the transverse emittance

of the beam. Furthermore, since the energy loss per turn is proportional to the particle
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energy squared, synchrotron radiation also dampens the longitudinal oscillation of the

beam particles, reducing their longitudinal emittance. This means that oscillations in all

three degrees of freedom are effectively reduced by continuous emission of synchrotron

radiation. This technique is referred to as synchrotron radiation damping and is widely

used in electron and positron synchrotrons. It offers an effective way to automatically

achieve small beam emittances. At SuperKEKB, the positron damping ring and both

main storage rings promote synchrotron radiation damping via bending and dedicated

wiggler magnets and the corresponding RF acceleration structures.

Note that despite the damping effect, the emittances do not tend to zero. Instead the

equilibrium emittances are primarily determined by an equilibrium between synchrotron

radiation dampening and excitations from quantum fluctuations in the radiation rate.

Generally, the emittance in the accelerator plane, εx, is significantly larger than the

vertical emittance, εy.

Luminosity Besides the center-of-mass energy, the most important parameter for the

performance of a collider is the instantaneous luminosity, L. It represents a measure for
the rate of collisions achieved by the machine and is closely related to the transverse

emittance and the phase space occupied by the beam particles. At SuperKEKB, high

precision measurements (see Section 2.3) will be enabled by increasing L by a factor of
40 compared to the peak luminosities of its predecessor KEKB.

For a collider with beams arranged in bunches of n1 and n2 particles which collide with

a frequency, fcoll , L can be written as

L = fcoll
n1n2

4π
√
εxβ∗xεyβ

∗
y

F ,

where β∗x and β
∗
y are the amplitude functions specifically at the IP and the factor F ≤ 1

accounts for crossing angles and other effects.

The essential elements for the increase in luminosity of SuperKEKB are a reduction

of the horizontal beam emittances, an increase in beam currents and the nano-beam

scheme (see Table 3.1). Modifications of the lattice of the accelerator and the newly

installed damping ring for the positrons reduce εx by a factor 5 to 10 compared to KEKB

. The doubling of the beam currents with respect to KEKB to 3.2A (electrons) and

2.6A (positrons) increases n1 and n2. Most importantly, the new final focusing magnets

minimize β∗y down to only 0.3mm such that the vertical beam size is effectively reduced

to approximately 60 nm. In that way, it will be possible to reach a so far unrivaled
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Figure 3.5: Schematic overview of top-up injections with an intentional orbit offset

referred to as betatron injections (left). Schematic overview of top-up injections with an

intentional momentum offset, δp, referred to as synchrotron injections (right).

instantaneous luminosity of

L = 8 · 1035 cm−2s−1.

3.3 Top-up injections and bunch structure

Similar to its predecessor, SuperKEKB uses top-up injections to compensate for particle

losses due to background processes and collisions while maintaining constant luminosities.

In such top-up injections, small numbers of new electrons and positrons are continuously

injected into already circulating bunches. In general, the injection systems have to be ca-

pable of transferring the beams with sufficiently small losses while achieving the required

beam parameters and a minimal dilution of the beam emittance. Due to Liouville’s

theorem (see previous section), however, the injected beam can not be incorporated into

the phase space volume which is occupied by the circulating beam. For this purpose,

SuperKEKB will mainly utilize the betatron injection scheme (deliberate space offset,

see Figure 3.5 (left)). In order to be able to counteract possible beam blowups, however,

the synchrotron injection scheme is adopted as a backup option (deliberate momentum

offset, see Figure 3.5 (right)).

Both injection schemes generally employ the same hardware, namely a septum magnet

and two kicker magnets, and exploit synchrotron radiation damping in order to maintain

a low beam emittance. A septum is a special beam optics element which separates two

field regions; septa design can make use of magnetic or electrostatic fields. The septum

is used to deflect the injected beam into the accelerator aperture. The kicker magnets,
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on the other hand, introduce an orbit bump for the circulating beams which brings them

to the vicinity of the septum and reduces the angle between the beams. Because the

horizontal admittance is larger than the vertical admittance, the merger of the injected

and the circulating beams takes place in the horizontal plane of the accelerator.

In the betatron scheme, the new beam particles are injected with certain deliberate

betatron oscillation amplitudes what separates them from the circulating beams. As a

consequence, the injected particles subsequently perform betatron oscillations around

the closed orbit. These oscillations are then steadily reduced by synchrotron radiation

damping until the injected beams have fully merged into the already circulating beams.

Transverse dampening times for the LER and HER are 43ms and 58ms, respectively [42].

In general, it is possible to continue with collisions during injections. However, the ma-

jor limitation of this injection scheme is that the betatron oscillation amplitudes can

be significantly larger than the admittance of the accelerator. Nevertheless, betatron

injections are the default injection scheme foreseen for the operation of SuperKEKB and

have been almost exclusively used during Phase 1.

Alternatively, new particles are injected with a predefined momentum offset using the

synchrotron injection scheme. Here, the positional offset between the injected and the

stored beam, ∆x, is defined by the dispersion at the position of the injection, D, and

the momentum offset, δp:

∆x = δp×D.

In that way, the betatron orbit of the injected particles matches their momentum and

they only undergo synchrotron oscillations. Similar to betatron injections, the new beam

particles are steadily damped by synchrotron radiation damping until they have fully

merged into the already circulating beams.

Beam particles for which the betatron oscillation amplitudes either caused by transverse

displacement or by synchrotron oscillations exceed the admittance of the accelerator

collide with the beampipe or other accelerator elements, causing beam backgrounds. In

particular, bunches which received new particles in injections and are in their cooling

phase result in significantly increased background levels for the detectors whenever

they pass by the IP. These bunches are therefore referred to as injection bunches or

noisy bunches. Measurements conducted before the shutdown of KEKB suggest that

such injection backgrounds persist for up to 4ms after the injection before backgrounds

return to regular levels [43]. Note that the time in which the detectors observe elevated

background rates is smaller than the time which the newly injected particles require to
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Figure 3.6: Schematic overview of the expected time structure of injections (top) and the

bunch-by-bunch structure (bottom). The parentheses denote values used during Phase 1

operation.

fully merge with the circulating bunch. It is foreseen to perform alternating injections of

electrons and positrons with a repetition rate of 25Hz each, as illustrated in Figure 3.6

(top). That means an injection takes place every 20ms of which the first 4ms are

hampered by the cool down of injection background. During this cooling phase, the

injection bunch circulates in the rings and passes by the IP in intervals corresponding to

the revolution period, Trev = 10.0614 µs.

As described in the previous section, the bunches are placed in RF buckets divided by

fixed intervals defined by the bucket size, Tbucket = 1.965 ns, as shown in Figure 3.6

(bottom). How many and which specific buckets are filled at runtime depends on the

employed fill pattern. For the operation of SuperKEKB, it is foreseen to utilize every

second bucket resulting in a bunch spacing of Tbunch = 3.930 ns with 2503 bunches in total.

During Phase 1, on the other hand, the predominantly employed pattern specifies that

only every third bucket is used and, therefore, Tbunch = 5.895 ns with 1576 bunches [44].

While it is possible to inject only into a single bunch, injections are generally performed

for two bunches simultaneously in order to maximize injection efficiency. These bunches

are separated by 49 RF buckets with a time difference of Tdb ≡ 49 × Tbucket = 96.3 ns
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between them. The injected bunches are selected based on the criterion of the lowest

sum of bunch currents.

Comprehensive reviews of beam injections into circular electron-positron synchrotrons

and light sources can be found in [45, 46]. More details on the SuperKEKB specific

injection procedure are given in [16, 37, 47].

3.4 Sources of beam backgrounds

The term beam backgrounds generally refers to undesirable particles and can be divided

into three main categories: backgrounds caused by the circulating beams, or beam-induced

backgrounds ; backgrounds as a byproduct of collisions, also referred to as luminosity-

dependent backgrounds ; and backgrounds due to the injection of new beam particles or

so-called injection backgrounds. The background particles can be the beam particles

themselves due to processes such as radiative Bhabha scattering or secondary particles

generated by the beams. For example, single-beam processes such as beam-gas or

Touschek scattering cause beam particles to depart from their nominal orbits leading to

significantly increased oscillations and emittances. When these emittances exceed the

admittance of the accelerator, the particles collide with the beampipe or other parts of the

accelerator setup and cause secondary particle showers. Background processes generally

reduce the beam currents and limit the beam lifetime in the accelerator. Background

particles, in particular secondary ones, increase the occupancy in Belle II and thus hamper

the performance of the reconstruction software. They can also lead to an elevated flux

of neutrons and ionizing radiation dose which reduces the lifetimes of the materials and

the electronics and enlarges their dead time.

In the following, we provide an overview of the six main sources for beam backgrounds

at SuperKEKB. Since they will be of great importance for Phase 2, Phase 3 and the final

operation, radiative Bhabha scattering and the production of two-photon events are also

included in the overview. Due to the lack of collisions, however, these two luminosity

dependent types of background are irrelevant for the study of Phase 1 data.

• Touschek scattering The term Touschek effect or simply Touschek scattering

refers to an intra-bunch scattering process in which a single Coulomb scattering

between two particles of the same bunch leads to a significant change of their energy.

It affects the particles implicated in the interaction by increasing the energy of one

and decreasing the energy of the other [48]. As discussed in [37], the probability

of scattering can be calculated using Bruck’s formula. The total scattering rate

for the entire ring is then proportional to the number of filled bunches and the
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second power of the bunch current, and inversely proportional to the beam size

and the third power of the beam energy. As such, the higher beam currents and

the dramatically reduced β∗x and β
∗
y due to the nano-beam scheme will promote

beam loss by Touschek scattering. A simple scaling based on the beam size and

the currents suggests that this type of background will increase approximately by a

factor of 20 compared to KEKB. Due to the energy dependence, however, observed

Touschek backgrounds will come mainly from the LER.

After such an interaction takes place, the affected particles are eventually lost at

the inner wall of the beampipe. If the loss position is in the proximity of the IP,

the resulting secondary particle showers can reach the detector.

• Beam-gas scattering The second source of beam backgrounds is beam-gas scat-

tering which denotes scattering of beam particles with residual gas molecules in

the vacuum chambers. Such an interaction can take place through two different

processes: elastic Coulomb scattering and inelastic Bremsstrahlung. The first type

of interaction changes the direction of beam particles and hence increases their

transversal emittance. The second type of interaction, on the other hand, reduces

their energy and expands their longitudinal emittance.

The scattering rate due to beam-gas interactions is proportional to the beam cur-

rent and the vacuum pressure in the rings. As a consequence of the reduced size

of the beampipe with an inner radius of just 1 cm, the vacuum levels at the IP are

expected to be 100 to 1000 times higher than at KEKB. Promoted by the increased

vacuum levels and beam currents, the Beam-gas scattering rate will approximately

be a factor 100 higher at SuperKEKB.

• Synchrotron radiation The third source of backgrounds is synchrotron radiation

(SR), i.e. photons emitted by the beam particles while undergoing centripetal

acceleration. The turn wise energy loss of the electrons and positrons is scaling

according to

∆E ∝ E4

ρ
,

where ρ is the radius of the deflection in the bending magnets. As such, SR

increases significantly with the energy of the particles and is the most severe

limitation for circular e+e− colliders. As a consequence of this energy dependence,

SR is predominantly caused by the HER beams.

In the laboratory system, SR is strongly collimated in the direction of propagation
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of the charged particle with an opening angle of only few mrad. The spectrum of

the emitted radiation ranges from few keV up to tens of keV but falls of rapidly

above a certain critical energy.

Note that synchrotron radiation plays a key role in the design of an electron-

positron synchrotron such as SuperKEKB since it dampens oscillations in all three

degrees of freedom and, therefore, enables stable propagation of the beams (see

Section 3.2).

• Radiative Bhabha process The fourth source of backgrounds is radiative Bhabha

scattering. The term Bhabha scattering refers to elastic scattering of electrons and

positrons (e+e− → e+e−) which dominates the e+e− cross section. Because it is

a well understood process with clean experimental signatures, the rate of wide

angle Bhabha scattering will be the primary method for monitoring the luminosity

provided by the machine.

However, for the majority of such interactions the deflection angle is small and the

scattered particles continue propagating along the beam lines. If the changes in

momentum and direction are sufficiently small, the scattered particles are able to

maintain (temporarily) stable orbits. If they exceed the experimental aperture, the

scattered particles collide with the beampipe or the accelerator magnets and the

resulting showers of secondary particles can back-scatter towards the IP. Naturally,

the rate of Bhabha scattering scales with the luminosity.

Bhabha scattering is always accompanied by radiative effects which reduce the

energy of the beam particles: e+e− → e+e−γ. The produced photons propagate

nearly parallel to the beam axis before they eventually collide with the accelerator

elements. An interaction with the iron of the accelerator magnets then results

in a larger number of low energy gamma rays and (via the giant photo-nuclear

resonance) neutrons.

• Two-photon process The fifth source of backgrounds are very low momentum

electron-positron pairs produced via the two-photon process : e+e− → e+e−+γγ →
e+e−e+e−. Guided by the field lines of the solenoid, such pairs then perform spiral

movements and cause a large number of hits in the inner detector. A similar

behavior can also be observed for primary electrons and positrons which took part

in interactions where they lost large amounts of energy.

• Injection background The final source of background is injection background. As

discussed in detail in the previous section, newly injected beam particles undergo
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extended oscillations before they fully merge with the injected bunch. These

extended oscillations lead to a significantly elevated background rate whenever the

bunch pass by the IP. Since the damping ring was only available from Phase 2

onwards, injection backgrounds of positrons are expected to be larger than for

electrons during Phase 1.

Touschek scattering, beam-gas scattering and synchrotron radiation are types of beam-

induced backgrounds. Radiative Bhabha and two-photon processes, on the other hand,

are luminosity dependent backgrounds. Measurements performed during Phase 1 repre-

sent a unique opportunity to study beam-induced and injection backgrounds in a clean

environment.

A comprehensive time resolved analysis of beam backgrounds during the first commis-

sioning phase of SuperKEKB is presented in Chapters 7 and 8. A combined measurement

of beam-gas and Touschek backgrounds in the interaction region and a method for dis-

entangling the these two types of backgrounds is discussed in Chapter 9. A detailed

investigation of luminosity dependent backgrounds will then be performed during Phase 2

and 3.

3.5 Beam and accelerator condition monitors

The following section will give a brief overview of the beam instrumentation and acceler-

ator condition monitors installed at SuperKEKB which are used in the analysis of beam

backgrounds presented in Chapters 7 through 9.

• Beam size monitor To measure the vertical size of the beams, σy, X-ray beam

size monitors (XRM) are installed in each ring. The XRM measure the X-ray

component of the synchrotron radiation emitted in the bending magnets using

single-slit and multi-slit optical elements. The monitors are installed in the last

arc-bends directly upstream of the straight sections in Fuji (LER) and Oho (HER)

(see Figure 3.1).

Several calibration studies on the performance of the XRM have been carried out

during Phase 1. For the LER, the studies yield a vertical emittance of approximately

8 pm which is in reasonable agreement with an estimation based on beam optics.

For the HER, however, they find a vertical emittance of approximately 41 pm what

is a factor of four larger than the beam optics estimate. It is, therefore, foreseen

to perform further studies, in particular to examine possible sources for smearing

of the measured σy.
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• Pressure gauges To monitor pressure throughout the beamlines, around 300 cold

cathode gauges (CCGs) are installed in each ring at intervals of 10m. Since the

CCGs are located next to sputter ion pumps and separated from the beam line at

the end of 1m ducts, the pressure measured by the gauges is lower than the one

seen by the beams. Based on simulations for SuperKEKB, it can be shown that

the beam pressure, Pbeam, can be reconstructed by

Pbeam = 3 · PCCG − 2 · Pbase,

where the base pressure, Pbase, is defined as the minimum pressure recorded within

the last multi-hour period without current in the respective ring. The base pressure

is determined individually for each CCG.

For the LER, the dynamic pressure is considerably larger than the base pressure

and, therefore, Pbeam ≈ 3 · PCCG. For the HER, on the other hand, the base

pressure has a significant influence on the pressure seen by the beam. In cases

where the measured values are below the range of acceptance of the CCGs, we

utilize their minimum reading of 18× 10−8 Pa. From here onwards, the corrected
pressure, Pbeam, is used for all pressure readings.

• Residual gas analyzer To identify the individual components in the gas com-

position, two residual gas analyzer (RGA) are installed in the LER. One of the

RGAs is located directly upstream of the IP, whereas the other one is placed ap-

proximately on the opposite side of the storage ring near the positron injection

line (see Figure 3.1). The RGAs are mass spectrometers which yield the relative

occurrences of ion fragments with mass-to-charge ratios m/Z in the range from 1

to 50.

In particular for the study of beam-gas backgrounds, it is possible to determine an

effective atomic number of the gas composition, Ze. This Ze corresponds to the

atomic number of a pure gas for which the background levels caused by beam-gas

interactions would be the same as for the gas mixture found in the beam lines.

First, a list of possible gas species which could be present in the vacuum chambers

is established. Second, the relative occurrence of each species in the residual gas is

determined by fitting the measured spectra with the predefined list. These occur-

rences are used to calculate the number of atoms, ni, of each element, Zi. Finally,
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the Ze can be expressed as the weighted average of all the Z
2
i :

Ze =

√∑
i Z

2
i ni∑

i ni
.

Dedicated measurements performed during Phase 1 show good agreement between

this model and the measured data [36].

A comprehensive description of this and additional beam instrumentation installed at

SuperKEKB is given in [16]; a more detailed explanation of the condition monitors used,

in particular for the study of beam backgrounds, can be found in [36].

3.6 The SuperKEKB commissioning campaign

In order to prime SuperKEKB and Belle II for physics operation and full luminosities

an extensive commissioning campaign is performed. We complete the description of

the accelerator by giving a brief overview of the three stages of this campaign which

are simply referred to as Phase 1, Phase 2 and Phase 3. Machine parameters attained

during the operation of KEKB and SuperKEKB Phase 1, as well as the nominal machine

parameters for SuperKEKB Phase 2 and 3 are summarized in Table 3.2. At the time

of writing, SuperKEKB and Belle II are undergoing their third and final commissioning

phase.

Phase 1 focused on the basic operation of the accelerator and, as such, the final focus-

ing system and the Belle II detector have not yet been installed at the IP. Since the

beams were unfocused, no intended collisions took place. The primary objectives for

SuperKEKB were improving the vacuum conditions by vacuum scrubbing and performing

basic machine studies. Examples for such studies are tuning of the feedback systems or

low emittance optimization of the beam optics. During Phase 1, the BEAST II beam

background detectors assumed the place of Belle II at the IP. Data taking for Phase 1

took place from February to June, 2016. The work presented in this thesis is based

entirely on measurements performed during Phase 1 operations.

For Phase 2, the final focusing system and the positron damping ring were installed at

SuperKEKB and the Belle II detector assumed its position at the IP. In that way, it was

possible to focus both beams and perform the first collisions of the new machine. For

beam background monitoring, however, the vertex detector of Belle II was replaced by a

dedicated BEAST II Phase 2 detector system. Data taking for Phase 2 took place from

March to July, 2018. Towards the end of the runtime, the accelerator achieved a peak
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Table 3.2: Machine parameters during KEKB and SuperKEKB Phase 1 operation, and

nominal machine parameters for SuperKEKB Phases 2 and 3. Table taken from [36].

KEKB Phase 1 Phase 2 Phase 3

Ring LER HER LER HER LER HER LER HER

Beam current I [A] 1.64 1.19 1.01 0.87 1.0 0.8 3.6 2.6

Number of bunches Nb 1584 1584 1576 1576 1576 1576 2500 2500

Vertical beam size σy [µm] 0.94 0.94 110 59 0.25 0.39 0.048 0.062

Number of collimators 16 16 2 16 5 19 11 22

Luminosity [1034 cm−2s−1] 2.1 0 2 80

instantaneous luminosity of 5.55× 1033 cm−2s−1 [49].

Phase 3 represents the final stage of the commissioning campaign and, at the same time,

the beginning of physics data taking. Here, the accelerator and the detector operate

in their final configuration. Data taking for Phase 3 started in March, 2019 and will

officially continue until the full design luminosity is reached.



Chapter 4

The Belle II and BEAST II

experiments

In this chapter, we provide an overview of the detector systems installed at the Su-

perKEKB accelerator. In Section 4.1, we briefly introduce the Belle II experiment and

discuss the difficulties for its operation which arise due to beam backgrounds. Section 4.2

then describes the BEAST II experiment which replaced Belle II during Phase 1 of the

SuperKEKB commissioning campaign in order to perform first background measure-

ments.

4.1 The Belle II experiment

Having introduced the SuperKEKB accelerator in the previous chapter, we now move

on to describing the corresponding Belle II detector. Special emphasis is here placed on

the impact of beam backgrounds since they will represent the primary challenge for the

successful operation of the detector.

4.1.1 The Belle II detector

The physics program discussed in Chapter 2 also imposes certain requirements on the

detector itself. In general, the detector has to have a high reconstruction efficiency for

momenta and tracks of charged particles across the full kinematic range from 50MeV up

to 8GeV. In particular, a vertex resolution of approximately 50 µm is needed in order

to resolve the vertices from B-meson decays. It also needs to be able to determine the

energy and direction of photons with such energies. Efficiently separating pions, kaons,

53
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3 Belle II Detector

3. Belle II Detector

Section author(s): B. Fulsom, P. Krǐzan, P. Urquijo, C. H. Li

3.1. Introduction

The tool for discoveries at the new generation (super) B-factory will be the Belle II detector

(Fig. 3). While the new detector clearly fits the same shell as its predecessor, the super-
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Fig. 3: Belle II top view.

conducting soleniod magnet with the iron return yoke, all components are either new or

considerably upgraded [6].

Compared to Belle, the Belle II detector will be taking data at an accelerator with a 40

times higher luminosity, and thus has to be able to operate at 40 times higher event rates, as

well as with backgrounds rates higher by a factor of 10 to 20 [6]. To maintain the excellent

performance of the spectrometer, the critical issue will be to mitigate the e↵ects of higher

background levels, which lead to an increase in occupancy and radiation damage, as well as

to fake hits and pile-up noise in the electromagnetic calorimeter, and to neutron induced hits

in the muon detection system. Higher event rates also require modifications to the trigger

scheme, data acquisition system and computing with respect to the precursor experiment.

The trigger and DAQ have also been adapted to support a broader low-multiplicity (dark

sector) physics analysis program. In addition, improved hadron identification is needed, and

a hermeticity at least as good as in the original Belle detector is required.

The requirements for a B factory detector can be summarised as follows. The apparatus

should meet the following criteria:

37/690

Figure 4.1: Technical overview of the Belle II detector shown from the top perspective.

Figure taken from [23].

protons, electrons and muons from the various decay modes of the B-meson requires a

highly capable particle identification system. The detector needs to cover almost the

entire solid angle in order to be able to reconstruct final states with neutrinos and to

have a fast and efficient triggering system to fully exploit the luminosity provided by the

accelerator.

A technical overview of the Belle II detector shown from the top perspective is presented

in Figure 4.1. The side of the detector on which the electrons enter (left side) is generally

referred to as backward (BWD), whereas the other side (right side) is denoted by forward

(FWD). In the following, the different subsystems of Belle II are introduced whereby the

order commonly reflects their distance to the IP.

• Vertex Detector The Vertex Detector (VXD) consists of six layers of two dif-

ferent types of silicon sensors, namely the silicon Pixel Detector (PXD) and the

Silicon Vertex Detector (SVD), and represents the inner tracker of Belle II. The

hit information of all layers can be combined to reconstruct charged particle tracks
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and vertices.

The two innermost layers at radial distances of only 14mm and 22mm are covered

by the PXD, which is based on the so called DEPleted Field Effect Transistor

(DEPFET) technology [50]. This technology offers high internal amplification and

thus allows to reduce the sensor thickness to only 50 µm minimizing the material

budget. For each pixel an individual field effect transistor is integrated onto a fully

depleted silicon substrate. Electrons which are generated by incident particles are

collected in a potential minimum until a “clear” voltage removes them. Switching

on the transistor causes a resistivity which is proportional to the collected charge

and, thus, represents a measurement of the energy deposited in the pixel. The

PXD is read out row after row in a rolling shutter mode. First the resistivity at

each pixel in a row is determined before the entire row is cleared. The readout of

a full frame requires around 20 µs.

The continuous charge collection in the PXD means that the sensors also accumulate

noise. If the charge collection capacity of a pixel is exceeded, it essentially becomes

blind until readout. It is, however, possible to operate the PXD in an insensitive

blind mode referred to as gated mode. In this gated mode, a large positive voltage

is applied such that generated electrons are redirected and do not accumulate in

the potential minimum. A major limitation of this approach is the fact that at

least 2 µs are required for ramping up and down of this voltage.

In total, the PXD has around 10× 106 readout channels. A detailed description of
the PXD and its operations is given in [51].

The PXD is followed by the SVD which consists of four layers of double-sided silicon

strip sensors located at radial distances of 39mm, 80mm, 115mm and 140mm from

the z-axis. The top and bottom strips of each layer are orientated orthogonal to

each other so that measurements can be combined into 2D hit information. In

total, the SVD has around 14× 103 readout channels.

• Central Drift Chamber The Central Drift Chamber (CDC) is the central track-

ing subsystem of Belle II. It has three main functions: reconstructing the tracks of

charged particles in order to determine their momenta; identifying particles based

on their energy loss within the gas volume, in particular low momentum particles

which are not able to reach the outer systems, and serving as exclusive input for

the first level trigger due to the insufficient readout time of the vertex detectors.

The CDC is a cylindrical large volume drift chamber which covers radial distances

from 160mm to 1130mm. With a 50:50 gas mixture of He and C2H6, average drift
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velocities of 3.3 cm/µs and a maximum drift time of around 350 ns are achieved.

Signals are read out by a total of 14 336 sense wires which are arranged parallel

to the beam axis, referred to as axial layers, or slightly skewed, referred to as

stereo layers. Combining the information of the axial and stereo layers enables the

reconstruction of the full 3D helix track of a particle.

Offline, tracks and vertices are precisely reconstructed by combining measurements

of the PXD, the SVD and the CDC.

• Particle identification system In particular to discriminate between kaons and

pions, a particle identification system determines the velocity of charged particles

based on a measurement of the Cherenkov angle. As a consequence of the elevated

background levels and the tighter space constraints, two newly developed systems

are used in Belle II. Together they cover polar angles from 17° to 120°.

In the region of the forward endcaps, the aerogel ring-imaging Cherenkov detector

is employed. An aerogel radiator with a thickness of 2 cm leads to the emission

of a cone of Cherenkov photons which are subsequently detected by a dedicated

photon sensor. The radius of the cone then yields the particle velocity.

In the barrel region, on the other hand, a time-of-propagation (TOP) counter is

used, which consists of long rectangular quartz radiator bars with 2.6m length

located directly on the outer wall of the CDC. The quartz bars are read out by

photon sensors with a time resolution of around 100 ps which are located at one

end of the bars. The time-of-flight of the photons depends on their propagation

through the quartz bar and, thus, on the angle in which they are emitted. The

Cherenkov angle can, therefore, be reconstructed from the impact position and the

transition time (both have to be provided by other subsystems) of the incoming

particle. The TOP detector system has the advantage of being extremely compact

facilitating a larger tracker volume and deeper calorimeters within a same sized

magnet.

• Electromagnetic Calorimeter The electromagnetic calorimeter (ECL) deter-

mines the energy of all particles and is the only subsystem capable of detecting

neutral particles.1 It therefore has several different tasks: detect photons with high

efficiency; precisely measure their energy and direction; distinguish electrons from

hadrons based on comparisons of momentum and energy; luminosity measurements;

detection of KL (together with the KLM discussed below), and the generation of a

1Neutral particles do not engage in electromagnetic interactions for example with the gas in the CDC or

the silicon in the VXD.
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first level trigger.

The ECL is divided into a barrel, a forward and a backward region (see Figure 4.1).

Together they use 8736 identical thallium-doped caesium iodide, CsI(Tl), crystals

which cover about 90% of the center-of-mass system and provide 0.8 nuclear in-

teraction lengths. The crystals, preamplifiers and the support structure are not

new systems but are reused from Belle. Not considering the increased background

rates, the performance figures for the ECL, therefore, should be very similar to the

predecessor: σE/E = 1.6% at 8GeV and a π0 mass resolution of 4.5MeV/c2.

• Solenoid magnet A superconducting solenoid provides a homogeneous 1.5T mag-

netic field parallel to the direction of the beam axis. Charged particles flying

perpendicular to this field are thus forced on a curved trajectory. The curvature

of this track together with the strength of the magnetic field can then be used to

retrieve the momentum of the particle. The solenoid covers a cylindrical volume

with an inner radius of 1.7m and a length of 4.4m and encloses all subdetectors

except the KLM discussed in the following.

• KL-Muon Detector The solenoid is surrounded by the outermost subsystem of

Belle II, the KL and muon detector (KLM). It consists of an alternating sandwich

structure of 4.7 cm iron plates and active sensor layers which have a total thickness

of 3.9 interaction lengths. Its main purpose is to identify muons leaving the detector

and serve as an extended calorimeter for the rudimentary measurement of hadronic

showers, in particular from long lived neutral hadrons such as KL. Besides the

detection of particles, the iron plates of the KLM simultaneously serve as a return

yoke for the magnetic flux of the solenoid and provide mechanical support for the

other subsystems of Belle II.

In the barrel, the glass-electrode resistive plate chambers (RPC) of Belle are reused.

For the FWD and BWD endcaps, however, the increased background levels require

faster detectors. The RPCs in the endcaps, therefore, have been replaced by

scintillator strips with wavelength shifting fibers and SiPM readout; a system

which is very similar to CLAWS (see Section 5).

An in-depth description of the Belle II detector can be found in [16].

4.1.2 Impact of beam backgrounds

The Belle II detector will be taking data at an accelerator with a target luminosity of

8 · 1035 cm−2s−1, 40 times higher than for Belle. As such, the detector needs to be capable
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of operating at a 40 times higher event rate while being exposed to beam backgrounds

for which the rates increase by a factor 10 to 20 [16]. These backgrounds significantly

increase the occupancy, in particular in the inner detectors like the PXD, they cause fake

hits, pile-up noise and neutron induced hits across a wide range of systems and they lead

to potential radiation damages. Limiting and mitigating those background will be the

primary challenge for the successful operation of the Belle II detector.

To counteract backgrounds, all of the systems are either extensively upgraded or entirely

new developments. For the ECL for example, it is expected that the elevated background

levels and the relative long decay time of CsI(Tl) lead to significant overlap between

signal pulses of subsequent events (i.e. pile-up). To reduce the impact of this pile-up,

the readout electronics have been modified in such a way that they continuously sample

the waveforms similar to the signal processing of CLAWS (see Section 5). However, for

the part of the detector which is located in the forward region close to the beam pipe

the increased pile-up noise will still degrade the performance considerably.

Depending on the process, Belle II and SuperKEKB will employ several different counter-

measures to mitigate beam backgrounds. Horizontal and vertical movable collimators and

metal shields will be used to prevent particles which deviate from their nominal orbits, for

example as a result of Touschek and beam-gas scattering, from reaching Belle II. While

collimators will be installed at various positions throughout the beam lines, the ones lo-

cated close to the IR play an important role in reducing such backgrounds. Furthermore,

dedicated heavy-metal shields will be installed in the volume of the VXD and on the

final focusing system for Phase 2 and Phase 3 in order to keep secondary shower particles

from reaching the detectors. Synchrotron radiation and low angle Bhabha scattering

will be tackled through the design of the final focusing system and the inner beampipe.

The beampipe in the IR is made from beryllium and its inner surface is coated with

a gold layer in order to absorb SR photons. The shape of the beampipe and separate

quadrupoles for each outgoing beam will further prevent photons and Bhabha scattered

electrons from reaching the detectors. High background levels during injections require

an interruption of data recording in several subsystems of Belle II, in particular in the

PXD. To lower the loss in integrated luminosity it is intended to gate data taking of the

subsystems and stop recording only during transits of injection bunches.

The work presented in this thesis is part of a large effort to understand beam backgrounds

and validate background simulations by first experimental results as early as possible.
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4.2 The BEAST II experiment

As was pointed out in the introductory chapter, during Phase 1 of the SuperKEKB

commissioning campaign the final focusing system and the Belle II detector have not

yet been installed at the IP. Instead, a suite of eight dedicated beam background detec-

tors, collectively referred to as the BEAST II experiment, was mounted in the IR. The

main objectives of the BEAST II experiment are the following: verifying that radiation

levels are safe for the installation of Belle II, validating beam background simulations

and providing real time feedback to the operators of the accelerator on how machine

parameters influence background levels at the IP. In this section, we introduce BEAST II

and provide a technical description of the experiment and its subsystems.

Figure 4.2 presents a photograph of BEAST II (top) and a CAD rendering of the plat-

form, the beampipe and the subsystems (bottom) both shown from the top perspective.

The experiment sits on a dedicated platform made out of concrete which levels out the

size difference compared to Belle II. The IR for Phase 1 ranges ±4m from the IP cov-

ering essentially the area shown in Figure 4.2. The beams are crossing (not necessarily

colliding) in a 40 cm long central beampipe made from aluminum with an inner radius of

4 cm and a thickness of 4mm. This central beampipe was build specifically for Phase 1

and was installed exactly at the IP. Two additional pairs of aluminum beampipes with a

dedicated cooling, vacuum and support structure connect the central beampipe with the

two storage rings. The whole IR is covered by an additional rectangular concrete shell

with a wall thickness of 75 cm (not shown in Figure 4.2) placed directly on the platform.

Together, the platform and the shell, simply referred to as the BEAST cave, provide

a shield against radiation and ambient light and lead to relatively stable temperatures

during operation.

For BEAST II, a temporary support structure made from off-the-shelf fiberglass elements

is mounted around the IR (see Figure 4.2 (top)). The sensors are then installed either

electrically isolated directly on the beampipe or onto this structure. They are mounted

with a position accuracy of better than 1 cm.

The BEAST II experiment includes eight different subsystems summarized in Table 4.1.

The PIN diode system consists of 64 diodes in 32 different locations and monitors the ion-

ization radiation dose throughout the IR. Four single-crystal diamond detectors, foreseen

as a beam abort system for Belle II, measure the dose rates only at selected locations

close to the IP but with fast timing characteristics. The Crystal system consists of

units of inorganic scintillators read out by photomultiplier tubes which measure the rate

and spectrum of electromagnetic backgrounds at different positions corresponding to the
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Figure 4.2: Photograph of the interaction region with the BEAST II detector system

taken prior to the installation of a concrete shield (top). CAD rendering of the platform,

beampipe and the subsystems of BEAST II shown from the same perspective (bottom).

For clarity, the coordinate axis are shifted from their actual position which is the nominal

interactions point. Figures taken from [36].

innermost part of the ECL. In addition, eight bismuth germanium oxide (BGO) detectors

are reused from the Belle extreme forward calorimeter which also record electromagnetic

backgrounds and are an intended prototype for a luminosity monitor via counting of

Bhabha scattering. As the main topic of this thesis, CLAWS is described in detail in the
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Table 4.1: Summary of BEAST II subsystems. Table taken from [36].

System

Name

Detector Type # Unique Measurement or Capability

PIN PIN diodes 64 Instantaneous dose rate at many positions

Diamond Diamond Sensors 4 Near-IP fast dose rate, beam abort proto-

type

Crystal CsI(Tl), CsI, LYSO

crystals

6 + 6 + 6 Electromagnetic energy spectrum, injec-

tion backgrounds

BGO BGO crystals 8 Electromagnetic dose rate

CLAWS Plastic scintillators 8 Injection backgrounds

3He 3He tubes 4 Thermal neutron rate

TPC Time Projection

Chambers

4 Fast neutron flux and directionality

QCSS Plastic scintillators 6 Charged particle rates, prototype for

Phases 2,3

following chapter. Four 3He tubes are installed in order to record the rate of thermal

neutrons. Four micro time projection chambers (TPCs) measure the direction and energy

loss of recoils from ‘fast’ or higher energy neutrons. Finally, six prototype background

monitors based on plastic scintillators with SiPM readout referred to as QCSS are small

enough to be installed between the QCS cryostat and the Belle II detector.

The readout electronics for the sensors is located in a radiation safe counting room below

the beam line and is accessible during operation. Sensors and electronics are connected

by cables with a length of around 37m. Except for a number of front-end amplifiers

and digitizers mounted directly on the sensors, all signal processing takes place in racks

located in the counting room.

The time of the readout PCs of all BEAST II subsystems is synchronized via a dedicated

time server which allows unified timestamps with a precision of up to 10ms. In order

to provide feedback to the operators of the accelerator, the BEAST II experiment is

fully integrated into the accelerator slow control network via the Experimental Physics

and Industrial Control System (EPICS) [52]. As it is the case for accelerator conditions,

observables from BEAST II are shared in real-time via the network and with the control

room of the machine. To be able to perform offline analysis of beam background mea-

surements after runtime, 1 s summaries of these observables and accelerator conditions

are used to generate a unified data set. For example, the analysis presented in Chapter 9

is based on this data set.
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The BEAST II experiment was continuously monitoring beam backgrounds during the

full five month of the first commissioning phase of SuperKEKB in Spring 2016. It

performed a wide range of measurements including instantaneous and integrated dose

rates, as well as, novel measurements of the bunch-by-bunch structure of charged particle

backgrounds (which are discussed in detail in this thesis) or the direction and energy of

neutrons. Towards the end of Phase 1, dedicated machine studies took place in which we

systematically varied various beam parameters in order to determine their influence on

backgrounds at the IP. In total, BEAST II examined instantaneous and integrated dose

rates, beam-gas and Touschek scattering, beam-dust events and injection backgrounds.

A comprehensive description of BEAST II, its subsystems and the studies performed is

given in [36].
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CLAWS - Experimental setup

In this chapter, we provide a detailed description of the experimental setup of CLAWS

installed during Phase 1 of the commissioning of SuperKEKB. Because of their significant

impact on the data taking efficiency, the primary objective of CLAWS is the study of

backgrounds caused by continuous top-up injections. Requirements for the measurement

of injection backgrounds are mainly related to timing. In order to differentiate between

energy deposits of individuals bunches, a time resolution comparable to or smaller than

the time between consecutive bunches (Tbunch = 3.930 ns) is needed. Capturing the full

time evolution of injection backgrounds requires being able to monitor background rates

over hundreds of turns in the accelerator or up to several milliseconds. To synchronize

injections and data, the setup must be able to start recording by a dedicated trigger

signal provided by the injector linear accelerator. Secondary objectives for CLAWS

are the measurement of other beam-induced backgrounds as part of the overall BEAST

effort. To infer the type of background particles and the responsible background process,

a time and energy resolution small enough to resolve energy deposits of single particles is

required. Studying beam-induced backgrounds also calls for the capability to self-trigger

continuously. Furthermore, as demanded from all BEAST II subsystems CLAWS needs

to be integrated into the SuperKEKB network and has to provide real-time feedback

to shifters and operators. Also performing online and detailed offline analyses of the

raw sensor data requires handling and storing extensive amounts of data. All of these

considerations and requirements have been taken into account in the design and the

setup of the CLAWS experiment.

First, we introduce the CLAWS sensor modules and their components in Section 5.1 and

outline the overall setup installed at SuperKEKB in Section 5.2. In Section 5.3 we then

describe different calibration measurements performed before and after the runtime of

63
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3mm
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Figure 5.1: Picture taken under UV light (left) and technical drawing (right) of a

scintillator tile used for the CLAWS sensor modules.

Phase 1. Finally, Section 5.4 presents the custom-made data acquisition software (DAQ)

used to control the setup, read out the sensors and store the recorded waveforms for

offline analysis.

5.1 Detector design

The CLAWS sensors use organic plastic scintillator tiles as their primary method of

detecting particles. The light emitted by theses scintillators is then read out by SiPMs.

Together, the scintillating tiles and the SiPMs are mounted on custom made PCB boards

for signal transmission, power distribution and mechanical support. Collectively, we refer

to these as the CLAWS sensor modules.

The design of the sensor modules is based on the CALICE-T3B experiment [53, 54]

which examined the time structure of hadronic showers. To reduce intrinsic noise rates

and enhance radiation hardness, a new type of SiPM and a different scintillator material

is used in CLAWS. In the following, we provide a detailed description of the tiles, the

SiPMs and the design of the sensor modules.

5.1.1 Plastic scintillators

Figure 5.1 shows a picture taken under UV light (left) and a technical drawing (right) of a

CLAWS scintillator tile. The tiles are cuboid-shaped and have a size of 30× 30× 3mm3.
To accommodate the SiPM, a partial half sphere with a depth of 1.5mm and a diameter

of 6mm (on the surface) is drilled in into the bottom side of the tile. This so-called

dimple facilitates the coupling of the tile and the SiPM via a simple air gap and ensures a
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Figure 5.2: Illustration of the distribution of electronic energy deposits of a minimum

ionizing particle passing through one of the CLAWS sensor modules.

uniform light yield irrespective of the position of the traversing particle. This design has

been developed for surface-mounted photon sensors for the CALICE Analog Hadronic

Calorimeter [55] and is a further development of the scintillator tiles used in the CALICE-

T3B experiment which are based on SiPMs coupled to the side face of the scintillator [56].

Particle interactions The processes discussed in Section 3.4 primarily lead to three

different types of background particles: electrons and positrons, photons, and neutrons.

While passing through the detectors, charged particles such as electrons and positrons

are subject to two different types of electromagnetic energy losses: ionization/excitation

and bremsstrahlung. Through a number of collisions with the hull electrons, the incident

particles excite or ionize the atoms and molecules of the scintillator. The mean rate of

energy losses due to such interactions depends primarily on the material (atomic mass and

number) and the βγ of the incident particle and has a broad minimum around βγ ≈ 3−4

(see Bethe equation [32]). A particle with an energy for which the mean loss rate in

matter is close to this minimum is referred to as a minimum ionizing particle (MIP).

For thin absorbers like plastic scintillator tiles, the probability for such energy losses can

be described by a Landau-Vavilov distribution (highly-skewed Landau distribution), as

illustrated in Figure 5.2. This distribution has a long tail due to rare events in which

extreme amounts of energy are transfered. As a consequence of the large weights of

these rare events, the mean of experimental distributions with less than few hundred

events is subject to notable fluctuations. Therefore, the most probable value (MPV )
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of this distribution is generally used to characterize the response of detectors instead

of the mean. Promoted by their low mass, electrons and positrons are also subject to

radiative energy losses via bremsstrahlung. While the probability for a direct detection

of bremsstrahlung photons is small, such an interaction can be observed through tertiary

electrons and positrons generated via subsequent pair production processes.

In the scintillator, photons can interact via the photoelectric effect, Compton scattering

or pair production. A photoelectric absorption or Compton scattering also leads to the

ionization or excitation of the atoms and molecules and can take place for photons of up

to few tens of MeV. Again, pair production causes the generation of detectable tertiary

particles. Due to the large proportion of hydrogen in the scintillator, also neutrons with

kinetic energies up to few MeV can be detected through collisions with protons. As a

consequence of the momentum transfer, the protons get knocked out of the molecule and

ionize the scintillator material. In the broad majority of the cases, however, CLAWS

observes the transit of charged particles.

Scintillation process The scintillator material is the same as the one used for the

Muon Veto Detector 1 (MUV1) of the NA62 experiment [57]. It is based on polystyrene

(Styron 143E) with additional small admixtures of scintillating fluors (p-terphenyl, 2%)

and POPOP (0.05%). It is primarily the molecules of the widespread base material

which are excited in the particle interactions. The deposited energy is transfered from

the base to the fluors and subsequently to the POPOP mainly by resonant dipole-dipole

interactions. Finally, POPOP radiates the energy in the form of photons in the blue

visible range from 380 nm to 500 nm with a peak emission of around 420 nm (see Figure 5.1

(left)). The energy which is required to excite the widespread base material is generally

larger than the one of the emitted photons. This shift of the wavelength thus reduces

the probability for a reabsorption of the photons significantly and effectively makes the

scintillator self transparent. In general, the emission of the photons is not instantaneous

but smeared in time with relatively short decay times of around 2 ns.

5.1.2 Silicon photomultipliers

SiPMs are a relatively new but by now widely used type of solid state photon sensor [58].

These sensors offer several features which make them the preferred choice for the use in

the CLAWS detectors, such as a fast response, single photon detection capability and a

high intrinsic amplification (O(106)).
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Figure 5.3: Close-up of a prototype for the Hamamatsu S13600-1325PE series SiPMs

consisting of a large number of avalanche photo diodes (APDs) in a matrix structure

which are used in the CLAWS sensor modules (left). Illustration of the typical signal

pulse of an APD, more specifically of a single pixel of a SiPM (right).

Underlying concept As shown in Figure 5.3 (left), SiPMs consist of a large number

of avalanche photo diodes (APDs) operated in Geiger mode. APDs themselves are based

on regular photo diodes. In such a diode, an incident photon with an energy above the

indirect bandgap gets absorbed in the depleted region of a pn-junction where it generates

an electron-hole pair via the photoelectric effect. Since no amplification takes place in

the diode, the amount of charge carriers generating the signal simply corresponds to the

number of created electron-hole pairs.

In APDs, a large reverse-bias voltage, Vbias, is applied to the pn-junction. This voltage

leads to an electric field which is sufficiently strong to accelerate the initial electron-hole

pairs so that they generate secondary charge carriers via impact ionization. While this

multiplication process is associated with the formation of a charge avalanche, the number

of generated secondaries is proportional to the number of initial electron-hole pairs. It is

also possible to operate the diodes in the so-called Geiger mode by applying a bias voltage

above the breakdown voltage, Vbr. In this regime, a single electron-hole pair is sufficient

to generate a self sustaining charge avalanche. An operation in Geiger mode requires a

dedicated quenching resistor, Rq (O(1MΩ)), connected in series with the diode to limit

and interrupt the signal. The current caused by the formation of an avalanche leads to

a voltage drop at the quenching resistor resulting in a decrease of the bias voltage below

the breakdown voltage. In Geiger mode, the signal amplitude depends only on the bias

voltage and the properties of the diode and is not proportional to the number of initial

charge carriers.

A SiPM represents a matrix of a large number of Geiger mode APDs which are connected

in parallel and fabricated on a single monolithic silicon crystal (see Figure 5.3 (left)).



68 Chapter 5. CLAWS - Experimental setup

The individual APDs of a SiPM are, thus, called the pixels of the SiPM; pixel with an

ongoing charge avalanche are referred to as firing pixels.

Signal shape and sensor properties Figure 5.3 (right) shows an illustration of the

typical signal pulse of an APD operated in Geiger mode, more specifically of a single

pixel of a SiPM. The shape of the pulse is characterized by three distinct features: a fast

rise, a maximum current, Imax, and a slower exponential decay caused by the quenching

of the avalanche. The rise time is determined by the intrinsic resistivity, Rapd, and

capacity, Capd, of the APD. The maximum is given by the difference between Vbias and

Vbr divided by Rq. Finally, the exponential decay taking place in the later part of the

signal is defined by Rq and Capd. In general, the intrinsic properties of the APD can be

used to adjust its signal height and its timing characteristics. Since it is normally caused

by an incident photon, such a signal pulse is referred to as a photon equivalent (p.e.).

The photon detection efficiency (PDE) of a SiPM denotes the probability that an incident

photon leads to a Geiger discharge in the sensor. As such, it depends on the probability

to create an electron-hole pair (quantum efficiency), the probability for an electron-hole

pair to trigger an avalanche (breakdown efficiency), and the ratio of the active to the

total area of the SiPM (geometrical fill-factor). The PDE is a function of the wavelength

of the incident photon.

The multiplication factor between the electron-hole pair generated by a single photon

and the amount of charge carriers in an avalanche for a single pixel is defined as the gain

of the SiPM, G. It is determined by Capd and the so-called overvoltage, Uo ≡ Ubias−Ubr,

and is not related to the number of initial charge carriers. That means the response of a

single pixel is the same for a single or multiple photons and is approximately the same

for each pixel. The Ubr increases linearly with temperature and varies slightly between

individual SiPMs of the same type due to fluctuations in the manufacturing process.

Since the Ubias is usually kept constant, Uo and G decrease linearly with increasing

temperature. The same is the case for the breakdown efficiency.

Normally the number of pixels of the SiPM is large compared to the number of incident

photons, such that a pixel is hit only by a single photon. The response of the SiPM

then is the superposition of the signals of the individual pixels and is scaling roughly

linearly with the light intensity. Depending on the intensity, however, the finite number of

pixels can lead to saturation effects and defines the maximum number of simultaneously

detectable photons or in other words the dynamic range.
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Noise effects As most semiconductor sensors, SiPMs are subject to unwanted side

effects. The three most important of these effects are thermal dark noise, afterpulsing and

crosstalk. All of these effects generate additional signal pulses which are indistinguishable

from real signals.

• Afterpulsing Electrons generated in the discharge can get trapped due to crystal

lattice defects in the silicon. If released after the recovery time of the pixel, this

electron can cause an additional pulse in the same pixel, delayed with respect to

the initial photon.

• Crosstalk During the development of an avalanche, an electron-hole pair generated

in the Geiger discharge can recombine by emitting a photon. There is a certain

probability that such a photon gets reabsorbed in a neighboring pixel where it

triggers an additional discharge. This process results in additional pulses correlated

with the original signal and takes place quasi-instantaneously.

• Thermal dark noise Rather than by incident photons, one p.e. pulses can also

originate from electron-hole pairs generated by thermal excitation. The rate of

such pulses depends on the temperature and varies between individual SiPMs of

the same type due to fluctuations in the manufacturing process. Thermal dark

noise occurs randomly and is not correlated with other signals. Due to crosstalk,

it can also cause multi p.e. pulses.

Collectively, these effects hamper the determination of the exact arrival time of a travers-

ing particle and the amount of energy it deposited in the scintillator (see Section 6.1.1).

Hamamatsu MPPCs All CLAWS sensor modules use Hamamatsu MPPC s13360-

1325PE series SiPMs [59]. These SiPMs have 2668 pixels distributed over an active area

of 1.3mm× 1.3mm integrated in a SMD packaging. The individual pixels have a size

of 25 µm× 25 µm. Their spectral response ranges from 320 nm to 900 nm with a peak

sensitivity at 450 nm, closely matching the emission spectrum of the scintillator (see pre-

vious section). The signal rise times are approximately 1.5 ns with total decay times of

around 100 ns. To reduce the cross talk probability, the individual pixels are surrounded

by an additional barrier called trench which captures inadvertently emitted photons.

At 25°, the manufacturer states a breakdown voltage of (53± 5)V and recommends an
over voltage of 5V. Under these conditions, the sensors offer a gain of 7.0× 105, a peak
photon detection efficiency of 25% and a thermal dark rate as low as 70 kHz.
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Figure 5.4: Photograph of an assembled CLAWS sensor module and its main components,

a 30mm× 30mm× 3mm scintillator tile and the PCB with photon sensor, preamplifier
and connectors for power supply and signal transmission (left). Technical drawing of the

readout boards used in the CLAWS sensor modules (right).

These SiPMs offer excellent timing characteristics and high detection efficiencies. Com-

pared to the ones used in T3B, their pixel count and dynamic range is five times higher

while their crosstalk probabilities and dark rates are significantly reduced.

5.1.3 Sensor modules

One of the fully assembled CLAWS sensor modules and its main components are shown

in Figure 5.4 (left).

Module assembly The modules are assembled by mounting the scintillating tile and

the SiPM on a custom made PCB readout board. A technical drawing of a readout

board is shown in Figure 5.4 (right). Its design is essentially identical to the one used

in T3B [56]. The SMD SiPM, an additional preamplifier and several other electronic

components are soldered directly on the PCB. To prevent noise pickup, the preamplifier

is located directly beneath the SiPM on the opposite side of the PCB. It matches the

impedance to 50Ω for further transmission and amplifies the signals by a factor of 8.9,

significantly increasing the signal to noise ratio at the end of the readout chain. The

second function of the readout board is to supply the electronics with power. Two

separate power lines provide the SiPM with a bias voltage of 56V and the preamplifier
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with 5V. The third function of the readout board is to provide mechanical stability

for the sensor modules and to allow for a mounting with precision better than 1 cm as

demanded by the overall requirements of BEAST II. We use the five digit serial number

of the SiPMs as an unique identification number for each sensor module.

Except at the dimple, the scintillator tiles are wrapped in a highly reflective Daylighting

Film DF2000MA mirror foil produced by 3M [60]. For wavelengths in the range from

400 nm to 775 nm, the foil reaches a reflectivity of more than 99%. The wrapped tiles

are glued on the readout board such that the photon sensor is fully submerged inside the

dimple. This ensures an optimal coupling between scintillator and SiPM and a uniform

response across the entire tile. Finally, all relevant areas of the tile and the board are

covered in conventional black adhesive tape in order to shield the sensor from ambient

light.

Detector response As mentioned earlier, the number of emitted scintillation photons

is following a Landau-Vavilov distribution [32]. When traversing one of the scintillator

tiles at perpendicular incidence, the most probable energy loss of a MIP is around

500 keV. Since the emission of a single photon requires approximately 100 eV [32], such a

transit yields 5000 isotropically emitted scintillation photons. The SiPM, however, covers

less than 0.1% of the surface of the tile and therefore the majority of these photons is

lost. The fraction of photons, which is actually detected by the sensor, is relatively

small and follows a Poisson distribution. Under typical operating conditions, we observe

approximately 15 p.e. for a through-going MIP and thus approximate the fraction of

photons by a Gaussian distribution. It is then possible to describe the number of photons

detected after the transit of a MIP by the convolution of a Landau-Vavilov and a Gaussian

(see Figure 5.2). Compared to a pure Landau-Vavilov, it has a slightly larger width and

its MPV is shifted to higher values. We simply refer to this convolution by the name

Langaus.

We define the light yield of a CLAWS sensor module, LY , as the MPV of the distribution

of the number of observed p.e. for a large number of MIPs. Because it depends on the

specific assembly (wrapping, coupling of tile and SiPM, etc.), the LY has to be determined

individually for each module.

Radiation damage In particular, the SiPMs suffer from radiation damage which

leads to significantly increased noise rates and depends on the integrated dose, the dose

rate and certain environmental conditions. In addition, radiation damage also affects

the other electronic components and the plastic scintillators, where it reduces the light
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yield and the attenuation length. The T3B experiment used a polyvinyl toluene based

scintillator (Bicron BC 420) which has roughly a factor two higher light yield and a

slightly faster decay time compared to the polystyrene based scintillator used in CLAWS.

The main motivation for changing the type of scintillator was that it offers a notably

higher radiation hardness.

As described in detail in [61], we found that the SiPMs of the sensor modules located

closest to the beam pipe did suffer from radiation damage and show notably increased

dark noise rates. For the scintillator tiles and other electronic components, on the other

hand, we did not observe any signs for radiation damage during Phase 1.

5.2 Overall experimental setup

Having introduced the sensor design, we will now describe the overall experimental setup

of CLAWS as it was installed during Phase 1. A schematic overview of the setup is

illustrated in Figure 5.5.

Physical layout In total we installed eight CLAWS sensor modules arranged in two

stations with four detectors each. To cover the full range of expected rates, the detectors

of one station are installed in the region with the highest background rates predicted by

simulations, on the forward side outside of the accelerator ring in the accelerator plane.

The detectors of the other station are installed in the region with the lowest background

prediction, on the backward inside of the accelerator ring. In both cases, the modules

are mounted directly on the BEAST support structure (see Section 4.2) in a line roughly

perpendicular to the beam with a spacing of around 10 cm between each detector (see

Figure 5.6 for the backward station). Next to each sensor station, we installed a set

of additional amplifiers to drive the signals over the long distance between sensors and

readout electronics.

As it is the case for all BEAST systems, the readout electronics and the power supply

(PSU) are located in a radiation safe counting room (DAQ room) below the beamline

which is accessible during operation. Each sensor module is connected to the electronics

by a 45m power cable and a 45m signal cable. Two additional 45m power cables are

used for supplying the amplifiers of both stations. All cabling used for CLAWS complies

with low smoke zero halogen (LSZH) standards to reduce smoke formation when exposed

to high sources of heat and to avoid activation of chloride which is usually included in

cable sheaths.

Together with the 3He system, the CLAWS system occupies one of the racks located in
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Figure 5.5: Schematic overview of the experimental setup of CLAWS.

the DAQ room. In this rack we installed a single PSU, a dedicated voltage distribution

box, two oscilloscopes and a workstation running the CLAWS DAQ. A dedicate signal

line running from the injector linac to the DAQ room provides the setup with an injection

trigger signal and a duplication of the revolution clock.

Signal transmission, processing and trigger conditions In general, we use RG58

coax cables and BNC and SMB connectors for signal transmission from the modules to

the amplifiers and then to the oscilloscopes in the DAQ room. The large cross sections of

the cables ensure that signal amplitudes are not reduced by more than a factor of two. To

drive the signals over the distance between the IR and the DAQ room we installed 20 dB

amplifiers (Mini Circuits ZFL-500 [62]) which increase signal amplitudes approximately
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Figure 5.6: Photograph of the CLAWS backward station taken from the position of the

IP. Four sensor modules are mounted on the BEAST support structure in the plane of

the accelerator with increasing radial distance from the beampipe (shown on the right).

by an additional factor of ten. Before the start of Phase 1, only rough estimates of the

expected signal rates were available and it was foreseen to match rates and amplification

during runtime by adding suitable attenuators; we had different versions in the range

from 5dB to 20 dB available. The signals encountered during runtime, however, were at

the upper end of the estimates and it was therefore necessary to install the 20 dB atten-

uators (Mini Circuits HAT-20-75+ [63]) in front of the amplifiers to prevent saturation

effects.

The signals are digitized with two 4-channel PC-based Picotech PicoScope 6404D oscillo-

scopes which sample each channel at 1.25 GHz (or every 0.8 ns) with 8 bit resolution [64].

Each scope has a shared internal buffer of 2 GS which is capable recording continuous

waveforms of up to 400ms. This allows uninterrupted monitoring of particle rates over

up to around 40000 consecutive turns in SuperKEKB. In addition to the four regular

channels, each scope has a dedicated trigger input. In general, we refer to the sampled

sensor output recorded by the oscilloscopes by the name waveforms. The CLAWS DAQ

runs on a Fujitsu C740 workstation [65] and controls the oscilloscopes, as well as records

and stores the waveforms from the detectors. Workstation and oscilloscopes are con-

nected via USB-3.

The CLAWS system uses two different trigger sources, an external and an internal one.

For the injection trigger, a standard NIM pulse is send out by the SuperKEKB injector

linac and distributed to the trigger input of both scopes. A simple threshold trigger set

in the oscilloscopes detects the rise of this pulse and starts the recording of the data.
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The data is thus time-stamped relative to the injection trigger, which has a fixed (but a

priori not precisely known) time offset to the time of arrival of the injection bunches at

the IP. This offset is determined from CLAWS data and used to define the time region of

interest for the injection bunches in the data (see Section 7.3.1). We refer to this type of

events as injection or injection triggered events. For the measurements of regular beam

backgrounds, an automatic self-trigger is available, which starts the data acquisition once

a pre-defined waiting time has elapsed. We refer to this type of events as auto-triggered

events.

In dependence of their position relative to the beamline, we assign the channel names

FWD1-4 and BWD1-4 to the sensors of the forward and the backward station, respec-

tively. Due to radiation damage in the SiPMs, we observed significantly increased noise

rates in the FWD1, BWD1 and BWD2 channels during runtime. We therefore replaced

the sensor modules at these positions in the middle of Phase 1 in May, while having

access to the IR. For debugging proposes, the fourth channel on both scopes was not used

for the FWD4 and BWD4 sensors but for recording the revolution clock. Due to an error

in the CLAWS DAQ only raw data for channels FWD1-3 has been written to disk and is

available for offline analysis. Data for channels BWD1-3, however, was processed by the

fast online analysis and available for real-time feedback through the online monitors.

Power distribution We use a single Keysight 6700B modular PSU, equipped with

two N6733B and two N6736B DC power modules, for the entire CLAWS setup [66]. The

PSU is connected to the workstation via USB and is operated primarily via the global

CLAWS DAQ system. All power outputs of the PSU are fed into a custom made power

distribution box for further allocation to the individual consumers. The box and the

PSU are installed on top of each other in the CLAWS rack. From the box, each sensor

module is supplied by a single four-core cable which utilizes two cores for the bias voltage

and two cores for the voltage of the preamplifiers of the sensor modules. To account for

the higher power requirements, the two amplifier stages are connected via similar cables

only with bigger cross sections. Here, one of the cables supplies all four amplifiers of the

FWD stations, whereas the other cable supplies the four amplifiers of the BWD station.

To prevent pickup over such a long distance, the cables have twisted pairs and a copper

mesh for shielding. Cable specifications and, in particular, cross sections are chosen such

that notable voltage drops across the large distances are avoided.

Consumers supplied by the same module are generally connected in parallel. A single

N6733B provides the 5V supply voltage for all preamplifiers. As mentioned earlier, the

required breakdown voltage varies between individual SiPMs due to differences in the
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manufacturing process. Based on the breakdown voltage specified by the manufacturer,

the sensor modules are split in two groups installed in the FWD and BWD positions.

One of the N6736B is then used to supply the bias voltage for the FWD section while the

other one serves the BWD section. Due to the stable operating conditions and similar

voltage specifications both sections are mainly operated at a bias voltage of 56V, which

is within the voltage range recommended by the manufacturer of the SiPMs. Finally, all

amplifiers are supplied with 15V from the remaining N6733B.

5.3 Detector calibration

A major part of the offline analysis is dedicated to reconstructing individual background

particles from the sampled sensor output. For this purpose, we normalize the sensor

signals to the response of cosmic muons via dedicated calibration measurements. We

also use calibration measurements to ensure correct operation of the sensors and of the

reconstruction procedure. In the following, we introduce four different types of calibration

measurements which we performed before, during and after the runtime of Phase 1. A

detailed description of the reconstruction procedure will then be given in Section 6.1.

Dark rate As discussed earlier, thermal excitation continuously generates fake single

and multi p.e. pulses. During runtime, the sensor modules are not operated in the

dark but at moderate ambient light. Due to residual light leakage in the wrapping of

the modules, ambient light can reach the SiPMs and cause additional fake pulses. In a

so-called dark rate scan, we determine the rate of fake pulses caused by thermal excitation

or ambient light by counting the signals above a certain threshold voltage in a certain

time interval.1 Before Phase 1, we performed dark rate scans for each sensor module and

rejected all modules with one p.e. noise rates above an arbitrary 600 kHz at full ambient

light. A detailed description of the dark rate scans performed for the modules can be

found in [61].

Temperature calibration The size of a one p.e. pulse, or in other words, the gain of

the SiPM depends on the characteristics of the individual SiPM, the bias voltage and,

most importantly, on the temperature which varies during runtime. The pulse size at

the end of the readout chain is further modified by amplification and attenuation during

signal transmission. In order to correct for temperature variations a precise estimate

1The dark rate in dependence of the number of p.e. is obtained by scanning through the threshold

voltage and hence the name ‘scan’.
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of the amplitude of one p.e. pulses must be available at all times. At fixed intervals

during runtime, we therefore record a large number of one p.e. pulses caused by dark

noise to which we refer to as calibration waveforms. By averaging these waveforms

it is then possible to determine the average shape and amplitude of the signal of a

single firing pixel. This so-called average one p.e. waveform automatically incorporates

temperature variations, as well as amplification and attenuation of the readout. We use

this information to reconstruct the number and exact timing of single firing pixels from

the raw waveforms.

Light yield The light yield is a characteristic property of each sensor module which

has to be determined in dedicated calibration measurements. For this purpose, we

stack three sensor modules on top of each other and place them in a constant climate

chamber located in the laboratory. We then use this setup to record the signals of a

large number (O(1000 events)) of cosmic muons. The upper and the lower modules
serve as a coincidence trigger and ensure that the muons pass the sensors approximately

perpendicularly. For data recorded in the middle sensor we then determine the number

of p.e. in each event and use the MPV of a fit with a Langaus distribution as the specific

LY for this sensor. This procedure is repeated individually for all sensor modules. In

general, we use this LY to normalize the observed signals or more precisely the number

of observed p.e. to the response of a MIP. Note that for these measurements we apply

acquisition settings and an analysis method which is different from the one described

in the following chapter. This increases the precision of the obtained LY but does not

provide any timing information. A detailed description of these calibration measurements,

as well as the light yields obtained for each module, are given in [61]. They have been

performed after the runtime of Phase 1.

Muon telescope We perform an additional set of calibration measurements similar to

the ones used to determine the LY . In contrast to the previous calibration, we stack the

four sensors originally mounted in the forward station, use acquisition settings as close

as possible to the ones during Phase 1 and apply the full CLAWS particle reconstruction

(see in particular Section 6.1.3). In the following, this setup is referred to as the muon

telescope. Again the trigger is provided by a coincidence in the upper and the lower

modules and data of all four sensors is stored for offline analysis. We use data from these

measurements to ensure the correct operation of the particle reconstruction and to fine

tune and validate the procedure. These measurements have also been performed after

the runtime of Phase 1 in the climate controlled chamber in the laboratory.
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5.4 Data acquisition software

The CLAWS experiment is operated by an entirely new data acquisition software de-

veloped specifically for the requirements of Phase 1. This DAQ simultaneously controls

both oscilloscopes and the PSU and handles storage of all data. To provide real-time

feedback to shifters and operators of BEAST and SuperKEKB, it is fully integrated into

the accelerator slow control network. We used the DAQ for the entire runtime of Phase 1

and the calibration measurements with the muon telescope.

Design principle At the time of development, the manufacturer of the oscilloscopes

provided drivers and software development kits (SDKs) for C++ and LabVIEW which all

required Windows 7 as an operating system for stable operation. Since it is widely used

in already existing readout software running in the laboratory, LabVIEW was chosen as

a base for the CLAWS DAQ.

As customary in LabVIEW, user interaction takes place entirely via a graphical user

interface (GUI). The GUI of the CLAWS DAQ allows to start and stop data taking,

fully configure the scopes and the PSU and to visualize the recorded data. The actual

operation of the DAQ is based on the concept of an event-driven producer-consumer

state machine. Figure 5.7 shows a state diagram of its overall design. The code is split

into three parts, a so-called producer loop and two consumer loops which each consist of

an individual finite-state machine. The central tasks of the producer loop are handling

input/output operations of the GUI and instructing the two consumer loops accordingly.

Each GUI interaction promotes the execution of another state which then initiates state

changes in the two consumer loops.

The data consumer loop is responsible for the interaction with both oscilloscopes and

handles the data processing. As such it relies on the LabVIEW SDK provided by the

manufacturer of the oscilloscopes. It applies settings to the oscilloscopes, issues the

command to wait for a new trigger and record data and reads the raw waveforms from

the scope buffers. Subsequently, a fast online analysis is performed for each recorded

waveform which determines time-dependent particle rates and signal decay times and

makes them available to the user. A comprehensive description of the online data

processing is given in [61]. Due to the significant data load it is not feasible to continuously

store the raw data for later offline analysis. It is, therefore, possible to run either as a

pure online monitor or to also write the data to disk during phases of interest. The data

processing loop is (by far) the most complex part of the DAQ.

The PSU consumer loop handles the operation of the PSU. As such, it opens and closes
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Figure 5.7: State diagram of the work flow of the CLAWS data acquisition software.

connections to the device, applies new settings and reads back actual voltages and

currents. The secondary task of this part is the continuous monitoring of voltages and

currents in order to prevent damages of the hardware.

To ensure optimal utilization of the computing hardware, the execution of the CLAWS

DAQmakes use of parallelism and multi threading. As such, the operation of the producer

loop and the PSU loop, as well as handling of both oscilloscopes and the corresponding

data processing are performed in an individual thread. Nevertheless, as a consequence

of the choice of LabVIEW and the complex processing of large waveforms, the total

time required for recording a single event was around 30 s. Since injections usually take

place with a rate of 25Hz, it was only possible to record a small fraction of the injection
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triggers.

In general, the CLAWS DAQ was working highly reliably and required only minimal

user input over the entire course of Phase 1. However, using a graphical programming

language such as LabVIEW for a program with the complexity of the DAQ made the

code hard to maintain and difficult to extend further. The relatively low rate of processed

events also offers room for improvement.

Network integration and online monitor As BEAST in general, CLAWS uses

EPICS to share observables and other information with the other subsystem and Su-

perKEKB. In addition to the DAQ, we run a custom-made EPICS server implemented

in Python and based on PCASpy [67] on the workstation which hosts different variables.

Updated data is sent locally from the LabVIEW DAQ to the server which then publishes

it via the network. In that way, the system is fully integrated into the accelerator slow

control network.

The quantities shared by CLAWS are retrieved by a dedicated online monitor based on

Control System Studio [68]. This monitor was running in the SuperKEKB control and

visualized relevant quantities like the observed waveforms, particles rates or decay times.

Data transfer and storage In order to make the recorded waveforms available for

detailed offline analysis, the CLAWS DAQ is required to transfer and store substantial

amounts of raw data. The typical length of the recorded waveforms was 2.4ms sampled

at a rate of 1.25GHz with 8 bit vertical resolution (i.e. 32 bit integers). A single event

with eight waveforms thus occupies approximately 100MB in memory and on disk. To

reduce potential bottlenecks, we use a dedicated plugin card with four additional USB-3

controllers for data transfer from both oscilloscopes and write the data directly to a solid

state disk. The data is then transfered manually to conventional hard disks for long term

storage in periods where data is not recorded. The workstation supported simultaneous

operation of three hot swappable 1TB hard disks.

The raw waveforms are saved in the NI Technical Data Management (NI-TDMS) format.

NI-TDMS is a open but LabVIEW specific data format which offers an effective way

to efficiently store the large waveforms in a binary format while being fully integrated

into the LabVIEW environment. After the raw data is transferred from the oscilloscopes

and before it is processed, we also record the timestamp from the operating system

which is time synchronized with the other BEAST II systems (see Section 4.2). We use

additional files in the conventional human readable INI format to save this timestamp

and additional meta information such as the settings used for the acquisition.
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In general we distinguish two types of events: physics events and calibration events.

Physics events are triggered by injection or auto trigger and contain long waveforms

with measurements of beam backgrounds. Calibration events contain short waveforms

with measurements of single p.e. pulses caused by thermal excitation. CLAWS data is

recorded and stored as runs which typically contain 10 to 300 physics events and 1000

calibration events. For each physics event, a NI-TDMS file is created which contains the

eight waveforms as independent arrays of integers. The meta information is saved in an

identically named INI file. To facilitate code development for offline analysis, we also

use this file division for calibration waveforms by combining arbitrary waveforms (one

for each channel) into calibration events. Runs are distinguished by assigning them an

ascending six digit run number. Events are named accordingly by adding a three digit

event number to the run number. In addition, oscilloscope acquisition settings, PSU

settings and other meta information are saved in a run wide INI file.

Finally, we use custom made Python scripts to compress/decompress entire runs by

roughly a factor of ten to reduce data volume needed for long term storage and to

convert waveforms from NI-TDMS files to ROOT files for offline analysis. In total, we

recorded approximately 8TB of raw data over the course of Phase 1.





Chapter 6

CLAWS - Data reconstruction

and analysis framework

Over the course of Phase 1, the CLAWS experiment recorded a total of 8 TB of raw

data which primarily consists of sensor output read out by the oscilloscopes. In this

chapter, we describe the data processing and calibration procedures which are applied to

the raw data in order to be able to perform the analyses of beam backgrounds presented

in Chapters 7, 8 and 9. These processing and calibration procedures are performed by a

dedicated software framework developed within the scope of this thesis. It is implemented

in C++ and integrates the ROOT Data Analysis Framework [69] for visualization and

analysis capabilities, the GNU Scientific Library [70] for scientific algorithms and the

OpenMP API [71] for parallelization.

The processing and calibration procedures are divided into two stages which are performed

sequentially. In Section 6.1, we describe the first stage of processing referred to as the

particle reconstruction. During the particle reconstruction we apply different calibration

steps to the raw data in order to reconstruct the interaction time and the energy deposited

by individual background particles. In that way, the remnants of effects of the sensors

and of the setup are removed and temperature dependencies are calibrated out. The

reconstruction also unifies the background measurements recorded on many different

dates throughout Phase 1. The particle reconstruction is a generic processing of the

data that is applied in the same way to every run. Section 6.2 describes the second

stage of data processing referred to as the analysis framework. It retrieves the output of

the particle reconstruction, combines it and relates it to specific accelerator conditions.

The output of the framework provides the foundation for the analysis of backgrounds

presented in the subsequent chapters. The exact procedure performed to process the

83
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data, therefore, is adapted to the requirements of the respective analysis. Finally, we

briefly discuss the uncertainties on the output of both processing stages in Section 6.3.

6.1 First-stage data processing - particle reconstruction

As introduced in Section 5.4, the raw data primarily consists of waveforms which capture

the output of the sensors. Here, we differentiate between two different types of raw

waveforms: raw calibration waveforms and raw physics waveforms. The calibration

waveforms capture the pulses of single firing pixels and are used to obtain the average

response to a single photon emitted by the scintillator. This average response incorporates

all temperature effects and the majority of readout effects. The particle reconstruction

is build around the so called waveform decomposition, in which the average response

is iteratively subtracted from a raw physics waveform in order to determine the time

distribution of photons. From the time distribution of photons, we finally derive the time

distribution of background particles along with the amount of energy they deposit. This

time distribution of background particles assumes the sampled form of the raw waveforms,

but its amplitude denotes the energy deposited within the period of a sample (0.8 ns)

instead of a voltage; the energy thereby is normalized to the response of a through-

going MIP. This approach was first used by Simon, Soldner and Weuste in the T3B

experiment [53] and offers an effective way to disentangle information about background

particles from detector effects and external influences. We hence refer to the output of

the particle reconstruction as the reconstructed waveforms.

In this section, we give a comprehensive description of the operation of the particle

reconstruction. In Section 6.1.1, we first review the characteristic features of both types

of raw waveforms. Subsequently, Section 6.1.2 discusses the actual particle reconstruction

and its individual processing steps in detail. Finally, we validate the reconstruction

procedure in Section 6.1.3 by applying it to calibration measurements with cosmic muons

recorded in the laboratory. This muon data is also used to optimize the values of several

steering parameters of the particle reconstruction. We refer to this method of optimization

as a parameter scan. For greater clarity, the results of the scan, i.e. the values of the

optimized steering parameters, are discussed along with the description of the respective

processing step in Section 6.1.2. Section 6.1.3 only describes the implementation of the

parameter scan itself.
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Figure 6.1: Illustration of a typical raw calibration waveform (top) and a typical injection

triggered raw physics waveform (bottom) recorded during regular operation of Phase 1.

For greater clarity, the waveforms are already converted from ADC counts to millivolts.

6.1.1 Input data

The form of the raw waveforms is determined by different properties of the experimental

setup, in particular the SiPMs and the oscilloscopes (see Section 5.1). The waveforms

are also affected by external influences like temperature variations, ambient light or ra-

diation damage, all encountered frequently over the course of five months of data taking.

Figure 6.1 shows typical examples of a raw calibration waveform (top) and an injection
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triggered raw physics waveform (bottom) taken during regular operation of Phase 1.

Since the length of the physics waveforms masks details, a cutout illustrates one of the

signal pulses and its features with higher resolution in time.

For both types of waveforms, we used the highest available sampling rate of the oscil-

loscopes of 1.25GHz (one sample every 0.8 ns) throughout data taking. The vertical

range, on the other hand, varied and was set according to the respective requirements.

The manufacturer of the oscilloscopes states that the voltage measurement is limited

by two types of uncertainties [64]: a systematic uncertainty and a bit uncertainty. The

systematic uncertainty is specified to be 3% of the applied vertical range and can, for

example, be caused by an imperfect calibration of the device. It can be assumed that

such an uncertainty is constant over time and can be corrected by a dedicated subtraction

(see following section). The bit uncertainty, on the other hand, is given by the size of

a single bit due to the finite vertical spacing and determines the size of features in a

waveform, which can still be resolved. The remainder of this section will discuss the

individual characteristics of both types of waveforms in more detail.

Raw calibration waveforms Calibration waveforms capture the signals of single

pixels firing as a result of thermal dark noise. It is worth noting that a pulse from a

single pixel is the same regardless of whether it occurs due to thermal noise or is triggered

by a real photon. The aim is to constantly record such pulses during run time in order to

calibrate out the temperature dependence of the SiPMs and to account for amplification

and attenuation during signal transmission (see Sections 5.1 and 5.3). Based on the

assumption that the temperature does not change notable over the course of a single run,

all calibration events were recorded at the end of a run.

As pointed out in Section 5.2, the SiPMs of all channels in the forward station are supplied

with the same bias voltage of 56V which is within the voltage range recommended by the

manufacturer; the voltage is chosen such that the maximum of the amplitude of a one p.e.

pulse in the channels FWD1-3 is around 4.5mV. The smallest vertical range of 50mV

is, therefore, sufficient to capture all pulses while giving the best available precision; this

range corresponds to a bit uncertainty of only 0.39mV what is considerably smaller than

the expected signal amplitudes. The pulses captured by the calibration waveforms are

characterized by a fast rise and a subsequent exponential decay, as expected for signals of

SiPMs. Their recording is triggered individually for each channel by a simple threshold

trigger which requires a minimum voltage of 3mV. This threshold level is arbitrarily

chosen so that it is well above the ambient noise, but still sufficiently smaller than the

amplitude of a single p.e.
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The oscilloscopes have been set to record 132 pre-trigger samples, used to determine the

pedestal, and 98 post-trigger samples, meant to cover the signal pulse. In the pre-trigger

part, the baseline of the waveform is shifted to negative values, demonstrating the need

for a pedestal subtraction. In the post-trigger part, on the other hand, the signal fails to

fully decay back to this baseline since the number of post-trigger samples is not sufficient

to cover the whole pulse. As will be described in the following section, it is possible

to recover the final part of the waveform by a suitable correction. Nevertheless, future

versions of the CLAWS experiment should increase the sample size of the calibration

waveforms in order to capture the entire signal pulse.

With a low probability, thermal noise, afterpulsing or crosstalk can cause secondary p.e.

pulses in the calibration waveforms. However, the gain, which is reflected by the integral

of the waveform, is a reliable indicator for such multi p.e. signals and can be used as a

veto criterion (see following section).

Raw physics waveforms As a result of the transit of a background particle, the

scintillators in the sensors emit photons which then lead to a certain number of firing

pixels in the SiPM. The signal pulses in the raw physics waveforms are, therefore, a

superposition of several of the one p.e. pulses captured by the calibration waveforms.

Hence they also show a fast rise time followed by an exponential decay. In general,

however, the observed pulses do not occur fully simultaneously and their time of detection

is delayed with respect to the transit time of the particle. The p.e. appear to be smeared

in time as a consequence of the following effects: decay time of the light emission, crosstalk,

afterpulsing, thermal noise and ambient light. The light emission of the scintillator is

not instant but smeared over several nanoseconds causing delayed pulses. Crosstalk

and afterpulsing, both occurring in the SiPM, cause additional fake pulses which are

correlated with the background particle. The fake pulses from afterpulsing, however,

appear several tens to hundreds of nanoseconds after the transit. Eventually, thermal

noise and ambient light lead to signals which are not correlated with actual particles and

are randomly distributed over the whole waveform. If close to a real signal, these can

mimic early photons and lead to an improper assessment of the detection time of the

corresponding particle. The goal of the physics waveforms is to record the time structure

of backgrounds over several milliseconds. They are, therefore, a very long sequence

of such multi p.e. signal pulses and capture the interactions of numerous background

particles.

To be able to cover the full time evolution, the physics waveforms are significantly longer

than the calibration waveforms. While the number of samples varied throughout Phase 1
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and waveforms with up to 20ms (2.5× 107 samples) have been recorded, we mostly used
settings with a length of 2.4ms (3× 106 samples). The signals observed, especially during
injection periods, can be as large as 1.8V, corresponding to 450 simultaneous p.e. or

roughly 30 background particles. In order to entirely cover such signals, we used a sizable

vertical range of ±1000mV with an additional analog offset of −900mV. The evident
downside side of such a large dynamic range is the loss of precision for small amplitudes

since the corresponding bit uncertainty of ±7.87mV is already considerably larger than
the amplitude of a single p.e. This loss of precision compromises both the ability to

determine the detection time of a background particle and to resolve the number of

photons and, in that way, the total deposited energy. These large amplitudes do not

only force a larger vertical range, they also impact the amplifiers in the readout chain.

Large signals lead to an undershoot which temporarily shifts the baseline for subsequent

signals and lasts for up to 20 µs after the initial pulse. It is, however, possible to recover

the baseline by applying a dedicated correction to the physics waveforms (see following

section).

6.1.2 Reconstruction procedure

Having discussed the shape of the signals, we will now move on to describing the particle

reconstruction itself. Figure 6.2 provides an overview of the individual processing steps

and, running from top to bottom, the order in which they are performed. First, the

calibration waveforms are processed to establish the mean response of a single firing pixel.

Then this mean response is used as an input to the processing of the physics waveforms.

The reconstruction is structured in such a way that it processes the data of individual

runs in a step-by-step manner. Each of the steps yields the modified data and different

summary plots. The modified data then functions as the input for the subsequent step

which allows to perform each of them independently. The summary plots, on the other

hand, are used to monitor the stability and the performance of the sensors and the

reconstruction procedure. In the following, only the most relevant summary plots will be

shown along the description of the respective processing steps. The computation time

required to fully process a single run primarily depends on the number of physics events

and the length of their waveforms but may take up to several hours on a normal CPU.

In the following, we will describe each of the individual processing steps in detail.

• Calibration waveform pedestal subtraction In order to correct for constant

offsets in the baseline, we first apply a pedestal subtraction to each calibration

waveform. Such offsets can, for example, be related to systematic uncertainties
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Figure 6.2: Graphical illustration of the work flow of the first stage of data processing

referred to as the particle reconstruction.

of the oscilloscope or be caused by external electrical sources. To establish an

initial estimate, which is needed to properly veto signals in case of unusually

large pedestals, the sample mean of all samples in the waveform is calculated.

Subsequently, signal pulses are identified by requiring that three consecutive samples

are larger than 0.98mV plus the previously calculated mean.1 Figure 6.3 (left)

1For a range of ±50mV, used for the calibration waveforms, 0.98mV corresponds to 2.5 bit.
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Figure 6.3: Distribution of amplitudes of non-signal samples for a typical raw calibration

waveform (left). The mean of a fit with a Gaussian is utilized as the pedestal for the

respective event; stated parameters and corresponding uncertainties are adopted from

the fit. Calibration pedestals for the first 500 events of the corresponding run (right).

illustrates the distribution of the amplitudes of the remaining non-signal samples

for a typical waveform. Here, the pedestal is determined by fitting a Gaussian to the

distribution;2 the mean of this fit is then subtracted from the full waveform. Signal

samples, which are not properly excluded, or admixtures of additional pulses can

give rise to a deformation of the distribution and compromise the determination

of the pedestal. To ensure a correct operation of the pedestal subtraction, all

waveforms with a fit result showing a p-value smaller than 5% are excluded from

further processing.

Figure 6.3 (right) shows the pedestals for the first 500 events of the corresponding

run for all three channels. Here, all channels indicate a sinusoidal fluctuation of the

pedestal, which is particularly evident in FWD2 and observed across a wide range of

runs. The most likely causes of this fluctuation are electronic noise in the hardware

or pickup in the long signal and power cables. Since its period is ∼2.1ms,3 the effect
of the pickup on a single calibration waveform (184 ns) is approximately constant.

It can therefore be assumed that determining and subtracting the pedestals on an

2We apply a maximum likelihood fit in the range of ±1.18mV relative to the maximum of the distribution;
uncertainties on the parameters are adopted from the fit.

3With a signal rate of 50 kHz [59] and a minimum time between acquisitions required by the scope [64]

of ∼1 µs, the estimated period of ∼100 events corresponds to ∼2.1ms.
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Figure 6.4: Distribution of the integrals of the calibration waveforms multiplied by the

50Ω input impedance of the oscilloscopes for a typical run (left). The mean of a fit with

a Gaussian is utilized as the average gain for the respective run; stated parameters and

corresponding uncertainties are adopted from the fit. Average gain for all runs of the

corresponding day during run time (right). Dotted lines indicate the sample mean and

corrected sample standard deviation for the full day.

event-by-event basis corrects for the observed fluctuations.

The pedestal subtraction is working highly reliably and, as expected by the nature

of the cut, only around 5% of the events are excluded.

• Gain determination As mentioned earlier, the gain of a calibration waveform can

be used to distinguish pulses caused by a single or multiple firing pixels. Usually,

the gain is defined as the amount of charge multiplication in the SiPM as a result of

a single detected photon. For practical purposes, however, we interpret the gain as

the charge observed by the oscilloscope after the full readout chain. It is determined

by multiplying the integral of a one p.e. waveform, i.e. a calibration waveform,

with the 50Ω input impedance of our oscilloscopes. Figure 6.4 (left) shows the

distribution of gain values for a single channel for a typical run. The first and,

by far, largest peak stems from one p.e. pulses, whereas the second, considerably

smaller, peak is caused by events in which two pixels fire simultaneously due to

optical cross talk, afterpulsing or coincidental signals. The mean of a Gaussian fit
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Figure 6.5: Average one p.e. waveform for a typical run. The cutout illustrates the

transition region between averaged waveform and extension in more detail. The error

band represents the errors after averaging. Stated parameters and their uncertainties are

adopted from the fit.

to the first peak defines the average gain for the respective run.4

Figure 6.4 (right) compares the values of the average gain for all three channels

for a typical day during run time. The run-by-run fluctuations are minimal during

the day; all other days show a similar performance, which can be attributed to

the stable operating conditions inside the BEAST cave (see Section 4.2). The gain

determination is working highly reliably and is successful for all runs.

• Calibration waveform averaging In the final processing step of the calibration

waveforms, we determine the average signal pulse of a single firing pixel. The

previously determined gain is used to select all calibration waveforms with a single

p.e. pulse by requiring a waveform integral which is within an arbitrarily chosen

±10% of the average gain; all other waveforms are excluded from further processing.
This limit typically accepts around half of the 1000 calibration waveforms per run

and channel which is more than sufficient. The remaining waveforms are then

averaged sample-by-sample. Figure 6.5 illustrates a typical example of such an

averaged waveform. The stated uncertainties are given by ±1 bit/
√
N , where N is

4We apply a maximum likelihood fit in the range of ±25% relative to the maximum of the distribu-

tion; uncertainties on the parameters are adopted from the fit.
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the number of waveforms averaged;5 for the given example the uncertainties are

within ±1.7 µV.
As was pointed out in the previous section, the length of the calibration waveforms

is not sufficient to completely capture the signal pulses. The averaged waveform,

thus, ends abruptly at 184 µs before the pulse entirely levels out. Subtracting it

repeatedly in the waveform decomposition would cause remaining artifacts in the

physics waveforms which are identified incorrectly as additional signal pulses. To

recover the absent tail, we fit an exponential (see Section 5.1.2) to the late part of

the waveform and, subsequently, extend this fit up to a length of 400 ns.6 Within

this window, the extension drops for all fits below a value of 1 µV which is smaller

than the typical uncertainty associated with the averaging.

We refer to the merger of the averaged waveform and the extension as the average

one p.e. waveform. These waveforms represent an accurate description of the

response to a single photon and incorporate temperature dependence and applied

amplification and attenuation. One of these waveforms is obtained for each channel

and run; it works highly reliably and succeeds for all runs.

• Physics waveform pedestal subtraction As for the calibration waveforms, we

first apply a pedestal subtraction to the raw physics waveforms to correct for

constant offsets in the baseline. If four consecutive samples all exceed an arbitrarily

chosen threshold of 11.8mV (1.5 bit) the following 400 ns are identified as a signal

pulse and are rejected. Analogously, if four consecutive samples all undercut a

threshold of −11.8mV (-1.5 bit) the following 30 µs are identified as an undershoot
and are also rejected. As a consequence of the large bit uncertainty, it is inevitable

that one and two p.e. pulses pass the rejection of signal samples. Such signals,

however, are primarily caused by thermal dark noise; they are few in numbers

and their impact is negligible (see Section 5.1.2).7 Figure 6.6 (left) illustrates the

distribution of the amplitudes of the remaining non-signal and non-undershoot

samples for a typical waveform. Again the mean of a Gaussian fit is utilized as

the pedestal for the respective event and subsequently subtracted from the full

waveform.8

5Here, we assume that the uncertainties of a single waveform are fully covered by the bit uncertainty, that

uncertainties in different waveforms are independent of each other and that they are normally distributed.
6We apply a χ2-fit in the range from 36 ns after the maximum of the waveform up to its end.
7A rate of thermal one p.e. pulses of around 50 kHz [59] and a waveform length of 2.4ms suggest that

only around 100 of such pulses occur in a full physics waveform which each only affects O(1) samples.
8We apply a maximum likelihood fit in the range of ±24.7mV relative to the maximum of the distribution;

uncertainties on the parameters are adopted from the fit.
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Figure 6.6: Distribution of the amplitudes of non-signal, non-undershoot samples for a

typical raw physics waveform (left). The mean of a fit with a Gaussian is utilized as

the pedestal for the respective event; stated parameters and corresponding uncertainties

are adopted from the fit. Physics pedestals for all events of the same run over the

corresponding event time relative to the start of the run (right). Early events are

auto triggered; later events are injection triggered. Sample mean and corrected sample

standard deviation for all events are indicated by dotted lines.

Because of the low vertical resolution and the resulting admixture of positive signals,

it can not be assumed that the distribution is entirely Gaussian shaped and no

rejection based on the p-value is applied. Instead, we ensure the validity of the

processed events by rejecting all events where the fit failed in general or the fit

parameters showed unphysical results (const. < 0 or σ < 0). It is assumed, and

empirically confirmed, that the measures described above are sufficient for a correct

operation of the pedestal subtraction.

Figure 6.6 (right) shows the pedestal for all events of a typical run over the event

time relative to the start of the run. Here the earlier events are auto triggered,

whereas the later events are injection triggered with a higher repetition rate. Unlike

for the calibration waveforms, the pedestals show a uniform distribution with a

minimal spread.9 The most likely cause for this difference is the significantly larger

vertical range. It can therefore be assumed that the previously observed sinusoidal

pickup is negligible for physics waveforms. The pedestal subtraction works highly

reliably for the majority of runs and only an insignificant number of events is

9The corrected sample standard deviations is only few microvolts.
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Figure 6.7: Illustration of a typical raw physics waveform which suffers from an under-

shoot of the amplifiers as a consequence of a large signal pulse. Also shown are fits with

a straight and a template function obtained by a Kernel Density Estimation which are

used to correct for the undershoot.

excluded from further processing.

• Undershoot correction As was pointed out in in the previous section, signals with

amplitudes larger than 400mV (approximately six simultaneous charged particles)

lead to a noticeable undershoot of the amplifiers after the initial pulse. A typical

example of such an undershoot is illustrated in Figure 6.7. It can be clearly seen

that after the signal pulse causing the undershoot, the baseline is shifted to the

negative for a duration of up to 20 µs. As will be described shortly, additional signal

pulses which occur in the shifted region can hamper the correct operation of the

waveform decomposition. This affects in particular the measurement of injection

backgrounds, since, firstly, such large signals are almost exclusively caused by

injections and, secondly, the injection bunch recurs after around 10 µs (one full

turn).

As it is not possible to describe the undershoot analytically, the only viable method

we found is to approximate it with a Kernel Density Estimation (KDE) [69]. It is

assumed that the rise and decay times of the undershoot are defined by properties

of the electronic components in the amplifiers and are, therefore, constant. Hence,

only the amplitude varies between events. We take an arbitrary event with no

apparent trailing pulses and apply the KDE to the undershoot region over a range
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of 20 µs. The result of the KDE, multiplied by a vertical scaling parameter, is

then used as a template. If a signal pulse is larger than an, empirically motivated,

threshold of 400mV, the template is fitted to the undershoot after the signal.10

Thereby, the start of the template fit is determined by the zero crossing of a

linear fit to the falling flank of the initiating pulse.11 Subsequently, the adjusted

template is subtracted from the physics waveform. Note that signals with such

large amplitudes are encountered almost exclusively during injections and, even in

this case, a correction is only necessary in a fraction of the events. In principle,

signals below this threshold are also affected. Here however the amplitude of the

undershoot is so small that it gets overshadowed by the bit uncertainty rendering

a correction impossible and unnecessary.

• Signal tagging As preparation for the waveform decomposition, we identify all

signal regions in the raw physics waveforms by requiring that three consecutive

samples each exceed a threshold of 11.8mV. The range from 4ns before the first

sample until 300 ns after it is then categorized as a signal. Note that this approach

is similar to the one used in the respective pedestal subtraction. Subsequently,

all samples in non-signal regions are identified as noise and set to zero. In that

way, these noise regions can not be misinterpreted as signal pulses later in the

decomposition and smaller signals, caused predominantly by dark noise or ambient

light, are rejected.

Lower thresholds increase the probability that noise pulses pass the rejection,

whereas greater thresholds decrease the sensitivity to backgrounds with smaller

energy deposits. Results obtained by the parameter scan show that the thresholds

and the number of consecutive samples used represent the best compromise be-

tween noise rejection and sensitivity and yield the optimal results with respect to

determining the detection time and the deposited energy of the background particle.

They also suggests that the influence of the number of samples is relatively small.

In addition to the noise rejection, the signal tagging also serves as an intermediate

visualization and control step.

• Waveform decomposition The core of the particle reconstruction is the wave-

form decomposition. It determines the number and the precise detection time of

individual photons by repeatedly subtracting the response of a single firing pixel,

i.e. the average one p.e. waveform. Figure 6.8 illustrates the principle of the

10We apply a χ2-fit with a total length of 19.5 µs.
11We apply a χ2-fit in the range of around 100 ns to 500 ns after the time at which the threshold is crossed.



6.1. First-stage data processing - particle reconstruction 97

0 50 100 150 200
Time [ns]

0

50

100

150

A
m

pl
itu

de
 [m

V
]

S
u

b
tr

ac
t

Raw Physics Waveform

Residual Waveform

Avg. One p.e. Waveform

Photon Waveform

Reassembled waveform

Evt. 401141051: FWD1

0

10

20

P
ho

to
n 

R
at

e 
[p

.e
./0

.8
 n

s]

Figure 6.8: Illustration of the operation of the waveform decomposition processing a

section of a typical physics waveform. The same signal pulse as reassembled by the

decomposition performance check is also shown for comparison.

operation of the decomposition based on a section of a typical physics waveform.

First, signal pulses in the raw physics waveforms are identified by searching the

signal regions defined by the tagging for the sample with the global maximum. The

time of this maximum is matched with the time of the maximum of the average

one p.e. waveform. Then the amplitude of the one p.e. waveform is subtracted

sample-by-sample from the physics waveform. We define the time of the global

maximum as the time at which the respective pixel fired and, thus, use it as the

detection time of the initial photon. In order to reconstruct the time distribution

of all detected photons, this process is repeated iteratively until it is no longer

possible to distinguish signal pulses from noise.

The particular challenge lies in correctly identifying all one p.e. pulses despite

the limited vertical precision which fails to resolve single one p.e. pulses.12 When

searching for a new global maximum in the physics waveforms, only samples which

fulfill three criteria are considered:

(i) The average of the amplitudes of all samples in the range of ±4 ns of the
respective sample has to be positive in order to prevent the creation of artifacts

like negative spikes.

(ii) The amplitude of the sample itself must be at least twice as larger as the

12The bit uncertainty is ±7.8mV, whereas the amplitude of a one p.e. pulse is only ∼ 4.5mV.
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average of the amplitudes of all samples in the range of ±2 samples. It that
way it is possible to avoid falsely identifying single samples which are subject

to large noise.

(iii) The amplitude in the respective sample has to exceed a threshold of 2.5 times

the maximum of the average one p.e. waveform to reject noise in general.

If it is not possible to find a new maximum which passes all three criteria, the

decomposition is terminated.

In order to optimize the decomposition, we examine the values for the ranges, used

in the first two criteria, and the threshold, used in the third criterion, in the pa-

rameter scan. While the specific values of the ranges only have a limited influence,

the exact value of the threshold has considerable impact on the performance of

the particle reconstruction. Higher thresholds, necessary for the rejection of noise,

leave behind a waveform with noticeable residuals. This causes a systematic under-

estimation of the number of observed photons, since it is not possible to distinguish

the remaining signal pulses from fluctuations. Lower thresholds, however, lead

to noise being incorrectly classified as real signals and, in that way, a significant

overestimation of the number of photons. The parameter scan showed that the

values used yield the best results for the detection time and the reconstructed

energies of the background particles.

The output of the waveform decomposition is the time distribution of reconstructed

photons to which we refer as the photon waveform. This photon waveform assumes

the sampled structure of the raw waveforms, but instead of a voltage their amplitude

indicates the number of observed photons (per 0.8 ns, the period of a sample).

• Decomposition performance check As pointed out previously, during the wave-

form decomposition it is possible that noise is falsely identified as signal pulses and

subtracted. To monitor the accurate execution of the decomposition, we reassemble

the raw waveform based on the photon and the average one p.e. waveforms and

compare it to the initial one. The reassembled waveform for the respective event

is also shown in Figure 6.8 for comparison. The procedure of reassembling the

waveform is essentially the inversion of the decomposition (apart from the residual

waveform). For each entry in the photon waveform, the average one p.e. waveform

is added to an initially empty waveform so that the position of the maximum

matches the one of the photon. Subsequently, this procedure is repeated iteratively

for every photon. As a consequence of the thresholds leading to the termination

of the decomposition, the overall amplitude of the reassembled waveforms is prone
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to be lower than the one from the original waveform. In general however, the

sample-wise difference is below the bit uncertainty.

In order to quantify the level of agreement between the initial and the reassembled

waveforms we calculate a quasi-χ2:

χ2 =
∑

samples 6=0

(Ainital −Areco)
2

σ2bit unc.

χ2/ndf =
χ2

Nsamples 6=0
,

where Ainital and Areco are the sample-wise amplitudes in the waveforms and

σbit unc. is the bit uncertainty. In order to ensure that all significant features of the

original waveform are captured, the differences are summed for all samples in which

the amplitude of the original waveform is unequal to zero; the number of these

samples is also used as the degrees of freedom, ndf . Across all runs, the obtained

values of the normalized χ2 are remarkably consistent indicating no significant

failures of the waveform decomposition. We therefore waive any type of event

rejection based on a χ2-cut.

• Photon to particle translation The principle of operation of the photon to

particle translation is illustrated in Figure 6.9. The entries in the photon waveform

primarily show groups of photons caused by the transits of the respective back-

ground particles. As explained in the previous section, these photons are smeared

in time and delayed with respect to the transits due to the light emission of the

scintillator. The real photons are mixed with fake photons caused by afterpulsing

and crosstalk (correlated with background particles) or caused by dark noise or

ambient light (uniformly distributed over the full waveform).

The main challenge lies in translating this distribution of photons (photon wave-

form) into a distribution which indicates the transit times and energies of the initial

particles (reconstructed waveform). For this purpose, we first cluster the photons

in such a way that each cluster represents the response to a single background

particle or to a number of background particles which originate from the same

bunch and pass the sensors simultaneously. We treat both types in the same way

and refer to such a cluster as a hit. Subsequently, we infer the energy deposited

by a background particle in the scintillator from the number of photons and assign

each hit a characteristic interaction time. This energy and interaction time are
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Figure 6.9: Illustration of the operation of the photon to particle translation processing

a section of a typical photon waveform. The photon waveforms shows two characteristic

photon clusters which are the response to the transits of two background particles

separated by approximately 250 ns.

referred to as hit energy and hit time, respectively. Recall that the photon wave-

forms and the reconstructed waveforms are discrete time signals which adopt the

same sampling rate of the raw waveforms. In technically terms, this means that a

hit corresponds to a specific sample in the reconstructed waveform. The amplitude

of this sample is given by the hit energy, whereas its position in the waveform, or

in other words its sample index, represents the hit time.

The photon waveform is searched sample-by-sample until an entry is found. To

create a cluster, we sum all entries within a predefined integration window starting

with this first photon. The probability to accidentally include photons caused

by afterpulsing or dark noise increases with the length of the integration window.

Shorter windows, on the other hand, risk missing real photons which are delayed.

Using a similar setup (plastic scintillators based on BC 408), the T3B experiment

applied an integration window of just 9.6 ns [53]. To account for the longer relax-

ation times of the polystyrene scintillators of the CLAWS sensors, we deploy a

larger window with a length of 76.8 ns. Examining the value in the parameter scan

showed that this length represents the best compromise between missing delayed

photons and accidentally including fake signals.

The number of photons observed by the SiPM is (on average) proportional to the

number of scintillation photons and, thus, to the energy deposited in the scintillator.
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The hit energy, Ehit, can, therefore, be calculated by

Ehit =
Npe

LY
+ ρc, (6.1)

where Npe is the total number of entries found in the integration window and LY

is the light yield of the sensor module obtained from calibration measurements

in the laboratory, as described in Sections 5.1.3 and 5.3. Recall that the LY is

a calibration constant and normalizes the hit energy to the response of a MIP;

from here onwards we use this response as a measure for the deposited energy,

i.e. we state energies in the unit “MIP”. In that way, the energy also acts as a

measure for the mean number of particles involved in the hit. As pointed out

earlier, the waveform decomposition systematically underestimates the number of

reconstructed photons. To correct for this effect, a correction term, ρc, is added to

every deposit; it will be described in detail in Section 6.1.3.

Finally, we can determine the hit time of the transit of the initial particle. Since

the amplitude of a signal also affects the probability to observe prompt photons, it

is necessary to account for time walk effects. The hit time, therefore, is determined

with respect to the total number of photons within the integration window, Npe.

We select the nth photon, npe, in the window according to

npe = Npe · αcf ,

where αcf is a steering parameter which determines the constant fraction of photons

and npe is rounded to the nearest integer. The detection time of this nth photon is

assigned as the hit time. In that way the index of the nth photon is utilized as the

sample index i of the hit. Note that the shift between the assigned hit time and

the actual transit is irrelevant since it applies in the same way for all hits and we

are only interested in relative time differences between backgrounds. As mentioned

earlier, each hit represents a specific sample in the reconstructed waveform where

the amplitude corresponds to the hit energy and the index of the sample represents

the hit time. In the following, we therefore combine the Ehit and i and denote hits

by Ehit
i . Subsequently, this determination procedure is repeated for every cluster

in the photon waveform.

The parameter scan showed that αcf = 0.1 minimizes the time resolution (see

following section). In the scan, we also examined a second method in which the

detection time of the first photon in the integration window is used as the hit time.
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This alternative approach, however, results in a slightly higher time resolution.

The translation of the full photon waveform represents the final processing step of

the particle reconstruction and yields the reconstructed waveforms which depict

the time distribution of background particles.

In summary, the particle reconstruction processes the raw data recorded by CLAWS and

effectively disentangles the time of the transit of a background particle and the energy it

deposits from detector effects. It also accounts for temperature variations and external

influences and unifies the response. The outputs of the particle reconstruction are the

reconstructed waveforms.

6.1.3 Validation and optimization

The following section presents the methodology used to confirm the correct operation

of the reconstruction and optimize several of its steering parameters. For this purpose,

we apply the particle reconstruction to muon data recorded in the laboratory in order

to retrieve the hit times and the hit energies of the muons. Since the response to muons

is known from other high-resolution laboratory measurements, we then compare these

times and energies to evaluate the operation of the reconstruction.

We use a data set of more than 7000 cosmic muon events recorded with the muon telescope

as described in Section 5.3. Recall that in this setup, the four sensors originally mounted

in the FWD1-3 positions of the CLAWS setup are stacked on top of each other.13 The

acquisition of the muon events is self-triggered requiring that a threshold of 20mV is

exceeded simultaneously in the lower and the upper most sensors. To mimic the length of

the raw physics waveforms, the muon waveforms are significantly longer than the signal

pulses and consist of 3× 104 (24 µs) samples. For the same reason, we also adopt the
vertical range and similar settings from Phase 1 operation.

Hit time confirmation and time resolution To asses how well the reconstruction

is able to retrieve the transit times of particles, we examine the differences in the hit

times in the two center sensors. In that way, it is also possible to determine the time

resolution of the sensor modules together with the particle reconstruction. Note that the

two center sensors are not implicated in the trigger condition and that we can neglect

the time of flight of the muons since it is merely 70 ps. The distribution of differences

obtained by processing the muon data with the final set of steering parameters for the

13The sensor originally mounted in FWD1 position was switched during runtime to counteract radiation

damage; we therefore have two sensors mounted in the FWD1 position.
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Figure 6.10: Distribution of differences in hit times obtained by applying the particle

reconstruction to recordings of cosmic muons taken in the laboratory after runtime

of Phase 1 (left). Distribution of hit energies for an exemplary sensor for the same

recordings (right).

reconstruction is shown in Figure 6.10 (left). Here, we utilize the width of a Gaussian

fit, σfit, as a measure for the time resolution and its mean value, µfit, as an indicator

for unintended differences in the treatment of the two channels.14 This width represents

not the resolution of a single sensor, but the width of the sum of the hit times. In the

case that the reconstruction operates correctly, the time resolution of a single sensor

combined with the reconstruction procedure itself is then given by15

σt =
σfit√
2

= 0.86 ns.

With respect to the sampling rate (1/0.8 ns), this result suggests that the time resolution

is primarily determined by the capabilities of the hardware. The value for µfit =

(−0.40± 0.02) ns, on the other hand, indicates a minor preference for one of the sensors
which can be considered insignificant with respect to the time resolution. Together σhit

and µfit summarize the capability of the particle reconstruction to retrieve the transit

times of individual background particles.

These results are consistent with previous laboratory measurements with technically

14We apply a maximum likelihood fit in the range of ±3.2 ns around zero; uncertainties on the parameters
are adopted from the fit.

15This assumes that the hit times in both sensors are normally distributed and independent.
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identical sensors which obtained a slightly lower time resolution, σhit = 0.47 ns [72]. This

study employed a more conventional analysis method based on the signal height of the

raw SiPM pulses, including a correction for time walk effects. The differences in the

time resolution, however, can be attributed to the considerably higher vertical precision

which was used by the earlier measurements. Comparing the two results, it can be seen

that the hit times reconstructed by the particle reconstruction are correct and that the

obtained precision is in line with the previous results.

Hit energy confirmation and correction factor Apart from the hit time, the

particle reconstruction also retrieves the energy deposited in a hit. Since it is already

normalized to the response of a MIP by the reconstruction, the distribution of hit energies

for the muon data should follow a characteristic Langaus form (i.e. convolution of a

Landau-Vavilov and a Gaussian, see Section 5.1.3) with a maximum at an energy of

1MIP. To asses the capability of the reconstruction to retrieve these deposited energies,

we fit the distribution of hit energies of each sensor with a Langaus function and utilize

the most probable value (MPV ) of the fit as a measure.16

Figure 6.10 (right) shows this distribution of reconstructed muon energies together with

the corresponding fit for one of the sensors; the distribution for the other sensors can be

found in Appendix A. The distributions for all four sensors are following the expected

Langaus form. Contrary to expectations however, the position of the MPV s is shifted

slightly to energies smaller than 1MIP. This inconsistency can be attributed to the

sizable thresholds required for the rejection of noise which are applied in the waveform

decomposition (see description of the waveform decomposition in Section 6.1.2). These

thresholds cause a systematic underestimation of the number of reconstructed p.e. and,

thus, the hit energy. It can therefore be assumed that this effect is constant and does

not scale with the deposited energy.

As pointed out earlier, we correct for this underestimation by adding a predefined cor-

rection factor, ρc, to the energy of every hit (see description of the photon to particle

translation in Section 6.1.2). This correction factor is determined on the basis of the

hit energy distributions of the muon data and simply compensates for the shift of the

MPV s:

ρc = 1−MPV.

16We apply a maximum likelihood fit with the convolution of a Landau and a Gaussian in the range

from around 0.25MIP, to reject noise, to the energy which corresponds to four times the location of the
maximum of the distribution.
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Table 6.1: Correction factors for the systematic underestimation of the number of recon-

structed p.e. for all four sensors used during Phase 1.

Position Sensor MPV [MIP] ρc [MIP]

FWD1 10053 1.15 -0.15

FWD1 10057 0.86 0.13

FWD2 10054 0.82 0.18

FWD3 10074 0.77 0.23

Since the factors are sensor dependent, we obtain four different values which are summa-

rized in Table 6.1. We estimate the systematic uncertainty on these correction factors

by the corrected sample standard deviation of all factors. In that way, we obtain a value

of σρ = 0.17MIP.

Surprisingly, the MPV for the first sensor is larger than 1MIP resulting in a negative

correction factor. This inconsistency can be related to the radiation damage the inner-

most sensors suffered during runtime, as described in Section 5.1.3. As a consequence

of the radiation damage, the SiPMs exhibit a significantly higher noise rate which leads

to a large number of additional one p.e. pulses and can explain the observed excess in

energy. Since the deviation in this sensor is still smaller than the attributed uncertainty,

we simply do not apply any correction for the hit energy based on muon data in this

sensor. This approach is further corroborated by the results which will be presented in

section 7.2.2.

Optimization by parameter scan So far the muon data was used to verify that

the particle reconstruction processes the raw data correctly. In the following, we will

describe how this muon data can also be utilized to optimize the values of several steering

parameters employed by the particle reconstruction. An example for such a steering

parameter is the threshold terminating the waveform decomposition. As mentioned

earlier, we refer to this method as a parameter scan.

The parameter scan examines the steering parameters which we found to either have the

strongest influence on the performance of the reconstruction or to be difficult to determine

by other means. For each of these parameters, the particle reconstruction processes the

muon data with a number of predefined values. After processing of each iteration, we

generate the distributions of the differences of the hit times and the hit energies, as

described above, and extract the values of σfit, µfit and the four MPV s as benchmarks.
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The values of the set of steering parameters together with these six benchmark quantities

are then saved. This procedure is repeated for any possible combination of predefined

parameter values. In that way, the effect on the time resolution and the distribution of

hit energies of a variation of each parameter is determined.

The number of scanned parameters and parameter values determines the number of

iterations, Nitr, required for the execution of the scan:

Nitr ∝
∏

parameters

nk,

where nk is the number of predefined values for a respective parameter. Since performing

the particle reconstructing is computationally intensive, Nitr is limited. In total, the final

parameter scan examined eight different parameters in 5670 iterations and determined

their leverage on the operation of the particle reconstruction. For clarity, the effects of

the individual parameters have already been described in detail along with the respective

processing step (see previous section). In general, the findings obtained show that the

parameter with the largest impact on all of the benchmark quantities is the threshold

employed in the waveform decomposition. Other parameters with notable influence are,

in that order, the threshold used in the signal tagging and the window length used in the

photon to particle translation. The effects of the remaining parameters are limited. For

each of the parameters we chose the value which demonstrates a minimal σfit and µfit,

as well as, MPV s as close as possible to an energy of 1MIP. For most parameters, this

optimal value represents a compromise between several of the benchmark quantities.

6.2 Second-stage data processing - analysis framework

The particle reconstruction is a generic processing of the data that is applied in the

same way to every run. It disentangles the information about background particles

from effects of the sensors and the setup and returns it in the form of the reconstructed

waveforms. The analysis framework then retrieves these waveforms and their information

and relates them to accelerator conditions. Figure 6.11 provides an overview of its

individual processing steps and, running from top to bottom, the order in which they

are performed. The output of the framework provides the foundation for the analyses

of backgrounds presented in the subsequent chapters. Thus, the processing procedure

performed by the framework depends on the requirements of the respective analysis.

In order to meet these requirements, it selects and combines events and links them to

measurements of the SuperKEKB conditions monitors and other BEAST II subsystems.
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Figure 6.11: Graphical illustration of the work flow of the second stage of data processing

referred to as the analysis framework.

In the following, the different processing steps are described in detail.

• Data synchronization The data synchronization first surveys the full CLAWS

data and creates a list of all available runs which match the dates of interest for

the respective analysis. For all selected runs, it confirms that all relevant files

are accessible. If this is not the case, the run is rejected from further processing.

Subsequently, the synchronization routine loads the meta data associated with each

event and the run itself. This meta data consists of the settings applied by the

DAQ to record the respective run and, for each event, summaries of the individual

steps of the particle reconstruction. It also includes a unique timestamp which

specifies the time at which each of the events was recorded.
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As described in section 4.2, during runtime the BEAST II subsystems and the

SuperKEKB accelerator conditions monitors continuously generated 1 s summaries

of their measurements and shared them via EPICS. Besides providing real-time

feedback to shifters and operators, these summaries have been used to generate a

dedicated data set for offline analyses which comprises of selected measurements

of BEAST II subsystems and specific accelerator conditions. It encompasses, for

example, measurements of the beam currents and the pressures in the rings or

the settings defining the injection of new electrons and positrons. In this unified

data set, measurements of different quantities are synchronized by a timestamp

corresponding to the time of the summary. In the same way, this timestamp is also

used to make these quantities available for the offline analysis of CLAWS data. For

each event, the data set is searched for entries matching the CLAWS timestamp.

Subsequently, the corresponding quantities of interest are retrieved and added to

the collection of meta information for the respective event.

• Event selection In the second processing step, we apply an event selection based

on the aforementioned quantities in order to be able to relate measurements of

backgrounds to accelerator conditions. The selection first examines the results of

the individual steps of the particle reconstruction. If an event failed due to one of

the control mechanisms described in the previous section or if it is not possible to

locate the file with the reconstructed waveforms, the event is rejected and excluded

from further processing.

In principle, the selection operates in such a way that it is possible to select events

based on any available information, including characteristics of the reconstructed

waveforms. In practice however, we only use the following four quantities which

are included in the meta information or retrieved from the data set of accelerator

conditions and BEAST II measurements:

(i) The number of samples of the recorded waveforms, i.e. their length, in order

to have a unified set of events in particular for the study of the time structure

of backgrounds.

(ii) A machine state published by the accelerator which indicates a certain type

of operation, as for example “BEAST studies”.

(iii) The beam currents measured by the beam and accelerator condition monitors

of the accelerator (see Section 3.5) where we set a minimum and a maximum

current for each ring. In that way, it is possible to select events with contribu-
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tions form a single ring to independently examine backgrounds in the HER

or the LER.

(iv) To distinguish events with injection backgrounds from the ones with regular

beam backgrounds, we utilize the beam gate in the injector which needs to be

opened when particles are injected into the main rings.

Events which do not match the specific selection criteria for the respective analysis

are rejected and excluded from further processing.

• Event Processing For the actual processing, we first generate a list of all events

which pass the selection. Subsequently, the reconstructed waveforms are loaded

for all the events. Depending on the type of analysis, the framework is able

to process and combine the reconstructed waveforms in three different ways: by

averaging a number of waveforms, extracting certain features from the waveforms

or determining an average rate of background particles for each waveform.

(i) The first way of processing is directed at the study of the time structure of

backgrounds. The measurements of backgrounds observed during Phase 1

suffer from significant event-by-event fluctuations. We therefore average the

reconstructed waveforms of all events in the list. Recall that each hit, Ehit
i , is

represented by specific sample in the reconstructed waveforms where the hit

energy, Ehit, is given by the amplitude and the hit time is represented by the

index of the sample i (see description of the photon to particle translation in

Section 6.1.2). The averaging is then performed by calculating the average

hit energy, E hit
i , for a given sample with index i:

E hit
i =

1

Nwf

Nwf∑
j=1

Ehit
ij , (6.2)

where Nwf is the number of waveforms being averaged.

We refer to this averaged time series of backgrounds as the averaged recon-

structed waveform. It serves as the input for the analyses of the time structure

of backgrounds presented in Chapters 7 and 8.

(ii) The second way of processing targets specific features included in the time

structure of backgrounds. These features are represented by certain quantities

of interest which are extracted individually from the reconstructed waveforms

of each event and are subsequently filled into a histogram. The output of the
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analysis framework for this type of processing then is the distribution of the

respective quantity of interest. An example for such a feature distribution are

the spectra of hit energies examined in Sections 7.2.2 and 7.3.2.

(iii) The third way of processing tackles the study of backgrounds which resolve on

longer timescales where a detailed picture of the time structure is not required.

For such backgrounds, we can summarize each reconstructed waveform by an

average rate of particles, R. This rate R is determined by summing all the

hit energies of the respective waveform and normalizing them its length:

R =
1

NsTs

Ns∑
i=1

Ehit
i , (6.3)

where Ns is the number of samples of each waveform and Ts is the sampling

period (0.8 ns).

This average particle rate is then related to measurements of the beam and

accelerator condition monitors and combined into a scatterplot. On the time

scale of a single waveform (few milliseconds), non-injection backgrounds are

approximately uniformly distributed and their underlying background levels do

not change notably (see Section 7.2). This type of analysis is therefore used for

the study of such non-injection backgrounds with respect to certain accelerator

conditions, in particular together with the other BEAST II subsystems. A

corresponding analysis building on this type of processing and an example for

such a scatterplot are presented in Chapter 9.

The analyses presented in the following chapters are based directly on the output of the

analysis framework.

6.3 Estimation of uncertainties

Having described how the particle reconstruction and the analysis framework process

the data, the final section of this chapter addresses the estimation of uncertainties on

the corresponding outputs. This section focuses solely on the uncertainties on the mea-

surement of deposited energies and particle rates. The uncertainties on the detection

time of particles obtained from cosmic muon data recorded in the laboratory for the

sensors and the reconstruction procedure are given in Section 6.1.3. In addition, we also

determine the uncertainties on the detection time from data taken during runtime for

the full CLAWS setup in Section 7.3.1.
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In the following, we first determine the uncertainties on the output of the particle recon-

struction, namely the reconstructed waveforms. The analysis framework uses these wave-

forms to generate three different types of output: the averaged reconstructed waveforms,

feature distributions and scatterplots showing the averaged particle rate. Subsequently,

the uncertainties on the reconstructed waveforms are propagated to these outputs of

the framework. In each case, we separately determine the statistical and systematic

uncertainties and combine them for an estimate of the total uncertainty.

For this discussion, we assume that uncertainties can be propagated in the following

ways. Suppose that x, . . . , z are measured variables which are used to calculate a function

q(x, . . . , z). If the statistical uncertainties on these measured variables, σstatx , . . . , σstatz ,

are uncorrelated then the statistical uncertainty, σstatq , is given by

σstatq =

√(
∂q

∂x

)2

(σstatx )2 + · · ·+
(
∂q

∂z

)2

(σstatz )2. (6.4)

By contrast, for the treatment of systematic uncertainties, σsysq , we adopt a more conser-

vative approach and add them linearly:

σsysq =

∣∣∣∣∂q∂x
∣∣∣∣σsysx + · · ·+

∣∣∣∣∂q∂z
∣∣∣∣σsysz . (6.5)

This assessment always holds, even if the uncertainties are maximally correlated and

lean in the same direction. In that way, it rather represents an upper estimate of the

systematic uncertainties. As described shortly, this treatment is sufficient since in most

cases σstat > σsys and, thus, the uncertainties are mainly determined by statistics. To be

able to quote a common uncertainty, σtotq , we assume that the statistical and systematic

uncertainties are uncorrelated and normally distributed and that they, therefore, can be

combined by adding them in quadrature:

σtotq =
√

(σstatq )2 + (σsysq )2. (6.6)

A more detailed discussion of the treatment of uncertainties and their propagation can

be found in [73].

Uncertainties on the reconstructed waveforms With respect to the reconstructed

waveforms, we first establish the uncertainties on the hit energy for a given position i,

Ehit
i , calculated in Equation 6.1. Here, both LY and ρc are constants whose values

are determined once and remain unchanged during usage. The only source of random



112 Chapter 6. CLAWS - Data reconstruction and analysis framework

uncertainties are fluctuations in Npe, or in other words, the photon count. It can therefore

be assumed that Npe is following a Poissonian distribution with a standard deviation

σpe =
√
Npe.

17 Using Equation 6.4, the statistical uncertainty on the hit energy, σstat,

for the sample with index i (or in other words the position in the reconstructed waveform)

can be obtained by

σstati =

√(
∂Ehit

∂Npe

)2

σ2pe =

∣∣∣∣σpeLY

∣∣∣∣=
√
Npe

LY
.

Since systematic uncertainties on Npe are subsumed into ρc, the remaining sources for

systematics are LY and ρc. The uncertainties on LY , σLY , are adopted from [61], whereas

uncertainties on ρc, σρ, are estimated by the corrected sample standard deviation of the

four correction factors (see Section 6.1.3). With Equation 6.5, the systematic uncertainties

on the hit energy, σsys, are similarly given by

σsysi =

∣∣∣∣∂Ehit

∂LY
σLY

∣∣∣∣+∣∣∣∣∂Ehit

∂ρc
σρ

∣∣∣∣ = ∣∣∣∣− Npe

LY 2
σLY

∣∣∣∣+∣∣∣∣σρ∣∣∣∣.
Finally, the total uncertainty on the hit energy, σtoti , is calculated by adding the statistical

and the systematic uncertainties in quadrature as described in Equation 6.6.

The uncertainties are functions only of Npe or rather of E
hit which are also sensor

dependent due to LY and ρc. Statistical, systematic and total uncertainties for one

of the sensors are compared in Figure 6.12. It can be seen that for small hit energies

below approximately 0.4MIP, the σtot is mainly determined by systematic uncertainties,

in particular by σρ. For all other energies, however, it is dominated by statistical

uncertainties.

The uncertainties calculated for the reconstructed waveforms provide the starting point

for the calculation of the uncertainties on the output of the analysis framework discussed

in the following.

Uncertainties on the averaged reconstructed waveform With respect to the

averaged reconstructed waveforms, we determine the uncertainties on the averaged hit

energy, E hit, defined in Equation 6.2. For greater clarity, we refer to the uncertainties

on E hit by the letter η rather than the previously used σ. Since the averaging covers

events which are recorded over a wide range of different accelerator conditions, it can not

be assumed that the hit energies, Ehit
i , in the individual waveforms are measurements

17According to the principle of maximum likelihood, Npe is the best estimate for the average number of

counts and, therefore, σpe =
√

Npe.
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Figure 6.12: Relative statistical, systematic and total uncertainties of the hit energy for

one of the sensors used during Phase 1.

of the same quantity with the same uncertainty. Instead, we calculate the uncertainties

by propagating the uncertainties on the individual Ehit
i using Equations 6.4, 6.5 and 6.6.

The statistical uncertainty, ηstati , for a given position in the waveform i is then given by

ηstati =

√√√√√Nwf∑
j=1

(
∂Eavg hit

i

∂Ehit
ij

)2

(σstatij )2 =
1

Nwf

√√√√√Nwf∑
j=1

(σstatij )2,

where the index j indicates the respective reconstructed waveform. In the same way, the

systematic uncertainties, ηsysi , are determined by

ηsysj =

Nwf∑
j=1

∣∣∣∣∂Eavg hit
i

∂Ehit
ij

∣∣∣∣σsysij =
1

Nwf

Nwf∑
j=1

σsysij .

The total uncertainty, ηtot, can again be obtained by adding in quadrature.

The uncertainties ηstati , ηsysi and ηtoti are functions of the various hit energies of the

waveforms being averaged (σij) and are therefore not following a strict analytical function.

In general, they show a similar behavior as the regular hit energies meaning that the

uncertainties for averaged hit energies smaller than 0.4MIP are dominated by systematic

uncertainties, whereas larger energies are dominated by statistical uncertainties.
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Feature distribution Another output type of the analysis framework are feature

distributions summarizing quantities of interest. These distributions count the number

of events for which the quantity of interest falls into a certain category or rather a certain

bin. The statistical uncertainty on the number of counts for each bin can, therefore, be

described by Poissonian uncertainties. According to the principle of maximum likelihood,

the best estimate for the average number of entries is the observed number of counts, N .

The statistical uncertainty, δstat, is then simply given by

δstat =
√
N.

For the sake of simplicity, we forgo to state systematic uncertainties on the feature

distributions and only show statistical uncertainties.

Uncertainties on the averaged particle rate The third type of output of the anal-

ysis framework are scatterplots based on accelerator conditions provided by SuperKEKB

and the averaged particle rate, R (see Equation 6.3). Since examining uncertainties on

the SuperKEKB conditions monitors is beyond the scope of this thesis, we assume that

these quantities are known well enough that their statistical and systematic uncertainties

can be neglected with respect to the ones on the averaged particle rate. Nevertheless,

we briefly revisit the discussion of uncertainties on the measurements of the condition

monitors when discussing results of the respective analysis in Chapter 9.

For greater clarity, we refer to the uncertainties on the averaged particle rate by the letter

θ rather than the previously used σ, η or δ. The values for Ns and Ts are assumed to

be well known and, therefore, do not carry any uncertainties. The statistical uncertainty

on R , θstat, is then determined analogously by

θstat =

√√√√ Ns∑
i=1

(
∂R

∂Ehit
i

)2

(σstati )2 =
1

NsTs

√√√√ Ns∑
i=1

(σstati )2,

where the summation is performed over all samples in a single reconstructed waveform.

We obtain the systematic uncertainty on R , θsys, in a similar way:

θsys =

Ns∑
i=1

∣∣∣∣ ∂R∂Ehit
i

∣∣∣∣σsysi =
1

NsTs

Ns∑
i=1

σsysi

Again these uncertainties are functions of the respective hit energies and can not be

described strictly analytically. As expected from the uncertainties on the hit energies,
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however, they are dominated by statistical uncertainties and the systematic uncertainties

generally play no role.





Chapter 7

Time resolved analysis of

backgrounds

In this chapter we present a comprehensive time resolved analysis of beam backgrounds

during the first commissioning phase of SuperKEKB. It offers the unique possibility to

study beam backgrounds cleanly and independently of collisions and final focusing. A

time resolved analysis here implies three things: the achieved time and energy resolutions

are sufficient to resolve energy deposits of single particles which allows us to infer the type

of background particles and the responsible background process. Second, the achieved

time resolution is well below the expected maximum rate of signals given by the bunch

spacing and thus we are able to map energy deposits to single bunches. And third, the

length of the measurement covers several milliseconds which is sufficient to study the

time evolution of backgrounds over hundreds of revolutions in the rings. The last two

capabilities are imperative for the investigation of injection backgrounds introduced in

Sections 3.3 and 3.4.

The different sources of regular beam backgrounds at SuperKEKB are also described

in Section 3.4. Because of its significance for the future operation of Belle II, however,

the presented analysis focuses especially on backgrounds caused by continuous top-up

injections. Such injections lead to background levels which require an interruption of data

recording in several subsystems of Belle II, in particular in the PXD (see Section 4.1).

Measurements conducted before the shutdown of KEKB suggest damping times of up

to 4ms after injection before backgrounds return to regular levels [43]. With a foreseen

injection rate of 50Hz together for both rings this would potentially reduce the integrated

luminosity by as much as 20% and would therefore have a considerable impact on the

Belle II physics program. To lower the loss in integrated luminosity it is intended to gate

117
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data taking of the subsystems and stop recording only during transits of injection bunches.

Despite their precise description of the regular operations of SuperKEKB, simulations

fail to predict the time evolution of injection backgrounds with sufficient accuracy. The

shape of veto windows therefore has to be determined by direct measurements.

Performance studies for the operation of the PXD have shown that gating is required

if the occupancy is exceeding a limit of 3% [43]. If converted to a particle flux in the

CLAWS sensors, this limit would correspond to more than 9000 particles recorded within

a period of 20 µs.1 By contrast, the backgrounds observed by CLAWS during the first

commissioning phase are two orders of magnitude below this limit. The fundamentally

different conditions prevailing during the final operation of Belle II and Phase 1, however,

make an exact prediction of injection backgrounds based on Phase 1 measurements dif-

ficult. Instead the main purpose of this study is to serve as a prototype for understanding

the time structure of injection backgrounds. Additional goals are to verify that the beam

background levels are safe for installation of the detector and to determine the delay

between the trigger signal and the arrival of newly injected particles at the IP. Note

that the analysis presented within this thesis is a more comprehensive version of the one

described in [36] and thus there is some overlap.

This chapter is structured as follows: In Section 7.1, we give an introduction to the

examined data sets. In the presented analysis we study backgrounds based on two

scenarios, backgrounds originating purely from regular circulating bunches (non-injection

background) and combined backgrounds of circulating bunches together with injection

bunches (injection background). In Section 7.2, we first discuss results for the case of

non-injection backgrounds. Here, we focus on their time structure and their composition

in terms of particle species and energies. Building on this, in Section 7.3 we present

results of a comprehensive analysis of injection backgrounds. We again scrutinize the

general time structure and the background composition but also demonstrate a method

for quantifying the decay behavior of injection background and for developing a gating

scheme for the future operation of Belle II.

7.1 Overview of examined data sets

We begin by giving an overview of the data sets studied in the presented analysis. The

data sets together with relevant quantities provided by the SuperKEKB beam and condi-

1This conversion considers only the active area of the innermost layer in the PXD [51] and the area for

which the normal vector is parallel to the direction of propagation of the beams in the CLAWS sensors (see

Section 5.1).
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Table 7.1: Summary of data sets examined for the time resolved analysis of backgrounds.

Injection parameters changed with respect to their nominal values (HER-REF and LER-

REF) in a dedicated injection study are highlighted in bold red. Beam currents are

stated by the range, whereas the injection efficiency is given by the sample mean and

corresponding sample standard deviation.

Data Set BG IHER ILER PS V S1 V S2 SA Θinj Nevts

[mA] [mA] [°] [µrad] [µrad] [mrad] [pC] [%]

NI-ALL - 29 - 788 9 - 852 2676

NI-HER - 38 - 705 0 1806

NI-LER - 0 4 - 974 4057

NI-VACS - 452 - 706 105 - 752 792

HER-ALL HER 1 - 706 0 -465 -(-265) 80 - 220 57 ± 60 2401

LER-ALL LER 0 1 - 999 -378 -(-234) -39 - 153 71 ± 38 7936

LER-VACS LER 0 1 - 875 -378 -(-330) 83 - 153 72 ± 28 1238

HER-REF HER 3 - 149 0 258 -385 80 2.35 65 ± 28 62

HER-PS HER 286 - 449 0 305 -385 80 2.35 96 ± 169 190

HER-VS1 HER 216 - 300 0 258 -465 80 2.35 15 ± 12 265

HER-VS2 HER 301 - 400 0 258 -435 80 2.35 39 ± 17 162

LER-REF LER 0 3 - 398 1 -378 123 5.51 90 ± 14 220

LER-PS LER 0 185 - 486 31 -378 123 5.51 81 ± 20 617

LER-VS LER 0 272 - 350 1 -378 43 5.51 73 ± 9 97

LER-SA LER 0 2 - 185 1 -378 123 5.39 75 ± 14 239

tion monitors (see Section 3.5) are summarized in Table 7.1. CLAWS data taken during

the runtime of Phase 1 is partitioned into events which consist of a single waveform for

each of the three channels. Each data set represents a selection of such events based on

certain accelerator conditions (see Section 6.2). The first half of a name of a set refers

to the type of injection required in the selection. The second half indicates a certain

property of the selection and helps to differentiate the sets. If not stated differently, the

findings presented in this chapter are discussed based on the results for specific data sets

and the innermost channel, FWD1, which offers the highest signal rates. Figures for the

channels FWD2 and FWD3, as well as figures for other data sets can generally be found

in Appendix B. Although longer waveforms have been recorded, all data sets studied
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here consist of waveforms with a length of 2.4ms (3× 106 samples). In the following, we
first introduce the relevant quantities and then describe the data sets and their selection

criteria in more detail.

The beam gate, BG, indicates the type of injection where we differentiate between the

following three cases: events are triggered exclusively by injections into the HER, de-

noted by “HER”; by injections into the LER, denoted by “LER”; or specifically without

injections, denoted by “-” in the table or a NI (short for non-injection) in the name of

the respective data set. The beam currents in the HER, IHER, and the LER, ILER, are

given as the range of values among events in the data set after selection. The remaining

quantities in Table 7.1, except Nevts, are related to injections. The injection of new

particles into the circulating bunches are largely determined by four parameters: the

phase with which particles are injected, PS; the two vertical incidence angles, V S1 and

V S2; and the incidence angel in the horizontal plane or septum angle, SA. Depending

on whether one or different values were used, V S1 and V S2 are denoted by a range or a

single value. Also given is the injection efficiency, Θinj , which represents the percentage

of the injection charge that actually reaches the rings. It is stated by the sample mean

and the corresponding sample standard deviation of all events in the respective data set.

Quantities related to injections are omitted when not relevant or not available for the

analysis.2 Finally, Nevts denotes the total number of events in the respective data set

after the selection.

We use BG to select only events with a certain type of injection, as indicated by the first

part of the name. Additionally, a cut on beam currents is applied to study backgrounds

of the HER and the LER independently or explicitly combined. A beam current above

1mA in one ring and below 1mA in the other is required for single ring data sets, whereas

a beam current above 1mA in both rings is required for joint data sets.

NI-ALL, NI-HER, NI-LER and NI-VACS are non-injection data sets selected for the

study of the structure of backgrounds of regular bunches. As described in Section 3.3, the

distance between consecutive bunches in SuperKEKB is given by multiples of the size of

an RF bucket, Tbucket (1.965 ns), and, like the total number of bunches, depends on the

exact fill pattern adopted by the accelerator. The pattern mostly used during Phase 1

specifies a bunch spacing of three buckets or 5.995 ns (169.6MHz) with a total of 1576

bunches circulating in the rings [44]. Non-injection events are recorded by auto-trigger

at random without any time correlation to processes in the machine. In order to realign

these events with the bunch spacing in the rings, the reconstructed waveforms of all

2For NI-ALL, NI-HER, NI-LER and NI-VACS, the injection parameters are irrelevant; for HER-ALL,

LER-ALL and LER-VACS, the values of PS and SA are not available for the analysis.
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non-injection data sets are shifted by the time of the occurrence of the first hit. NI-ALL

includes all respective events with beams in both rings taken during run-time,3 and thus

covers a wide range of partly very different accelerator conditions. The equivalents for

events with beams in a single ring are NI-HER and NI-LER.

The term vacuum scrubbing describes the outgassing of impurities in the vacuum system

of a particle collider which is accelerated by the circulating beams via electron-induced

desorption and photon-induced desorption. In electron-positron colliders such as Su-

perKEKB, the former process is more common and is caused by machine-induced elec-

tron multipacting [74]. The latter process can result from synchrotron photons emitted

in interactions of the beams with the material of the vacuum chambers [75]. During

vacuum scrubbing very high beam currents and artificially inflated beam sizes are used

to promote desorption reactions which also maximizes the backgrounds of ordinary cir-

culating bunches. NI-VACS includes all non-injection events with beams in both rings

taken (only) during periods of vacuum scrubbing in both rings. As such, it is a subset

of NI-ALL.

Injection events are triggered by an external signal provided by SuperKEKB and are,

therefore, aligned in time with respect to the injection process and the circulating beams.

HER-ALL and LER-ALL are collections of all injection triggered events with beams only

in the respective ring. LER-VACS is a subset of LER-ALL consisting of events taken

during periods of vacuum scrubbing.

For the regular physics operation of SuperKEKB it is foreseen for both rings to simul-

taneously inject new particles into two bunches separated by 49 RF buckets (96.3 ns).

During Phase 1, however, double bunch injection was only employed for the LER and

even here only in specific cases. One of these cases is vacuum scrubbing for which it

was the default injection scheme. Thus, LER-VACS exclusively and LER-ALL partially

consist of events with double bunch injections. All other injection data sets are solely

based on events with single bunch injections. The HER-ALL, LER-ALL and LER-VACS

data sets consist of a large number of events but are taken over a wide range of accelerator

conditions.

During Phase 1, SuperKEKB and BEAST II performed a dedicated injection background

study to measure background levels and time structures under controlled conditions and

to assess the effect of variations in the injection parameters. The study was conducted

separately for HER and LER injections and collated in four data sets each. First, a

reference run with nominal injection parameters was taken as a baseline for both rings;

3Events containing all information necessary for a full time resolved analysis have been taken from the

15th of May, 2016 onwards.
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the data sets for the reference injection runs are labeled HER-REF and LER-REF. For

each of the other given data sets one injection parameter, marked red in the table, was

changed from nominal settings to the value yielding the minimal injection efficiency in

order to study its effect on the time structure and the background levels.4 All of the data

sets from the injection study consist of relatively few events but are each taken under

very specific and homogeneous accelerator conditions.

In summary, of the 15 data sets studied in the presented analysis four sets examine non-

injection backgrounds of ordinary circulating bunches, five sets examine HER injection

backgrounds and six sets examine LER injection backgrounds. For each ring, four of

these sets have been taken during a dedicated injection background study which assessed

the effects of variations in the injection parameters.

7.2 Time resolved analysis of non-injection backgrounds

New particles are injected into already circulating bunches and therefore injection back-

grounds are always accompanied by regular beam backgrounds. In order to understand

the former it is essential to first understand the latter on the same level. In this section,

we perform a time resolved analysis of backgrounds measured during periods without in-

jections. An analogous but more extended analysis of injection backgrounds is presented

in the next section.

Different sources of beam backgrounds at SuperKEKB are introduced in Section 3.4.

From these sources only synchrotron radiation (SR), both types of beam-gas scattering

and Touschek scattering are relevant for the presented analysis. For beam-gas and Tou-

schek scattering, simulations for Phase 1 predict particle loss rates (for the full IR region

for a single ring) of a few MHz each. Photons caused by SR, on the other hand, are

mainly absorbed by the beam pipe and simulations can only estimate an upper limit

of a moderate 500Hz [36]. It can therefore be assumed that SR is of no relevance. In

general, the total signal rate is expected to be significantly smaller than the bunch cross-

ing frequency. These signals are caused by single photons or charged particles and are

uniformly distributed in time. Their energy deposits in the CLAWS sensors are similar to

the ones from charged particles observed in laboratory measurements (see Section 5.3).

In Section 7.2.1, we first describe the time structure of non-injection backgrounds. Sec-

tion 7.2.2 then examines the composition of non-injection backgrounds, where the focus

4Here we assumed that the minimum in injection efficiency would correspond to the maximum in injection

background at the IP. The injection efficiency, however, was limited by the elevated radiation exposure of

parts of the accelerator due to the increased particle loss.
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Figure 7.1: Background time distribution for the NI-VACS data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).

is on the hit energy distribution which is used to derive the type of background par-

ticles and the responsible background processes. It also discusses if backgrounds are

distributed uniformly or if there is a preference for particular noisy bunches. Finally,

we briefly summarize the key findings from the time resolved analysis of non-injection

backgrounds in Section 7.2.3.

7.2.1 Time structure

Backgrounds fluctuate significantly between events what is in particular affecting the

analysis of data sets with a small number of events. In order to understand common

features in the time evolution, it is necessary to study backgrounds based on averaged

time distributions. The part of the analysis presented in this section thus examines the

averaged reconstructed waveforms, as introduced in Section 6.2.

Figure 7.1 shows the averaged reconstructed waveform for all channels stacked on top of

each other for the NI-VACS data set (top). As expected, signals are distributed uniformly

over the whole waveform. A cutout illustrates an arbitrary part with higher resolution

and shows that there are considerably less signals than the number of bunch crossings

in the given range. Furthermore, the overall signal level of few mMIPs/0.8 ns suggests
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that the entries in the waveform originate from energy deposits in single events.5 In

contrast to injections, for regular beam backgrounds we typically do not observe the sum

of signals by time-wise correlated sources but single particles.

Figure 7.1 (bottom) shows the cumulatives separately for each channel for the same data

set. Here, the uniformity of the distribution of signals is reflected by the linearity of

the increase, whereas the overall number of particles detected in the full time window is

given by the endpoint. Both the inclination and the endpoint are larger the closer the

respective sensor is to the beam lines and therefore to the source of backgrounds. Due

to the artificially wide beams and high currents during vacuum scrubbing we record up

to 140MIPs over the length of the waveform, which are the largest overall backgrounds

we observe among the non-injection data sets.

7.2.2 Background composition

We study the composition of backgrounds by examining individual energy deposits

obtained from the reconstructed waveforms before averaging (see Section 6.2). We refer

to the distribution of such energies as a hit energy distribution or a hit energy spectrum.

Figure 7.2 (left) compares these hit energy spectra of the NI-HER, NI-LER and NI-ALL

data sets. The distributions are normalized to the number of events, the length of the

waveforms and the area of the sensors for which the normal vector is parallel to the

direction of propagation of the beams (see Section 5.2). Different quantities describing

these distributions for the stated data sets and channels are summarized in Table 7.2.

In the following, we discuss findings from the obtained hit energy spectra based on the

distributions and quantities and thus infer the sources responsible for the measured

non-injection backgrounds.

Particle flux The integral of the distributions corresponds to the number of observed

hits, Nhits, and represents the particle flux in the respective sensor. Note that the flux

for the individual rings (NI-HER and NI-LER) should only add up to the combined flux

(NI-ALL) if the events would be taken under the exact same accelerator conditions. For

the given data sets, however, this is only partially the case and hence the excess of the

NI-ALL distribution relative to the sum of the other two is not unexpected. In general,

the particle flux is decreasing with the distance from the beams and is the largest in the

innermost sensor (FWD1) and vice versa.

To estimate the average signal rate due to non-injection backgrounds for a single bunch

5Recall that NI-VACS comprises of 792 events and that we are expecting signals of approximately 1MIP

per particle, so 1MIP in a single event would translate to a rate of 1.3mMIP/0.8 ns at its time position.
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Figure 7.2: Distributions of hit energies for given non-injection data sets for the channel

FWD1 (left). The distribution of the time in turn versus the hit energy, or time resolved

hit energy distribution, for NI-ALL for channel FWD1 (right). All distributions are

normalized to the number of events, the length of the waveforms and the area of the

sensors.

and to assess if the observed energy deposits are caused by a single or multiple particles,

we calculate the number of hits per bunch:

Nhits/Bunch = Nhits ·A · 3 · Tbucket,

where A is the area of the CLAWS sensors and 3 ·Tbucket represents the time between two
consecutive bunches. From these numbers it becomes apparent that the probability to

observe a particle from a bunch is generally less than one in ten thousand. We conclude

that the observed signals are caused almost exclusively by single particles and that we

indeed can approximate the particle flux by Nhits since the probability for an accidental

“pile-up” is negligible.

Description of hit energy spectra The different background sources determine

firstly the type of particles and secondly the particle energies. Note that thermal noise

or imperfectly shielded ambient light are generally excluded as sources for the observed

signals since pedestal runs, taken at the end of the runtime, show no noticeable number

of hits. In the following, we first divide the respective hit energy spectrum in three energy

ranges and examine each of these ranges separately. Subsequently, we then describe the
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Table 7.2: Key quantities summarizing the hit energy distributions for the stated data

sets and sensors. The particle type, pt, differentiates between photons, γ, and charged
particles, c.

Data Set Nhits
Nhits
Bunch MPVL∗G Eγ/c Ppt(E < Eγ/c) Ppt(E > Eγ/c) Npt/Nhits

pt=̂γ pt=̂c pt=̂γ pt=̂c pt=̂γ pt=̂c

[ 1

s cm2
] [MIP] [MIP] [%] [%] [%] [%] [%] [%]

FWD1

NI-ALL 3454 1.8e-4 0.84 0.45 98.9 1.1 0.8 99.2 34.6 65.4

NI-HER 1274 6.8e-5 0.81 0.48 99.2 0.8 1.0 99.0 43.3 56.7

NI-LER 1826 9.7e-5 0.86 0.47 98.9 1.1 0.9 99.1 37.3 62.7

FWD2

NI-ALL 1228 6.5e-5 1.02 0.64 98.9 1.1 1.3 98.7 32.9 67.1

NI-HER 441 2.3e-5 1.03 0.57 98.9 1.1 0.5 99.5 16.3 83.7

NI-LER 578 3.1e-5 1.06 0.71 99.2 0.8 2.4 97.6 48.7 51.3

FWD3

NI-ALL 1050 5.6e-5 0.95 0.50 97.5 2.5 1.2 98.8 34.3 65.7

NI-HER 396 2.1e-5 0.97 0.49 96.7 3.3 0.8 99.2 18.5 81.5

NI-LER 345 1.8e-5 0.97 0.51 97.3 2.7 1.3 98.7 33.2 66.8

entire distribution by a combined parameterization.

As expected, there are no entries up to the energy which corresponds to the correction

factor ρc (see Section 6.1.3). The hits in the region from ρc up to a local minimum located

at around half of a MIP are attributed primarily to photons. Relevant background

processes producing such photons are only bremsstrahlung and SR, the latter being

excluded by simulation. An additional reason to reject SR is that we do not observe

significantly higher background rates in NI-HER compared to NI-LER, as would be

expected due to the higher beam energy in the HER (see Section 3.4). In principle, such

low energy hits can also originate from delayed photons which are caused by afterpulsing

or late light emission and exceed the integration window (see Section 6.1.2). These

photons, however, would follow larger initial signals, especially in the case of injection

backgrounds. As will be shown in Section 7.3.1, delayed photons can be excluded since
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we do not observe such secondary pulses in the time structure of injection backgrounds.

This means that the photons are either created directly by beam-gas bremsstrahlung

or by bremsstrahlung of off-orbit particles in the experimental setup and the vacuum

chambers. The latter can be caused by Touschek or beam-gas Coulomb scattering. While

it is expected that the energy spectrum of bremsstrahlung photons is proportional to

their inverse energy (∝ 1/E), we find that a fit with an exponential function

f(E) = p1 · e−p2·E

yields considerable lower normalized χ2. In the following, this part of the hit energy

spectra is therefore described by f(E).6

Hits in the region from the local minimum up to 2.5MIP are primarily attributed

to charged particles. Relevant sources for charged particle backgrounds are Touschek

scattering and the Coulomb component of beam-gas scattering. The distributions here

clearly reflect the functional form expected for charged particles and observed in the

calibration measurements with muons (see Sections 5.1.3 and 6.1.3). We therefore

describe this part of the hit energy spectra by the convolution of a Landau and a

Gaussian distribution, or Langaus:

g(E) = (Landau ∗Gaussian)(E).

For energies above 2.5MIP, the distributions follow a power-law behavior up to an end-

point of around 8 MIP where they begin to be limited by statistics. Hits in this range

are solely attributed to charged particles.

Having discussed the individual regions, we finally describe the entire hit energy distri-

bution by a fit with a joint parameterization, h(E), which combines the photon and the

charged particle components:

h(E) = f(E) + g(E).

Due to the calibration with cosmic muons (see Section 6.1.3), the most probable value of

the charged particle component of the fit, from here on referred to as MPVL∗G, should

correspond to an energy of 1MIP. In general, the values obtained for MPVL∗G are

consistent across all three data sets and agree on the percent level with each other. The

values for FWD2 and FWD3 practically match the expectation of 1MIP and deviate only

6This assumes that the cross section for the detection of photons is approximately constant for energies

up to 2.5MIP.
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by as much as 6%. Results for FWD1, however, underestimate the response to charged

particles by approximately 20%. Since it is observed across all three sets, this appears to

be a systematic effect, which is still within the systematic uncertainties obtained for ρc.

The level of agreement between the data recorded during runtime and the calibration

validates the reconstruction of particles and the applied corrections.

Background composition The different components of the combined parameteriza-

tion can be interpreted as the likelihoods for the respective particle species. The point

where f(E) and g(E) intersect, from here on referred to as Eγ/c, thus corresponds to the

energy at which hits are equally likely to be caused by a photon or a charged particle.

For all data sets and channels, the values for Eγ/c obtained from the fit are located at

energies of approximately 0.5MIP and are in good agreement with each other. Using

both components then allows us to calculate the probability that a hit with an energy

smaller than Eγ/c is caused by a photon:

Pγ(E < Eγ/c) =

∫ Eγ/c

ρc
f(E)dE∫ Eγ/c

ρc
h(E)dE

.

Probabilities for charged particles and energies in the range between Eγ/c and 2.5MIP are

calculated accordingly. Across all sensors and data sets, we find that for low energies hits

are primarily caused by photons with probabilities of 96% and more. For higher energies,

on the other hand, the majority of hits originates from charged particle interactions with

similarly unambiguous probabilities. For energies above 2.5MIP, hits are then attributed

exclusively to charged particles.

From the consistency of the probabilities in a given energy range, we conclude that a hit

energy above or below Eγ/c is a sufficient criterion to distinguish hits of photons from the

ones of charged particles. These results might be used to separately measure beam-gas

and Touschek backgrounds in the future. Combining the probabilities for the different

ranges with the total particle flux yields the proportion of photons and charged particles

observed across the full energy range. Here, we find that both types of particles occur in

approximately the same proportion.

Time in turn and time resolved hit energy distribution To examine time pat-

terns which repeat at every turn, we introduce a new quantity referred to as time in

turn, tturn. Recall that the beam revolution period is given by Trev = 10.0614 µs (see

Section 3.3). We first point to the time at which an arbitrary bunch passes by the IP.
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Then the time of the transit of a second bunch relative to the first transit is well defined

by the bunch structure and does not change if we move our point of reference by Trev.

Instead of the transit of an arbitrary bunch, we can also define the start of the waveform

as our point of reference and denote the turn-wise distance between the point of reference

and the transit of the second bunch by tturn:

tturn = t mod Trev,

where t is the absolute time after the start of the waveform. This means that for a

particular bunch all transits correspond to the same tturn. This quantity can thus be

used to apply dedicated timing cuts in order to select only signals of specific bunches (i.e.

the injected bunch). The tturn is widely used in the analyses of injection backgrounds

presented in the following sections.

Here, however, we adopt the tturn to address the question if non-injection backgrounds are

distributed uniformly or if there is a preference for particular noisy bunches which cause

above average hit energies or number of hits. Figure 7.2 (right) shows the distribution

of the tturn versus the hit energy for NI-ALL, from here on also referred to as a time

resolved hit energy distribution. We do not observe any structures with respect to the

tturn. Instead, the spectrum shown in Figure 7.2 (left) holds for all tturn.

7.2.3 Summary and key findings

In this section, we presented a time resolved analysis of non-injection backgrounds in

which we studied their time structure and their particle composition. The averaged

time distributions showed that energy deposits are distributed uniformly in time without

an apparent preference for specific bunches. Relating the observed particle flux to the

number of bunch transits suggested that hits are caused almost exclusively by single

particles. We also found a radial dependence of the background rates which matches the

distance of the sensors from the beam lines.

We described the hit energy distributions with a combined parameterization which allowed

separating their photon and charged particle components. The level of agreement between

the parameterization and the calibration validated the reconstruction procedure and the

corrections described in Section 6.1. The parameterization showed that backgrounds

consist of roughly equal parts of photons and charged particles. The findings also allowed

us to conclude that the hit energy is a sufficient criterion to distinguish hits of photons

from the ones of charged particles. This a feature might be used to separately measure

beam-gas and Touschek backgrounds in the future.
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7.3 Time resolved analysis of injection backgrounds

Having discussed regular beam backgrounds, we now move on to examining backgrounds

measured during periods with injections. As explained in detail in Sections 3.3 and 3.4,

when additional particles are injected into a circulating bunch, this bunch is perturbed,

causing a drastically elevated particle loss rate. It is expected that detectors observe

considerably higher background levels during transits of these bunches. Data taking

during periods of injections is triggered by an external trigger signal send out by the

injector linac. The transit times of the injection bunches are therefore fixed with respect

to the start of the waveform and their signals occur at the same times in every event.

The positron damping ring, which will be indispensable for low-emittance injections of

positrons into the main ring, was not yet installed during Phase 1 data taking. It is

thus expected that injection backgrounds in the LER are significantly higher than in the

HER.

The injection bunches are generally accompanied by other regular bunches which also

circulated in the rings. These bunches continuously undergo beam-gas and Touschek

scattering, as discussed in the previous section. Compared to injection backgrounds,

however, these regular beam backgrounds are negligible due to three reasons: firstly,

the per bunch probability for a hit in the sensors is significantly smaller; secondly, hits

originate almost exclusively from single particles; and, thirdly, they are not correlated in

time in the same way as the injection backgrounds.

In this section, we perform a time resolved analysis of backgrounds measured during

periods with injections. This analysis is an extended version of the one presented in

Section 7.2 which also examines additional aspects specific to injection backgrounds. In

Section 7.3.1, we first study the time structure of injection backgrounds before we focus

on their hit energy spectra in Section 7.3.2. Here we also verify that radiation levels are

safe for the installation of the inner detector in Phase 2. Subsequently, Section 7.3.3

demonstrates a method for quantifying deposited energies and decay behavior of injection

backgrounds with respect to accelerator conditions. This method offers an effective way to

develop a gating scheme for the future operation of Belle II. Finally, we briefly summarize

the key findings from the time resolved analysis of injection backgrounds in Section 7.3.4.

7.3.1 Time structure

As for non-injection backgrounds, we begin by examining the time structure of back-

grounds observed during injections. Due to the significant event-by-event fluctuations,

the time evolution is again studied based on averaged time distributions. This section is
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Figure 7.3: Background time distribution for the HER-REF data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).

divided into three parts. The first part discusses the levels and the overall time structure

of injection backgrounds. Here, we also motivate how the decay behavior of injection

background is determined by the propagation of the newly injected particles along the

beam lines of the accelerator and introduce a number of timing patterns observed in

the time structure. As introduced in the previous section, bunches such as the injection

bunch have a characteristic time in turn, tturn. In the second part, we determine this

tturn for injection bunches of both rings and confirm the time resolution of the complete

CLAWS systems based on data taken during runtime. We also describe how a cut on

the tturn can be used to separate energy deposits caused by the injection bunch from the

ones of regular beam backgrounds. The trigger signal is send out by the injector linac in

advance to the injection and, more importantly, the first transit of the injection bunch.

We refer to this time difference as the trigger delay, Ttrg. The objective of the third part

is to determine the exact values of the Ttrg for the HER and the LER.

HER background time distribution Since they reflect the nominal operation of the

accelerator, we first examine the time structure of both reference data sets. Figure 7.3

shows the averaged reconstructed waveform for the HER-REF set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom). We find several large peaks of significantly elevated background rates. These



132 Chapter 7. Time resolved analysis of backgrounds

peaks are caused by the repeated transit of a single bunch which received new particles

in a top-up injection. The distance between the peaks thus corresponds to multiples of

the beam revolution period, Trev; this is further highlighted in the zoom in the upper

right corner. The first signals of the injection bunches are delayed with respect to the

start of the waveform by a Ttrg of around 107 µs. Across all data sets, we observe several

slightly different values for Ttrg which vary by less than 150 ns; these are determined

later in this section. In general, the injection backgrounds are declining over time until

they return to the levels of regular beam backgrounds and are mostly confined to the

first 500 µs. The most striking aspect of the observed distribution is that they are not

decreasing monotonically, or, in other words, constantly with every turn. Instead, the

time structure is largely determined by the propagation of the newly injected particles

along the beam lines and thus connected to properties of the accelerator. The decay

behavior therefore can not be described analytically and has important implications for

the development of a gating scheme for the operation of Belle II.

The background levels observed during transits of the injection bunch are significantly

higher than the signals of regular beam backgrounds which are distributed uniformly

over the whole waveform (see Section 7.2). In the cumulatives in Figure 7.3 (bottom)

these large energy deposits appear as steps, whereas regular backgrounds are reflected

by steady increases with moderate incline. Here, the total number of observed particles

is driven by injection backgrounds and, due to the low beam currents in the reference

data sets, contributions from Touschek and beam-gas play only a minor role. Note that,

for example non-injection backgrounds recorded during vacuum scrubbing in NI-VACS

(see Figure 7.1) surpass these by an order of magnitude. Injections primarily cause large

instantaneous backgrounds which do not necessarily drive the overall level. As expected,

FWD1 shows the largest overall background levels. The distributions for FWD2 and

FWD3, on the other hand, are smaller and almost identical.

Observation of timing patterns In general, we find that three distinct timing pat-

terns occur in the sequence of injection backgrounds: signals occurring every other turn

resulting in a period of 2 turns (20 µs), from here on referred to as on/off-pattern ; groups

of signals recurring with a period of 9 to 11 turns (∼100 µs), from here on referred to

as long betatron pattern ; and groups of signals recurring with a period of 40 (HER) or

50 (LER) turns, from here on referred to as synchrotron pattern. To different extents,

these timing patterns are observed across all injection data sets. We will demonstrate

two methods for quantifying their frequencies from detector data in Chapter 8. Taken

together, the patterns suggest that the time structure of injection backgrounds is strongly
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Figure 7.4: Illustration of the horizontal betatron oscillations of the beam particles

relative to the position of the CLAWS FWD sensors.

affected by betatron and synchrotron oscillations performed by the newly injected beam

particles.

As described in detail in Section 3.1, the trajectories of real beam particles differ from

the nominal orbit defined by the lattice of the accelerator. For deviations transverse

to the primary direction of motion, the particles perform stable horizontal and verti-

cal betatron oscillations around the nominal orbit. Furthermore, SuperKEKB uses the

betatron injection scheme in which new particles are deliberately injected with such

a horizontal offset (see Section 3.3). Thus, in particular the newly injected particles

undergo horizontal betatron oscillations with large amplitudes. Due to these injections

and the fact that the CLAWS sensors are mounted in the horizontal plane, it can be

assumed that vertical betatron oscillations do not affect the rate of backgrounds observed

by the sensors. Horizontal oscillations, on the other hand, can explain two of the ob-

served time patterns. Figure 7.4 illustrates the position of the beam particles which are

undergoing such oscillations with respect to the CLAWS FWD sensors. Their trajectory

is temporarily shifted from the nominal orbit, what effectively causes an asymmetry of

the physical aperture. This increases the probability that beam particles collide with the

accelerator beam pipe at positions of large amplitudes. If maxima in the amplitude of

the oscillation coincide with the location of the sensors, the higher loss rate results in

elevated background rates.

A tracking simulation of beam orbits in the HER, which was performed using the same

machine parameters as applied during the reference injections, predicts horizontal and

vertical betatron tunes of 45.53 and 43.57 oscillations per turn, respectively [42]. Depend-

ing on the conditions of the machine, however, the values of the tunes slightly deviate in



134 Chapter 7. Time resolved analysis of backgrounds

practice. Since we observe the injection backgrounds from a fixed point and only once

per turn, the integer part of the tune is of no relevance for the following discussion and

will be disregarded. The fact that the betatron tune is approximately half-integer, on

the other hand, can explain the observed 20 µs on/off-pattern. If in the nth turn the

maximum is located at the sensors it will be shifted strongly to the side opposite of

CLAWS in the (n+1)th transit and vice versa. A notable example of the on/off-pattern

in Figure 7.3 are the signals of the fourth (∼137 µs), fifth (∼147 µs) and sixth (∼157 µs)
transit. Here we observe two large signals separated by 20 µs which are interleaved by

a transit without noticeable backgrounds. On closer inspection, the tune differs slightly

from the half-integer value by 0.03 oscillations per turn. As mentioned earlier, the tune

and thus this divergence depend in practice on the conditions of the accelerator. We

attribute the long betatron pattern to this deviation of the tune from an half-integer

value. Notable examples are the peaks at 137 µs and 237 µs which are around 100 µs, or

ten turns, apart.

In addition to betatron oscillations, beam particles also undergo synchrotron oscillations,

as again described in Section 3.1. Recall that synchrotron oscillations refer to oscillations

parallel to the primary direction of motion which are caused by deviations in the energy

of the beam particles. The difference in energy leads to an altered beam orbit period

due to the deflection in the dipole magnets. Particles deviating in energy therefore

also undergo transverse oscillations which affects the background rates observed by the

sensors. Compared to betatron oscillations, synchrotron oscillations resolve on somewhat

longer time scales with periods of several turns. For nominal accelerator parameters,

beam orbit simulations for the HER for Phase 1 predict a period of 40.6 turns (409 µs)

which in practice again varies by few turns [36, 42]. This is also reflected in the time

distribution since peaks are roughly arranged in three groups separated by around 400 µs:

one between 100 µs and 200 µs following the first transit of the injection bunch, one

between 400 µs and 500 µs and one between 800 µs and 900 µs.

LER background time distribution Having discussed the time structure in the case

of the HER, we now move on to nominal injections into the LER. Figure 7.5 shows the

averaged reconstructed waveform for the LER-REF data set for all three channels stacked

on top of each other (top) and their cumulatives separately for each channel (bottom).

Similar to HER-REF, we observe several large peaks which are caused by the repeated

transit of the injection bunch. The distances between these signals correspond again to

multiples of the Trev, what is particular evident in the zoom in the upper right corner.

The time structure for LER-REF, however, is different from the one for HER-REF in a
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Figure 7.5: Background time distribution for the LER-REF data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).

number of respects. The signals are considerably larger and much more concentrated in

time. The Ttrg for LER injections is approximately the same as for the HER, yet the

first significant signals only appear ∼180 µs after the start of the recording (i.e. seven
full turns after the first transit). And, instead of a single dominant peak there are four

similar sized peaks, which surpass the rest of the waveform, and no significant energy

deposits beyond 500 µs. The most likely explanation for this behavior is the absence of

the damping ring for positrons which leads to higher loss rates and a faster merging of the

newly injected particles. Shorter time patterns such as the on/off-pattern are therefore

more pronounced in the LER, whereas longer patterns like synchrotron oscillations are

less evident.

For nominal accelerator parameters, beam orbit simulations for the LER for Phase 1

predict horizontal and vertical betatron tunes of 44.53 and 46.57 oscillation per turn,

as well as a synchrotron oscillation period of 52.3 turns (526 µs) [36, 42]. Again, these

values somewhat diverge in practice. Note that the non-integer part of the betatron

tunes is identical to the prediction for the HER. We observe multiple instances of the

on/off-pattern, most clearly seen in the zoom where the distances between signals is

mostly 20 µs. The distance between the two largest peaks corresponds to 90 µs which is

a consequence of the long betatron pattern. For the LER-REF data set, however, we

observe no conclusive evidence for synchrotron oscillations.
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As explained earlier, the absence of the damping ring for positrons leads to larger injection

backgrounds in the LER than in the HER. Instantaneous background levels here are as

much as five times higher. The radial dependence, in contrast, is comparable to the one

observed for HER injections: FWD1 is larger than FWD2 which is larger than FWD3.

The background from regular circulating bunches is similar to the one observed in HER

injection and non-injection events; it is uniformly distributed and the overall height is

negligible compared to the signals from the injected bunch. The overall background levels

in the cumulatives are dominated by injection backgrounds which appear as steps of

large energy deposits. In that way, the total number of particles is an order of magnitude

larger than in the HER and driven almost entirely by injection backgrounds.

The averaged reconstructed waveforms for the other injection data sets generally show

a background time structure with similar features and overall background levels (see

Appendix B.1).

HER Rate in turn As described in Section 7.2.2, the time in turn, tturn, offers an

effective way to examine time patterns which repeat every turn. The times at which

we observe injection backgrounds are defined, firstly, by the Ttrg which determines the

time of the first transit and, secondly, by the Trev which establishes the time between

two consecutive transits. For a given data set, both of these quantities are fixed. As

a consequence, signals caused by injection bunches have a characteristic tturn, which

distinguishes them from regular beam backgrounds.

Figure 7.6 (left) shows the averaged particle rate as a function of the tturn for the HER-

REF data set. We refer to this type of plot as the rate in turn. Here and in the following,

all distributions of this type are normalized to the ratio of the length of the waveforms to

Trev (i.e. the number of turns) and to the number of events. The rate in turn is uniformly

distributed over the whole range, except for a single large peak located at around 6.8 µs.

This peak is caused by the superimposed signals of the injection bunch. Compared to the

full time distribution shown earlier, the maximum particle rate decreases considerable

since the rate in turn is averaged over all transits of the injection bunch of which only the

earlier ones cause large energy deposits. The rest of the distribution shows only sporadic

entries of comparable amplitude which are caused by regular beam backgrounds. These

entries, however, are clearly limited by statistics due to the small number of events in

the studied data set.

Figure 7.6 (right) shows a zoom into the region around the peak associated with the

injection bunch for the same channel and data set. This peak is significant in at least

three major respects: its width represents the time resolution achieved by the full CLAWS
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Figure 7.6: Averaged particle rate as a function of the time in turn for the HER-REF

data set and channel FWD1 (left). Cutout highlighting the part associated with signals

of the injection bunch (right). The distribution is normalized to the ratio of the length

of the waveforms to Trev (i.e. the number of turns) and to the number of events. Stated
parameters and corresponding uncertainties are obtain by a maximum likelihood fit with

a Gaussian.

setup; its form confirms that measurements are stable over several milliseconds; and its

mean corresponds to the characteristic tturn of the injection bunch. To determine the

two quantities, we fit the peak with a Gaussian distribution.7 For the time resolution for

the given data set we find a value of (2.0± 0.2) ns. The time resolution obtained from
muon measurements in the laboratory, discussed in Section 6.1.3, takes only the sensors

and the data processing into account and does not consider uncertainties from the trigger

system or the longer signal transmission. The width of the distribution obtained here, on

the other hand, demonstrates the time resolution of the complete CLAWS system during

data taking. The values for the time resolution obtained from all injection data sets

and channels (see Appendix B.3) agree within the uncertainties and are approximately

twice as large as for the laboratory measurements. A skewed distribution would indicate

either a wrong value for the Trev or a non-uniform sampling rate of the oscilloscope. A

wider or non-Gaussian shaped peak, on the other hand, could be caused by fluctuations

or jitter of the trigger signal. From the form and width, we conclude that our results are

valid and that we can indeed measure backgrounds with the required nanosecond time

7We apply a two-stage maximum likelihood fit in the range of ±5σ of the mean; uncertainties on the
parameters are adopted from the fit.
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Figure 7.7: Averaged particle rate as a function of the time in turn for the LER-VACS

data set for channel FWD1 (left). Cutout highlighting the part associated with signals

of the injection bunches (right). The distribution is normalized to the ratio of the length

of the waveforms to Trev (i.e. the number of turns) and to the number of events. Stated
parameters and corresponding uncertainties are obtain by maximum likelihood fits with

Gaussians.

resolution over the full length of our waveforms.

For the tturn for the given data set we find a value of (6836.7± 0.3) ns. Having determined
the value which corresponds to the injection bunch, a dedicated timing cut in the tturn

can be used to separate injection and regular beam backgrounds. We classify all hits with

a tturn which lies within ±5σ of the previously obtained mean as injection backgrounds.
This width is somewhat arbitrarily chosen since the probability of having a hit due to

an ordinary circulating bunch within two or more additional σ is small (see Table 7.2).

It must only ensure that it covers all deposits by the injection bunch.

LER rate in turn As mentioned earlier, for a given data set the characteristic tturn

is defined by Trev and Ttrg. The former is of course dictated by the circumference of

the rings and, in that way, constant. The latter, on the other hand, depends on the

injection settings of the accelerator and varies between data sets. It has to be determined

individually for each setting. This is particularly evident in the case of double bunch

injections into the LER where we observe different values for the time in turn for each

of the two bunches.

Figure 7.7 (left) shows the averaged particle rate as a function of the tturn for the LER-
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VACS data set. Signals of regular beam backgrounds are again distributed uniformly

over the whole range. Instead of a single peak, we find two distinct peaks located in

close proximity to each other. These are caused by the two bunches which received

new particles in an injection. The section with the peaks is illustrated in more detail in

Figure 7.7 (right). Fits, analogous to the one for HER-REF, are applied to both peaks.

They yield time resolutions of (2.2± 0.2) ns and (2.6± 0.2) ns, which agree within the
uncertainties with each other and with the previously obtained value. Again we observe

no skewness or non-Gaussian shape. Apart from that, the peak-to-peak distance of

the two bunches is (96.5± 0.4) ns agreeing with the expected value of 96.3 ns (49 RF
buckets).8

In principle, delayed photons, which are caused by afterpulsing or late light emission,

can exceed the integration window and lead to additional signals correlated with the

initial energy deposits (see Section 6.1.2). Such signals would especially be caused by the

large injection backgrounds in the LER and occur as additional broader peaks, which

are located 76.8 ns (the length of the integration window) and more after the initial

peaks. While the rate in turn shows few of such hits, their overall number is small and

we conclude that afterpulsing and late light emission can be neglected.

The tturn allows to separate not only injection bunches from regular beam bunches, but

also the contributions of the two bunches. In the following we distinguish between three

different cuts: only hits of the first or second injection bunch indicated by indexes ib1 or

ib2, respectively, or hits of both injection bunches, indicated by an index ib. Note that

for single bunch injections ib1 and ib are equivalent.

Trigger delay In the future, gating of the PXD will be triggered by the same injection

trigger signal as used by CLAWS. To be able to adapt the start of the gating window

to the first transit of the injection bunch, the trigger delay, Ttrg, has to be established.

We determine the delay between the arrival of the signal and the transit with two

complementary methods: extracting it directly from the averaged reconstructed waveform

and calculating it from the Trev and the tturn associated with the injection bunch. In the

first method, we fit the peak of the first transit of the injection bunch with a Gaussian

distribution and extract the mean. Due to the complex time structure of injection

backgrounds, however, the probability to observe a signal already with the first transit is

small. Data sets with only a hundred events or less typically make a precise determination

challenging. This particularly hampers the determination of Ttrg for injections into the

8The distance is calculated by the difference of the two mean values; uncertainties are obtained by

quadratic addition of the individual components.
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LER.

Alternatively, the Ttrg can also be calculated from the Trev and the tturn of the injection

bunch:

Ttrg = n · Trev + tturn, (7.1)

where n is an integer which is determined by the first approach. Due to the larger

statistics, the results we obtain from the second method are more precise and reliable

and the method is applicable to all injection data sets. Findings stated in the following

are obtained by this approach.

For both rings and all data sets we find that n = 10. Depending on the particular injection

settings of the accelerator, the exact values for Ttrg varied by few nanoseconds during

runtime. The data sets HER-ALL and LER-ALL are the supersets of all other data sets

and contain all events for a respective ring taken during Phase 1. Here, the different Ttrg

appear as independent peaks in the averaged reconstructed waveform and the rate in

turn. For the HER, we find three different values for Ttrg which are approximately 10 ns

apart: (107 429.3± 0.8) ns, (107 438.4± 0.6) ns and (107 451.3± 1.0) ns.9 For injections
into the LER, we find two different values for the first bunch: (107 371.8± 1.2) ns and
(107 393.9± 0.4) ns. In addition, we also obtain two different values for the second bunch:
(107 468.2± 1.2) ns and (107 490.6± 0.5) ns. An implication of the variation in the values
of Ttrg is that the tturn for the injection bunches and the corresponding timing cuts varies

in the same way. For all data sets except HER-ALL and LER-ALL, the tturn is constant

across all events of the respective data set and the values can be determined individually

for each of them. HER-ALL and LER-ALL, on the other hand, consist of events taken

with different injection settings. For these data sets, we apply tturn cuts which included

hits in any one of the signal regions associated with the injection bunches.

7.3.2 Background composition

Having discussed the time structure of injection backgrounds, we now move on to studying

their particle composition. This section begins by examining the hit energy spectra of

backgrounds recorded during injections. These spectra are used to establish the maximum

background levels observed during Phase 1 and to confirm that radiation levels are safe

for the installation of the inner detector of Belle II in Phase 2. In the second part of this

section we then scrutinize the time resolved hit energy spectrum of these backgrounds.

9For these results and the ones stated in the following uncertainties are given by the uncertainties on

tturn since Trev and n are assumed to be exactly known.
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Figure 7.8: Distributions of hit energies for the given HER (left) and LER (right)

injection data sets for channel FWD1. The distributions are normalized to the length

of the waveforms, the area of the sensors and the number of events. For the HER-REF

and LER-REF data sets, the bin size for higher energies is logarithmic due to limited

statistics.

HER background composition Figure 7.8 (left) compares the hit energy spectra of

different HER injection data sets to the corresponding non-injection data set NI-HER

(see Section 7.2.2). For HER-ALL, the figure also shows the distribution of hits caused

only by the injection bunch selected by a cut on the tturn, as described in the previous

section. We refer to this subset as HER-ALLib. For HER-REF, we use logarithmic

bin sizes for higher energies due to the small number of hits in this range. All four

distributions are normalized to the length of the waveforms, the area of the sensors and

the number of events such that their integral represents the particle flux through the

CLAWS sensors.

For hit energies up to 2MIP, the shape of the distributions for NI-ALL, HER-ALL and

HER-REF are comparable. This suggests that hits are caused by similar proportions of

photons and charged particles which are generated by beam-gas or Touschek scattering of

regular circulating bunches (see Section 7.2.2). The reduced number of hits of HER-REF

can thus be explained by the notable lower beam current during the recording of the

data set (1mA to 150mA). Injection backgrounds are expected to be caused primarily

by charged particles with only minor contributions from photons. As such, the pure

injection background data set, HER-ALLib, reveals a notably different spectrum with a

distinct Langaus peak and a negligible photon component. The reduced overall number



142 Chapter 7. Time resolved analysis of backgrounds

of hits of this set can be attributed to the fact that it only includes hits caused by one

of the 1576 bunches. Nevertheless, it contributes around 10% of the charged particle

backgrounds we observe.

At energies of approximately 2MIP, the distributions for NI-HER and HER-ALL are

beginning to diverge. From here on it is more likely for hits to be caused by injection

backgrounds than by beam-gas or Touschek scattering. The distribution for NI-HER

shows a power law behavior with a steady decrease which is cutting off at around 10MIP.

The distribution for HER-ALL is following a similar power law, but its decline is less

steep and it reaches considerably higher energies of 62MIP. While HER-REF shows

less hits at lower energies, it almost matches the shape of the other injection data sets

for higher energies. The most striking result to emerge from the data, however, is that

HER-ALLib is rapidly merging with HER-ALL and that the two distributions are almost

identical for energies above 3MIP. It can therefore be assumed that large instantaneous

background levels are caused exclusively by injection backgrounds.

For the channels FWD2 and FWD3 and other HER injection data sets, we find similar

distributions which lead to the same results (see Appendix B.2). In general, the overall

number of hits decreases with the distance from the beams (FWD1 > FWD2 > FWD3).

LER background composition In analogy to the distributions for the HER, Fig-

ure 7.8 (right) compares the hit energy spectra of different LER data sets. Note that

LER-ALL partly consists of events with double bunch injections and that LER-ALLib

covers the contributions of both bunches. The distributions are normalized in the same

way as for the HER. For hit energies up to 2MIP, the shape and the magnitude of the hit

energy spectra for the LER are comparable to the ones for the HER with two exceptions.

Firstly, we observe an increased rate of photon hits for LER-REF. Since this data set

was recorded over a rather short period of less than 30 minutes, possible explanations for

this finding are irregularities in the partial pressures at the IP or sudden desorptions of

gas molecules leading to an increased rate of beam-gas scattering. Secondly, the photon

contribution for LER-ALLib is considerably smaller than in the other LER data sets.

These differences, however, are not as large as the ones observed between HER-ALL and

HER-ALLib. It is unclear what causes this effect, but it might be related to the fact that

the LER partly uses double bunch injections and that the timing cuts for the LER-ALL

data set are notably wider.

Again, distributions are beginning to diverge at approximately 2MIP where injection

backgrounds become dominant. For higher energies, all distributions show the expected

power law behavior. For injection data sets, however, we observe a small ankle at around
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10MIP for which the slope of the decline becomes slightly larger. The spectra are cutting

off at 112MIP where CLAWS reaches the end of its dynamic range.

We find signs for saturation effects which are connected to this endpoint of the dynamic

range. For energies above 100MIP, the distributions show a small number of additional

hits which form a Gaussian on top of the power law and are caused by backgrounds which

exceed the dynamic range. For LER-PS, the data set with the largest overall background

levels, this effect is more pronounced but still small. Due to the power law behavior

of the spectra we generally assume that the end of our dynamic range approximately

matches the largest signal amplitudes observed and that the impact of these saturation

effects are negligible. We thus do not apply any type of saturation correction for the

analysis of Phase 1 data. Again, the overall number of particles decreases with distance

from the beams (FWD1>FWD2>FWD3).

Across all injection data sets, we observe significantly larger instantaneous background

levels during transits of the injection bunch. During the first turns theses backgrounds

are so high that the assumption that hits are caused by single particles is no longer valid

and that the setup is on the verge of saturation. On the other hand, the setup is capable

of still resolving energies which are deposited by single photons. These findings confirm

that the dynamic range of CLAWS was optimally exploited. The highest instantaneous

background levels we observed during Phase 1 do not exceed the levels of regular beam

backgrounds by more than an order of magnitude. As such, they are two orders of

magnitude below the occupancy limit for the PXD. Based on the backgrounds observed

by CLAWS during the first commissioning phase, it can therefore be assumed that the

radiation levels are safe for the installation of Belle II in the second commissioning phase.

Time resolved hit energy distribution Figure 7.9 (left) shows the distribution of

hits for the time in turn versus the hit energy for the HER-ALL data set. In comparison

with the equivalent distribution for the NI-All data set discussed in the previous section

(see Figure 7.2 (right)), we observe a distinct line of hits which all have the same tturn

and are caused by the repeated transit of the injection bunches. Here, two findings stand

out. First, the rate of charged particles for energies up to 2MIP is significantly larger

at the distinct line than for the surrounding regular beam backgrounds. And, second,

hit energies above 2MIP can be attributed almost exclusively to injection backgrounds.

These observations are expected from the hit energy spectra discussed previously. By

contrast, all hits with a tturn not related to the injection bunch are following a distribution

comparable to the one found for the non-injection data sets, such as NI-ALL.

With respect to injections into the LER, Figure 7.9 (right) provides the distribution
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Figure 7.9: The distributions of hits for the time in turn, tturn, versus the hit energy
for HER-ALL (left) and LER-ALL (right) for channel FWD1. Both distributions are

normalized to the length of the waveforms, the area of the sensors and the number of

events.

of hits for the tturn versus the hit energy for the LER-ALL data set. The distribution

shows the same characteristics as the one for HER-ALL with two differences. Instead of

a single line, we here observe two lines, each of which is caused by one of the injection

bunches. There is no significant difference between the hits of the two bunches. The

maximum hit energies for LER injections, however, are surpassing the ones for HER

injections significantly, as already discussed previously.

FWD2 and FWD3 show comparable distributions with a reduced overall number of hits

which reflects their positions (see Appendix B.2). All findings are in agreement with

previous results and further validate the insights which have been acquired so far.

7.3.3 Injection background decay behavior

The purpose of this section is to demonstrate a method for quantifying deposited energies

and decay behavior of injection backgrounds with respect to accelerator conditions. As

discussed in the previous two sections, three main features of injection backgrounds

are: the time evolution does not follow a well defined functional form; the background

levels and the time structures fluctuate substantially between individual events of a data

set; and the background levels and the time structures also fluctuate substantially for

different accelerator conditions represented by the different data sets.
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Since they can not be described analytically, we instead propose to characterize the

behavior of injection backgrounds based on the following quantities: the total energy

deposited in a single event, including regular beam backgrounds, E; the energy deposited

only by the injection bunch or bunch energy, Eib, which is selected by a cut on the tturn

(see Section 7.3.1); their ratios, Eib/E; the proportion of the energy of the injection

bunch which is deposited within 500 µs after the first transit, 10 Eib(t < 500 µs)/Eib;

and the time of the last transit in which the Eib per transit was larger than 2MIP,

t(Eib > 2 MIP). Here, Eib of the first and, in case of double bunch injections, the second

injection bunch are listed separately. Because of the large fluctuations, the quantities

are determined independently for each event. For the HER-ALL and LER-ALL data

sets, the large number of events allows to determine meaningful distributions of the

quantities. For all other sets, the quantities are stated only by the sample mean and

the corresponding sample standard deviation. The values obtained for the quantities for

all injection data sets are summarized in Table 7.3. In the following, we introduce the

quantities based on the distributions before we then discuss the findings for all data sets.

Overall energy proportions We first focus on the overall backgrounds and the

fraction of the energies deposited by the injection bunch. Absolute (Eib) and relative

bunch energies (Eib/E) can be used to assess the impact of injection backgrounds on a

subsystem and motivate a need for a gating scheme.

As expected, the values obtained for the E for LER-ALL are considerably larger than

the ones for HER-ALL. Comparing the Eib with the E suggests that for HER-ALL the

majority of the observed backgrounds is caused by the injection bunch. As a superset of

LER-VACS and others, LER-ALL also partly consists of double bunch injections. Note

that Eib2 is an average which is calculated from single and double bunch injection events

and therefore only has a limited significance. Nonetheless, also the sum of Eib1 and Eib2

for LER-ALL suggests that the majority of backgrounds is caused by injections.

The proportions of injection backgrounds are further clarified by turning to the fraction of

Eib/E shown in Figure 7.10 (left). The peaks at zero are attributed to events in which the

injection bunch did not cause a hit during any of its transits. There are several possible

explanations for these peaks. The particle losses might be so sever that they completely

take place before the first transit, or they might be located entirely at locations other

than the IP. They could also be caused by events which are falsely classified as injection

10We use this range since the time structure shows that injection backgrounds are mostly confined to the

first 500 µs.
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Table 7.3: Key quantities summarizing injection background energy levels and decay

behavior for all injection data sets for channel FWD1.

Data Set E Eib Eib/E Eib(t <0.5ms)/Eib t(Eib <2MIP)

1st 2nd 1st 2nd 1st 2nd 1st 2nd

[MIP] [MIP] [MIP] [%] [%] [%] [%] [µs] [µs]

HER-ALL 56± 58 40± 58 48± 37 56± 34 750± 808

LER-ALL 161± 116 86± 81 42± 68 46± 34 19± 22 92± 18 90± 21 430± 358 287± 416

LER-VACS 71± 73 17± 36 15± 38 15± 21 10± 17 84± 31 84± 32 131± 242 109± 255

HER-REF 12± 8 9± 6 73± 21 71± 29 266± 424

HER-PS 59± 17 33± 14 55± 14 70± 20 801± 542

HER-VS1 21± 10 6± 7 24± 22 67± 35 191± 348

HER-VS2 32± 11 10± 8 27± 18 60± 37 172± 252

LER-REF 147± 23 133± 20 90± 7 99.6± 0.8 412± 93

LER-PS 248± 60 221± 52 89± 5 98± 1 605± 186

LER-VS 184± 25 163± 23 88± 8 98± 10 456± 123

LER-SA 186± 15 156± 13 84± 3 97± 2 595± 179

events in the event selection (see BG in Section 7.1). The ratios for HER-ALL are

distributed approximately uniformly except for a rise and a subsequent peak at values

above 0.9. The ratios for LER-ALL, on the other hand, show distinct peaks at around

0.1, 0.45 and 0.95. The first two peaks are caused by double bunch injections in which

only parts of the energy are deposited by the first bunch. Ratios for the sum of the

energies of both injection bunches for the same data set show a distribution similar to

the one for HER-ALL. The peaks around 0.95 in both sets are caused by events with

low regular beam backgrounds and/or large injection backgrounds.

Injection background decay time Having scrutinized the proportion of injection

backgrounds in the overall backgrounds, we now focus exclusively on the former. The

fraction of the energy of the injection bunch which is deposited within a given time

interval can be used to determine the optimal length of gating windows and assess

the potential impact of an insufficient extension of these windows. Figure 7.10 (right)

compares the fraction of Eib(t < 500 µs) for the HER-ALL and LER-ALL data sets.

Both sets again show a large number of events in which the injection bunch did not

cause any hits within the first 500 µs. Neglecting the boundaries, the distribution for
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Figure 7.10: Distributions of ratios of energy deposited only by the injected bunch, Eib, to

the total energy, E, for channel FWD1 (left). Distributions of ratios of energy deposited
by the injected bunch within the first 500 µs after the first transit, Eib(t <0.5 µs), to the
full bunch energy, Eib for channel FWD1 (right).

the HER-ALL set is somewhat uniformly distributed with a skewness to larger ratios.

This clearly shows that injection background in the HER is only partially confined to

the first 500 µs. Both distributions for the LER-ALL set, on the other hand, are peaking

at one and steeply decline to smaller ratios. Injection backgrounds in the LER are thus

decaying faster and are mostly confined to the fist 50 turns.

Time of the last hit As an input for the determination of the time interval after

which gating of the subsystems can be suspended, we establish the time of the last transit

in which the energy deposited by the injection bunch is above a certain predefined limit.

In general, this limit can be adapted to the requirements of the respective subsystem

such as limits on the occupancy in the PXD. For the analysis of Phase 1 data, however,

2MIP are chosen as a limit since it is the energy at which the hit energy spectra of

injection and non-injection backgrounds begin to diverge (see previous section). Thus,

the t(Eib < 2MIP) indicates the time after which injection backgrounds are comparable

to regular beam backgrounds. In principle, it is possible that a hit, which is recorded

during a transit and exceeds the limit, is caused by regular beam backgrounds and not by

injection backgrounds. The hit energy spectra for non-injection backgrounds, however,

suggest that such a hit occurs in less than 1.1% of the events.

Figure 7.11 shows the distributions of the time of the last transit for the HER-ALL (left)
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Figure 7.11: Distributions of the time of the last transit in which the energy per transit

was larger than 2MIP for channel FWD1 for HER-ALL (left) and LER-ALL (right).

and LER-ALL (right) data sets. The peaks at zero in both distributions are attributed

to events in which no transit with energies above the limit occurred. The two largest

peaks for the HER-ALL set are located directly at the first and fourth transit of the

injected bunch. Apart from that, the distribution is stretching across the full 2.4ms

with periodically repeating patterns attributed to the synchrotron oscillations of the

beam particles. This indicates that the timescale of injection backgrounds in the HER

are fluctuating strongly between events and that in a significant fraction of the events

a full decay requires at least 2.4ms. For the LER-ALL set, on the other hand, in the

majority of the events the decay is taking place entirely within the first 700 µs after the

first transit. In a small number of events, however, injection backgrounds are also long

lasting, showing influences of synchrotron oscillations. Analogous distributions which

only consider hits caused by the second bunch or hits caused by any of the two bunches

are similar to the ones shown here.

In general, observations for the time of the last hit are in agreement with the findings

from the fractions of Eib(t < 500 µs).

Overall results and injection studies Finally, we can compare the quantities ob-

tained for all injection data sets (see Table 7.3), especially the ones which are part of

the dedicated injection studies. The values determined for the overall background, E,

range from 12 to 248MIP, with LER data sets showing significantly higher energies than
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HER sets. The corresponding spread, however, indicates large event-by-event fluctua-

tions across all data sets, which reach up to 100% of the total energy. In all data sets,

injections account for a major part of these overall backgrounds. This is for example

evident in the case of HER-ALL where the ratios of Eib/E suggest equal shares of both

kinds of backgrounds. In contrast to LER-ALL, LER-VACS consists entirely of double

bunch injection events. As a consequence of the vacuum scrubbing and the associated

large regular beam backgrounds, the fractions of injection backgrounds here drop to

around 15% and 10% for the first and the second bunch, respectively. Due to the in-

significant differences between the two bunches in LER-VACS, we conclude that there is

no inequality between the behavior of bunches in double bunch injections.

For all data sets of the dedicated injection studies, the beam currents and thus the

regular beam backgrounds are relatively low. For three of the four HER sets of the

study, injection and regular beam background levels are similar and small. HER-PS,

on the other hand, shows levels for both types of backgrounds which are comparable

to HER-ALL. The ratios of Eib/E for all four sets are subject to fluctuations and vary

between 24% and 73% which reflects the different levels of injection backgrounds for

the different injection settings. By contrast, the four LER injection study sets clearly

show overall background levels comparable or exceeding the ones for LER-ALL and are

dominated by injection backgrounds. This can be seen in the ratios of Eib/E, where the

sets show values of 84% and above.

Across all injection study data sets, the proportion of Eib which is deposited within

the first 500 µs is relatively stable for a respective ring. As mentioned earlier, injection

backgrounds in the LER tend to be more localized and show larger fractions of Eib/E.

Compared to the reference injections, in both rings variations in the phase shift (as given

by HER-PS and LER-PS) are found to have the largest impact on the injection back-

grounds. For HER-PS and LER-PS, the bunch energies are significantly larger than in

the other sets for the respective ring. A larger overall background level also increases the

probability for later hits which are above the predefined 2MIP limit. As a consequence,

the t(Eib < 2MIP) for these two sets is also longer what implies that gating windows

need to be larger and therefore have a higher impact on the integrated luminosity.

We observe no significant increase in the energy levels or decay times for variations in

the vertical steering (HER-VS1, HER-VS2 and LER-VS). A possible explanation for

this finding may be related to the nature of the betatron injections. A variation of the

septum angle in the LER shows no increases in the overall energy level but extends the

t(Eib < 2MIP). This suggests that the septum angle has a limited impact on the layout

of a gating scheme.
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7.3.4 Summary and key findings

In this section, we presented a time resolved analysis of injection backgrounds in which

we studied their time structure, their background composition and their decay behavior.

The averaged time distributions observed during injection periods clearly showed peaks

of significantly elevated background rates which we associated with the recurring transits

of the injection bunches. The time structure of these injection backgrounds suggested

that their evolution is determined by the propagation of the newly injected particles

along the beam lines of the rings, which is affected by several different recurring timing

patterns connected to properties of the accelerator. We also used the time structure to

demonstrate the time resolution of the complete CLAWS systems based on data taken

during runtime and to determine the delay between the arrival of a dedicated injection

trigger signal and the first transit of the injection bunch. For the time resolution, we

obtained consistent values of around 2 ns. The precise knowledge of this trigger delay

is required to adapt the start of the gating window in the PXD of Belle II to the first

transit.

Comparing the hit energy distributions of regular and injection backgrounds showed

that hits with energies below 2MIP are mainly caused by regular backgrounds while hits

with higher energies predominantly originate from injection backgrounds. The highest

instantaneous background levels observed during injections in Phase 1 did not exceed

regular beam backgrounds by more than an order of magnitude and fell short of the

occupancy limit of the PXD by two orders of magnitude. In that way, backgrounds

observed by CLAWS confirmed that the radiation levels were safe for the installation of

Belle II in the second commissioning phase in 2018.

We also introduced a method which uses dedicated timing cuts to separate regular

and injection backgrounds. In order to characterize the deposited energies and the

decay behavior of injection backgrounds, we introduced different quantities which we

determined on an event-by-event basis utilizing these timing cuts. In general, injection

backgrounds accounted for a significant part of the overall backgrounds. During regular

operation (i.e. HER-ALL and LER-ALL), for example, backgrounds caused by the single

injection bunch were responsible for around half of the total observed backgrounds. We

also found that LER injections result in higher backgrounds than HER injections, which

can be explained by the lack of the positron damping ring in Phase 1. For both rings,

the majority of the Injection backgrounds were typically observed within the first 500 µs

after the injection. Individual decay times, however, were fluctuating strongly on an

event-by-event basis and depended on the exact injection parameters used, in particular
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the phase shift. These quantities offer an effective way to develop a gating scheme for

the future operation of Belle II.





Chapter 8

Fast varying backgrounds as a

probe for machine timing

patterns

Gating reduces the impact of injection backgrounds on the integrated luminosity con-

siderably. Nevertheless, in the PXD it requires at least 2 µs during every transit of

the injection bunch (see Section 4.1.1) and therefore reduces data taking by as much

as 20% while injection backgrounds are cooling down. Adapting gating times precisely

to the time structure of injection backgrounds, potentially even on an event-by-event

basis, could further improve data taking efficiency. As discussed in Section 7.3, injection

background is not decaying monotonically and its time evolution can not be described

analytically. Instead, its time structure is largely determined by the propagation of the

newly injected particles along the beam lines of the rings, which is affected by several

different recurring timing patterns connected to properties of the accelerator. Since signal

rates are significantly larger during transits of the injection bunch, it can be considered

as a quasi-sole bunch or, in another way, as a probe for the study of timing patterns

which determine the propagation of the beam particles.

In this chapter, we describe a program of measurements of the timing patterns which we

found to affect the propagation of the beam particles, in particular of the injected bunch

(see Section 7.3.1). The presented findings are obtained by two largely complementary

analyses. Both analyses build on the time distribution of injection backgrounds, as given

by the averaged reconstruct waveforms introduced in Section 6.2, and examine the same

data sets as the analysis presented in the previous chapter and described in Section 7.1.

Again the findings are discussed based on the results for the innermost channel, FWD1,
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which offers the highest signal rates; corresponding figures for the channels FWD2 and

FWD3 can generally be found in Appendix C.

In Section 8.1, we first describe an analysis based on the weighted time distance between

two signals which examines the following timing patterns: the distance between bunches

in double bunch injections; the beam revolution period, Trev; the on/off-pattern; the

long betatron pattern; and synchrotron oscillations. In Section 8.2, we then discuss an

analysis of the frequency components based on a Fourier transform of the waveforms.

This analysis focuses on the following timing patterns: the time distance between two

consecutive bunches (the bunch spacing); the distance between bunches in double bunch

injections; the beam revolution period, Trev; the on/off-pattern and the long betatron

pattern. Finally, we briefly summarize the key findings from these analyses in Section 8.3.

Together the presented results provide important insights into the dynamics of beam

particles and can be used to validate SAD simulations [76] for the future operation of

SuperKEKB with first experimental results.

8.1 Weighted peak distance analysis

We first present an analysis of timing patterns based on the weighted distance between

peaks, from here on also referred to as PEAK analysis. This type of analysis offers an

effective way to determine the intervals in which large backgrounds recur. This section

begins by introducing the analysis methodology before it will then go on to presenting

experimental results for different timing patterns.

Analysis methodology To promote distances in time that represent prominent pat-

terns, we weight every distance by the product of the corresponding signal amplitudes.

The distance between two samples dij can be calculated simply by

dij = tj − ti,

where i and j are the indices of the respective samples and ti,j denote the corresponding

times. The distances are then multiplied by the corresponding weight, wij , which is given

by

wij = ratei · ratej ,

where ratei,j are the background particle rates for the respective samples (=̂ E hit
i,j , see

Section 6.2) Note that the index i runs from 1 to Nsamples, whereas j runs only from i+1
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Figure 8.1: Distribution of weighted distances between signals for the LER-ALL data set

for channel FWD1. Colored Gaussian fits and corresponding labels indicate responses of

specific timing patterns connected to properties of the accelerator.

to Nsamples to avoid double counting of distances. The outcome of a PEAK analysis is a

spectrum of distances between signals with their corresponding magnitudes similar to the

result of a Fourier analysis, only as a function of distances instead of frequencies. In this

spectrum, the distances which are particularly common or are separating large signals

appear as peaks. These peaks are connected to certain properties of the accelerator which

can be studied in that way. In theory, the PEAK analysis can probe distances from the

difference between two samples (0.8 ns) up to the length of the waveform (2.4ms).

Overall spectrum Figure 8.1 shows the distribution of weighted distances for a PEAK

analysis applied to the LER-ALL data set. On a semi-logarithmic scale in time, the

spectrum ranges from time patterns which take place on the time scale of several nanosec-

onds up to patterns that extend over milliseconds. The first structure is a continuum

stretching up to around 10 ns which is observed across all data sets. It is not related to a

specific timing pattern. Results delivered by a PEAK analysis are thus only meaningful

for distances greater than the range of the continuum.

In the following, the results and the corresponding uncertainties for the respective pat-

terns are given by the mean of a fit with a Gaussian distribution.1 The first peak is

attributed to the distance between the two bunches which simultaneously received new

1We apply a two stage maximum likelihood fit in the range of ±2σ of the mean; uncertainties on the
parameters are adopted from the fit.
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Figure 8.2: Sections of the distributions of weighted distances between signals for the

HER-REF (left) and the LER-REF (right) data sets for channel FWD1. Colored Gaus-

sian fits and corresponding labels indicate response of specific timing patterns connected

to properties of the accelerator.

particles via double bunch injections. The mean of the fit is (96.8± 0.2) ns and is in
reasonable agreement with the machine prediction (96.3 ns) and the result obtained by

the rate in turn ((96.5± 0.4) ns). The second peak is attributed to the beam revolution

period, Trev (10 061.4 ns). Here, we obtain a mean value of (10 061.2± 0.3) ns, which is,
again, in good agreement with the prediction by the machine. Results for all other data

sets generally show a similar level of agreement. The rest of the spectrum is shaped

by multiples of Trev and, in that way, by the propagation of the injected bunches along

the beam lines. The timing patterns here affect the variation of backgrounds between

consecutive transits of the injected bunches.

On/off-pattern and long betatron pattern So far, a data set which consists of a

large number of events with a wide range of conditions has been studied. In the following,

we discuss the effects of the on/off-pattern and the long betatron pattern based on

the reference injections for both rings which are taken under more uniform machine

conditions. Figure 8.2 shows the corresponding ranges of weighted distance distributions

for the HER-REF (left) and the LER-REF (right) data sets. For both rings, we clearly

observed peaks corresponding to the beam revolution period (Trev). For backgrounds

recurring with every transit of the injected bunch, the distance corresponding to a full

turn in the ring should be the most abundant and therefore the dominant signal in the
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PEAK spectrum. However, for both data sets this is not the case. Instead, we observe a

dominant peak at the distance of two consecutive turns, i.e. 2 · Trev, and several other
larger peaks at distances from nine to eleven turns. The former is an instance of the

on/off-pattern, whereas the latter is attributed to the long betatron pattern. As such,

they are both caused by the betatron oscillations of the newly injected particles, as

discussed in Section 7.3.1. Qualitatively, we observe that this behavior appears to be

more pronounced for injections into the LER than into the HER, which is consistent

with previous findings. Interestingly, we also find that the on/off-pattern gets amplified

for both sets with a non-optimal phase shift (given by HER-PS and LER-PS). In future

studies, it might be possible to quantify the amplitude of betatron oscillations by the

ratio of these peaks.

With respect to the long betatron pattern, the HER-REF data set shows that the

responses for distances larger than three turns are relatively small except for a distinct

peak at ten turns (∼100 µs). This suggests, that the non-integer part of the vertical
betatron tune (see Section 7.3.1) is deviating from a strict half-integer value by around

0.1 oscillations per turn. This interpretation differs from the 0.03 oscillations per turn

predicted by simulations, but could explain why the signals we observe are recurring

with a period of ten turns. For the LER-REF set, on the other hand, distances which

correspond to nine and, to a smaller extent, to eleven turns show larger peaks, whereas

there is no response for ten turns. This observation may be explained by a similar

deviation of the betatron tune which is convolved with the on/off-pattern, what is in

agreement with the previous findings.

Synchrotron oscillations At last, we examine the synchrotron oscillations of the

beam particles. From the timing patterns accessible by the PEAK analysis, these patterns

are the ones taking place on the longest time scales. As discussed in Section 7.3.1, in

the majority of the events injection backgrounds return to the levels of regular beam

backgrounds within 500 µs (∼50 turns). Therefore, only a small proportion of the events
exhibit synchrotron oscillations beyond more than one period. Note that although these

are only few events they are the ones which are ultimately determining the length of the

gating windows. We therefore study synchrotron oscillations based on a PEAK analysis

of the data sets with the highest statistics available given by HER-ALL and LER-ALL.

Figure 8.3 (left) shows the full PEAK spectrum for the HER-ALL set. Here, all peaks

are fitted with a Gaussian distribution;2 the maximum of each Gaussian fit then reflects

a multiple of the beam revolution period (as indicated by the colored markers). To

2We apply a maximum likelihood fit with a range of ±3 ns around the local maxima of the distribution.
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Figure 8.3: Distributions of weighted peak distances for HER-ALL (left) and LER-ALL

(right) data sets for channel FWD1. Colors and markers indicate responses attributed

to odd and even numbered transits of the injected bunch at the IP.

disentangle the effects of the on/off-pattern, these maxima are divided into even and

odd multiples and, in that way, form two new distributions. The even multiples reveal

a structure of several seemingly normal distributed peaks. We again fit the distribution

of even multiples with Gaussians and state their mean values, as shown in the figure.3

Now the value of the first mean, (373± 2) µs, represents a concrete measurement of the
period of the synchrotron oscillations of particles in the beam lines; the other mean

values are multiples of the synchrotron oscillation period. This result is in approximate

agreement with the simulation prediction of an oscillation period of 409 µs (40.6 turns,

see Sections 3.1 and 7.3.1). This finding, however, must be interpreted with some caution

since the studied data set covers a wide range of accelerator conditions.

Injection backgrounds in the LER show considerably higher particle loss rates early

on and are more localized to time scales below 500 µs after the injection. As a result,

long lasting effects like synchrotron oscillations are less pronounced in the data sets

making a measurement of the synchrotron oscillation period challenging. Figure 8.3

(right) shows the full PEAK spectrum for LER-ALL. Analogously to the HER, we try

to disentangle the effects of the on/off-pattern by splitting the peaks into even and odd

multiples of the beam revolution period. Here, however, odd multiples seem to better

3We apply a maximum likelihood fit with an arbitrary range; uncertainties on the mean are adopted

from the fit.
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reflect the oscillations of the beam particles. These differences might be related to the

fact that the on/off-pattern is more pronounced in the LER. The structure which we

observe here is significantly less conclusive than the one for the HER making it practically

impossible to determine the period of synchrotron oscillations. The most likely candidate

for a response is a peak at a distance of (420± 2) µs, what differs notable from the

simulation prediction of 526 µs (52.6 turns, see Sections 3.1 and 7.3.1). By contrast,

the differences between the following multiples are (541± 3) µs and (530± 4) µs which
is in approximate agreement with the simulation.4 Nonetheless, further data collection

is required for reliable measurements of the synchrotron oscillation periods in the HER

and the LER.

8.2 Frequency component analysis

In this section, we present an alternative analysis of the timing patterns based on the

decomposition of the time distribution into its frequency components by a discrete Fourier

transform (DFT). In such an analysis, the frequency components reflect the periods with

which larger backgrounds recur and are, in that way, connected to properties of the

accelerator. In the following, we first give a brief introduction to the analysis methodology

before we show measurements of different timing patterns.

Analysis methodology The range and the resolution of the discrete frequency spec-

trum of a DFT depends on the sampling frequency and the sample count of the discrete

time-domain signal. The averaged reconstructed waveforms have the same structure as

the raw physics waveforms, as described in Sections 6.1.1 and 6.2. That means these

waveforms have a total length of Ns (3× 106) samples which are sampled with a fre-
quency Fs (1.25GHz or 1/0.8 ns). Consequently, the observed frequency spectra range

from

0Hz to
Fs

2
= 0.6125GHz, (8.1)

with a frequency resolution of

∆f =
Fs

Ns
= 417Hz. (8.2)

4The distance is calculated by the difference of the two mean values; uncertainties are obtained by

quadratic addition of the individual components.
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Here, we took advantage of the fact that transforms of real signals are symmetrical around

f = 0 and that the negative frequency information thus is redundant. According to the

Nyquist criterion, only signals with a frequency smaller than Fs/2 can be sufficiently

sampled. Signals with higher frequencies lead to aliasing making their responses in the

Fourier spectrum indistinguishable from a fictitious lower-frequency component. The

response of the time difference between two consecutive bunches is expected to have the

highest frequency of all signals caused by beam backgrounds. Its frequency is 169.6MHz,

which is well below half of the Fs. We therefore do not expect any aliasing and do not

apply measures against it.

The technical implementation of the DFT is based on a mixed-radix Fast Fourier Trans-

form algorithm taken from the GNU Scientific Library [70]. A more detailed introduction

to the operation of the Fourier transform can be found in [77]. In order to show relative

magnitudes of the respective frequencies, the spectra in the following are normalized to

unity.

This method of analysis, however, has a number of limitations. Firstly, signals in the

averaged reconstructed waveforms are not sinusoids, but delta peaks. Secondly, signals

of injection backgrounds start abruptly with the first transit and predominantly decay

before the end of the waveform, which has a similar effect as applying a window function.

And thirdly, while the sensor signals are sampled at a frequency of 1.25GHz the ampli-

tude of the injection backgrounds is only measured every time the injection bunch pass

by the IP what corresponds to a frequency of around 100 kHz. That means variations

of the injection backgrounds, which change with frequencies higher than 100 kHz/2, can

in theory lead to aliasing, as explained earlier. Due to these reasons, results obtained

by this method have to be interpreted with caution and statements of uncertainties are

omitted. Nevertheless, as we will see in the following, a Fourier transform establishes

concrete measurements of several quantities related to the time evolution of backgrounds.

Fourier transform of non-injection backgrounds We first discuss the case of a

Fourier spectrum of regular beam backgrounds in the absence of injections. Figure 8.4

shows the frequency spectrum as a result of a DFT applied to the NI-VACS data set.

We find a uniform response across the whole frequency range with the exception of two

distinct peaks. The first peak is located at 0Hz and is the response to the fact that signals

are always non-negative. In that way, it is equivalent to the response of a constant DC

offset in the case of signals which indicate a voltage over time. The frequency component

of the second peak is attributed to the time difference between consecutive bunches of

∼6.0 ns (169.6MHz). The peak is fitted with a Gaussian distribution and is centered
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Figure 8.4: Frequency spectrum as a result of a discrete Fourier transform of the NI-

VACS data set for channel FWD1. Spectrum is normalized to unity in order to show

relative magnitudes of the respective frequencies.

at a frequency of 166.2MHz.5 Thus, measurement and expectation are in reasonable

agreement. This Fourier spectrum of the non-injection data set NI-VACS establishes the

baseline of signals of regular beam backgrounds.

Fourier transform of injection backgrounds With respect to injection backgrounds,

we observe significantly different spectra which are dominated by several large peaks

related to the time structure of injection backgrounds. Figure 8.5 presents the frequency

spectrum obtained from a DFT applied to the LER-ALL data set. The fact that signals

are always positive causes a widespread peak which is centered at 0Hz and stretches up

to approximately 6 kHz. The first peak related to the propagation of the injection bunch

is located at 10.9 kHz (91.7 µs) and is attributed to the long betatron pattern. This

finding is in agreement with results of the PEAK analysis which favors a long betatron

pattern with a period of 90.6 µs (nine turns) for the same data set. We find two additional

peaks located in close proximity of each other and centered at 44.4 kHz (22.5 µs) and

54.9 kHz (18.2 µs) which we attribute to the on/off-pattern. It is unclear why we observe

two peaks. A possible explanation might be differing accelerator settings between events

of the data set leading to two marginally different vertical betatron tunes.

The following larger peak is attributed to the beam revolution period, Trev. We obtain

5We apply a maximum likelihood fit with an arbitrary range; the mean of the Gaussian determines the

quoted frequency.
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Figure 8.5: Frequency spectrum as a result of a discrete Fourier transform of the LER-

ALL data set for channel FWD1. Spectrum is normalized to unity in order to show

relative magnitudes of the respective frequencies.

a frequency of 99.4 kHz (10.06 µs) which is in agreement with the expectation by the

machine of 10.0614 µs. The rest of the spectrum is determined by multiples of the re-

sponses of the on/off-pattern and the beam revolution period. Additional timing patterns

in that region occur as superstructures on top of these multiples. This is for example

the case for the distance between two bunches in double bunch injections. To average

out the underlying structure of multiples and to determine the frequency of the double

bunch injections, we first rebin the frequency spectrum by a factor of 200. A fit to the

rebined distribution then yields a frequency of 10.4MHz, which corresponds to a period

of 96.2 ns and is comparable to the machine value (96.3 ns) and to the results obtained by

the PEAK analysis ((96.8± 0.2) ns). Note that the corresponding Gaussian in Figure 8.5
is only an illustration of the fit applied to the rebined spectrum.

8.3 Summary and key findings

The time resolved analysis of injection backgrounds demonstrated that its time structure

is determined by the propagation of the newly injected particles along the beam lines of

the rings, which is affected by several different recurring timing patterns connected to

properties of the accelerator. In this chapter, we presented a program of measurements

of these timing patterns which used two complementary analyses, one based on a Fourier
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transform and one novel technique based on the weighted time distance between two

signals also referred to as PEAK analysis. While the PEAK analysis is more suitable

for longer time patterns like synchrotron oscillations, the Fourier transform is able to

also probe shorter periods such as the bunch spacing. Together, these analyses examined

the following timing patterns: the bunch spacing, the bunches distance in double bunch

injections and the beam revolution period, as well as patterns related to betatron and

synchrotron oscillations. In that way, it was possible to directly determine the frequencies

of these patterns from detector data, mostly with sub-nanosecond precision.

Although it suffers from a number of limitations, the majority of the results of the Fourier

transform are confirmed by the measurements obtained with the PEAK analysis. Further

experiments with higher statistics are required to reliably determine the synchrotron

oscillation periods of the newly injected particles and to refine the approach of using a

Fourier transform.





Chapter 9

Beam-gas and Touschek

backgrounds

As part of BEAST II, CLAWS also participated in a comprehensive program of non-

injection background measurements. Collectively, these measurements and their findings

are described in detail in [36]. Since reviewing all of these studies is beyond the scope

of this work, we focus here on a single measurement which is discussed solely on the

basis of CLAWS data. This is the combined measurement of beam-gas and Touschek

backgrounds in the interaction region and a method for disentangling these two types of

backgrounds.

As described in Sections 3.4 and 4.1.2, beam-gas and Touschek scattering are lumi-

nosity independent beam backgrounds which are expected to increase significantly for

SuperKEKB. Beam-gas scattering refers to both bremsstrahlung and Coulomb interac-

tions of beam particles with residual gas molecules in the vacuum chambers and depends

on the pressure in the beam pipe and the beam current. It changes the energy and the

direction of the beam particles and leads to the emission of photons. As a consequence

of the larger beam currents and the new vacuum chambers, beam-gas backgrounds are

expected to increase by a factor of two compared to KEKB. By contrast, Touschek

backgrounds are caused by intra-bunch Coulomb scattering of two beam particles and

lead to a deviation from the nominal beam energy. The Touschek scattering rate depends

on the particle density in the bunches and thus on the beam current and the beam size.

Promoted largely by the nano-beam scheme, they are expected to be around 20 times

higher than at KEKB. Together, these two processes will lead to significantly elevated

background rates and a higher occupancy of the detector systems of Belle II, in particular

in the inner detector.

165
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While it is not possible to simulate injection backgrounds, great efforts are made to

predict and assess the impact of non-injection backgrounds on the physics program of

Belle II by simulations. These efforts include the simulation of the beam backgrounds

during Phase 1. A detailed description of the structure and performance of this simula-

tion is given in [36]. It is imperative to understand the accuracy of these predictions using

first experimental results as early as possible. One of the main goals of the BEAST II

experiment, therefore, is the validation of these simulations and the different background

models employed.

In Section 9.1, we first introduce a combined parameterization of beam-gas and Touschek

backgrounds. This parameterization allows to relate the observed rate of background

particles to accelerator conditions. Subsequently, Section 9.2 describes the data set

recorded during a dedicated beam study performed by BEAST II and SuperKEKB. In

Section 9.3, we then apply the combined parameterization to this data set in order to

obtain independent measurements of beam-gas and Touschek backgrounds. The obtained

results are used to directly compare experimental background rates with rates predicted

by simulation in Section 9.4. Finally, we briefly summarize the key findings from the

presented study in Section 9.5.

9.1 Background parameterization

With the aim of relating observed backgrounds to accelerator and beam conditions, we

describe beam-gas and Touschek backgrounds by a combined parameterization as defined

in the following.

Beam-gas parameterization Beam-gas scattering refers to both bremsstrahlung and

Coulomb interactions of the beam particles with residual gas molecules. We simultane-

ously account for these two processes by describing them by

Rbg = Sbg · IPZ2
e , (9.1)

where Rbg is the observed rate of background particles which can be assigned to beam-gas

scattering (bremsstrahlung and Coulomb), Sbg is a constant of proportionality we refer

to by beam-gas sensitivity, I is the beam current, P is the vacuum pressure and Ze is the

effective atomic number of the residual gas mixture, as introduced in Section 3.5. While

the theoretical dependencies on Z are more complex, the scattering rate is approximately

proportional to Z2 for the gas mixtures encounter in practice.
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The parameterization of beam-gas backgrounds by Equation 9.1 is accurate if P and Ze

reflect the gas pressure and gas mixture at the scattering location. The exact scattering

location, however, is unknown and gas properties vary significantly throughout the rings.

As a consequence, using average gas pressure and mixture in the description of beam-

gas backgrounds does not yield correct results and a more precise parameterization is

required.

A more precise beam-gas parameterization The overall pressure in the rings, P ,

is driven by dynamic pressure as a result of the desorption of gas molecules from the walls

of the beam pipe. This desorption is promoted by radiation emitted by the beam particles

or collisions of off-orbit particles (see description of vacuum scrubbing in Section 7.1).

Due to the entirely new beam pipe, this is especially the case in the LER. The position

of collisions of off-orbit beam-particles depends greatly on their propagation along the

beam lines and the specific geometry of the vacuum chambers. The pressures recorded

in two neighboring gauges (separated by around 10m, see Section 3.5) usually disagree

by factors of two to five, but can differ by as much as two orders of magnitude. Similarly,

the localized desorption promoted by photons or electrons affects the composition of

the gas mixture described by Ze. The values of Ze determined in the two residual gas

analyzers (RGAs) (separated approximately by one kilometer, see Section 3.5) thus differ

by 5− 25% on the time scale of several minutes.

If the local pressure and gas composition would be known throughout the beam lines

these could be weighted by the distribution of scattering locations in order to account

for these variations. However, such a weighting is not feasible since Ze is only measured

at two positions and pressure readings are more frequent but still coarse. For the

parameterization, we therefore utilize an effective pressure, Pe:

Pe =

CCG∑
i
Piwi

CCG∑
i
wi

, (9.2)

where the weights wi are the relative likelihoods of scattering in the region of the ith

cold cathode gauge (CCG) causing detectable backgrounds at the IP. The Ze, on the

other hand, has to be interpolated or estimated in order to make up for the absence of a

measurement at each CCG. The rate of observed backgrounds which can be attributed
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to beam-gas scattering, Rbg, can hence be described by

Rbg = Sbg · IPeZ
2
e .

This reduces the parameterization of beam-gas backgrounds to the task of finding the

suitable weights. As will be demonstrated based on measurements in Section 9.3, adequate

results can be obtained by using only the pressure in the CCG which yields the best

agreement between the parameterization and the data, or, in other words, the most-

predictive CCG.

Touschek parameterization Among other things, Touschek scattering depends on

the number of particles per bunch, the number of bunches in general and the beam

energy. Under regular operating conditions, however, these quantities do not change.

It can therefore be assumed that the rate of backgrounds which can be attributed to

Touschek scattering is proportional to the beam current squared, I2, and the vertical

beam size, σy, and can be parameterized in a similar way by

RT = ST · I
2

σy
, (9.3)

where ST is the equivalent constant of proportionality we refer to as Touschek sensitivity.

The combined beam-gas and Touschek parameterization Finally, the terms for

the two background types can be subsumed into a combined parameterization:

R = Sbg · IPeZ
2
e + ST · I

2

σy
, (9.4)

where R reflects the total rate of both types. This parameterization is expected to

describe the vast majority of non-injection backgrounds with respect to accelerator

conditions, which are observed during Phase 1. For each ring, we assign each channel

a set of characteristic values for the beam-gas and Touschek sensitivities, Sbg and ST .

These values reflect how “sensitive” the respective channel is for the particular background

type due to its individual position. If all accelerator conditions except the ones stated in

Equation 9.4 are fixed, these values should be constant.

To visualize this parameterization in a more intuitive way, Equation 9.4 can by rewritten

as
R

IPeZ2
e

= Sbg + ST · I

PeZ2
eσy

. (9.5)
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If R/(IPeZ
2
e ) is shown as a function of I/(PeZ

2
eσy), then the sensitivities reflect the

intercept and the slope of this linear dependence. In the following, we refer to Equation 9.5

simply as the combined parameterization.

9.2 Dedicated beam studies

In order to study beam-gas and Touschek backgrounds with respect to varying beam sizes

and currents and to validate the parameterization, SuperKEKB and Beast II performed a

so-called size sweep scan. In this size sweep scan, we measured the rate of backgrounds at

several different predefined and fixed beam currents and vertical beam sizes. A breakdown

of the data set recorded for the size sweep scan and its segmentation is presented in

Table 9.1. For each of these runs, the beam current in the respective ring was topped

off to a specific level. A run then consists of five different subruns each targeted at a

specific vertical beam size.

In the HER, the beam size was manipulated by shifting the beam orbit in an isolated

position in the vertical direction by a pair of bending magnets what caused vertical

dispersion. For the LER an alternative method was used. Here, the strength of a skew

quadrupole magnet was altered in order to promote a strong x-y coupling. In that way,

it was possible to manipulate the beam size over the whole ring without affecting the

beam orbit itself.

The rate R in Equation 9.5 is given by the averaged particle rate introduced in Section 6.2.

For the other quantities, measurements from the various SuperKEKB conditions monitors

are used, as described in Section 3.5. Since the RGAs are installed only in the LER, we

utilize the average of the readings during the LER size sweep scan in the RGA located in

the intermediate-upstream LER arc section as Ze for runs of both rings. Approximating

Ze in such a way does not affect the accuracy of the fits as described shortly. The local

pressure readings, Pi, are obtained from different CCGs as also described shortly. We

exclude all events for which the readings of the beam size are outside of a range of

35 µm < σy < 400 µm or, in other words, are physically unplausible, as well as events

recorded during injections (see Sections 6.3 and 7.1).

9.3 Analysis procedure and experiment results

We now describe how beam-gas and Touschek backgrounds are determined by applying

the combined parameterization to the data set recorded during the size sweep scans.

We first plot the data of the scan with the quantities described in the previous section
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Table 9.1: Summary of the runs used in the size sweep study of the HER (left) and

the LER (right). Values for the beam sizes are obtained by measurements with a X-ray

monitor. In practice, beam sizes varied from the stated values throughout the subruns

due to an imperfect control.

Ring I [mA] Subrun σy [µm] Marker

HER 320 1 85 4

2 68 4

3 39 4

4 44 4

5 45 4

480 1 91 #

2 66 #

3 47 #

4 32 #

5 41 #

640 1 121 2

2 74 2

3 46 2

4 40 2

5 56 2

Ring I [mA] Subrun σy [µm] Marker

LER 360 1 81 4

2 65 4

3 51 4

4 38 4

5 32 4

540 1 95 #

2 72 #

3 67 #

4 58 #

5 51 #

720 1 148 2

2 147 2

3 141 2

4 145 2

5 146 2

and then apply a χ2-fit with Equation 9.5 to it. Examples of such a fit are shown in

Figure 9.1; findings from these figures, however, are discussed later in this section. In this

scatterplot, every point represents a single event recorded in the size sweep scan together

with the corresponding measurements of the SuperKEKB condition monitors. The shapes

reflect the different beam currents, whereas colors correspond to the various beam sizes

stated in Table 9.1. Note that the uncertainties on the data points are based only on

statistical uncertainties of the measured rate of background particles (see Section 6.3).

The agreement between the parameterization and the data is then evaluated based on

the normalized-χ2 of the fit result. We perform such a fit independently for each channel

and each ring in order to determine the individual sensitivities, Sbg and ST , As described

shortly, these fits can also be used to find the most predictive CCG by comparing the

normalized-χ2 of the respective fits. Following Equation 9.4, the obtained sensitivities
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and the respective CCG can then be used to predict the experimental beam-gas and

Touschek background rates for any beam size, current, pressure and gas composition.

CCG selection procedure As discussed in Section 9.1, the rate of backgrounds

caused by beam-gas scattering highly depends on the weights in Equation 9.2 used to de-

termine the effective gas pressure. The true distribution of scattering locations reflected

by the weights, however, is unknown. We therefore circumvent determining all weights

and try to find a single CCG which yields the most accurate results for the fits in the size

sweep scan. The identity of the most predictive CCG is unique to each channel and has

to be determined individually. Note that the most accurate CCG does not necessarily

represent the dominant scattering location.

The simulation of Touschek and beam-gas backgrounds for Phase 1 predicts that scatter-

ing in the LER is almost entirely taking place in the vicinity of the IP. It can therefore

be assumed that the nearest-upstream CCG is the most suitable choice for the most

predictive CCG and we, therefore, use it for all channels.

For the HER, on the other hand, the simulation predicts that the observed backgrounds

are sensitive to scattering at different locations and that they vary between channels. The

simulation identifies 75 different CCGs located upstream of the IP which are responsible

for a significant part of the beam-gas scattering in the HER. For pressure readings of

each of these CCGs, we fit the combined parameterization to the data from the HER

size sweep scan. For each channel it is possible to find a CCG for which the parameteri-

zation and the data are in sufficient agreement as indicated by the normalized-χ2 and a

respective p-value larger than 25%. We therefore conclude, that there is no advantage

in searching for possible linear combinations of CCG weights. For the HER, we thus use

pressure readings of the CCG for which the the normalized-χ2 is the smallest.

CCG selection results and beam-gas and Touschek sensitivities Finally, we

use the fit with pressure readings in the most predictive CCG to determine the unique

beam-gas and Touschek sensitivities for each channel. Figure 9.1 shows these final fits

using the most-predictive CCG for the size sweep runs in the HER (left) and the LER

(right) for FWD1; similar fits for FWD2 and FWD3 are given in the appendix in Fig-

ures D.1 and D.2, respectively.

In the LER, the fit of the combined parameterization to data from FWD1 using pressure

readings of the closest upstream CCG yields a p-value of almost 100%. A possible expla-

nation of this extraordinary large p-value might be that the assessment of uncertainties

(see Section 6.3) overestimates the statistical uncertainties on the averaged particle rate.
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Figure 9.1: Fit of the combined parameterization of beam-gas and Touschek backgrounds

given by Equation 9.5 to data obtained in size-sweep scans for the HER (left) and the

LER (right) for channel FWD1. Shapes reflect different beam currents, whereas colors

indicate vertical beam sizes. Uncertainties on the data are solely statistical; uncertainties

on the parameters are adopted from the fit.

By contrast, for FWD2 and FWD3 we obtain p-values close to zero. This discrepancy

could be attributed to the significantly smaller signal rates in the sensors located further

away from the beam lines.

As mentioned previously, in the HER it is for all channels possible to find a CCG for

which the p-value of the respective fit is larger than 25%. FWD1 and FWD3 converge

on the same CCG located approximately 190m upstream of the IP, while for FWD2 the

most accurate CCG is the one next to it located approximately 180m upstream of the IP.

For each channel and ring, these fits yield the identity of the most predictive CCG and

a pair of unique sensitivities Sbg and ST . Uncertainties on the sensitivities are adopted

from the fits.

9.4 Comparison of simulation and data

Having determined the sensitivities, we can now use the parameterization to directly

compare background rates measured by the sensors to rates predicted by simulation. In

that way, it is possible to probe the accuracy of the simulation of beam-gas and Touschek

backgrounds for Phase 1.
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Simulated background rates The simulation of beam-gas and Touschek backgrounds

is based on tracking regular and scattered beam particles in the Strategic Accelerator

Design (SAD) software framework [76]. Detector effects are then simulated by handing

the loss positions and momenta of scattered particles over to the Geant4 toolkit [78].

As a consequence of the significant computation time required, it is not possible to

simulate beam-gas and Touschek loss rates over a wide range of accelerator conditions.

Instead, the simulation is performed with fixed and uniform pressure, PSAD, current,

ISAD, gas composition, ZSAD, and vertical beam size, σSAD
y . In the 2D space of Fig-

ure 9.1, these simulated conditions and the corresponding background rates represent

a single point. The specific conditions at which the simulation is performed are the

following: ISAD = 1.0A, ZSAD = 7, σSAD
y = 59 µm (HER) and σSAD

y = 110 µm (LER)

with PSAD = 1.33× 10−6 Pa. The simulation predicts the rate of beam-gas backgrounds,
RMC

bg , and the rate of Touschek backgrounds, RMC
T , separately. As for the parameteri-

zation, beam-gas Coloumb and bremsstrahlung scattering are combined into RMC
bg . The

dependence of the beam-gas component on the Z of the gas mixture assumed by SAD is

different from the simplistic Z2
e scaling used by the parameterization (see Section 9.1).

To account for these differences, the rates predicted by the simulation are in situ rescaled

by a constant parameter which only depends on Ze.

In total, we obtain a pair of simulated background rates, RMC
bg and , RMC

T , for the HER

and for the LER for each channel, corresponding to six pairs in total.

Experimental background rates We can use the parameterization and the sensitiv-

ities obtained in the size-sweep scans to determine the background rates expected for

experimental data for the same conditions as used in the simulation. The corresponding

experimental beam-gas rate, RData
bg , is then given by

RData
bg = SbgI

SADPSAD
e Z2

e . (9.6)

As mentioned earlier, the simulation is performed at a fixed and uniform pressure PSAD.

During runtime, however, the average pressure in the rings does not comply with the

pressure in the most-predictive CCG used in the study of the size-sweep scan. We

therefore first compare average pressures in the respective ring and the readings in the

most-predictive CCG across a wide range of pressures. We then use this comparison to

find a pressure PSAD
e which corresponds to the pressure expected in the CCG when the

ring average pressure is equal to PSAD and utilize it in Equation 9.6. With respect to Ze,

simulated background rates are already rescaled to account for the differences between
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Figure 9.2: Ratios of background rates expected for the accelerator conditions at which

the simulation is performed to rates predicted by simulation for beam-gas (left) and

Touschek (right) scattering in the HER and the LER. Uncertainties are derived from

uncertainties of the sensitives obtained in the size-sweep scan and are solely statistical.

Ze and Z
SAD. In Equation 9.6, we therefore use Ze instead of ZSAD employed by the

simulation.

Using equation 9.3, the experimental Touschek rate, RData
T , is obtained analogously. As

for the simulated background rates, in total we obtain six pairs of background rates, one

for each ring and channel.

Ratios of experimental and simulated background rates So far we have deter-

mined directly comparable experimental and simulated background rates which reflect

the same accelerator conditions. With the aim of examining the level of agreement

between data and simulation, we calculate the ratios of these rates. Figure 9.2 compares

the ratios obtained separately for beam-gas (left) and Touschek (right) backgrounds.

The error bars on the ratios are derived from the fit uncertainties on the respective

sensitivities as obtained by the size-sweep scans. Estimating uncertainties in that way,

however, does not account for variations due to the choice of the best CCG. It also

examines only statistical uncertainties and does not consider uncertainties of any kind

on the simulation or the readings of the beam and accelerator condition monitors.

The channel-by-channel variations for all ratios are relatively small. The ratios for Tou-

schek scattering in both rings and the ratios for beam-gas scattering in the LER agree

for all channels within 1.5σ of each other. The HER beam-gas ratios for the all channels,
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on the other hand, agree on the level of 3σ. From the ratios of all channels it is apparent

that there is a distinct excess in data over simulation. For HER Touschek for FWD1 and

FWD3, this excess is small and still within 1.5σ. For all beam-gas ratios in the HER

and for the Touschek ratios in the LER in FWD2 and FWD3, the ratios exceed unity by

more than 10σ. For all other ratios, the excess is between 3σ to 10σ. Except for HER

beam-gas, the absolute excess irrespective of the uncertainties is relatively consistent and

background rates in data are between 3 to 10 times larger than the rates predicted by

simulation. For HER beam-gas, on the other hand, experimental background rates are

up to two orders of magnitude larger.

The distinct overall excess of experimental background rates indicates additional un-

known systematic uncertainties in the simulation, the detector calibration or the analysis

procedure. Other BEAST II systems generally observe similar excesses but few channels

also show deficits in data over simulation; the magnitude of the excesses and deficits

is comparable in size [36]. It is difficult to explain these findings, but they might be

related to the highly local nature of the gas conditions. The conditions affect the ex-

perimental rates since we only have rather course pressure readings due to the lack of

instrumentation. They also influence the rates predicted by simulation because they as-

sume uniform gas conditions throughout the rings. The results of this study do not allow

to conclude whether the observed differences are caused by detector-level systematics

or if they stem from a real disagreement between experiment and simulation. Further

research is required to determine the variations of the gas conditions throughout the

rings.

9.5 Summary and key findings

As part of the overall BEAST II effort, CLAWS also participated in a comprehensive

program of non-injection background studies. In this chapter, we presented one of these

studies, a combined measurement of beam-gas and Touschek backgrounds, based solely

on CLAWS data. To be able to disentangle the two types of backgrounds, we developed

a combined parameterization and applied it to data of a dedicated beam study in which

we scanned LER and HER beam sizes and beam currents. We used this parameterization

to calculate the ratios of background rates measured by the sensors to rates predicted

by simulation. For the ratios of the experimental to the simulated background rates, we

found a distinct excess in data over simulation which ranges from a factor three up to

two orders of magnitude. Other BEAST II systems generally observed similar excesses

but few channels also showed deficits in data over simulation; the magnitude of the
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excesses and the deficits was comparable in size [36]. It is not yet clear what causes these

deviations, but they might be related to the strong location dependence of residual gas

concentrations and of vacuum conditions for which we only had rather course readings

available. Further research is required to determine the variations of the gas conditions

throughout the rings.



Chapter 10

Summary, conclusions and

outlook

In this thesis, we described the sensor technology and the overall installation of the

CLAWS detector system. We explained how the recorded data was processed and pre-

sented the measurements CLAWS performed during the first phase of the commissioning

of SuperKEKB, referred to as Phase 1.

The ambitious design luminosity of SuperKEKB is expected to cause challenging levels

of beam backgrounds for various subsystems of the corresponding Belle II experiment,

in particular for its pixel vertex detector. Understanding and mitigating these beam

backgrounds early on is critical for the successful operation of the accelerator and the

detector. In particular, backgrounds related to continuous top-up injections of new par-

ticles can not be simulated with sufficient accuracy and have to be determined by direct

measurements. Phase 1 in 2016 focused on the basic operation of the accelerator and

thus the detector and the final focusing systems were not installed and no collisions took

place. To study beam-induced backgrounds in this collision-free environment, we placed

a suite of dedicated beam background detectors collectively referred to as BEAST II at

the IP. One of these detectors is the CLAWS experiment.

The CLAWS detector system consisted of eight plastic scintillator tiles with directly cou-

pled SiPMs. The sub-nanosecond time resolution and single particle energy resolution of

the sensors allowed novel bunch-by-bunch measurements of beam backgrounds and made

the system uniquely suited for the study of injection backgrounds. The sensor signals

were read out by a custom DAQ and electronics capable of continuously recording data

over periods up to several milliseconds. We applied different calibration procedures to

this raw sensor data in order to reconstruct the time distribution of background particles

177
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which was used in high level analyses of beam backgrounds. In these analyses, we studied

various aspects of beam-induced backgrounds. We performed a time resolved analysis of

backgrounds, examined different timing patterns related to properties of the accelerator

and conducted a combined study of beam-gas and Touschek backgrounds.

The time resolved analysis showed that energy deposits of non-injection beam back-

grounds were uniformly distributed in time and that we observed O(10−5) background

particles per bunch. The distribution of hit energies suggested that backgrounds from

photons and charged particles can be distinguished by the energy they deposit. This

feature might be used to separately measure beam-gas and Touschek backgrounds in the

future. The time structure observed during injection periods clearly showed peaks of

significantly elevated background rates which we associated with the recurring transits

of injection bunches. Comparing the hit energy distributions of regular and injection

backgrounds revealed that injections predominantly lead to singular hits with exception-

ally high energy deposits. However, the instantaneous background levels observed during

injections in Phase 1 did not exceed regular beam backgrounds by more than an order of

magnitude and fell short of the occupancy limit of the PXD by two orders of magnitude.

In that way, backgrounds observed by CLAWS confirmed that the radiation levels were

safe for the installation of Belle II in the second commissioning phase in 2018. We also

demonstrated a method for separating energy deposits of regular and injection bunches

by applying specific timing cuts. These timing cuts were utilized to quantify the decay

behavior and overall proportion of injection backgrounds. We found that LER injections

generally result in significantly higher backgrounds than HER injections, which can be

explained by the lack of the positron damping ring in Phase 1. For both rings, the

majority of the Injection backgrounds were typically observed withing the first 500 µs

after the injection. Individual decay times, however, were fluctuating strongly on an

event-by-event basis and depended on the exact injection parameters used, in particular

the phase shift.

The time resolved analysis of injection backgrounds revealed that its time structure is

determined by the propagation of the newly injected particles along the beam lines of

the rings, which is affected by several different recurring timing patterns connected to

properties of the accelerator. In order to quantify these patterns we performed two com-

plementary analyses, one novel technique based on the weighted time distance between

two signals and one based on a Fourier transform. These analyses examined the following

timing patterns: the bunch spacing, the bunches distance in double bunch injections

and the beam revolution period, as well as patterns related to betatron and synchrotron

oscillations. In that way, it was possible to directly determine the frequencies of these
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patterns from detector data, mostly with sub-nanosecond precision.

In Phase 1, CLAWS also participated in a comprehensive program of non-injection back-

ground studies as part of the overall BEAST II effort. Here, we presented one of these

studies, a combined measurement of beam-gas and Touschek backgrounds, based solely

on CLAWS data. To be able to disentangle the two types of backgrounds, we developed

a combined parameterization and applied it to data of a dedicated beam study in which

we scanned LER and HER beam sizes and beam currents. We used this parameterization

to calculate the ratios of background rates measured by the sensors to rates predicted

by simulation. For all ratios, we found a distinct excess in data over simulation which

ranges from a factor three up to two orders of magnitude. It is not yet clear what causes

these deviations, but they might be related to the strong location dependence of residual

gas concentrations and vacuum conditions for which we only have rather course readings

available.

Together, the presented studies, including a novel time resolved analysis of backgrounds,

make several noteworthy contributions to advancing the understanding of beam-induced

backgrounds and injection mechanisms in high luminosity flavor factories. The mea-

surements performed by the CLAWS experiment provide important insights into the

dynamics of beam particles and can be used to validate beam dynamic simulations for

the future operation of SuperKEKB by first experimental results. The methods used to

quantify the decay behavior of injection backgrounds offer an effective way for develop-

ing a gating scheme for the PXD based on corresponding measurements in Phases 2 and 3.

Current simulations, which already incorporate several improvements based on Phase 1

results, predict that at full luminosities all of the sub-detectors of Belle II except the SVD

and the KLM will be critically affected by beam backgrounds [36]. According to these

simulations, in particular the CDC and the TOP will be close to the limits of significant

performance degradation. The dominant background process in all detectors except

the PXD is predicted to be radiative Bhabha scattering followed by either two-photon

or Touschek backgrounds. For the PXD, on the other hand, the dominant background

comes from the two-photon process followed by synchrotron radiation. Bhabha scattering

and two-photon processes are luminosity dependent backgrounds. The predictions of

the simulations for these background types, therefore, have to be validated based on

background measurements performed during Phases 2 and 3. Based on Phase 1 results,

the simulated Touschek scattering rate was already confirmed to be within one order

of magnitude of the experimentally measured rates. As such, they are not expected to

be a mayor concern for Phase 3 and onwards. The predictions also imply that none
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of the subsystems will be significantly impacted by the expected beam-gas scattering

rates. However, at the time of writing beam background measurements performed during

Phase 3 suggest that rates of several types of backgrounds are considerably higher than

the simulation estimates. In particular, beam-gas backgrounds are so high that they

threaten the operation of Belle II at full luminosities.

These discrepancies between simulations and measurements, which were already emerg-

ing in Phase 1 and have been measured by CLAWS, emphasize the requirement for a

further investigation of beam backgrounds by dedicated beam background monitors in

Phases 2 and 3. Furthermore, the simulations do not include injection backgrounds

which will potentially reduce data taking in the PXD and other subsystems by as much

as 20%. As a consequence of the differences in the IP chamber, as well as the installation

of the final focusing QCS magnets and the damping ring, the injection background rates

measured during Phase 1 are not directly comparable to the rates which will be observed

in Phases 2 and 3. A priority of the second commissioning phase has therefore been

to measure these beam backgrounds and to constrain their impact on the data taking

efficiency.

Following its success in Phase 1, the sensor technology and the analysis methodology

described in this thesis serve as the basis for new versions of the CLAWS detector system

for the second and third commissioning phase of SuperKEKB in 2018 and 2019 onwards.

To study injection backgrounds during Phase 2, we installed a fully redesigned system

inside the inner part of the Belle II detector. Instead of separate sensor modules we

utilized two sensor ladders, each equipped with eight preamplifiers, SiPMs and slightly

smaller scintillating tiles located roughly at the position of first layer SVD modules.

Based on experiences during Phase 1, we used the same type of preamplifiers, amplifiers

and SiPMs but shifted to polyvinyl toluene based scintillator tiles with less radiation

hardness but a higher light yield. Phase 1 measurements revealed that especially the

background rates during injections are so high that they partially lead to saturation

effects in the electronics. To adopt to the even higher background rates expected due to

the position very close to the beam pipe and to further increase the dynamic range, the

Phase 2 sensors were equipped with a remotely switchable bypass of the preamplifiers.

To overcome another shortcoming of Phase 1, namely the high processing time and the

insufficient maintainability and extendability, the experimental setup was operated by

an entirely new Phase 2 CLAWS DAQ. At the time of writing, the offline analysis of

data recorded during Phase 2 is still ongoing. Background studies performed with this

data will be natural progressions of the ones presented in this thesis.
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The Phase 3 version of the CLAWS system is no longer part of the Belle II detector but is

installed around both QCS final focusing magnets. This system represents a permanent

installation which will monitor beam backgrounds throughout the entire data taking of

SuperKEKB and Belle II. It consists of 32 extensively modified versions of the sensor

modules which incorporate a Phase 1 sensor, a Phase 2 like switchable preamplifier

bypass and an additional amplifier on a single PCB board. In addition, the modules are

connected via a single cable which is simultaneously responsible for signal transmission

and power supply. At the time of writing, the system is taking part in the Phase 3

commissioning effort where it provides real time feedback to the operators of the acceler-

ator and the detector. In the future, it is foreseen to upgrade the CLAWS system to a

dedicated beam abort system which will protect Belle II from damages due to diverted

beams caused by quenches of the QCS magnets.





Appendix A

Distribution of hit energies for

cosmic muons

Figures A.1 and A.2 show the distribution of hit energies from cosmic muons recorded

with the muon telescope (see Section 5.3) for the remainin three sensors. Results from

these measurements are used to validate and optimize the operation of the first part of

the data processing, or particle reconstruction (see Section 6.1).
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Figure A.1: Distribution of hit energies obtained by applying the particle reconstruction

to recordings of cosmic muons taken in the laboratory after runtime of Phase 1 for sensor

installed at FWD1 position in the first half (left) and second half (right) of Phase 1.
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Figure A.2: Distribution of hit energies obtained by applying the particle reconstruction

to recordings of cosmic muons taken in the laboratory after runtime of Phase 1 for sensor

installed at FWD3.



Appendix B

Additional figures for the time

resolved analysis of backgrounds

In this appendix, we provide additional figures from the time resolved analysis of beam

backgrounds presented in Chapter 7.

B.1 Averaged reconstructed waveforms

Figures B.1, B.2 and B.3 show the averaged reconstructed waveforms for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom) for the NI-ALL, NI-HER and NI-LER non-injection data sets, respectively (see

Section 7.2.1). Figures B.4, B.5 and B.6 show the averaged reconstructed waveforms

for all three channels stacked on top of each other (top) and their cumulatives separately

for each channel (bottom) for the HER-ALL, LER-ALL and LER-VACS injection data

sets, respectively (see Section 7.3.1). Figures B.7, B.8 and B.9 show the averaged

reconstructed waveforms for all three channels stacked on top of each other (top) and

their cumulatives separately for each channel (bottom) for the HER-PS, HER-VS1 and

HER-VS2 data sets from the HER injection study, respectively (see Section 7.3.1).

Figures B.10, B.11 and B.12 show the averaged reconstructed waveforms for all three

channels stacked on top of each other (top) and their cumulatives separately for each

channel (bottom) for the LER-PS, LER-VS and LER-SA data sets from the LER injection

study, respectively (see Section 7.3.1).
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Figure B.1: Background time distribution for the NI-ALL data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).

Figure B.2: Background time distribution for the NI-HER data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).
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Figure B.3: Background time distribution for the NI-LER data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).

Figure B.4: Background time distribution for the HER-ALL data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).
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Figure B.5: Background time distribution for the LER-ALL data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).

Figure B.6: Background time distribution for the LER-VACS data set for all three

channels stacked on top of each other (top) and their cumulatives separately for each

channel (bottom).
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Figure B.7: Background time distribution for the HER-PS data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).

Figure B.8: Background time distribution for the HER-VS1 data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).
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Figure B.9: Background time distribution for the HER-VS2 data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).

Figure B.10: Background time distribution for the LER-PS data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).
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Figure B.11: Background time distribution for the LER-VS data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).

Figure B.12: Background time distribution for the LER-SA data set for all three channels

stacked on top of each other (top) and their cumulatives separately for each channel

(bottom).
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Figure B.13: Distributions of hit energies for given non-injection data sets for the channel

FWD2 (left). The distribution of the time in turn versus the hit energy, or time resolved

hit energy distribution, for NI-ALL for channel FWD2 (right). All distributions are

normalized to the number of events, the length of the waveforms and the area of the

sensors.

B.2 Hit energy spectra

Figure B.13 compares the hit energy spectra of the NI-HER, NI-LER and NI-ALL data

sets (left) and shows the time resolved hit energy distribution for the NI-ALL set (right)

for channel FWD2 (see Section 7.2.2). Figure B.14 compares the hit energy spectra

of the NI-HER, NI-LER and NI-ALL data sets (left) and shows the time resolved hit

energy distribution for the NI-ALL set (right) for channel FWD3 (see Section 7.2.2).

Figure B.15 compares the hit energy spectra of different HER injection data sets to the

corresponding non-injection data set NI-HER (left) and the hit energy spectra of different

LER injection data sets to the corresponding non-injection data set NI-LER (right) for

channel FWD2 (see Section 7.3.2). Figure B.16 compares the hit energy spectra of

different HER injection data sets to the corresponding non-injection data set NI-HER

(left) and the hit energy spectra of different LER injection data sets to the corresponding

non-injection data set NI-LER (right) for channel FWD3 (see Section 7.3.2). Figure B.17

shows the time resolved hit energy spectrum for the HER-ALL (left) and the LER-ALL

(right) data sets for channel FWD2 (see Section 7.3.2). Figure B.18 shows the time

resolved hit energy spectrum for the HER-ALL (left) and the LER-ALL (right) data

sets for channel FWD3 (see Section 7.3.2).
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Figure B.14: Distributions of hit energies for given non-injection data sets for the channel

FWD3 (left). The distribution of the time in turn versus the hit energy, or time resolved

hit energy distribution, for NI-ALL for channel FWD2 (right). All distributions are

normalized to the number of events, the length of the waveforms and the area of the

sensors.

1−10 1 10 210
Hit Energy [MIP]

2−10

1−10

1

10

210

310

)]2
 A

re
a)

 [1
/(

M
IP

sc
m

⋅
 T

im
e 

⋅
E

nt
rie

s/
(E

ve
nt

 

Hit Energy Spectrum: FWD2

NI-HER
HER-ALL

ibHER-ALL
HER-REF

1−10 1 10 210
Hit Energy [MIP]

2−10

1−10

1

10

210

310

)]2
 A

re
a)

 [1
/(

M
IP

sc
m

⋅
 T

im
e 

⋅
E

nt
rie

s/
(E

ve
nt

 

Hit Energy Spectrum: FWD2

NI-LER
LER-ALL

ibLER-ALL
LER-REF

Figure B.15: Distributions of hit energies for the given HER (left) and LER (right)

injection data sets for channel FWD1. The distributions are normalized to the length

of the waveforms, the area of the sensors and the number of events. For the HER-REF

and LER-REF data sets, the bin size for higher energies is logarithmic due to limited

statistics.
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Figure B.16: Distributions of hit energies for the given HER (left) and LER (right)

injection data sets for channel FWD1. The distributions are normalized to the length

of the waveforms, the area of the sensors and the number of events. For the HER-REF

and LER-REF data sets, the bin size for higher energies is logarithmic due to limited

statistics.
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Figure B.17: The distributions of hits for the time in turn, tturn, versus the hit energy
for HER-ALL (left) and LER-ALL (right) for channel FWD1. Both distributions are

normalized to the length of the waveforms, the area of the sensors and the number of

events.
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Figure B.18: The distributions of hits for the time in turn, tturn, versus the hit energy
for HER-ALL (left) and LER-ALL (right) for channel FWD1. Both distributions are

normalized to the length of the waveforms, the area of the sensors and the number of

events.

B.3 Rate in turn

Figure B.19 shows the averaged particle rate as a function of the tturn (left) and a

zoom into the region around the peak associated with the injection bunch for the same

distribution (right) for the HER-REF data set for channel FWD2 (see Section 7.3.1).

Figure B.20 shows the averaged particle rate as a function of the tturn (left) and a

zoom into the region around the peak associated with the injection bunch for the same

distribution (right) for the HER-REF data set for channel FWD3 (see Section 7.3.1).

Figure B.21 shows the averaged particle rate as a function of the tturn (left) and a

zoom into the region around the peak associated with the injection bunch for the same

distribution (right) for the LER-VACS data set for channel FWD2 (see Section 7.3.1).

Figure B.22 shows the averaged particle rate as a function of the tturn (left) and a

zoom into the region around the peak associated with the injection bunch for the same

distribution (right) for the LER-VACS data set for channel FWD3 (see Section 7.3.1).

B.4 Decay behavior

Figure B.23 compares the fraction of Eib/E (left) and the fraction of Eib(t < 500 µs)

for the HER-ALL and the LER-ALL data sets for channel FWD2 (see Section 7.3.3).
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Figure B.19: Averaged particle rate as a function of the time in turn for the HER-REF

data set and channel FWD2 (left). Cutout highlighting the part associated with signals

of the injection bunch (right). The distribution is normalized to the ratio of the length

of the waveforms to Trev (i.e. the number of turns) and to the number of events. Stated
parameters and corresponding uncertainties are obtain by a maximum likelihood fit with

a Gaussian to the injection bunch signal region.

Figure B.24 compares the fraction of Eib/E (left) and the fraction of Eib(t < 500 µs)

for the HER-ALL and the LER-ALL data sets for channel FWD3 (see Section 7.3.3).

Figure B.25 shows the distributions of the time of the last transit for the HER-ALL (left)

and LER-ALL (right) data sets for channel FWD2 (see Section 7.3.3). Figure B.26 shows

the distributions of the time of the last transit for the HER-ALL (left) and LER-ALL

(right) data sets for channel FWD3 (see Section 7.3.3).
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Figure B.20: Averaged particle rate as a function of the time in turn for the HER-REF

data set and channel FWD3 (left). Cutout highlighting the part associated with signals

of the injection bunch (right). The distribution is normalized to the ratio of the length

of the waveforms to Trev (i.e. the number of turns) and to the number of events. Stated
parameters and corresponding uncertainties are obtain by a maximum likelihood fit with

a Gaussian to the injection bunch signal region.
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Figure B.21: Averaged particle rate as a function of the time in turn for the LER-VACS

data set for channel FWD2 (left). Cutout highlighting the part associated with signals

of the injection bunches (right). The distribution is normalized to the ratio of the length

of the waveforms to Trev (i.e. the number of turns) and to the number of events. Stated
parameters and corresponding uncertainties are obtain by maximum likelihood fits with

Gaussians to the injection bunch signal region.
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Figure B.22: Averaged particle rate as a function of the time in turn for the LER-VACS

data set for channel FWD3 (left). Cutout highlighting the part associated with signals

of the injection bunches (right). The distribution is normalized to the ratio of the length

of the waveforms to Trev (i.e. the number of turns) and to the number of events. Stated
parameters and corresponding uncertainties are obtain by maximum likelihood fits with

Gaussians to the injection bunch signal region.

Figure B.23: Distributions of ratios of energy deposited only by the injected bunch, Eib, to

the total energy, E, for channel FWD1 (left). Distributions of ratios of energy deposited
by the injected bunch within the first 500 µs after the first transit, Eib(t <0.5 µs), to the
full bunch energy, Eib for channel FWD1 (right).
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Figure B.24: Distributions of ratios of energy deposited only by the injected bunch, Eib, to

the total energy, E, for channel FWD1 (left). Distributions of ratios of energy deposited
by the injected bunch within the first 500 µs after the first transit, Eib(t <0.5 µs), to the
full bunch energy, Eib for channel FWD1 (right).

Figure B.25: Distributions of the time of the last transit in which the energy per transit

was larger than 2MIP for channel FWD1 for HER-ALL (left) and LER-ALL (right).
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Figure B.26: Distributions of the time of the last transit in which the energy per transit

was larger than 2MIP for channel FWD1 for HER-ALL (left) and LER-ALL (right).





Appendix C

Additional figures for the study

of timing patterns

In this appendix, we provide additional figures for the channels FWD2 and FWD3 for

the the PEAK analysis and the FFT analysis presented in Chapter 8.

C.1 PEAK analysis

Figures C.1 (FWD2) and C.2 (FWD3) show the distribution of weighted distances for

a PEAK analysis applied to the LER-ALL data set (see Section 8.1). Subsequently,

Figures C.3 (FWD2) and C.4 (FWD3) compare the ranges of the weighted distance

distributions which highlight the effects of the on/off-pattern and the long betatron

pattern for the HER-REF (left) and the LER-REF (right) data sets (see Section 8.1).

Finally, Figures C.5 (FWD2) and C.6 (FWD3) present the full PEAK spectrum for the

HER-ALL (left) and the LER-ALL (right) data sets which highlight the response form

synchrotron oscillations performed by the newly injected beam particles (see Section 8.1).

C.2 FFT analysis

Figures C.7 (FWD2) and C.8 (FWD3) show the frequency spectrum as a result of a

discrete Fourier transform applied to the NI-VACS data set (see Section 8.2). In addition,

Figures C.9 (FWD2) and C.10 (FWD3) show the frequency spectrum obtained from a

discrete Fourier transform applied to the LER-ALL data set (see Section 8.2).
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Figure C.1: Distribution of weighted distances between signals for the LER-ALL data set

for channel FWD2. Colored Gaussian fits and corresponding labels indicate responses of

specific timing patterns connected to properties of the accelerator.
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Figure C.2: Distribution of weighted distances between signals for the LER-ALL data set

for channel FWD3. Colored Gaussian fits and corresponding labels indicate responses of

specific timing patterns connected to properties of the accelerator.
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Figure C.3: Section of the distributions of weighted distances between signals for HER-

REF (left) and LER-REF (right) data sets for channel FWD2. Colored Gaussian fits and

corresponding labels indicate response of specific timing patterns connected to properties

of the accelerator.
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Figure C.5: Distributions of weighted peak distances for HER-ALL (left) and LER-ALL

(right) data sets for channel FWD2. Colors and markers indicate responses attributed

to odd and even numbered transits of the injected bunch at the IP.

Figure C.6: Distributions of weighted peak distances for HER-ALL (left) and LER-ALL

(right) data sets for channel FWD3. Colors and markers indicate responses attributed

to odd and even numbered transits of the injected bunch at the IP.
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Figure C.7: Frequency spectrum as a result of a discrete Fourier transform of the NI-

VACS data set for channel FWD2. Spectrum is normalized to unity in order to show

relative magnitudes of the respective frequencies.

Figure C.8: Frequency spectrum as a result of a discrete Fourier transform of the NI-

VACS data set for channel FWD3. Spectrum is normalized to unity in order to show

relative magnitudes of the respective frequencies.
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Figure C.9: Frequency spectrum as a result of a discrete Fourier transform of the LER-

ALL data set for channel FWD2. Spectrum is normalized to unity in order to show

relative magnitudes of the respective frequencies.

Figure C.10: Frequency spectrum as a result of a discrete Fourier transform of the LER-

ALL data set for channel FWD3. Spectrum is normalized to unity in order to show

relative magnitudes of the respective frequencies.



Appendix D

Additional figures for the

beam-gas and Touschek study

In this appendix, we provide additional figures for the channels FWD2 and FWD3 for the

combined measurement of beam-gas and Touschek backgrounds presented in Chapter 9.

Figures D.1 (FWD2) and D.2 (FWD3) show the final fits using the most-predictive CCG

for the size sweep scans in the HER (left) and the LER (right) (see Section 9.3).
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Figure D.1: Fit of the combined parameterization of beam-gas and Touschek backgrounds

given by Equation 9.5 to data obtained in size-sweep scans for the HER (left) and the

LER (right) for channel FWD2. Shapes reflect different beam currents, whereas colors

indicate vertical beam sizes. Uncertainties on the data are solely statistical; uncertainties

on the parameters are adopted from the fit.
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given by Equation 9.5 to data obtained in size-sweep scans for the HER (left) and the

LER (right) for channel FWD3. Shapes reflect different beam currents, whereas colors

indicate vertical beam sizes. Uncertainties on the data are solely statistical; uncertainties

on the parameters are adopted from the fit.
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