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Zusammenfassung

Die vorliegende Arbeit entstand im Rahmen einer internationalen Kollaboration zwi-
schen Kernfusions-Forschungseinrichtungen und Universitäten, die im „Helmholtz
Virtual Institute: Plasma Dynamical Processes and Turbulence Studies using Advanced
Microwave Diagnostics“ organisiert war. Das Ziel der Kollaboration bestand darin, das
Verständnis über Transportmechanismen durch Plasmaturbulenzen zu erweitern sowie
neue mikrowellenbasierte Diagnostikinstrumente für die Messung von Plasmaturbu-
lenzen zu erforschen.

Turbulenzen in einem magnetisch eingeschlossenen Plasma werden durch radia-
le Gradienten der Plasmatemperatur und Plasmadichte verursacht. Sie sind für den
Teilchen- und Wärmetransport aus dem Plasmakern nach außen zur Plasmawand ver-
antwortlich und beschränken dadurch die Energieeinschlusszeit. Eine möglichst lange
Energieeinschlusszeit ist für eine ökonomische und e�ziente Realisierung eines Kern-
fusionsreaktors allerdings notwendig. Um diese zu erreichen, müssen die Prozesse und
Bedingungen, welche zu einer Reduzierung der Plasmaturbulenzen führen, verstanden
werden.

Zur Messung von Plasmaturbulenzen werden ein komplexer Versuchsaufbau sowie
verlässliche diagnostische Instrumente benötigt, welche den rauen Umgebungsbedin-
gungen in einem Fusionsexperiment standhalten müssen. Das Design und die Realisie-
rung der Strahlformungseinheit eines solchen diagnostischen Instrumentes, welches
mit elektromagnetischen Wellen im Millimeterwellenbereich arbeitet, ist Thema dieser
Arbeit.

Plasmaturbulenzen können mittels Doppler Re�ektometrie gemessen und unter-
sucht werden. Das Frontend des in Betracht gezogenen Doppler Re�ektometers zur
Untersuchung von Plasmaturbulenzen soll einen de�nierten Gaußstrahl im Millimeter-
wellenbereich formen und schwenken. Aufgrund des begrenzten Installationsraumes
innerhalb des Gefäßes und den Umgebungsbedingungen in der Nähe des Plasmas ist
das einzig realisierbare Antennenkonzept eine phasengesteuerte Gruppenantenne die
im Wesentlichen aus Metall gefertigt ist.

Diese Arbeit beinhaltet das Design und die Realisierung einer phasengesteuerten
Gruppenantenne, welche einen de�nierten Gaußstrahl im W -band von 75 GHz bis
105 GHz formt und schwenkt. Der Gaußstrahl benötigt einen frequenzunabhängigen
Amplitudenbelag und einen frequenzabhängigen Phasenbelag auf der Apertur. Alle
individuellen Komponenten des Speisenetzwerkes, die zu der gewünschten Aperturbele-
gung führen, werden beschrieben. Prototypen der individuellen Komponenten werden
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vorgestellt und diskutiert. Das Schwenken des Gaußstrahles wird durch aktiv gesteuerte
Phasenschieber ermöglicht. Das abgestrahlte Feld der Gruppenantenne wird auf Basis
des Spektrums ebener Wellen des Apterturfeldes berechnet. Der dadurch ermittelte
Gaußstrahl für die berechnete Aperturbelegung wird mit Vollwellensimulationen der
gesamten Antennengeometrie verglichen.

Die wesentlichen Beiträge dieser Arbeit umfassen eine breitbandige Koppelstruktur,
einen Phasenschieber in WR10 Rechteckhohlleiter-Technologie, sowie die Gesamtar-
chitektur der phasengesteuerten Gruppenantenne.

Die Koppelstruktur stellt den Amplitudenbelag der Gruppenantenne ein, wobei die
realisierten Prototypen einen nahezu frequenzunabhängigen Teilungsfaktor (Koppel-
faktor) von 75 GHz bis 110 GHz sowie eine Anpassung besser −20 dB aufweisen. Die
Konstruktion der Koppelstruktur besteht aus zwei Teilen: einer Passung im WR10
Split-Block sowie einem Einsteckteil. Das Einsteckteil kann mittels Laserschneiden
oder Drahterosion gefertigt werden. Mit den drahterodierten Einsteckteilen wurden
die Teilungsfaktoren (−14.6 ± 0.5) dB, (−21.7 ± 0.5) dB, und (−30.9 ± 0.9) dB realisiert.
Die gewünschten und realisierten Teilungsfaktoren haben hier eine Abweichung von
0.1 dB.

Der Phasenschieber nutzt einen Hybrid-Koppler, um die Re�ektion von zwei Kurz-
schlussschiebern in eine Transmission mit variabler elektrischer Länge zu wandeln. Der
Kurzschlussschieber richtet sich innerhalb des WR10 Hohlleiters selber aus, wodurch
unerwünschte Kontakte mit den Hohlleiterwänden verhindert werden. Die Abwei-
chung der re�ektierten Phase von 10 zufällig gewählten Prototyp-Kurzschlussschiebern
ist kleiner 1°. Der Hybrid-Koppler ist als Branch-Guide Koppler ausgelegt. Die Ein-
fügedämpfung des Phasenschiebers beträgt 0.2 dB bis 0.4 dB und die Anpassung ist
besser −25 dB im Frequenzbereich von 80 GHz bis 105 GHz. Der theoretische und der
realisierte Phasenversatz unterscheiden sich im Bereich 8° bis −6° für Frequenzen von
75 GHz bis 105 GHz bei drei Kurzschlussschieberpositionen 0.467 mm, 0.982 mm, und
1.507 mm.

Die Gesamtarchitektur der phasengesteuerten Gruppenantenne ermöglicht die In-
stallation im ASDEX Upgrade Tokamak. Die Gruppenantenne besteht aus 39 Re�ektor-
Einzelstrahlern, welche den Gaußstrahl formen. Die Einzelstrahler sind mit einem
fünf-lagigen Split-Block Speisenetzwerk verbunden. Das Schwenken des Gaußstrahls
wird durch zwei Piezo-Aktoren ermöglicht, wobei eine Frequenzabhängigkeit der Ab-
strahlrichtung unterdrückt wird. Der aus Vollwellensimulationen der gesamten Grup-
penantenne ermittelte Gaußstrahl hat eine Strahltaille, die um 5% bis 10% kleiner ist als
die gewünschte Strahltaille. Die Nebenkeulen sind bei Querabstrahlung unter −25 dB.
Der Eingangsre�ektionsfaktor der Gruppenantenne ist unterhalb von −20 dB, was für
einen monostatischen Aufbau des Doppler Re�ektometers vorteilhaft ist.
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This thesis evolved as part of an international collaboration of nuclear fusion research
centers and universities in the framework of the “Helmholtz Virtual Institute” on
“Plasma Dynamical Processes and Turbulence Studies using Advanced Microwave Diag-
nostics”. The aims of this cooperation were to advance the understanding of turbulent
transport in thermo-nuclear fusion experiments and to establish new microwave-based
diagnostic instruments for plasma turbulence measurements.

Turbulence in a magnetically con�ned plasma is driven by radial gradients in plasma
density and temperature. Turbulence is responsible for particle and heat transport from
the plasma core to the plasma edge and, thereby, limiting the energy con�nement time.
Extending the energy con�nement time, however, is important for an economical and
e�cient realization of nuclear fusion reactors. Towards the achievement of this goal,
it is essential to understand the processes and conditions that lead to a suppressed
turbulence level.

Measuring plasma turbulence is not a trivial task. It requires a sophisticated experi-
mental setup and reliable diagnostic instruments that survive in the harsh environment
inside the nuclear fusion experiment. The design and realization of the transceiver part
of such a diagnostic instrument working with electromagnetic waves in the millimeter-
wave regime is the scope of this thesis.

Plasma turbulence can be measured and investigated by Doppler re�ectometry. The
front-end of the considered Doppler re�ectometer for plasma turbulence studies is
intended to shape and steer a well de�ned Gaussian beam in the millimeter-wave region.
Due to limited space at the installation location inside the vessel and the environmental
conditions near the plasma, the only reasonable antenna concept is a phased array
antenna built predominately from metal.

This thesis focuses on the design and realization of a phased array antenna that shapes
and steers a well de�ned Gaussian beam in the W -band from 75 GHz to 105 GHz. The
desired Gaussian beam requires a frequency invariant amplitude taper and a frequency
dependent phase taper. All individual feed components that lead to the desired aperture
�eld distribution are presented, prototyped, and discussed. Steering the beam is enabled
by actively controlled re�ection-type phase shifters. The computation of the radiated
beam follows from evaluating the plane wave spectrum of the aperture �eld. The
theoretically predicted Gaussian beam shape for the derived array taper is compared to
full-wave simulations of the whole antenna geometry.

The major accomplishments of this work are a full-band coupling structure and a
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phase shifter in WR10 rectangular hollow waveguide technology as well as the overall
architecture of the phased array antenna.

The coupling structure controls the amplitude taper of the phased array antenna,
where the realized prototype coupling structures have an almost frequency invariant
power division ratio from 75 GHz to 110 GHz with a matching better than −20 dB. The
construction consists of two-pieces: a �xture in a WR10 split-block and an insert.
The insert is either manufactured by laser-cutting or wire-erosion. With the wire-
eroded inserts, the realized division ratios are (−14.6 ± 0.5) dB, (−21.7 ± 0.5) dB, and
(−30.9 ± 0.9) dB. Here, the desired and realized coupling factors di�er by about 0.1 dB.

The re�ection-type phase shifter employs a hybrid-junction that transforms the
re�ection of a sliding short into a transmission with variable electrical length. The
sliding short is self-aligning within the WR10-waveguide to avoid any undesired wall
contact. The re�ection phase of 10 randomly selected prototype sliding shorts di�ers
by less than 1°. The hybrid-junction is realized as a branch-guide coupler. The insertion
loss of the phase-shifter is between 0.2 dB to 0.4 dB and the matching is better than
−25 dB in the frequency range from 80 GHz to 105 GHz. The theoretical and the realized
phase shift di�er by 8° and −6° in the frequency range from 75 GHz to 105 GHz for the
three sliding short positions 0.467 mm, 0.982 mm, and 1.507 mm.

The overall architecture of the phased array antenna enables its installation in
the available space within the ASDEX Upgrade tokamak. The array is composed of
39 individual radiating re�ector elements that shape the Gaussian beam. They are
connected to a �ve layer split-block feed network. Steering of the Gaussian beam is
possible by two Piezo actuators in a true time-delay fashion. The predicted Gaussian
beam from full-wave simulations of the whole phased array antenna has a beam waist
radius that is about 5% to 10% smaller than the desired beam waist radius. The side-lobe
level is below −25 dB for broadside radiation. The input re�ection of the phased array
antenna is below −20 dB, which is important in a mono-static Doppler re�ectometry
arrangement.
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%in VA input power
%ℓ VA dissipated power of the TE10-mode
%rad VA radiated power
%rem VA remaining power at the end of the feed network
@ As electric charge
A,K,Q spherical coordinates
r m coordinates in space
r ′= m position of the radiating element
rt m coordinates transverse to the propagation direction
' m radius of curvature
'b m incident beam radius of curvature
'c m cut-o� layer radius of curvature
'B VA−1 surface resistivity
'G m radius of curvature in the GI-plane
'̃a
G m radius of curvature at array aperture for F̃0G
'̄a
G m radius of curvature at array aperture for Ī′G
'~ m radius of curvature in the ~I-plane
'z m surface roughness
B8 9 1 scattering parameter from port 9 to port 8
C s time
Ccomp transmission coe�cient of a compensation line
tanXe dielectric loss-tangent
tanXm magnetic loss-tangent
)e K electron temperature
D auxiliary variable
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Dc proportionality constant
u= surface unit normal
u= propagation direction of a plane wave
uA unit vector between source and observation point
v ms−1 velocity
ve ms−1 mean electron velocity
vf ms−1 mean velocity of the �uctuating cut-o� layer
Er ms−1 velocity of the �uctuation radial to H0
Ep ms−1 phase velocity
E⊥ ms−1 velocity of the �uctuation perpendicular to H0
E ‖ ms−1 velocity of the �uctuation parallel to H0
F m beam radius along the propagation axis
F0 m beam waist radius
F0G m beam waist radius in the GI-plane
F̃0G m wavelength-dependent beam waist radius
F̄0G m beam waist radius for Ī′G
Fd

0G m beam waist radius at the design frequency
F0~ m beam waist radius in the ~I-plane
Fopt m optimum beam waist radius
FG m beam radius in the GI-plane
Fa
G m beam radius at the array aperture

F~ m beam radius in the ~I-plane
G,~, I Cartesian coordinate system
- VA−1 reactance in the equivalent circuit
~c, Ic m coordinates of a point on the re�ector contour
.< 1 Bessel function of the second kind
I m position observation plane
I′, I′G , I

′
~ m abbreviation for the Gaussian beam I-variation

I0 m position of the source plane
I0G m focal plan position of the beam in the GI-plane
I0~ m focal plan position of the beam in the ~I-plane
IA m Rayleigh length
IAG m Rayleigh length of the beam in the GI-plane
IA~ m Rayleigh length of the beam in the ~I-plane
I′G

d m focal distance from aperture at the design frequency
Ĩ′G m focal distance from aperture for F̃0G
Ī′G m focal distance from aperture
/ VA−1 wave impedance
/w VA−1 characteristic impedance of the waveguide
/s VA−1 characteristic impedance of the quarter-wave section
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Notation

Symbol Description

j imaginary unit
G scalar
^ vector
uG unit vectors of G
5 nabla operator
52 Laplace operator
5t transverse nabla operator
5G gradient of G
5 · ^ divergence of ^
5 × ^ curl of ^
Re {G} real component of G
Im {G} imaginary component of G
|G | magnitude of G
arg (G) argument of G



1 Introduction

1.1 Nuclear Fusion

Nuclear fusion is the process in which light atomic nuclei are combined to form heavier
elements. In this process, energy is released due to the larger nuclear binding energy
of heavier elements (required to separate the elements again) that is released in their
fusion. For a fusion to occur, the reaction partners require a kinetic energy that is large
enough to overcome the repelling Coulomb force acting on the equally charged ions
and, thus, eventually leading to an attraction by nuclear forces. In 1939, this process
has been identi�ed to be the energy source of the sun [Bet39]. Since then, considerable
e�ort has been made to enable a controlled nuclear fusion on earth.

In the sun, energy is created in a rather slow reaction scheme with a weak interaction
(low probability of a fusion) between the reaction partners [HG13]. On earth, nuclear
fusion of Deuterium (2D) and Tritium (3T) as

2D + 3T −−−→ 4He[3.5 MeV] + 1n[14.1 MeV], (1.1)

is envisaged because it has the highest probability to overcome the Coulomb barrier
at lower plasma temperatures and densities [Str11]. The total energy that is released
in the reaction (1.1) is 17.6 MeV. It is released in the form of a larger kinetic energy
of the fusion products (values in brackets), which is distributed inversely to the ele-
ment mass. The temperatures required to overcome the Coulomb forces are on the
order of 108 K. At these temperatures, the reaction partners are in the fully ionized
plasma state [HG13]. Most nuclear fusion plasma experiments investigate Deuterium
plasma without Tritium due to the radioactivity of Tritium (12 years half life). Even
though Deuterium-Deuterium reaction schemes have a fusion cross section almost two
orders of magnitude lower than that of Deuterium-Tritium, physics experiments of
Deuterium-Deuterium plasma still allow valuable physics and engineering insights into
con�ned plasma without the costs and infrastructure overhead due to the reactivity of
Tritium [Str11].

To heat the fusion partners up to temperatures required for their fusion (approxi-
mately 108 K), they should not contact with any other matter that would absorb energy.
In order to minimize lost energy due to radiation from heavier atoms, the plasma is
kept in a vacuum. The reaction partners are magnetically con�ned inside this vessel,
preventing them from touching the surrounding walls. The magnetic con�nement is
realized by a strong and static magnetic �eld H on the order of several T, which causes
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the Lorentz force L = @ (v × H) acting on accelerated electric charges @ that move with
velocity v. The strong magnetic �eld causes the charges to gyrate around the magnetic
�eld lines with their cyclotron frequency. The velocity vector parallel to the magnetic
�eld line is not a�ected by the static magnetic �eld. Consequently, electric charges are
not accelerated in this direction and, thus, are bound to the static magnetic �eld lines.

Most promising magnetic con�nement devices are the tokamak and the stellara-
tor [Str11]. Both devices form a torus geometry, with the static magnetic �eld being
toroidal and twisted in poloidal direction. The magnetic �eld lines form closed surfaces,
so-called �ux surfaces. On these surfaces, temperature and density of both, electrons
and ions, can be assumed constant. Thus, an equilibrium or force-balanced state exists
between the plasma pressure and the external magnetic �eld [HG13]. The outermost
closed �ux surface is called separatrix. Magnetic �eld lines beyond the separatrix are in
contact with the vessel walls which stops and absorbs the �ux surface. At the intersec-
tion with the vessel wall, particles and, thus, energy leave the plasma and eventually
are absorbed by the walls [HG13]. The tokamak realizes the toroidal magnetic �eld
component by poloidal coils arranged in a torus geometry. The poloidal magnetic
�eld is realized by an electric current that �ows through the plasma along the toroidal
axis. This plasma current itself is induced in the plasma, which requires an increasing
external current in a coil. As the rise duration cannot extend to in�nity, tokamak
devices operate in a pulsed mode with a pulse duration on the order of a few seconds
up to several minutes. The stellarator, on the other hand, generates both magnetic
�eld components solely by means of poloidal coils. These coils are individually shaped
such that they realize the desired magnetic �eld con�guration. Continuous operation
is possible when using super-conductive coils. However, these custom-made coils are
more challenging to realize. For this thesis, only two tokamak devices will be discussed
in more detail. These are the ASDEX Upgrade tokamak in Garching, Germany and the
Tokamak à Con�guration Variable in Lausanne, Switzerland.

To realize temperatures that are required for a thermo-nuclear fusion, the reactants
may be heated by four mechanisms. Ohmic heating due to Ohmic losses of the plasma
current, ion- and electron cyclotron heating where the charge carriers are accelerated
by an electromagnetic �eld that is in-phase with their cyclotron frequency, neutral
beam injection increasing the kinetic energy of particles by collisions with injected
high-energetic particles, and heating by the released energy from fusion products.
The �rst three heating methods are used for plasma formation and for continuous
heating in experiments as the reaction rate of fusion of Deuterium at current plasma
experiments is too small to produce enough energy. The released kinetic energy of
the 3He isotope from Deuterium-Deuterium plasma can be converted directly and is
considered as an advanced reaction for a continuous burning of the plasma in future
fusion reactors [HG13].

In both con�nement devices, the tokamak and the stellarator, the static magnetic �eld
and the vacuum have to be within a �nite volume. This leads to gradients in plasma
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pressure and, thus, in electron and ion temperature and density. Due to the geometry
of the �ux surfaces, these gradients are directed radially outward of the plasma torus,
i.e., from the plasma core to its edge [HG13]. There are three loss mechanisms that cool
the plasma and reduce the con�ned energy: impurity radiation, the radiation of energy
(e.g., cyclotron radiation), and the particle or heat transport perpendicular to the �ux
surfaces which leave the con�ned plasma. In the neoclassical theory, particle and heat
transport perpendicular to the �ux surfaces is driven by collisions of particles [HG13].
All three components make up the total energy and particle transport.

In experiments, however, the heat and particle transport exceeds the classical neoclas-
sical prediction by two orders of magnitude [HG13]. Neither of the before-mentioned
mechanisms could explain this e�ect. It is now widely accepted that this anomalous
particle and energy transport in magnetically con�ned plasma is due to small-scale
turbulence. These small-scale turbulences are microscopic random �uctuations in
particle density, temperature, potential, and the magnetic �eld. They are driven by the
radial gradients in electron and ion temperatures and densities [Con08]. Turbulences
transport energy and particles (heat) from the plasma core to the plasma edge, where it
is dissipated. By this means, small-scale turbulences are cooling the plasma [Con08].

For a self-sustained burning of the plasma, the plasma temperature has to be kept
at a level that enables a fusion. This requires the released energy from the fusion
reaction to be larger as compared to the energy lost due to di�usion and radiation.
The energy con�nement time (i.e., energy content per unit volume divided by the
power loss density) is, therefore, a key parameter to be optimized for an economical
realization of fusion reactors. A longer energy con�nement time can be realized by
a larger plasma volume, stronger magnetic �elds (both increasing building costs of a
fusion reactor) or through an operation in a plasma mode with improved con�nement
properties [Str11]. In 1982 a plasma mode with a transport barrier at the plasma edge
has been observed in ASDEX Upgrade tokamak (AUG) [WBB+82]. In this mode, the
turbulence level is reduced and the energy con�nement is consequently improved. As
the main loss mechanism in a plasma are small-scale turbulences, understanding the
transport mechanisms and processes that lead to the formation of a transport barrier is
essential.

1.2 Plasma Turbulence Studies

To improve the understanding and increase knowledge, theories always have to be
compared with and validated by experiments. The parameters of interest in turbulence
studies, however, are not easy to measure as they are time-dependent and small-scale
quantities. They require su�cient spatial and temporal resolution. Direct contact with
the plasma for measurement purposes must be avoided, as it directly in�uences the
plasma. Micorwave-based diagnostics enable a contact-less measurement of plasma
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parameters. They are widely used for plasma control and investigation. Diagnos-
tic concepts based on microwaves measure the in�uences on the propagation of an
electromagnetic wave in a plasma.

If the frequency of the probing electromagnetic wave is not at a plasma cut-o�
frequency, it can penetrate through the plasma. The presence of electrons, however,
in�uences the propagation constant of the wave. Interferometry utilizes this e�ect
and measures plasma density pro�les based on the phase di�erence between a wave
propagating through the plasma and a wave propagating through vacuum. It delivers a
line-integral information about the plasma density. Therefore, accessing local density
and temperature e�ects are not possible with multiple lines of sight.

If the frequency of the probing electromagnetic wave is at a cut-o� frequency of the
plasma, it cannot propagate any further. In case the wave propagates parallel to the
electron density gradient, it is re�ected at the cut-o� layer. Conventional re�ectometry
utilizes this e�ect and measures the delay time of a wave traveling towards the plasma
cut-o� layer and back, yielding information at the cut-o� layer radial location such
as �uctuations. However, this measurement is locally limited and is not able to �lter
di�erent turbulence sizes. For an oblique incident angle of the electromagnetic wave
towards the electron density gradient, the wave is gradually refracted and eventually
scattered by Bragg scattering at the �uctuating cut-o� layer. Doppler re�ectometry
utilizes this e�ect and, thus, enables a good spatial as well as temporal resolution of
plasma turbulences.

To experimentally measure the plasma turbulence, a Gaussian beam can be radiated
into the plasma with the focal plane overlapping with the plasma cut-o� layer. If
this is accomplished, the modulations of the plasma cut-o� layer result in a Bragg
back-scattered beam. This back-scattered beam contains the information about the
turbulence intensity and relative velocity. The actual plasma con�guration has a strong
in�uence on the measured quantities. To correctly interpret the measured data, the true
scattering location and the beam propagation path need to be known. To accomplish
this, the avenue pursued at the “Helmholtz Virtual Institute” is to compare gyro-kinetic
plasma simulations with experimental plasma discharges [SNC+15]. This is, synthetic
diagnostic instruments are used in the simulation and the data is compared with the
measured quantities of a real diagnostic instrument.

An experimental Doppler re�ectometer consists of a data acquisition unit and a
front-end. The data acquisition unit emits the probing signal and measures the returned
spectrum. The front-end shapes and steers the desired probing beam.

1.3 Scope of this Thesis

This thesis focuses on the design and realization of a Gaussian beam shaping and
steering front-end for Doppler re�ectometry in the ASDEX Upgrade tokamak. The
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desired operational frequencies are from 75 GHz to 105 GHz. For optimal performance
of the Doppler re�ectometer, the beam waist should only be a few wavelength large
and coincide with the plasma cut-o� layer. As the transversal beam shape spreads for
larger distances from the focal plane, the antenna needs to be fairly close to the plasma
in order to reduce the antenna aperture dimension.

However, the close proximity to the plasma requires that it is in-vessel and must,
therefore, sustain the environmental conditions. In particular, the strongest environ-
mental restrictions follow from the ultra-high vacuum, the neutron radiation, and
the strong static magnetic �eld strength. Due to the ultra-high vacuum only non-
out-gassing metals can be used, which sustain bake-out temperatures up to 160 °C.
Neutron radiation further restricts the materials to those which are not activated by
strong neutron radiation. Lastly, the static magnetic �eld rules out all materials that are
magnetic. These materials would perturb the static magnetic �eld causing �eld errors.

In addition to the environmental issues, the in-vessel installation space as well as
the vacuum interfaces (ports between ex-vessel and in-vessel) are limited in AUG.
The space constrains require the antenna to be reasonably compact and �t into the
provided installation space (maximum aperture size roughly 90 mm by 120 mm). The
limited number and size of vacuum interfaces restrict the connecting waveguides in
size. Preferably, the front-end is composed of a mono-static antenna since it halves the
installation space as compared to a bi-static setup.

Apart from the environmental and space constrains, the front-end has to radiate a
well de�ned Gaussian beam. This beam needs to be steered with reasonable speed and
angular precision.

The requirements described above are best achieved with an all metal construction
which has a minimal number of moving parts. The latter is to increase reliability and
device life-time. Moreover, given the small installation space and the requirement
to steer the beam, the only suitable antenna concept is a phased array antenna. In
the framework of the “Helmholtz Virtual Institute”, two phased array antennas with
di�erent beam steering approaches are investigated: beam steering by waveguide
dispersion with a frequency-dependent steering angle and beam steering by actively
controlled phase shifters with a frequency-independent steering angle. The latter is
the subject of this thesis.

Thus, the scope of this thesis is the design and realization of a Gaussian beam
steering phased array antenna with actively controlled phase shifters and a frequency-
independent steering angle. The thesis covers the array taper that is necessary to radiate
the desired Gaussian beam, the individual elements of the feed network that generate
this array taper, and �nally the complete phased array antenna as a composition of the
individual elements.
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1.4 Outline of this Thesis

In Chapter 2, the fundamental concepts are discussed. Starting from Maxwell’s equa-
tions and the plane wave solution, the �eld in a transverse plane is represented by a set
of plane waves. From this plane wave spectrum follows the Gaussian beam description.
Guided waves in a rectangular hollow waveguide as well as in a radial parallel plate
waveguide are discussed. The electromagnetic wave propagation in a magnetized
plasma wraps up this chapter.

The subsequent Chapter 3, covers the measurement principle of Doppler re�ectome-
try and the design goals for the Gaussian beam on ASDEX Upgrade tokamak. Phased
array antennas are brie�y discussed as an antenna architecture to synthesize a certain
aperture distribution with the ability to steer the radiated beam. The end of this chapter
comprises the aperture �eld synthesis to radiate a certain Gaussian beam from a phased
array antenna. The in�uences from the sampling element, their �nite number, as well
as amplitude and phase errors of the array taper are investigated. Suitable radiating el-
ements and the consideration of their mutual coupling are discussed. The chapter ends
with the derivation of an array taper for a Gaussian beam with a wavelength-dependent
beam waist and an array taper for a Gaussian beam with a frequency-independent focal
length.

In Chapter 4, the individual components of the feed-network for the phased array
antenna are presented. Each component is described by a fundamental model. The
functionality of the design is supported by simulations and measurements of prototypes.
The following components are covered: a coupling structure or power divider that
controls the aperture amplitude taper, a variable phase shifter for beam steering, an
invariable phase shifter for the correct phase taper, a waveguide load to terminate the
feed-network, a split-block transition to enable a multilayer network, and, �nally, the
radiating element as a parallel plate re�ector.

In the last Chapter 5, the system design is presented which connects the previously
presented components of the whole phased array antenna. Here, the phased array
antenna is divided into four parts. These are the periodic and the central element
in the serial feed chain, the phase-equalizing waveguide section, and the focusing
section. The �rst two parts, the periodic and the central element in the serial feed
chain, control the amplitude taper and contain the variable phase shifters. The third
part, the phase-equalizing waveguide sections, cancel or omit any frequency steering
of the radiated beam. Finally, the focusing section realizes the frequency-dependent
phase taper. The dimensions of the individual components and how to obtain theses
dimensions is prescribed. A waveguide model as well as the manufacturing model of
the phased array antenna are also presented. The chapter closes by showing bench-
marking simulation results of the realized array taper and the radiated beam from the
whole phased array antenna. The manufacturing of the phased array antenna is still
ongoing. Measurement results will be published elsewhere.



2 Fundamental Concepts

2.1 Electromagnetic Fields

In the presence of an electromagnetic �eld, the Coulomb force and the Lorentz force
according to [Jac99]

F = @ (E + v ×B) , (2.1)

act on a charge @, where the time-varying electric �eld is denoted as E(r, C), the motion
of the charge as v (r, C) and the magnetic �ux density as B(r, C). An accelerated charge
can in turn be the source of a time-varying electromagnetic �eld. These �elds are not
locally bound to the charge, but rather propagate in free-space with the speed of light
c0 = 1/√`0Y0 = 2.997 . . . × 108 ms−1 away from the source. The free-space permeabil-
ity is real valued and de�ned as `0 = 4π × 10−7 VsA−1m−1, and the free-space permit-
tivity follows from the vacuum speed of light as Y0 = 8.854 . . . × 10−12 AsV−1m−1.

2.1.1 Maxwell’s Equations

The propagation of time-varying electromagnetic �elds and their interaction with
macroscopic matter are comprehensively described by Maxwell’s equations [Jac99].
Macroscopic means here that the interaction with charge carriers is averaged over a
volume. Maxwell connected Faraday’s law of induction, Ampère’s circuital law, and
Gauss’ law (electric �ux lines ending on a electric charge) by introducing the electric
displacement current. Together with the observation that magnetic �ux lines are closed
contours (no magnetic monopole charge has been found, yet [Jac99; Poz11]), they form
the basis of classical electrodynamics. In di�erential form and in the SI system of units,
the Maxwell’s equations are [Har01; Jac99]

5 × E = − mB
mC
, (2.2)

5 ×H =
mD

mC
+J, (2.3)

5 ·D = de, (2.4)
5 ·B = 0. (2.5)

The electric �eld and the magnetic �eld are denoted as E(r, C) and H (r, C), respectively.
The electric current density is J (r, C) with the corresponding electric charge density



8 2 Fundamental Concepts

de (r , C). The electric �ux density is denoted as D(r, C) and the magnetic �ux density
is denoted as B(r, C). All �eld quantities are functions of an observation point in
Cartesian coordinates r = GuG + ~u~ + IuI and time C .

Taking the divergence of (2.3) with 5 · 5 ×H = 0 and inserting (2.4) yields the
continuity equation in di�erential form (i.e., conservation of charge) [Poz11]

5 ·J = − mde
mC
. (2.6)

Whenever an electric current density �ows out of a volume, the number of electric
charges in this volume changes accordingly. Thus, the number of charges is conserved.

When considering only time-harmonic �elds with angular frequency l and a time
dependency cos (lC) in a time-invariant medium or space, the time-varying �eldF (r , C)
(script letter) can be represented by the complex-valued phasor L (r, l) (roman letter)
and the relation [Poz11]

F = Re
{
L ejlC

}
= Re

{
|L |ejQejlC

}
. (2.7)

The phasor L represents the magnitude and phase as L = |L |ejQ of any vector compo-
nent of the �eld F = |L | cos (lC +Q). The time derivative of the time-harmonic �eld
is

mL

mC
= Re

{
jlL ejlC

}
. (2.8)

Consequently, the time-harmonic Maxwell’s equations are [Har01; Jin15]

5 × K = −jlH, (2.9)
5 × N = jlJ + P , (2.10)
5 · J = de, (2.11)
5 · H = 0. (2.12)

If not explicitly stated, throughout this thesis, the time dependency ejlC is assumed
and suppressed. The instantaneous �eld can be obtained with the relation (2.7).

2.1.2 Constitutive Relations

The in�uence of the medium on the �elds is linked to Maxwell’s equations by the
so-called constitutive relations. For many electromagnetic problems, a couple of as-
sumptions can be made regarding the medium. In particular, the medium can be
assumed homogeneous, isotropic, non-dispersive, and linear (linear dependency be-
tween �eld and �ux). As a consequence, it can be speci�ed by scalar material constants.
These are the permittivity Y, the permeability `, and the electric conductivity ^. The
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material constants Y, `, and ^ are a macroscopic representation of the interaction of
electromagnetic �elds with the charge carriers in a certain material or medium [Kit68].
They link the electric and magnetic �elds with their �ux or current densities according
to [Har01]

J = Y0K + Y0jeK = YK , (2.13)
H = `0N + `0jmN = `N , (2.14)
P = ^K + Pi . (2.15)

The permittivity Y of a medium is due to the electric polarization of atoms or molecules
aligning with an external electric �eld (bound electrons in a medium). It depends on
the complex electric susceptibility je leading to an additional electric �ux density in
the medium of Y0jeK . The permeability ` is a�ected similarly by the magnetization of
the medium (alignment of atoms/molecules and their magnetic dipole moment with an
external magnetic �eld). It depends on the complex magnetic susceptibility jm leading
to an additional magnetic �ux density in the medium of `0jmN . The electric current
density P is composed of a conducting current density, which is dependent on the
conductivity ^ of a medium and the applied electric �eld, and an impressed electric
current density Pi, which is regarded as a source of electromagnetic �elds.

From (2.10), the conduction current of (2.15) (of a dielectric material) may be included
in the permittivity of the material to form a single material parameter as [Poz11]

Y = Y ′ − jY ′′ = Y0 (1 + je) − j ^
l

= Y0Yr (1 − j tanXe) , (2.16)

where Yr = Y ′/Y0 is the real-valued relative dielectric constant and the complex part is
modeled by the dielectric loss-tangent

tanXe =
lY ′′ + ^
lY ′

. (2.17)

In a similar manner, the permeability may be represented as [Poz11]

` = ` ′ − j` ′′ = `0`r (1 − j tanXm) , (2.18)

with the real-valued relative permeability `r = ` ′/`0 and the magnetic loss-tangent

tanXm =
` ′′

` ′
. (2.19)

For non-homogeneous materials, the material parameters depend on the spatial position.
For non-isotropic materials such as crystals, the material parameters depend on the
orientation of the �eld and would be tensors. For non-linear materials, �eld and �ux
have no linear dependence and the permittivity and permeability can by represented
by a Taylor series.
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2.1.3 Boundary Conditions

At discontinuities of a medium, boundary conditions are valid that link the �elds
from medium 1 to that of medium 2. These boundary conditions can be derived from
Maxwell’s equations in integral form. Considering only electric charge and current
densities, the boundary conditions at the interface between two media are [Jin15; Poz11]

u= × (N2 − N1) = Ps, (2.20)
u= × (K2 − K1) = 0, (2.21)
u= · (H2 − H1) = 0, (2.22)
u= · (J2 − J1) = de,s, (2.23)

where the subscripts 1 and 2 indicate the �eld and �ux in the respective medium at the
boundary. The impressed electric surface current density at the discontinuity is Ps with
the impressed surface charge density de,s. The unit vector u= is the surface normal
pointing from medium 1 to medium 2.

If no sources are present or supported by the medium, as is the case for a lossless
dielectric where no surface charges or currents are supported on the boundary, the
right-hand side of the above equations vanishes. As a consequence, the tangential
components of the �elds and the normal components of the �uxes have to be continuous
over the interface [Jin15; Poz11].

2.2 Plane Waves and Plane Wave Spectrum Representation

2.2.1 General Plane Wave Solution

The propagation of a time-harmonic �eld in a source-free, isotropic, homogeneous, time-
invariant, and linear space can be described by Maxwell’s curl equations (2.9) and (2.10).
Together with the constitutive relations from (2.13) and (2.14), these are [Poz11]

5 × K = −jl`N , (2.24)
5 × N = jlYK . (2.25)

Taking the curl of (2.24),

5 × (5 × K) = −jl` (5 × N ) (2.26)

follows. With 5 × (5 × ^ ) = 5 (5 · ^ ) − 52^ and the fact that 5 · K = 0 in the
source-free case, inserting (2.26) into (2.25) leads to the homogeneous vector Helmholtz
equation of the electric �eld [Poz11]

52K + l2`YK = 52K + :2K = 0, (2.27)
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with the wavenumber : de�ned as : = 2π/_ = l
√
`Y. By taking the curl of (2.25) and

advancing in similar steps, a vector Helmholtz equation of the magnetic �eld can be
derived. It equals (2.27), just that K is replaced by N [Poz11].

The vector Helmholtz equation can be solved by the method of separation of vari-
ables, where the partial di�erential equation of (2.27) reduces to the solution of three
ordinary di�erential equations [Poz11]. The Laplace operator 52 applies on every
vector component of K , such that a vector solution is found by the superposition of
solutions to the scalar Helmholtz equation for each vector component �8 , with 8 = G,~, I.
Together they must additionally ful�ll the divergence condition 5·K = 0 (and 5·N = 0),
to yield only source-free solutions. From the separation of variables and their individual
separation constants :G , :~ , and :I ful�lling the dispersion relation [Poz11]

:2 = :2
G + :2

~ + :2
I , (2.28)

a scalar solution to the Helmholtz equation can be found as [Poz11]

�pw,8 (r) = �̂8 (k) e−jk ·r , (2.29)

with the complex and constant (amplitude) coe�cient �̂8 , and the wave vector

k = :GuG + :~u~ + :IuI = :u=, (2.30)

with the propagation direction u= . A vector solution to the Helmholtz equation (2.27)
is composed of individual scalar solutions to (2.27) as [Ker76]

Kpw (r) = K̂ (k) e−jk ·r . (2.31)

The complex vector K̂ is constant and independent of the observation point r . It
describes the amplitude and phase of a single plane wave with the wave vector k .
For (2.31) to be a solution to (2.27) and, thus, the source-free Maxwell equations, also
the divergence criteria 5 · K = 0 (and 5 · N = 0) have to hold. From the identity
5 · (0^ ) = ^ · 50 + 0 5 · ^ , it follows [Poz11]

K̂ · 5e−jk ·r + e−jk ·r 5 · K̂ = K̂ · 5e−jk ·r = −jk · K̂e−jk ·r = 0. (2.32)

For (2.32) to be true for every observation point r , the divergence condition

k · K̂ = 0 (2.33)

must hold. In other words, the complex amplitude K̂ is perpendicular to the propagation
vector k (only transverse components). Its magnetic �eld follows from (2.24) as [Poz11]

Npw =
j
l`
5 × (K̂e−jk ·r ), (2.34)
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and with 5 × (0^ ) = (50) × ^ + 0 5 × ^ this yields [Poz11]

Npw =
−j
l`

K̂ ×
(
−jke−jk ·r

)
(2.35)

=
:

l`
u= × K̂e−jk ·r (2.36)

=
1
[
u= × K̂e−jk ·r . (2.37)

From (2.31) and (2.37), the ratio between electric and magnetic �eld is given by the
wave impedance [ =

√
`/Y. The magnetic �eld is in-phase and perpendicular to the

electric �eld. The amplitudes of the �elds are constant in the transverse plane and the
lines of constant amplitude are parallel to the lines of constant phase. This wave is
referred to as uniform plane wave [Ker76], where it is assumed that : , :G , :~ , and :I
are all real quantities.

2.2.2 Plane Wave Spectrum Representation

The propagation vector k of the general plane wave might be divided into its transverse
part kt and the component in I-direction :I . In this case, the dispersion relation
k · k = :2 = l2`Y yields

:I =
√
:2 − kt · kt, (2.38)

where the transverse wavenumber is kt = :GuG + :~u~ in the rectangular coordinate
system. The individual wavenumbers are positive real valued. For :2 > kt · kt, the
wavenumber :I is chosen positive real corresponding to a wave propagation in pos-
itive I-direction. For :2 < kt · kt, the wavenumber :I is chosen negative imaginary
corresponding to an attenuation of the wave in positive I-direction [Ker76].

A plane wave propagating in positive I-direction with a source at I → −∞ in the
form of (2.31) can be described in a plane perpendicular to the propagation direction
with I = const. as

Kpw (rt, I) = K̂pw (kt) e−j:IIe−jkt ·rt . (2.39)

The plane wave coe�cient K̂pw (kt) is the complex amplitude of the plane wave and
the exponential term e−j:II models the propagation in I-direction (dependent on :I ).
With the dispersion relation (2.38), the plane wave coe�cient is only dependent on the
transverse wavenumber kt.

A plane wave (2.39) evaluated at a plane I0 propagates in I-direction (with I > I0)
according to the propagator [Sie86]

e−j:I (I−I0) , (2.40)
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such that

Kpw (rt, I) = Kpw (rt, I0) e−j:I (I−I0) . (2.41)

Now, similar to the derivation in [Sie86], equation (2.39) serves as basis to expand the
electric �eld in the plane I = const. as an in�nite set of plane waves according to

K (rt, I) =
∞∬
−∞

K̂ (kt) e−j:IIe−jkt ·rt dkt . (2.42)

The former plane wave coe�cient is now a continuous function K̂ (kt) representing
all transverse wavenumbers. It is therefore speci�ed as a spectrum (the plane wave
spectrum) [Ker76; Orf16]. As K and K̂ are vectors, the integral relation holds for each
vector component independently. The inverse transform to the plane wave spectrum
representation (2.42) is [Sie86]

K̂ (kt) =
1

4π2

∞∬
−∞

K (rt, I) e+j:IIe+jkt ·rt drt . (2.43)

The plane wave spectrum is composed of an in�nite set of plane waves that are each
a solution of the Helmholtz equation. However, for the plane wave spectrum to be
a solution of Maxwell’s equation, the electric �eld also has to satisfy the divergence
condition from (2.32) as k · K̂ = 0. If the transverse electric �eld components K̂t or
in particular �̂G (kt) and �̂~ (kt) are chosen arbitrarily, the remaining electric and
magnetic �eld components follow accordingly. To ful�ll the divergence criterion for
any arbitrary transverse �eld, a correction term of the vector electric �eld in form of
the I-component is necessary [Orf16]

�̂I (kt) = −
kt · K̂t
:I

= −
:G �̂G (kt) + :~ �̂~ (kt)

:I
. (2.44)

In the following, the plane wave spectrum representation of the electric �eld is
employed to derive possible �eld solutions of propagating (and collimated) beams.

2.2.3 Propagation of the Plane Wave Spectrum

As a consequence of (2.41), the concept of the plane wave spectrum allows the propaga-
tion of the �eld from a source plane I0 with transverse coordinates r ′t to an observation
plane I with transverse coordinates rt for I > I0. In this case, the plane wave spectrum
in the source plane is given by (2.43) as

K̂ (kt) =
1

4π2

∞∬
−∞

K
(
r ′t , I0

)
e+j:II0 e+jkt ·r ′t dr ′t . (2.45)
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Inserting this expression in (2.42) to obtain the �eld in the observation plane, yields

K (rt, I) =
∞∬
−∞

K̂ (kt) e−j:IIe−jkt ·rt dkt

=
1

4π2

∞∬
−∞

K
(
r ′t , I0

) ∞∬
−∞

e−jkt ·(rt−r ′t)e−j:I (I−I0) dkt dr ′t .

(2.46)

In conclusion from (2.46), the propagation of a �eld from one perpendicular plane to
another is a convolution of the source �eld with a �lter function. Plane waves with
Im {:z} < 0 do not propagate in I-direction and, thus, are evanescent.

When de�ning only the transverse components of the source �eld denoted as Kt, the
plane wave spectrum follows from (2.45) as

K̂t (kt) =
1

4π2

∞∬
−∞

Kt
(
r ′t , I0

)
e+j:II0 e+jkt ·r ′t dr ′t (2.47)

and the inverse transform to obtain the transverse �eld components in the observation
plane is

Kt (rt, I) =
∞∬
−∞

K̂t (kt) e−j:I (I−I0)e−jkt ·rt dkt . (2.48)

The previous two integral pairs propagate the transverse �eld from a source plane I0
to the transverse �eld in an observation plane I. To ful�ll the divergence criterion and
yield a valid solution to Maxwell’s equations, as stated in the previous section, the
I-component of the electric �eld in the observation plane has to follow [Orf16]

�I (rt, I) =
∞∬
−∞

−kt · K̂t (kt)
:I

e−j:I (I−I0)e−jkt ·rt dkt . (2.49)

The electric �eld component �I scales with the ratio of the transverse wavenumber kt
to the wavenumber in propagation direction :I . For :I � |kt |, the �I component is
much smaller compared to the transverse �eld components Kt.

2.3 Gaussian Beams

Gaussian beams are one type of collimated beams. Those beams can be investigated by
the paraxial wave equation [Gol98] or by means of Fourier optics, which represents
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the electric �eld as a plane wave spectrum [Sie86]. In this thesis, the second avenue is
pursued. This is, the electric �eld in a source plane is related to the electric �eld in an
observation plane. The connection between both �elds are the two Fourier transforms
(2.46).

In the �rst step, a fundamental Gaussian beam with di�erent beam waist radii and
focal plane position in the GI- and ~I-planes is derived. This beam represents the
foundation for the design of the phased array antenna in this thesis. For a sketch of
the derived Gaussian beam, see Fig. 2.1. In the subsequent sections, limitations of the
Gaussian beam propagation, higher-order Gaussian beam modes, and Bessel beams
(another collimated beam) are brie�y described.

2.3.1 Paraxial Wave Propagation

Paraxial wave propagation describes the propagation of an electromagnetic wave (or
beam) along an axis of propagation under certain assumptions. The �eld is collimated
around this propagation axis. Due to the exponential decay with :G and :~ , most contri-
butions in the corresponding plane wave spectrum come from transverse wavenumbers
|kt | that are close to zero (small compared to the wavenumber :). Thus, the Fresnel or
paraxial approximation [MB93; Sch62] to (2.38) can be introduced according to

:z = :
√

1 − (kt · kt) /:2 ≈ : − (kt · kt) /(2:) + . . . (2.50)

as a binomial series expansion with neglect of the higher-order terms. This simpli�es
the analytical evaluation of the integral pairs in (2.46). The smaller the transverse
cross-section of the beam, the broader is its plane wave spectrum due to the Fourier
transform relation. Consequently, there are certain limits to the paraxial approximation
in (2.50), which are discussed in Section 2.3.3.

Collimated or focused beams have the property that their transverse �eld distri-
bution varies slowly as compared to its variation in propagation direction. As the
propagation of a �eld from one plane to another is described by two Fourier integrals
(2.45) and (2.46), a suitable transverse �eld distribution has to be isomorphic. Thus,
the transverse �eld distribution is replicated along the propagation axis [Sie86]. Func-
tions that ful�ll these conditions are for example the Gaussian and the Bessel function.
Further variation in the transverse direction might be introduced in the rectangular
coordinate system by Hermite polynomials, and in the polar coordinate system by
Laguerre polynomials [CP71; MB93].

Fundamental Gaussian beams are beams with the lowest beam divergence, which
means they remain collimated over the longest propagation distance [Gol98]. They
have a real-valued electric �eld distribution in the focal plane which is of Gaussian
shape and, thus, decay exponentially for larger distances from the propagation axis.
The lack of an imaginary part implies that the �eld in this region has an equi-phase
plane.
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2.3.2 Fundamental Gaussian Beam

For the derivation of the Gaussian beam propagating in positive I-direction, an G-
polarized electric �eld is assumed in the transverse plane of the rectangular coordinate
system. Other polarizations might be found by evaluating the G- and ~-polarized �eld
separately and superimposing the results subsequently [FT61; MB93]. However, for
this thesis only the linearly polarized case is of interest. As the collimated beam might
have di�erent shapes in G- and ~-direction, its plane wave spectrum may be de�ned as
the product of two functions according to

�̂G
(
:G , :~

)
= 5̂ (:G )6̂(:~), (2.51)

where 5 and 6 are independently de�ned in the spatial space at positions I0G and I0~ ,
respectively. Both functions have a Gaussian shape according to

5 (G, I0G ) = 50e−G
2/F2

0G , (2.52)

6
(
~, I0~

)
= 60e−~

2/F2
0~ , (2.53)

where 50 and 60 are constants scaling the amplitude of the electric �eld. The scalars
F0G andF0~ de�ne the shape of the Gaussian distribution in the transverse plane and
are referred to as the beam waist radii. They specify the 1/e-electric �eld amplitude
radius in the focal plane [Gol98]. The choice of di�erent variables for each transverse
coordinate allows di�erent beam shapes along both axis. The plane wave coe�cients
of 5 and 6 are obtained by evaluating (2.47) leading to

�̂G
(
:G , :~

)
=
5060
4π2 ej:I (I0G+I0~)

∞∬
−∞

e−G
2/F2

0G+j:GGe−~
2/F2

0~+j:~~ dG d~. (2.54)

Evaluating (2.54) with the paraxial approximation of :I from (2.50) in rectangular
coordinates

:I = : −
(
:2
G + :2

~

)
/(2:) , (2.55)

eventually leads to the plane wave spectrum of the Gaussian beam �̂G
(
:G , :~

)
as

�̂G
(
:G , :~

)
= 5060

F0GF0~
4π ej: (I0G+I0~)e−:

2
G (F2

0G /4+jI0G /2:)−:2
~

(
F2

0~/4+jI0~/2:
)
.

(2.56)
The propagation of this plane wave spectrum in I-direction is again governed by the
propagator (2.40) with the paraxial approximation of :I . Introducing the abbreviations

I′ = I − I0G − I0~, (2.57)
I′G = I − I0G , (2.58)
I′~ = I − I0~, (2.59)
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the plane wave spectrum of the Gaussian beam at I is

�̂G
(
:G , :~, I

)
= 5060

F0GF0~
4π e−j:I′e−:

2
G (F2

0G /4−jI′G /2:)−:2
~

(
F2

0~/4−jI′~/2:
)
. (2.60)

The electric �eld follows from the inverse transform (2.42) according to

�G
(
:G , :~, I

)
= 5060

F0GF0~
4π e−j:I′

∞∫
−∞

e−:
2
G (F2

0G /4−jI′G /2:)−:GG d:G

∞∫
−∞

e−:
2
~

(
F2

0~/4−jI′~/2:
)
−:~~ d:~ .

(2.61)

Evaluating the integrals yields

�G
(
:G , :~, I

)
=

5060F0GF0~e−j:I′

F0G
√

1 − jbGF0~
√

1 − jb~
e−G

2 (1+jbG )/(F2
0G (1+b2

G ))

e−~
2 (1+jb~)/

(
F2

0~

(
1+b2

~

))
,

(2.62)

with the normalized variables

bG = I′G/IrG , (2.63)
b~ = I′~/Ir~, (2.64)

and the Rayleigh length in G- and ~-direction [Gol98]

IrG = F2
0G:/2, (2.65)

Ir~ = F2
0~:/2. (2.66)

Using the relation 1
(1−jb8 )0.5

=
(1+jb8 )0.5

(1+b2
8 )0.5

= ej arctan(b8 )/2
(1+b2

8 )0.25 with the Gaussian beam phase
shift qG and q~ (Gouy phase shift) de�ned as [Gol98]

qG = arctan (bG ) , (2.67)
q~ = arctan

(
b~

)
, (2.68)

and the beam radiusFG andF~ along the propagation axis as [Gol98]

FG = F0G

√
1 + b2

G , (2.69)

F~ = F0~
√

1 + b2
~, (2.70)
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the dependency of �G in (2.62) can be reformulated towards

�G
(
:G , :~, I

)
= 5060

√
F0GF0~
√
FGF~

e−G
2/F2

G−~2/F2
~

e−j
(
:I′+G2bG /F2

G+~2b~/F2
~−qG /2−q~/2

)
.

(2.71)

The complex exponential term can be reformulated by investigating the stationary
phase

:I′ + G2bG/F2
G + ~2b~/F2

~ − qG/2 − q~/2 ≈ :I′ + G2bG/F2
G + ~2b~/F2

~ = const.
(2.72)

Here, the Gouy phase shifts are neglected as their variation in I is small compared to
the other variables. Solving for I in the GI-plane (i.e., for ~ = 0) yields a parabola as

I = − bGG
2

F2
G:
+ I0G + I0~ . (2.73)

The osculating circle radius of the parabola follows from A (G) = | (1 + 5 ′ (G))3/2 /5 ′′(G) |
with the derivatives 5 ′ = −2bGG/

(
:F2

G

)
and 5 ′′ = −2bG/

(
:F2

G

)
. On the I-axis, for G = 0,

this yields the de�nition of the radius of curvature 'G as [Gol98]

'G = A (0) = IrG (bG + 1/bG ) . (2.74)

The radius of curvature in the ~I-plane, '~ , is de�ned analogously as

'~ = Ir~
(
b~ + 1/b~

)
. (2.75)

Combining the scalar constants 50 and 60 to �0G = 5060 and reformulating the
complex exponent in (2.71) with 'G and '~ yields

�G (G,~, I) = �0G

√
F0GF0~
√
FGF~

e
− G2

F2
G
− ~2

F2
~
−j:I′−j G2IrG

F2
0G'G

−j ~2Ir~
F2

0~'~
+jqG2 +j

q~

2
. (2.76)

This is a Gaussian beam with independent beam parameters (i.e., beam waist radius and
focal plane position) in the transverse coordinates G and ~, see Fig. 2.1. The variation of
the electrical �eld in G-direction is not dependent on the variation in ~-direction and,
vice versa. Consequently, both principal planes can be shaped individually.

To verify the previous derivation, the analytical beam from (2.76) is compared to
the propagation of its transverse �eld by means of the plane wave spectrum (2.46).
The beam con�guration is I0G = 200 mm, F0G = 7_, I0~ = 300 mm, and F0~ = 5_ at
5 = 90 GHz. The source plane for the plane wave spectrum is I = 0 mm. The integrals
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Fig. 2.1: Fundamental Gaussian beam mode with di�erent and independent focal plane positions
and beam waist radii in the G- and ~-planes.

in (2.46) are evaluated numerically by the trapezoidal rule. For the result, see Fig. 2.2.
The analytically derived Gaussian beam equals exactly the reference evaluation of the
plane wave spectrum.

As a conclusion, the derived Gaussian beam (2.76) enables individually shaping the
beam contour in both transversal directions, where the array taper of the phased array
antenna may shape the beam in the GI-plane, while the radiating element shapes the
beam in the ~I-plane, see Fig. 2.1.

For comparison with a Gaussian beam that has a radially de�ned beam waist at I = 0,
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Fig. 2.2: Comparison of theoretical fundamental Gaussian beam mode to the plane wave spectrum
representation. The beam has di�erent and independent focal plane positions as well as beam
waist radii in the GI- and ~I-planes.
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the beam waist radii are set toF0G = F0~ = F0 and the o�set positions to I0G = I0~ = 0.
This yields an equal Rayleigh length IrG = Ir~ = Ir and an equal normalized variable
bG = b~ = b . From this follows that all other parameters are equal in G- and ~-direction,
i.e., qG = q~ = q , 'G = '~ = ', and FG = F~ = F . Inserting this into (2.76) with
d =

√
G2 + ~2 yields

�G (d, I) = �0G
F0
F

e−d
2/F2

e−j
(
:I+ d2Ir

F2' −q
)
, (2.77)

which exactly equals the fundamental Gaussian beam with radial transverse dependency
as found in [Gol98].

2.3.3 Limitations of the Paraxial Approximation

The paraxial approximation (2.50) simpli�es the expression of the wavenumber in
propagation direction of the plane wave spectrum (2.38) and enables the notation of the
Gaussian beam. However, this approximation can only be made for |kt | � : . Hence,
only beams with an appropriately large beam waist and, thus, a plane wave spectrum
that permits the approximation (spectrum is narrow enough such that |kt | � :) are
correctly prescribed and modeled. In [MB93] and [Gol98], the paraxial approximation
(2.50) is said to be valid when the beam waist is larger than the wavelength, i.e.,F0 > _.
The error due to the paraxial approximation is investigated in the following paragraphs
for the beam waist radii F0G = 7_ and F0G = 0.7_. The beam waist radius F0G = 7_
equals that of the desired beam for the Doppler re�ectometry in ASDEX Upgrade
tokamak to be realized with the phased array antenna.

Most Gaussian beam representations consider only the transverse �eld components.
Small beam waist radii, however, require �eld components in propagation direction.
These �eld components can be derived from the transverse electric �eld components by
means of the divergence condition, where the transverse �eld components are chosen
and the �eld components in propagation direction follow subsequently. To ful�ll the
divergence criterion (2.33), the �̂I- and consequently the �I-component of the electric
�eld is chosen according to (2.49). Considering the plane wave spectrum of the Gaussian
beam in (2.60), which only has an G-component and no ~-component, the electric �eld
in I-direction follows from (2.49) with (2.60) as

�I (G,~, I) = −
∞∬
−∞

:G �̂G
(
:G , :~, I

)
:I

e−j:GGe−j:~~ d:G d:~ (2.78)

= −2:
∞∬
−∞

:G �̂G
(
:G , :~, I

)
2:2 − :2

G − :2
~

e−j:GGe−j:~~ d:G d:~ . (2.79)
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To evaluate the impact of the divergence condition, the plane wave spectrum of the
Gaussian beam (2.76) from (2.60) is evaluated at the focal plane by the inverse transform
(2.42). The �I (G,~, I)-component required to ful�ll the divergence condition follows
from (2.79). As previously stated, two di�erent beams with beam waist radii along
the G-axis of F0G = 7_ and F0G = 0.7_ are investigated. The integrals in (2.79) are
not evaluated analytically here. In order to answer the question if it is appropriate to
neglect the �I-component, the integrals in (2.79) are evaluated numerically. See the
left plot in Fig. 2.3 for the results. The electric �eld is normalized to the maximum
value of �G (i.e., value at G = 0). The G-axis is normalized with the beam waist radius to
allow a direct comparison between both beams. The �G -components of the beams with
F0G = 7_ andF0G = 0.7_ overlay almost exactly. The �I-component of the beam with
F0G = 7_ is below −35 dB. The �I-component is roughly 30 dB smaller than the �G
component and can, thus, be considered small enough to be neglected. For the beam
waist radiusF0G = 0.7_ the �I component is considerably larger and increases up to
about −15 dB. In addition, for transverse positions G > F0G , the di�erence between the
�G - and the �I-component is only about 5 dB. This di�erence is de�nitely too small to
be neglected. In conclusion, the �I-component for Gaussian beams with beam waist
radii largerF0G = 7_ is small and, thus, negligible (violating the divergence criterion).
For beam waist radii smaller than a wavelength, the �I-component approaches the
strength of the transverse �eld components and has to be considered.

To investigate the degree to which the paraxial approximation of :I in (2.50) is
appropriate, the propagation of a transverse beam �eld with the exact wavenumber :I
(by means of the plane wave spectrum) is compared to the �eld obtained by propagation
with the paraxial approximation of :I . The investigated beams are again of Gaussian
shape with beam waist radii F0G = 7_ and F0G = 0.7_. The plane wave spectrum of
their transverse electric �eld is propagated along the I-axis over a distance of 10IAG ;
ten times the Rayleigh length which is in the far-�eld of the beam [Gol98]. The large
propagation distance is chosen, since the error introduced by approximating :I becomes
larger for larger propagation distances. The numerical results are visualized in the right
plot of Fig. 2.3. The abscissa is the angle in the GI-plane between the evaluated point
and the I-axis. For the beam waist radiusF0G = 7_, the computed �elds overlay almost
exactly. The error between both curves is below −60 dB. Thus, using the paraxial
approximation is valid. On the other hand, for the beam waist radius of 0.7_, there are
considerable di�erences. On and near to the I-axis, the error is still small and can be
neglected. However, for angles above about 20°, the di�erence gets visible and the error
is about 20 dB. In conclusion, for large beam waist radii or for small angles near to the
propagation axis, the paraxial approximation of :I is valid.

In summary, for beam waist radii larger than a wavelength, the paraxial approxima-
tion and considering only transverse �eld components yields good enough solutions.
These are approximations and, thus, do not ful�ll Maxwell’s equations exactly. The
smaller the beam waist, the larger is the deviation. For beam waist radiiF0G →∞, the
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Fig. 2.3: Left: Comparison of the normalized |�G |- and |�I |-component of a Gaussian beam at
the focal plane as a function of the beam waist radius evaluated for the beam waist radii 0.7_ and
7_. Right: Comparison of the �eld propagation for the exact :I and its paraxial approximation.
The �eld is evaluated in a distance of 10IA from the source plane. Plotted are the two �elds and
the error between them for the beam waist radii 0.7_ and 7_.

transverse �eld distribution tends to that of a plane wave, which is a valid solution to
Maxwell’s equations.

2.3.4 Higher-Order Gaussian Beams and Bessel Beams

Higher-order Gaussian beams are obtained by introducing a further modulation in
transverse direction. This variation is realized by multiplying the fundamental Gaussian
beam with polynomials that are also isomorphic. There are di�erent polynomials in
the cylindrical and in the rectangular coordinate system. In the cylindrical coordinate
system, Laguerre polynomials describe the higher-order variation. In rectangular
coordinates, Hermite polynomials describe the higher-order variation. These lead to
the so-called Gauss-Laguerre and Gauss-Hermite beams [Gol98; MB93]. Similar to
the derivation of the fundamental mode Gaussian beam an G-polarized electric �eld
is assumed in the transverse plane of the rectangular coordinate system and other
polarizations might be found by superposition of a ~-polarized �eld [FT61; MB93].
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For the cylindrical case, the Laguerre polynomials in series representation are

L?< (D) =
;=?∑
;=0

(? +<)! (−D)!
(< + ;)! (? − ;)!; ! . (2.80)

The resulting Gauss-Laguerre beams are [Gol98]

�G,?< (d, i, I) =
(

2?!
π (? +<)!

)0.5 1
F (I)

( √
2d

F (I)

)<
L?<

(
2d2

F2 (I)

)
�0G

exp
(
−d2

F2 (I)
− j:I − jπd2

_' (I) − j (2? +< + 1)Q (I)
)

exp (j<i) .

(2.81)

The index < describes the variation in i direction and the index ? describes the
dependency in radial direction. The individual modes are orthogonal, as [Gol98]∬

d�G,?< (A, i, I) �∗G,@= (A, i, I) dd di = X?<X@=, (2.82)

and, thus, may be used to expand the transverse �eld, for example that of a cylindrical
feed horn, in terms of Gauss-Laguerre modes.

For the rectangular case, the Hermite polynomials are obtained from the expression

H= (D) = (−1)= eD
2 d=

dD=
(
e−D

2 )
, (2.83)

with = = 1, 2, 3, . . . . The higher-order Gaussian beams in rectangular coordinates
are [Gol98; MB93]

�G,<= (G,~, I) =
(

1
πFGF~2<+=+1<!=!

)0.5
H<

(√
2G
FG

)
H=

(√
2~
F~

)
�0G

exp
(
− G

2

F2
G

− ~2

F2
~

− j:I − j G
2IAG

F2
0G'G

− j
~2IA~

F2
0~'~

)
exp

(
j (2< + 1)

2 QG + j (2= + 1)
2 Q~

)
.

(2.84)

The index< de�nes the variation in G-direction, and the index = de�nes the variation
in ~-direction. In fact, the indices < and = are the number of zero-crossings of the
electric �eld on the respective axis. The modes are called Gauss-Hermite modes. They
also form an orthogonal set, as [Gol98]∬

�G,<= (G,~, I) �G,?@ (G,~, I)∗ dG d~ = X<=X?@ . (2.85)
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Both, the fundamental Gaussian beam and its higher-order solutions spread trans-
versely when propagating away from the beam waist. However, there is a non-diverging
solution to the Helmholtz equation that was �rst discovered by Durnin [Dur87; DME87].
The transverse �eld has a variation in radial direction and no variation in i direction.
The variation in transverse direction is that of a Bessel function J0 (Ud), with 0 < U < : ,
as [Dur87]

�G (d, I) = �0G J0 (Ud) exp (−j:I) . (2.86)

The transverse �eld does not vary with I and, thus, the beam is non-diverging. As the
radial variation is that of a Bessel function, the beam is called Bessel beam. However, to
realize an ideal Bessel beam, an in�nite aperture and, hence, in�nite energy is required.
Employing only a �nite aperture is possible. Then, the Bessel beam with beam radius A
has a constant or non-spreading transverse �eld distribution over a distance depending
on the aperture width as Imax = πA2/_ [Dur87].

2.4 Guided Waves

Apart from the propagation of electromagnetic waves in free-space, they can be guided
by materials of various forms in so-called waveguides. For the subsequent analysis,
the waveguide cross-section is assumed constant along the I-direction. The �eld
distribution in the transverse plane has to ful�ll the boundary conditions required
by the cross-sectional shape and material of the waveguide. For the analysis of wave
propagation, the �elds are assumed to be of the form [Jin15]

K = [Kt (G,~) + uI�I (G,~)] e±j:II , (2.87)

N = [Nt (G,~) + uI�I (G,~)] e±j:II . (2.88)

The �elds may have a variation in the transverse coordinates (G and ~), while the
variation in I-direction is governed by the propagator e±j:II . The “−”-sign indicates a
wave traveling in positive I-direction and the “+”-sign a wave traveling in negative I-
direction. In the following, only a wave propagating in positive I-direction is considered.
Substituting (2.87) and (2.88) into the source-free Maxwell’s equations (2.24) and (2.25)
one obtains a relation between the �elds in I-direction �I and �I and the transverse
�elds Kt and Nt as [Jin15]

uI × 5t�I + j:IuI × Kt = jl`Nt, (2.89)
5t × Kt = −jl`uI�I , (2.90)

and

uI × 5t�I + j:IuI × Nt = −jlYKt, (2.91)
5t × Nt = −jl`uI�I . (2.92)
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By taking the cross-product with uI , it is possible to eliminate uI × Nt and uI × Kt,
which �nally yields [Jin15]

Kt = (jl` uI × 5t�I − j:I 5t�I) /
(
:2 − :2

t
)
, (2.93)

Nt = (−jlY uI × 5t�I − j:I 5t�I) /
(
:2 − :2

t
)
. (2.94)

By substituting (2.93) and (2.94) into (2.90) and (2.92), respectively, gives the rela-
tions [Jin15]

5t ×
[
(lY uI × 5t�I + :I 5t�I) /:2

t
]
= −lY uI�I , (2.95)

5t ×
[
(l` uI × 5t�I + :I 5t�I) /:2

t
]
= −l` uI�I , (2.96)

where the transverse wavenumnber is de�ned via

:2
t = :2 − :2

I . (2.97)

The previous equations hold also for inhomogeneously �lled waveguides. For homo-
geneously �lled waveguides, with scalar matherial constants Y and `, the equations for
�z and �z in the transverse plane simplify to [Jin15]

52
t �I + :2

t �I = 0, (2.98)
52

t�I + :2
t�I = 0, (2.99)

with the transverse Laplacian operator 52
t = 5t · 5t. In case of a homogeneously �lled

waveguide, the �elds �I and �I are not coupled through the medium Y or `. Also the
boundary conditions on a conductor yield no coupling. Consequently, �I and �I can
exist independently and lead to di�erent wave solutions. Solutions to (2.98) and (2.99)
can thus be found by setting one of both �eld components to zero. This is, �I = 0 and
�I ≠ 0 leads to a �eld solution that has solely transverse electric �eld components
and is called transverse electric (TE). Similarly, �nding a solution with �I ≠ 0 and
�I = 0 yields a magnetic �eld only in transverse direction that is consequently called
transverse magnetic (TM).

In the following, empty metallic waveguides are considered. For the derivation of
the �elds, the conductivity is assumed pefectly electrically conducting (PEC). Field
solutions are found by imposing appropriate boundary conditions on �I and �I . As
the waveguide has no variation in I-direction, the electric �eld �I on the boundary
is always tangential and has to vanish for PEC. Thus, for TM-modes the boundary
condition

�I = 0 (2.100)
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holds on the inner conduction surface of the waveguide. The magnetic �eld on a pefectly
electrically conducting surface satis�es u= · N = 0. With (2.94) and u= · (uI × 5t�I) =
(u= × uI) · 5t�I with �I = 0 yields according to [Jin15]

u= · N = u= · Nt =
1
:2

t
[−jlYu= · (uI × 5t�I) − j:Iu= · 5t�I] = 0, (2.101)

and consequently on the boundary

m�I

m=
= 0, (2.102)

where = is the coordinate aligned with the surface normal.

2.4.1 Rectangular Hollow Waveguide

A rectangularly-shaped PEC-boundary in transverse directions without an inner con-
ductor forms the rectangular hollow waveguide as depicted in Fig. 2.4. The rectangular
cross-section spans from (G,~) = (0, 0) to (0, 1), where 0 represents the waveguide
width and 1 the waveguide height. The cross-section is considered uniform in I-
direction. The �eld solutions in the transverse plane are obtained by imposing the PEC
boundary conditions for �I and �I for the TE- and TM-modes, respectively.

A general solution to the Helmholtz equation (2.98) in Cartesian coordinates with
wave propagation in positive I-direction is obtained by separating the variables in the
transverse plane. In case of the rectangular hollow waveguide sketched in Fig. 2.4,
where the domain is bounded in the transverse plane, a general solution to (2.98) or
(2.99) can have the form [Jin15]

[� cos (:GG) + � sin (:GG)]
[
� cos

(
:~~

)
+ � sin

(
:~~

) ]
e−j:II , (2.103)

with the separation condition or dispersion relation

:2
G + :2

~ + :2
I = :2 . (2.104)

The variables �, �, � , and � are arbitrary constants. The sin-functions ful�ll the
condition that the (electric) �eld vanishes on the boundary (for :GG = 0, π, . . . or
:~~ = 0, π, . . . ), and the cos-functions ful�ll the condition that the component of the
(magnetic) �eld normal to the boundary vanishes on the boundary (for :GG = 0, π, . . .
or :~~ = 0, π, . . . ). The constants �, �, � , and � are problem speci�c and are de�ned
such that �I or �I ful�ll the boundary condition. The transverse wavenumbers :G and
:~ de�ne di�erent modes of operation.



2.4 Guided Waves 27
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electric �eld
magnetic �eld

electric current

Fig. 2.4: Left: Geometrical con�guration of a rectangular hollow waveguide; Middle: Sketch of
the electric and magnetic �eld lines of the TE10-mode; Right: Sketch of the electric wall currents
of the TE10-mode.

TE-modes

TE-modes are constructed from �I and ful�ll the boundary condition (2.102) on the
waveguide walls. From the geometry of Fig. 2.4, this yields for the rectangular hollow
waveguide

m�I

mG

����
G=0,0

= 0, m�I

m~

����
~=0,1

= 0. (2.105)

These boundary conditions de�ne the constants of the general solution to (2.103). They
yield � = 0, � = 0 and cos (:G0) = 0 as well as cos

(
:~1

)
= 0. From the last two

equations, the separation constants :G and :~ can be determined as

:G =
<π

0
< = 0, 1, 2, . . . :~ =

=π

1
= = 0, 1, 2, . . . , (2.106)

while< and = are not allowed to be zero simultaneously. Combining the remaining
constants � and � to a mode-dependent constant �<= yields

�I<= = �<= cos (:GG) cos
(
:~~

)
e−j:I<=I , (2.107)

where the wavenumber in propagation direction is also dependent on the mode indices
< and = as

:I<= =

√
:2 − :2

G − :2
~ =

√
:2 −

(<π

0

)2
−

(=π
1

)2
. (2.108)

These waveguide modes are denoted as TE<= , where the subscripts< and = refer to the
indices of the corresponding wavenumbers :G and :~ . The remaining �eld components
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follow from the �I<= in (2.107) together with (2.93) and (2.94) as [Jin15]

�G = −jl`
:2
C

m�I

m~
, �~ = jl`

:2
C

m�I

mG
, (2.109)

�G = −j:I
:2
C

m�I

mG
, �~ = −j:I

:2
C

m�I

m~
, (2.110)

with the transverse wavenumber :2
C = :2

G + :2
~ .

TM-modes

TM-modes are constructed similarly from �I and ful�ll the boundary condition (2.100)
on the waveguide walls. From the geometry of Fig. 2.4, this yields in the rectangular
hollow waveguide

�I |G=0,0 = 0, �I |~=0,1 = 0. (2.111)

These boundary conditions again de�ne the constants of the general solution to (2.103).
They yield � = 0, � = 0, sin (:G0) = 0 and, sin

(
:~1

)
= 0. The wavenumbers :G

and :~ are de�ned as those for the TE<=-modes in (2.106). However, for the case of
TM-modes the mode-indices< and = must not be zero, i.e.,<,= ≠ 0, as this would lead
to a vanishing �eld. Combining the remaining constants (� and �) to �<= , the TM
rectangular waveguide modes are de�ned by

�I<= = �<= sin (:GG) sin
(
:~~

)
e−j:I<=I . (2.112)

Similarly, these waveguide modes are denoted as TM<= , where the subscripts< and =
refer to the indices of the corresponding wavenumbers :G and :~ . The remaining �eld
components follow from �I<= in (2.112) together with (2.93) and (2.94) as [Jin15]

�G = jlY
:2
C

m�I

m~
, �~ = −jlY

:2
C

m�I

mG
, (2.113)

�G = −j:I
:2
C

m�I

mG
, �~ = −j:I

:2
C

m�I

m~
, (2.114)

with the transverse wavenumber :2
C = :2

G + :2
~ .

The total �eld in a rectangular waveguide can be a superposition of TE<=- and
TM<=-modes from (2.107) and (2.112). However, at a certain frequency not every
mode can propagate. Indeed, having a look at (2.108), the wavenumber in propagation
direction can be real or imaginary — dependent on the choice of< and =. The transition
from either of both regimes to the other follows from

:2 −
(<π

0

)2
−

(=π
1

)2
= 0, (2.115)
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which leads to the de�nition of the cut-o� wavelength

_c,<= =
2π√(

<π
0

)2 +
(
=π
1

)2
. (2.116)

For wavelengths larger than _c,<= or frequencies smaller than 5c,<= = 2π/_c,<= , the
wavenumber is imaginary (chosen negative imaginary for an attenuation in propagation
direction) and, thus, represents an evanescent wave. For wavelength smaller than _c,<=
or frequencies larger than 5c,<= = 2π/_c,<= , the wavenumber in propagation direction
is real and, thus, represents a propagating wave.

TE10-mode – Fields, Currents, and Power

For a waveguide cross-section with 0 > 1, the mode with the lowest cut-o� frequency
is the TE10-mode, as it minimizes the denominator in (2.116). The next higher mode
depends on the ratio between 0 and 1. To maximize the frequency range in which a
single mode operation is guaranteed, this is, the TE10-mode is the only propagating
mode, the ratio is chosen as 0/1 = 2, and the TE10-mode is called the fundamental mode.
In the following, the subscript (<= = 10) is assumed for all variables and not further
shown. Further, the variable 0 is also denoted as the waveguide width and the variable
1 is also denoted as the waveguide height. From (2.108) follows the wavenumber in
propagation direction as

:I =

√
:2 − (π/0)2, (2.117)

and consequently the guided wavelength in propagation direction is

_g =
_0

1 − _2
0/

(
402) , (2.118)

where _0 is the free-space wavelength. The electromagnetic �elds of the TE10-mode
follow from (2.107), which yields

�I = �10 cos (πG/0) e−j:II . (2.119)

The remaining �eld components are obtained from (2.109) and (2.110) as

�G = 0, �~ = −j�10
l`0

π
sin (πG/0) e−j:II , (2.120)

�~ = 0, �G = j�10
:I0

π
sin (πG/0) e−j:II . (2.121)
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The electric �eld has only an �~-component which has a half-sine amplitude distribution
in G-direction. The magnetic �eld has an �G - and an �I-component. Both �elds are
depicted in the centered sketch of Fig. 2.4.

The power transferred in propagation direction follows from the I-component of
the Poynting vector, according to [Poz11], as

% =
1
2

0∫
G=0

1∫
~=0

Re
{(
K × N ∗

)
· uI

}
d~ dG

=
l`031

4π2 |�10 |2 Re {:I } .

(2.122)

There is only power transfer in propagation direction, if :I has a real part and is thus
not purely evanescent.

The surface currents on the waveguide walls follow from the magnetic �eld and the
boundary condition (2.20). On the top- and bottom walls, this yields

Psh = ∓u~ × (uG�G10 + uI�I10)
= ∓uG�I10 ± uI�G10

=

(
(∓uG ) cos (πG/0) + (±uI)

0:I10
π

sin (πG/0)
)
�10e−j:I10I ,

(2.123)

and similarly on the left and right sidewall

Psv = ∓uG × (uG�G10 + uI�I10)
= ±u~ �I10 |G=0,0

= −u~�10e−j:I10I .

(2.124)

For G = 0/2, the G-component of the electric surface current on the top and bottom walls
vanishes, leaving only an electric current in propagation direction. This is bene�cial
when realizing such a rectangular hollow waveguide, as the waveguide walls can be
cut in I-direction at G = 0/2 without interrupting a surface current. On the sidewalls,
there is a ~-directed surface current. The electric surface currents are sketched on
the right side of Fig. 2.4. The conductor losses can be speci�ed by assuming the
electromagnetic �elds to be distributed as in the PEC boundary case, leading to the
surface currents (2.123) and (2.124) (perturbation method). With a �nite conductivity,
the electric surface currents would modify the electromagnetic �elds (leading to an �I
component). However, this modi�cation is assumed small for good conductors. The



2.4 Guided Waves 31

power dissipated in the conductor follows according to [Poz11] as

%ℓ = 'B

1∫
~=0

|Psv |2 d~ + 'B
0∫

G=0

|Psh |2 dG

= 'B |�10 |2
(
1 + 02 +

:2
I0

3

2π2

)
.

(2.125)

The TE10-wave impedance follows, according to [Poz11], from

/ =
−�~
�G

=
l`

:I
=

l`√
:2 − (π/0)2

, (2.126)

and, thus, is dependent on the geometry (0) and the frequency. Note, that the wave
impedance is di�erent for every mode, as it follows from the mode-dependent transverse
�eld components.

TE10-mode – Propagation and Attenuation

The propagation constant of the TE10-mode is speci�ed by :I in (2.117). From the ratio
between dissipated (2.125) and transferred power (2.122), also an attenuation constant
per unit length can be derived. This constant is [Poz11]

U =
%ℓ

2% =
'B

031:I:[

(
21π2 + 03:2

)
Np. (2.127)

Attenuation and propagation constants might be combined to a single complex propa-
gation constant as

W = U + j:I , (2.128)

with the modi�ed dependency of the �eld components in I-direction

�I = �10 cos (πG/0) e−WI . (2.129)

The phase velocity of the TE10-mode is speci�ed by

Ep =
l

:I
=

20√
1 −

(
_0
20

)2
, (2.130)

which is always larger than the phase velocity in free-space for propagating modes.
The phase velocity of the TE10-mode is only dependent on the waveguide width 0 and
on the frequency. It is not dependent on the waveguide height 1. For a �xed waveguide
width and increasing frequency, the denominator in (2.130) tends to unity and, thus,
the phase velocity approaches that of free-space.
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Fig. 2.5: Geometrical con�guration of the radial parallel plate waveguide consisting of two parallel
PEC-plates in a distance of ℎ. The upper plate is sketched translucently and indicated by the solid
circle.

2.4.2 Radial Parallel Plate Waveguide

The radial parallel plate waveguide consists of two in�nitely extended and parallel PEC
plates. The bottom plate is located in the G~-plane at I = 0 and the top plate is located
in the G~-plane at I = ℎ, where ℎ is the spacing between both plates. A sketch of the
geometry is given in Fig. 2.5. In the following, only waves that exist in-between both
plates are considered.

To �nd wave solutions in the cylindrical coordinate system, as sketched in Fig. 2.5,
the Laplace operator in the Helmholtz equation has to be represented in the cylindrical
coordinate system. It basically follows from 52G = 5 (5 · G)−5×5×G, which leads to
scalar and coupled partial di�erential equations for the �d and �q components [Bal12].
The �eld components in d- and q-direction are coupled as the components of the
coordinate system are position dependent. Only the �I- and the�I-components lead to
uncoupled scalar Helmholtz equations [Bal12]. Solutions to these equations are called
cylindrical wave functions and are separated in TEI- and TMI-solutions. They can
be found by the method of separation of variables and subsequently solving for the
separated functions [Bal12; Jin15]. They ful�ll the dispersion relation in cylindrical
coordinates as [Bal12]

:2
d + :2

I = :2 . (2.131)

Field solutions in I- and q-direction can have an exponential or a trigonometric depen-
dency as [Bal12]

�e−j:II + �e+j:II , (2.132)
� cos (:II) + � sin (:II) , (2.133)

�e−j<q + �e+j<q , (2.134)
� cos (<q) + � sin (<q) . (2.135)

Those with the exponential dependency represent traveling waves and those solutions
with the trigonometric functions represent standing waves. Solutions in radial direction
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d are Bessel or Hankel functions [Bal12], where J< and Y< are the Bessel functions of
the �rst and second kind, respectively. The Bessel functions, are linearly independent.
Both yield real values for real arguments and, thus, represent standing waves in radial
direction. The Bessel function of the �rst kind tends to a �nite value and the Bessel
function of the second kind tends to a (negative) in�nite value for :dd → 0 [Jin15]. A
proper combination of J< and Y< leads to two other linearly independent solutions in
radial direction — the Hankel functions of the �rst and second kind, H(1)<

(
:dd

)
and

H(2)<
(
:dd

)
, respectively. According to [Jin15], they are de�ned as

H(1)<
(
:dd

)
= J<

(
:dd

)
+ jY<

(
:dd

)
, (2.136)

H(2)<
(
:dd

)
= J<

(
:dd

)
− jY<

(
:dd

)
. (2.137)

With the large-argument expression of J<
(
:dd

)
and Y<

(
:dd

)
for :dd � 1, an approx-

imation of the Hankel functions for large arguments is [Jin15]

H(1)<
(
:dd

)
≈

√
2

π:dd
e+j(:dd−<π/2−π/4) for :dd � 1, (2.138)

H(2)<
(
:dd

)
≈

√
2

π:dd
e−j(:dd−<π/2−π/4) for :dd � 1. (2.139)

Thus, the Hankel function of the �rst kind H(1)<
(
:dd

)
represents a wave traveling in

negative radial direction (positive sign in the exponent and the time dependency ejlC )
and the Hankel function of the second kind H(2)<

(
:dd

)
represents a wave traveling

in positive radial direction (negative sign in the exponent). In summary, the Bessel
functions are more suitable in case the problem is bounded in radial direction. The
Hankel functions are the more suitable choice in case the problem is unbounded in
radial direction allowing waves to propagate.

The previous considerations yield a general solution in cylindrical coordinates for the
I-components of the �eld. The radial parallel plate waveguide in Fig. 2.5 is unbounded
in radial direction and has two in�nitely-extended PEC walls at I = 0 and at I = ℎ. The
�rst condition implies that the �eld propagates in radial direction and, thus, the Hankel
functions give the correct radial dependency. Moreover, if only interested in waves
propagating away from the origin, the Hankel functions of the second kind H(2)<

(
:dd

)
are appropriate. The problem is bounded in I-direction, which can be modeled by the
trigonometric functions (2.133). The �eld has to be periodic in q-direction. This is
ful�lled by the trigonometric functions in (2.135), provided the index< for the angular
dependency is an integer. In summary, a wave-function for waves propagating away



34 2 Fundamental Concepts

from the origin in the radial parallel plate waveguide Fig. 2.5 is of the form

H(2)<
(
:dd

) {
cos (<q)
sin (<q)

}
[� cos (:II) + � sin (:II)] , (2.140)

where both cos (<q) and sin (<q) are possible (for < = 0 only the cos (<q)). The
index< is an integer. The boundary conditions de�ne the constants� and �. The TMI-
and TEI-solutions are derived in the following subsections.

TEI-Modes

Transverse electric modes are constructed from �I , which has to ful�ll the boundary
condition (2.102) on PEC. For the radial parallel plate waveguide this is

m�I

mI

����
I=0,ℎ

= 0. (2.141)

Assuming a solution of �I in form of (2.140) yields the I-derivative

m�I

mI
= :IH(2)<

(
:dd

) {
cos (<q)
sin (<q)

}
[−� sin (:II) + � cos (:II)] . (2.142)

To ful�ll the boundary condition, the wavenumber is speci�ed by

:I =
=π

ℎ
= = 1, 2, . . . , (2.143)

and the constant � has to vanish. The possible �eld solutions / modes are consequently
given by

�<=I (d, q, I) = 0<=H(2)<
(
:dd

) {
cos (<q)
sin (<q)

}
sin

(=π
ℎ
I

)
. (2.144)

The remaining �eld components can be obtained, according to [Jin15], from

�d = − jl`
:2
d

1
d

m�I

mq
, (2.145)

�q =
jl`
:2
d

m�I

md
, (2.146)

�d = − j:I
:2
d

m2�I
mImd

, (2.147)

�q = − j:I
:2
d

m2�I
mImq

. (2.148)
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TMI-Modes

Transverse magnetic modes, with respect to the I-direction, are constructed from �I .
The tangential electric �eld components have to vanish on PEC. Consequently, the
boundary conditions for the radial parallel plate waveguide are

�d
��
I=0,ℎ = 0, �q

��
I=0,ℎ = 0. (2.149)

The electric �eld components in radial and axial direction follow according to [Jin15]
from

�d = − j:I
:2
d

m2�I
mImd

, (2.150)

�q = − j:I
:2
d

1
d

m2�I
mImq

. (2.151)

Assuming an �<=I -dependency in form of the (2.140), it follows

�<=d = −:I0<=
dH(2)<

(
:dd

)
dd

{
cos (<q)
sin (<q)

}
[−� sin (:II) + � cos (:II)] , (2.152)

�<=
q

= −<:I0<=H(2)<
(
:dd

) {
− sin (<q)

cos (<q)

}
[−� sin (:II) + � cos (:II)] , (2.153)

where the partial derivatives in d- and q-direction do not change the dependency in I-
direction. Moreover, �d and �q have the same I-dependency. To enforce the boundary
conditions (2.149) the constant � has to vanish and :I is equal to that of the TE-modes
in (2.143). The possible modes are consequently given by

�<=I (d, q, I) = 0<=H(2)<
(
:dd

) {
cos (<q)
sin (<q)

}
cos

(=π
ℎ
I

)
, (2.154)

while the index = is now = = 0, 1, 2, . . . . In contrast to the TE-solution, the index
= = 0 leads to a non-vanishing �eld. The remaining magnetic �eld components follow
from [Jin15]

�d =
jlY
:2
d

m�I

mq
, �q = − jlY

:2
d

m�I

md
. (2.155)

From the dispersion relation (2.131) follows the wavenumber in radial (or propagation)
direction as

:d =

√
:2 − :2

I =

√
:2 − (=π/ℎ)2 . (2.156)
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As we are interested only in propagating waves, :d has to be positive real. Consequently,
:2 > (=π/ℎ)2. From this follows the cut-o� wavelength as

_c,= =
2ℎ
=
, (2.157)

and the cut-o� frequency as

5c,= =
=

2ℎ√Y` . (2.158)

Modes with index = = 0 have no cut-o� frequency. For heights of the radial parallel
plate waveguide of half a wavelength, this is ℎ < _/2, the next higher-order mode
has a cut-o� frequency of 5c,= > 5 . Consequently, only the mode with index = = 0 is
propagating and it is a TM-mode as the �eld of the TE-mode would vanish.

TMI
<0-Mode

The TMI
<0 has no cut-o� frequency and the wavenumber in radial direction is :d = : .

The �eld components are

�<0
I = 0<0H(2)< (:d)

{
cos (<q)
sin (<q)

}
, (2.159)

�<0
d =

jlY
:2
d

<0<0H(2)< (:d)
{
− sin (<q)

cos (<q)

}
, (2.160)

�<0
q

= − jlY
:2
d

0<0
dH(2)< (:d)

dd

{
cos (<q)
sin (<q)

}
, (2.161)

the remaining vector �eld components vanish. The �eld is uniform in I-direction.

2.5 Electromagnetic Waves in Plasma

When matter is a plasma, it is in an fully ionized state. To achieve this state, it has
to be heated to or above the ionization energy of the atoms — allowing electrons to
separate from ions. Viewed from the outside, the plasma can be seen as a neutral gas
consisting of three elements: electrons, ions, and neutral atoms (the background). The
electrons and ions in a plasma interact with electromagnetic �elds and, as a consequence,
electromagnetic �elds in�uence or are in�uenced by the properties of the plasma (e.g.,
electron density, temperature, etc.). The Debye length [HG13]

_D =

√
Y0:B)e
@2

e=e
(2.162)
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is an indicator if the macroscopic treatment of the charge distributions is valid or if
their discrete nature has to be considered [HG13]. The former is the case if _ � _D.
The Debye length depends on the electron density =e and temperature )e. For nuclear
fusion plasmas, the Debye lenght is about _D ≈ 10−5 m [HG13].

As a consequence of the previous considerations, the interaction of millimeter-waves
with the plasma can be treated from a macroscopic point of view. There is no need
to consider the discrete nature of the charge distribution. Thus, the electromagnetic
�elds in a plasma (with _ � _D) are governed by Maxwell’s Equations (2.2) to (2.5).
The plasma is modeled by the charge density [HG13]

de (r, C) = −e=e, (2.163)

with the electron density =e (r, C), and the elementary charge e. The electric current
density follows from the mean electron velocity ve (r, C) as [HG13]

Jp (r, C) = deve = −e=eve . (2.164)

The contributions of ions can be neglected for high frequencies due to their larger
mass [HG13]. The electron motion in a static magnetic �eld (required for plasma
con�nement) follows Newton’s motion equation and the Coulomb and Lorentz force
acting on the electron as [WC74; ZB90]

mve
mC

= − e
<e
(E + ve × H0) − vea, (2.165)

with the electron mass<e and the mean collision frequency a . The total electric current
of the plasma is in part due to the electric displacement and the electric current due to
the electron motion as [ZB90]

mD

mC
= Y0

mE

mC
+Jp . (2.166)

In the following, only time-harmonic �elds are considered. The electron density
=e (G) varies only in G-direction and the static magnetic �eld H0 = �0uI is aligned in
I-direction. Further, the mean collision frequency a is assumed to be very small and,
thus, can be neglected. From (2.165) and (2.166) follows the dielectric tensor 9 of the
plasma according to [ZB90] as

9 =
©­«
Y1 +jY2 0
−jY2 Y1 0

0 0 Y3

ª®¬ , (2.167)
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with

Y1 = Y0
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(
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[
1 −

(lp
l

)2]
,

(2.168)

the plasma frequency

lp = e
√

=e
Y0<e

, (2.169)

and the electron cyclotron frequency

lc =
�0e
<e

. (2.170)

The electric current density (2.164) is embedded in Maxwell’s equation (2.10) by
means of the dielectric tensor (2.167). From (2.25) and (2.26), with ` = `0 follows the
curl-curl-equation in plasma as

5 × (5 × K) − l2`09K = 0. (2.171)

Assuming a plane wave of the form K = e−jkr , the curl-curl-equation yields each
component of the electric �eld as [ZB90]

©­«
:2
~ + :2

I − l2`0Y1 −:G:~ − jl2`0Y2 −:G:I
−:G:~ + jl2`0Y2 :2

I + :2
G − l2`0Y1 −:~:I

−:G:I −:~:I :2
G + :2

~ − l2`0Y3

ª®¬ ©­«
�G
�~
�I

ª®¬ = 0. (2.172)

If the wave propagates in a plane perpendicular to the static magnetic �eld k ⊥ H0
with :I = 0, (2.172) simpli�es to

©­«
:2
~ + −l2`0Y1 −:G:~ − jl2`0Y2 0

−:G:~ + jl2`0Y2 :2
G − l2`0Y1 0

0 0 :2
G + :2

~ − l2`0Y3

ª®¬ ©­«
�G
�~
�I

ª®¬ = 0. (2.173)

In a similar way, the curl-curl-equation simpli�es for a plane wave propagation parallel
to the static magnetic �eld k ‖ H0 with :G = :~ = 0.

The plasma con�guration of the previous derivation is uniform, as neither the electron
density = nor the magnetic �eld H0 vary in space. In a laboratory frame, however, the
spatial variation of the plasma or the scale length ! of the plasma parameters has to be
large compared to the wavelength such that the previous considerations still lead to
meaningful results [HG13]. At millimeter-wave frequencies, the scale length or spatial
variation of the laboratory plasma is larger compared to the wavelength [HG13].
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Fig. 2.6: Electromagnetic wave propagation (in G-direction) perpendicular to that static magnetic
�eld H0. Left: O-mode propagation with the electric �eld parallel to the static magnetic �eld.
Right: X-mode propagation with the electric �eld perpendicular to the static magnetic �eld.

In the following, only two modes of wave propagation in magnetized plasma are
considered, where the wave propagates in the plane perpendicular to the magnetic
�eld k ⊥ H0 with the simpli�ed wave equation (2.173). Wave propagation parallel to
the magnetic �eld is not important for the topic of this thesis.

For the wave propagation perpendicular to the static magnetic �eld H0, two cases
need to be distinguished. Either, the electric �eld polarization is parallel to the static
magnetic �eld (i.e., �G = �~ = 0) or the electric �eld polarization is perpendicular to H0
(i.e., �I = 0), see Fig. 2.6. The former case is denoted as the ordinary mode (O-mode), the
latter case is denoted as the extraordinary mode (X-mode). Both modes are described
in the following sections.

2.5.1 Ordinary Mode (O-Mode)

In the ordinary mode (O-mode), the wave enters the plasma in the plane k ⊥ H0 with
the electric �eld being I-polarized, see Fig. 2.6. This is, K ‖ H0 with �G = �~ = 0. For
a straight propagation along the G-axis, the dispersion relation follows from (2.173)
as [WC74]

:2
G = l2`0Y0

(
1 −

(lp
l

)2)
= :2

0

(
1 −

(lp
l

)2)
. (2.174)

If the wavenumber in propagation direction :G is zero, a cut-o� occurs. For normal
incidence in O-mode, the cut-o� frequency occurs for l = lp and follows from (2.169)
as

5c,o =
e

2π

√
=e
Y0<e

. (2.175)
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The cut-o� frequency increases for denser plasmas. If the plasma density is increasing
along the G-axis, higher frequencies can probe deeper into the plasma. Note that the
static magnetic �eld H0 has no in�uence on the wave propagation in O-mode.

2.5.2 Extraordinary Mode (X-Mode)

In the extraordinary mode (X-mode), the wave enters the plasma in the plane k ⊥ H0
with the electric �eld being G~-polarized, see Fig. 2.6. This is, K ⊥ H0 with �I = 0.
Wave propagation is governed by the �rst two components of (2.173). Wave propaga-
tion is assumed in the G-direction. Consequently, the wave has transverse as well as
longitudinal components. For normal incidence into the plasma, the dispersion relation
is [HG13]

:2
G = :2

0

(
l2 − l2

L

) (
l2 − l2

R

)
l2

(
l2 − l2

uh

) , (2.176)

with the left-hand and right-hand cut-o� frequencies [HG13]

lL = 0.5
(
−lc +

√
l2

c + 4l2
p

)
≤ lp, (2.177)

lR = 0.5
(
lc +

√
l2

c + 4l2
p

)
≥ lp, (2.178)

and the upper-hybrid resonance at [HG13]

l2
uh = l2

p + l2
c . (2.179)

The right-hand cut-o� occurs at frequencies above or equal to the plasma frequency.
Thus, the cut-o� in X-mode occurs at lower densities as compared to the O-mode.



3 Doppler Re�ectometry with Phased Array
Antennas

Doppler re�ectometry enables the measurement of plasma turbulences, see Section 1.2,
with a high spatial and temporal resolution. The measurement setup consists of a
front-end that radiates and steers a well de�ned Gaussian beam, a heterodyne Doppler
re�ectometer as source and for data acquisition [Trö08], and hollow waveguides that
connect the re�ectometer with the front-end. The hollow waveguides also include
low-re�ectivity vacuum windows that suppress re�ections at the waveguide interface
into the vessel [KHS+18].

In the following section, the principle of Doppler re�ectometry for the measurement
of nuclear fusion plasma turbulence is described. As the topic of this thesis is a phased
array antenna that shapes and steers the desired Gaussian beam, the concept of phased
array antennas is introduced subsequently. The last section of this chapter describes the
procedure to obtain the aperture �eld distribution that leads to the desired (Gaussian)
beam. The in�uence of aperture size as well as of amplitude and phase errors on the
Gaussian beam is evaluated.

3.1 Doppler Re�ectometry of Plasma Turbulence

3.1.1 Principle of Doppler Re�ectometry

To measure plasma turbulences, a microwave beam is launched into the plasma (in
either X-mode or O-mode polarization, see Section 2.5) at a tilt angleKt with respect
to the cut-o� layer normal or the plasma density gradient ∇=e [CPHt10]. The beam
propagates into the plasma and gets refracted due to the increasing plasma density.
Thus, the wavenumber in direction of the plasma density gradient is decreasing, see
Fig. 3.1. If no turbulence is present, the beam is re�ected at the cut-o� layer, while the
position of the cut-o� layer is dependent on the polarization mode of the beam, see
Section 2.5.

Plasma turbulences result in a perturbation of the plasma density and, thus, a �uctua-
tion of the cut-o� layer. These density �uctuations can be modeled by the superposition
of small sinusoidal corrugations of the cut-o� layer, see Fig. 3.1. The physical length
of a perturbation is denoted as L⊥ with the turbulence wavenumber :⊥ = 2π/L⊥.
By superposition, the whole density �uctuations can be represented by a turbulence
wavenumber spectrum.
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Fig. 3.1: Sketch of the beam alignment and re�ection/scattering of the beam at the turbulent
cut-o� layer. Left: Cut-o� layer without turbulences. The incident beam gets refracted in the
plasma and eventually re�ected; Right: Turbulent cut-o� layer. The incident beam is additionally
Bragg scattered.

If turbulences are present and the cut-o� layer is corrugated, the beam gets scattered
according to the Bragg di�raction equation [CSK+04]

<:⊥ = :0 (sinKt − sinKs) , (3.1)

with the scattered angle Ks and the Bragg scattering order <. In the monostatic
arrangement, where the beam is transmitted and received by the same antenna, the
< = −1 order Bragg scattered beam is selected and received by the antenna. In this
case, the Bragg condition is [CSK+04]

:⊥ = 2:0 sinKt . (3.2)

The waves with positive scattering orders< ≥ 0 propagate away from the antenna, see
Fig. 3.1. For small tilt anglesKt, however, an additional scattering order< (especially
the strong zeroth order/direct re�ection) might be picked up by the monostatic antenna
setup, if the beam is not well collimated or has strong side-lobes [CSK+04; HH04].

Within the plasma, the e�ective wavelength of the probing beam and the e�ective
tilt angle are di�erent from the ideal values in vacuum due to the modi�ed permittivity.
In theory, both e�ects cancel each other in the �rst order and keep the probed tur-
bulence wavenumber :⊥ unchanged [HHB+01]. In practice, however, each discharge
scenario with the corresponding plasma density pro�le that is obtained experimen-
tally, is simulated using a beam tracing code (e.g., TORBEAM [PPP01]). From these
simulations, the actual measurement location and probed turbulence wavenumber
:⊥ is obtained [CPHt10; HHT+04; LCG+17]. The backscattered power is assumed
proportional to the turbulence level at the probed turbulence wavenumber :⊥, which is
valid for small turbulence amplitudes [CPHt10; LCG+17]. To get an actual measure of
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the scattering e�ciency for varying tilt angles, full-wave simulations are necessary that
also consider the scattering contributions along the beam path [HHT+04; LCG+17].

3.1.2 Turbulence Wavenumber Spectrum

The tilted arrangement of the beam towards the cut-o� layer normal in the plasma
enables the selection of a certain turbulence length L⊥, where the antenna arrangement
(transmitted and received beam) is sensitive to a certain turbulence wavenumber :⊥,
only. This wavenumber �lter is dependent on the tilt angle of the beam according to the
Bragg condition (3.2). Sweeping the tilt angle at a �xed frequency leads to a scattering
process at equal plasma densities with a roughly constant radial location in the plasma
torus. Hence, it enables the measurement of the turbulence wavenumber spectrum
( (:⊥) at a given radial position. If, in addition to the tilt angle, also the frequency of
the radiated beam is swept/stepped, the turbulence wavenumber spectrum is measured
for di�erent radial positions in the plasma. Thus, Doppler re�ectometry enables the
measurement of turbulence spectra for a turbulence wavenumber range limited by the
maximum steering angleKt of the beam and at radial positions given by the probing
frequency and plasma density.

The localization of the scattering process is possible due to the strong intensity of
the incident �eld at the cut-o� layer, which ampli�es the scattering process [HHT+04].
The spectral resolution J:⊥ of the wavenumber spectrum is a measure of how well
the individual turbulence wavenumbers are separated in the turbulence wavenumber
spectrum. The scattering integrals, two subsequent Fourier transforms evaluating the
overlapping shape and �eld intensity of incident and scattered beams, can be evaluated
analytically for, e.g., the fundamental mode Gaussian beam [HM78]. The fundamental
Gaussian beam, in addition, leads to a minimum product of beam half-width in the
spatial and in the wavenumber domain. Hence, it is optimal for simultaneously good
localization of the scattering process and high spectral resolution [HM78].

In the ideal case, where a wave with a plane phase-front is scattered from a straight
and corrugated cut-o� layer, the spectral resolution increases with the illuminated
spot-size at the expense of spatial localization capabilities. In terms of a Gaussian beam
with the focal plane coinciding with the cut-o� layer, the spectral resolution depends
on the beam waist radiusF according to [HHB+01; HM78]

J:⊥ =
√

2 2
F
. (3.3)

Note that this relation is only valid for small tilt angles Kt, where the e�ect of the
projection of the beam-spot onto the cut-o� layer can be neglected [HHB+01]. For a
curved cut-o� layer, as it is the case for the con�ned nuclear fusion plasma, the spectral
resolution is coarser compared to a straight cut-o� layer. The curved cut-o� layer can
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be considered by an e�ective radius of curvature [LNIM01]

de� =
'c'b
'c + 'b

, (3.4)

with the radius of curvature 'c of the the cut-o� layer and the radius of curvature
'b of the incident beam (no plane phase-front). If the beam waist of the Gaussian
beam is coinciding with the cut-o� layer, the beam radius of curvature is 'b → ∞
and the e�ective radius of curvature reduces to the plasma cut-o� radius of curvature
de� → 'c. The spectral resolution of the curved cut-o� layer and phase front follows
from [HHB+01; LNIM01]

J:⊥ =
√

2 2
F

√
1 +

(
F2:0
de�

)2
. (3.5)

The optimum beam size can be obtained by setting the derivative of (3.5) to zero,
yielding [Hap10]

Fopt =

√
de�
:0

. (3.6)

As already stated, the actual scattering volume and position of a certain beam can be
obtained by beam tracing simulations [CPHt10; HHT+04; LCG+17]. In the framework of
the Helmholtz Virtual Institute on “Plasma Dynamical Processes and Turbulence Studies
using Advanced Microwave Diagnostics”, the optimum beam size was communicated
by Garrard Conway and Tim Happel to be

Fopt = 7_0 (3.7)

for the dedicated position and view of the phased array antenna in ASDEX Upgrade
tokamak. The focal plane may lie in a range from 200 mm to 400 mm apart from the
antenna aperture. The dedicated beam shape is a fundamental mode Gaussian beam
as a matter of practicality. The polarization of the antenna is in X-mode with the
electric �eld being perpendicular to the static magnetic �eld. The steering plane is
also perpendicular to the magnetic �eld in order to maximize the sensitivity towards
the perpendicular turbulence wavenumber (minimize contribution of the parallel-to-H
components) [CPHt10].

3.1.3 Turbulence Velocity

If the �uctuating cut-o� layer moves with a mean velocity vf , the scattered beam is
Doppler-shifted. The induced Doppler shift follows from the mean velocity of the
density �uctuation as [CPHt10]

lD = 2π5D = vf · k = E⊥:⊥ + E ‖: ‖ + Er:r, (3.8)
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where the actual movement is decomposed into a radial component Er, a component par-
allel to the static magnetic �eld E ‖ and a component perpendicular to the static magnetic
�eld E⊥ with the corresponding components of the probed turbulence wavenumber
:r, : ‖ , and :⊥. The parallel turbulence wavenumber is considered much smaller than
its perpendicular counterpart, such that : ‖ � :⊥. In addition, the radial turbulence
movement is centered around the cut-o� layer with a balanced inward and outward
movement, where the radial component broadens the turbulence spectrum but does
not contribute to the Doppler shift [CPHt10]. Consequently, the Doppler shift of the
backscatter beam is

lD ≈ E⊥:⊥ . (3.9)

The movement of the turbulence is in part due to gyro-centered motion of the
electrons relative to the antenna EK×H and the phase velocity of the turbulence Ep in
this stream [CPHt10]

E⊥ = EK×H + Ep . (3.10)

If the phase velocity is small compared to the mean electron velocity, i.e., Ep � EK×H ,
the Doppler shift reveals the Kr × H-velocity. From EK×H and the knowledge of the
magnetic �eld H, the radial electric �eld �r can be estimated [CPHt10; Hap10; LCG+17].
Fluctuations in�r appear as a �uctuating Doppler shift and, thus, allow the measurement
of �r �ow oscillations such as geodesic acoustic modes and zonal �ows [CPHt10].

3.2 Phased Array Antennas

Antennas transform the �elds of guided waves into �elds that propagate in free-space.
The radiated �eld distribution can be shaped by the source distribution on the antenna.
The larger the antenna is, the better the radiated �eld can be focused towards a certain
angular direction, whereas small antennas do commonly radiate in a broad angular
range. By combining several small antennas in an array, however, their overall radiation
pattern can synthesize that of a large antenna. This is, by sampling a continuous source
distribution, array antennas can approximate arbitrary aperture �eld distributions.
Here, the array elements are excited by a relative amplitude and phase. Dependent on
the complex weights 0= , the position of the radiating elements r ′= , and their individual
radiation patterns f= (K,Q), the radiated �elds superpose and form an overall array
radiation characteristic. Here, r is the observation point, and = ∈ R denotes the element
number in the array. By an appropriate phasing of the individual elements, the radiated
beam can be focused and steered [Bal05; Mai05].

In the following, a linear array with the array elements placed on the G-axis of
the rectangular coordinate system is considered. The spacing between the individual
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elements is 3G . With the element index =, the element position is given by

r ′= = =3GuG , (3.11)

where the element with index = = 0 is the phase reference for all other elements. The
elements are fed simultaneously (coherent waves) with a phasor represented by the
complex element factor 0= = |0= |eji= . The electric �eld at an observation point r
follows from the weighted superposition of the radiated electric �eld of the individual
array elements f= (K,Q) in the direction towards the observation point according
to [Mai05]

K (r) =
∑
=

f= (K,Q) 0=
e−j: |r−r ′= |

|r − r ′= |
. (3.12)

The numerator e−j: |r−r ′= | represents the phase variation and the denominator |r − r ′= |
the amplitude variation from the source to the observation point. The previous expres-
sion is valid only in the far-�eld of the individual array elements.

If the radiation pattern f= of the individual elements is obtained in the array envi-
ronment, it is called embedded element pattern. In contrast to the isolated element
pattern (radiation element placed in a free-space environment), the embedded element
pattern includes electromagnetic e�ects concerning the array radiation [Mai05]. This
is, the embedded element pattern includes mutual coupling e�ects between the array
elements. Mutual coupling is the e�ect that radiated �elds of a single element in an
array are received and eventually re-radiated by neighboring array elements. This
in�uences the overall radiation characteristic of the individual elements and requires
the radiation patterns of the array elements to be obtained in the array environment.

If the distance between the individual elements is small compared to the distance of
the array to the observation point 3G � |r − r ′= | (i.e., the array is small compared to
the distance to the observation point), the scalar array factor can be simpli�ed. This
is, the distance from each element to the observation point A= can be approximated
by [Mai05]

A= = |r − r ′= | ≈ A0 − r ′= · uA , (3.13)

with the distance A0 from the array origin to the observation point and the unit vector
uA =

(
r − r ′0

)
/|r − r ′0 | pointing into the direction of the observation point from the

array origin. With r ′= · uA � A0, the amplitude dependence on the element position can
be approximated by A ≈ A0 and, consequently, the radiated �eld from the array antenna
follows as [Mai05]

K (r) = e−j:A0

A0

∑
=

f= (K,Q) 0=ej:r ′= ·uA . (3.14)
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If the element patterns of all array elements are equal, the array radiation pattern may
be reformulated to [Mai05]

K (r) = e−j:A0

A0
f (K,Q)

∑
=

0=ej:r ′= ·uA =
e−j:A0

A0
f (K,Q) � (uA ) . (3.15)

with the scalar array factor � (uA ) =
∑
= 0=ej:r ′= ·uA . For a larger number of elements, the

array factor commonly dominates the element pattern. Similarly, if the element pattern
is relatively broad (element radiates equally in all directions), the overall radiation
characteristic is predominantly determined by the array factor.

Steering of the radiated �eld to a desired direction is possible by choosing the complex
element weights 0= such that the phase terms eji= of the weights chancel those of the
geometrical phase variation ej:r ′= ·uA in the scalar array factor � (uA ). This maximizes
the scalar array factor in the desired direction [Mai05]. If the vector uA (in the GI-plane)
is speci�ed by an angleK between the I-axis and the vector toward the observation
point uA , the scalar array factor can be denoted as

� (K ) =
∑
=

0=ej:=3G cos(90°−K ) =
∑
=

0=ej:=3G sinK . (3.16)

For steering the beam towardsKp, the phase of each element weight 0= has to be

i= = −:=3G sinKp (3.17)

in order to chancel those of the geometrical con�guration/phase variation in (3.16). In
turn, the steering direction can be deduced from the phase between two adjacent array
elements Ji = i= − i=+1 as

Kp = arcsin
(
Ji

:3G

)
. (3.18)

Consequently, if the phase-o�set Ji between each element is equal, the beam is steered
towards the respective direction. The phase-o�set can be controlled by a phase shifter
allowing the beam to be steered/scanned while the array geometry does not change.

Denoting the argument of (3.18) as D =
Ji

:3G
, the wavenumber :I in I-direction (i.e.,

away from the array) follows from the dispersion relation and the steering angle as

:I = : cosKp = : cos (arcsinD) = :
√

1 − sin2 (arcsin (D)) = :
√

1 − D2 . (3.19)

Only arguments D in the range from −1 to 1 lead to a real-valued :I and, thus, wave
propagation away from the array. Hence, |D | ≤ 1 speci�es the visible region of the
array con�guration. As a consequence, the progressive phase may be in the range

−:3G ≤ Ji ≤ :3G . (3.20)
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For 3G ≤ _/2, this leads to |Ji | ≤ π, which is unique. In contrast, an element spacing
of 3G > _/2 leads to |Ji | > π and, thus, a repetition of the array factor. Depending on
the steering angle, other maxima apart from the desired main beam occur within the
visible region of the array factor. These other maxima are called grating-lobes as they
are dependent on the spacing of the array elements (i.e., the geometrical con�guration
of the array). To ensure that no grating-lobe is within the visible range for a given
maximum steering angleKp,max, the element spacing has to be small enough to ful�ll
the condition [Kar05; Mai07]

3G ≤
_

1 + |sinKp,max |
. (3.21)

If the full angular range needs to be covered, the element spacing has to be 3G ≤ _/2.
Due to the �nite width of an array antenna and due to the fact that it samples a

continuous aperture distribution, errors toward the desired aperture �eld occur. These
errors lead to so-called side-lobes next to the main-beam. However, the intensity of
the side-lobes can be optimized by the array taper — similar to window functions in
the Fourier transform. There are numerous procedures to shape and synthesize the
radiated �eld. These methods try to optimize the far-�eld beam-width, the side-lobe-
level, and/or the aperture e�ciency of the array antenna. In principle, these procedures
optimize/synthesize the far-�eld radiation of the array antenna [Mai05; Mai07]. None of
these synthesis procedures may be applied to shape a desired beam in the near vicinity
of the array antenna. Nevertheless, shaping a desired beam can be accomplished by
sampling its transverse �eld distribution at the position of the array elements. In this
work, Section 3.3 covers the synthesis/shaping of a de�ned Gaussian beam by sampling
its transverse �eld.

The array taper of an array antenna is realized by a feed network that provides
each individual (radiating) array element with the required complex weight 0= . There
are two prevailing types of feed networks: the parallel feed network and the serial
feed network. A parallel feed divides the input wave into several branches, whereas a
serial feed taps-o� the required amplitude from a main-line and directs it towards the
individual radiating elements.

The type of feed network that is suitable for a problem depends on the circumstances
and goals. If e�ciency of the phased array antenna is the main goal, a parallel feed
outperforms the serial feed. In this case, each element has its dedicated phase shifter
and the connecting waveguide can be relatively short. In contrast, with a serial feed
network the progressive phase to steer the beam can be realized with a single actuator
(equal phase o�set in-between two adjacent elements). The reduced complexity for the
phase control in a series feed network comes at the expense of a reduced e�ciency, as
the wave travels from the input trough all phase shifters to arrive at the last element. As
a consequence, the losses scale with the number of phase shifters or radiating elements.
These issues are even more pronounced for phased array antennas with a large number
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of elements and when the phase shifter and the connecting waveguides are the main
contributors of loss. In this case, one can either optimize for e�ciency and take a
parallel feed network or minimize the number of actuators and decide for a series feed
network.

The phase control of the array antenna can either be active or passive. An actively
steered phased array antenna is controlled by actuators that control the phase of each
element. Passive phased array antennas can steer the beam by sweeping the frequency
due to varying waveguide lengths towards the radiating elements.

For this thesis, focus is on an actively steered phased array antenna supporting a
frequency-invariant steering angle. The number of actuators should be minimal due to
the harsh environment inside the vessel. Thus, a serial feed design is envisaged.

3.3 Gaussian Beam Synthesis from a Phased Array Antenna

With the plane-wave spectrum representation from Section 2.2, any source-free elec-
tromagnetic �eld can be described by the transverse components of either the electric
or the magnetic �eld in a plane. The expansion of the transverse �eld in plane waves
allows the propagation of this �eld. With the paraxial approximation, this propagation
mechanism led to the Gaussian beam (2.76). This Gaussian beam supports independent
beam parameters in both transverse directions and it might be realized by separately
shaping the beam in each transverse direction. In this section, the realization of a
well-de�ned one-dimensional Gaussian beam by sampling its transverse �eld on a line
is investigated.

To unify the Gaussian beam de�nition for the following considerations, a Gaussian
beam with beam waistF0G = 7_ at a focal distance I0G = 300 mm and for the frequency
5 = 90 GHz is used for all computations. This allows comparison between the results
and, further, this beam con�guration is similar to that of the phased array antenna for
the ASDEX Upgrade tokamak described in Chapter 5.

In the following, the transverse electric �eld of the desired beam is synthesized by
an array of open-ended rectangular hollow waveguides. For the computation of the
synthesized �eld, the �-plane cut of the open-ended rectangular hollow waveguide
is modeled by a rectangular window. The in�uence of the rectangular window, the
number of radiating elements, the possibility of beam-steering as well as amplitude and
phase errors on the plane wave spectrum and the radiated beam are investigated. The
realization of such a discretized �eld distribution and the procedure to consider mutual
coupling between the source elements is presented. Finally, the required amplitude and
phase distribution to radiate a Gaussian beam over a full waveguide band (in particular
the W -band) is described.
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3.3.1 Sampling of the Gaussian Beam Transverse Field

Consider a linearly polarized (uG -polarized) Gaussian beam with only an electric �eld
component �G . The electric �eld in the GI-plane is described by (2.76) as

�G (G, 0, I) = �0G

√
F0GF0~
√
FGF~

e
− G2

F2
G
−j:I′−j G2IAG

F2
0G'G

+jqG2 +j
q~

2
, (3.22)

for ~ = 0, and in the ~I-plane for G = 0 the electric �eld is

�G (0, ~, I) = �0G

√
F0GF0~
√
FGF~

e
− ~2

F2
~
−j:I′−j ~2IA~

F2
0~'~

+jqG2 +j
q~

2
. (3.23)

The terms in the exponent of both equations that are independent of G or~, respectively,
realize a phase shift of the complete beam �eld. The absolute phase of the radiated
�eld, however, is not important for the synthesis of the Gaussian beam. The terms
preceding the exponential scale the magnitude of the �eld and are also independent
of G or ~, respectively. These terms are only necessary to keep the energy content
of the beam along the propagation axis constant. For the synthesis of a Gaussian
beam in a transverse plane, however, also these normalizing terms can be neglected.
Consequently, the relative transverse �eld �G of a Gaussian beam on a line ~ = 0 and
I = const. can be represented by

�̃G (G, 0, I) = e
− G2

F2
G
−j G2IAG

F2
0G'G , (3.24)

and on a line G = 0 and I = const. it is

�̃G (0, ~, I) = e
− ~2

F2
~
−j ~2IA~

F2
0~'~ . (3.25)

The real-valued term in the exponent of both previous equations represents the ampli-
tude distribution and the imaginary part represents the phase distribution on the G-
and ~-axis, respectively. Note, that these representations are indicated by the tilde.

In a similar fashion, by neglecting the absolute phase and the amplitude normalizing
terms of the two-dimensional Gaussian beam (transverse plane) (2.76), the relative
electric �eld of this Gaussian beam in a plane I = const. follows as

�̃G (G,~) = e
− G2

F2
G
−j G2IAG

F2
0G'G

− ~2

F2
~
−j ~2IA~

F2
0~'~ = �̃G (G, 0, I) �̃G (0, ~, I) . (3.26)

As a consequence, the transverse electric �eld �G of the Gaussian beam may be separated
in G and ~. Thus, the Gaussian beam (2.76) can be decomposed in separate �eld
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Fig. 3.2: Left: Gaussian beam from a continuous transverse �eld distribution. Right: Gaussian
beam from a sampled and truncated transverse �eld distribution.

distributions for both principal axis in the transverse plane. These �eld distributions
are mutually independent and, thus, they can be synthesized individually.

In the following, synthesizing the �eld on one principle axis by individual radiating
elements is investigated. Due to similarity, the other principle axis would follow equally.
However, in this work the beam shape in only one principle plane (in particular the
GI-plane) is synthesized by the taper of the phased array antenna, whereas the beam
shape in the orthogonal plane (in particular the~I-plane) is synthesized by the radiating
element itself (a re�ector).

The relative electric �eld distribution on the G-axis �̃G (G, 0, I) from (3.24) is a con-
tinuous function. To realize such a �eld distribution, it might as well be sampled and
truncated. This allows the aperture distribution to be arbitrarily synthesized from a
�nite aperture and, in addition, enables the steering of the beam by appropriate phasing
of the individual samples, see the discussion about phased array antennas in Section 3.2.
The continuous as well as the sampled transverse �eld distribution are sketched in
Fig. 3.2. The continuous distribution might be considered as the ideal one, while the
sampled �eld distribution is an approximation which incorporates discretization and
truncation errors.

The transverse �eld (3.24) of the Gaussian beam is sampled by# rectangular sampling
elements assembling a comb, where # is an odd integer (even is also possible, but odd
results in a zero-centered sampling element). The width of the rectangular sampling
element is speci�ed by ℎ and the spacing between the individual sampling points is
de�ned by 3G , with the condition 3G > ℎ. The Gaussian beam �eld from (3.24) is
sampled at the center of the rectangular sampling element and this value is utilized over
the appropriate width and position. In summary, the sampled electric �eld is described
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Fig. 3.3: Transverse electric �eld amplitude at I = 0 mm for the theoretical and sampled Gaussian
beam with beam waist F0G = 7_ at I0G = 300 mm for 5 = 90 GHz. The sampling element has a
width ℎ = 1.27 mm and the spacing is 3G = 2 mm.

by

�̄G =

(#−1)/2∑
==−(#−1)/2

�̃G (G − =3G , 0, I) rect ((G − =3G ) /ℎ) . (3.27)

The continuous as well as the sampled Gaussian beam with beam waistF0G = 7_ at
I0G = 300 mm for 5 = 90 GHz are plotted in Fig. 3.3. The element spacing is 3G = 2 mm
and the width of the rectangular sampling element is ℎ = 1.27 mm (equal to the height
of the WR10-rectangular hollow waveguide). Due to the sampling and truncation,
the area (or line-length, when considering the electric �eld on an axis) that is used
for radiation does not equal that of the ideal Gaussian beam. Hence, when directly
comparing both beams, the energy contained in the sampled beam is smaller than the
energy in the continuous beam. This basically says that a sampled �eld distribution
uses the available area less e�ciently.

The in�uence of the sampling process on the radiated beam is investigated by means
of its plane wave spectrum, see Section 2.2.2. Due to the sampling, the plane wave
spectrum will be periodic and the sampling element introduces a deviation in the
spectrum from the ideal one. As the sampling process is a multiplication in spatial
domain (3.27), the rectangular sampling element results in a convolution with a sinc-
function in the spectral domain. The width of the sinc function is dependent on the
width of the rectangular sampling element: the smaller the width, the broader the sinc
and, consequently, the smaller the in�uence on the plane wave spectrum. The plane
wave spectrum of the continuous and of the sampled Gaussian beam with beam waist
radiusF0G = 7_ at a focal distance I0G = 300 mm for 5 = 90 GHz is shown in Fig. 3.4.
The �eld is assumed uniform in ~-direction (i.e., :~ = 0). The rectangular sampling
element has a width ℎ = 1.27 mm and the spacing between the individual samples is
3G = 2 mm.
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Fig. 3.4: Plane wave spectrum of the continuous and the sampled Gaussian beam with beam waist
F0G = 7_ at I0G = 300 mm for 5 = 90 GHz. The sampling element has a width ℎ = 1.27 mm and
the spacing is 3G = 2 mm. Left: Propagating wavenumber range ( |:G | < :). Right: Extended
wavenumber range ( |:G | < 2.5:).

The left plot of Fig. 3.4 is restricted to the propagating wavenumbers |:G | < : . The
continuous �eld distribution �̃G leads to a plane wave spectrum with a vanishing
I-component of the electric �eld. Moreover, the spectrum of the continuous �eld distri-
bution has a peak around :G/: = 0, which can be interpreted as the beam propagating
along the I-direction with a certain spread (|:G |/: ≠ 0 components).

The spectrum of the sampled �eld distribution has an ˆ̄�G as well as an ˆ̄�I , while the
I-component is considerably smaller. The peak of ˆ̄�G is also around :G/: = 0 and the
shape follows that of ˆ̃

�G . Due to the sampling, the peak of the sampled �eld distribution
is smaller in amplitude as compared to the continuous �eld distribution. Further,
the sampled and truncated plane wave spectrum has small ripples. The sampling
process (3.27) can be considered as a sum of complex weighted Fourier transforms
of the rectangular sampling element. The sampling element itself leads to a sinc-
function in the spectral domain. As the width ℎ of the rectangular function is relatively
small, the �rst-null width of the sinc-function is rather large, see �̂rect in Fig. 3.4. The
superposition of the complex weighted sinc-function spectra leads to the interference
pattern or ripples observable in ˆ̄�G , see Fig. 3.4.

The periodicity of the sampling elements leads to aliasing e�ects in the plane wave
spectrum, similar to the grating lobes of a phased array antenna as discussed in Sec-
tion 3.2. This can be seen in the right plot of Fig. 3.4. The two grating lobes appear in
the invisible or non-propagating wavenumber range. The invisible range is highlighted
with a gray background color. The periodicity is dependent on the wavelength and
on the spacing between the sampling elements. The grating lobes are no problem for
broadside radiation. However, if the main beam is steered it may happen that a grating
lobe moves into the visible or propagating wavenumber range and, thus, disturbs the
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Fig. 3.5: Evaluated electric �eld of continuous and sampled source �eld from Fig. 3.3 in the focal
plane I = 300 mm. Left: normalized amplitude. Right: phase within beam waist |G | <= 23 mm.

radiation characteristic.
With the inverse transforms (2.48) and (2.49) of the plane wave spectrum, the electric

�eld can be evaluated on an arbitrary plane in propagation direction of the beam. The
focal plane in a distance of I = 300 mm is used as the observation plane. The electric
�elds in the focal plane of the continuous and sampled �eld distribution follow from
(2.48) and (2.49). For the results, see Fig. 3.5. The normalized amplitude of the �eld is
shown in the left plot and the relative phase within the beam waist is shown in the right
plot. The sampled and continuous amplitudes agree well for amplitude levels above
roughly −25 dB. For lower amplitudes, the relative error increases. This is basically
due to the truncation and sampling of the continuous �eld distribution, i.e., due to
the ripples in the plane wave spectrum of the sampled �eld. The ratio between the
synthesized beam waist and the desired beam waist is around 0.95. The slightly smaller
beam waist is due to the sampling elements. To compensate for this e�ect, the array
taper should be designed for a slightly larger beam waist (e.g., multiplied by a factor of
1.05 for this particular example). The I-component of the electric �eld of the sampled
Gaussian beam is below −33 dB. The phase of the desired Gaussian beam in the focal
plane is uniform. The continuous source �eld yields the expected result, while the
sampled source �eld leads to a small phase variation within the beam waist radius
(F0G = 23 mm) of roughly 2° and −4°, see Fig. 3.5.

Overall, the sampled aperture distribution can replicate the continuous distribution.
The beam waist radius is almost equal and the phase variation in the beam waist is
acceptable. Ripples occur and a I-component is present in case of a sampled transverse
�eld.
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3.3.2 In�uence of the Edge Taper (Number of Elements)

The ratio between the amplitude of the outermost element (minimal amplitude) and
the amplitude of the central element (maximum amplitude) is the edge taper. When
the sampling element and spacing are de�ned, the edge taper is only dependent on
the number of elements. The number of elements and, consequently, the edge taper,
have an in�uence on the synthesized and radiated (Gaussian) beam. The quality of the
radiated beam and its dependence on the edge taper are investigated in this section.

The Gaussian beam is again synthesized for a beam waistF0G = 7_ at I0G = 300 mm
and 5 = 90 GHz. The sampling element has a width of ℎ = 1.27 mm and the individual
elements are spaced by 3G = 2 mm. The computation of the radiated �eld follows the
three steps described in Section 3.3.1, which are in brief:

1. Sample the continuous transverse �eld (rectangular sampling elements).

2. Compute the plane wave spectrum of the sampled �eld.

3. Evaluate the plane wave spectrum in the focal plane.

These three steps are sequentially performed for element numbers # = 11, . . . , 49.
Fewer elements do not replicate the desired beam at all, while more elements do not
improve the results signi�cantly.

To measure the agreement of the synthesized and the desired Gaussian beam, three
measures are de�ned. The �rst measure is the beam waist ratio: the ratio between the
synthesized beam waist radius to the desired beam waist radius. The second measure
is the phase deviation: the maximum absolute variation of the phase within the beam
waist from the constant or ideal phase. The last measure is the level of the �rst side-lobe.
In addition, the relative total energy within the beam and the edge taper are given. The
relative total energy is the percentage of energy in the beam with respect to sampling
the whole transverse �eld. The results are shown in Fig. 3.6. The beam waist ratio and
the phase deviation are in the left plot, whereas the �rst side-lobe, the energy content,
and the edge taper (reduced by 13 dB, roughly corresponding to the level of the �rst
side-lobe of a rectangular sampling element) are in the right plot.

The beam waist of the synthesized beam is too large for only a few radiating elements
(# < 17). It is smaller than the desired beam waist for element numbers between
# = 17, . . . , 29 and tends to the desired beam waist for more elements. Similarly,
increasing the number of elements decreases the phase deviation within the beam waist.
The phase deviation is not smaller than 10° for less than 29 elements.

In summary, the Gaussian beam is synthesized correctly for more than 29 elements
or an corresponding edge taper of roughly −10 dB. The level of the �rst side-lobe
decreases for more radiating elements. Moreover, the side-lobe-level approximately
follows the edge taper that has been decreased by 13 dB (roughly the level of the �rst
side-lobe of the rectangular sampling element).
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Fig. 3.6: Left: Dependency of the beam waist ratio and the phase deviation on the number of
radiating elements. Right: Level of the �rst side lobe and relative energy content within the beam.
Edge taper reduced by 13 dB for comparison.

3.3.3 In�uence of Aperture Amplitude and Phase Errors

The amplitude and phase of the sampled elements is prone to errors in reality. These
are either random and caused by manufacturing tolerances or systematic and a better
realization is simply not possible. In this section, the random aperture errors are
investigated.

The desired amplitudes follow from the sampling process (3.27). For the analysis,
# = 39 elements sample the Gaussian beam which has a beam waist radiusF0G = 7_
in a focal plane distance I0G = 300 mm. The amplitude and phase of each element
is modi�ed by a random error. The erroneous synthesized �eld is evaluated in the
focal plane. The in�uence of these random errors on the beam waist ratio, the phase
deviation within the beam waist and on the side-lobe level are shown in Fig. 3.7. In
total, three di�erent cases are investigated in the following: only amplitude errors, only
phase errors, and simultaneous amplitude and phase errors.

In the �rst scenario, the amplitude of each element is varied by a random uniformly
distributed relative error in-between error bounds according to the abscissa of Fig. 3.7.
The phase is not erroneous. Each element has a di�erent amplitude error. In Fig. 3.7,
39 di�erent erroneous aperture amplitudes are evaluated for each error bound. The
mean and maximum beam waist ratio, phase deviation within the beam waist as well
as the mean and maximum side-lobe levels are shown. The mean beam waist ratio is
not a�ected by the amplitude errors. However, there are outliers that have lead to a
larger beam waist ratio. The phase deviation within the beam waist worsens for larger
error bounds. Relative amplitude errors of ±1 dB keep the phase deviation below ±5°.
The side-lobe level increases for larger amplitude errors. The maximum side-lobe level
is still below −20 dB for amplitude errors of ±1 dB.
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Fig. 3.7: In�uence of relative aperture amplitude errors on the radiated beam. For each error
bound (± the value on the abscissa) 39 random con�gurations are evaluated. The maximum of all
con�gurations is represented by the dashed lines while the solid lines represent the mean value
over all con�gurations.

Similarly in the second scenario, the in�uence of aperture phase errors is investigated.
The phase of each element is varied by uniformly distributed random values with
magnitude up to the bound according to the abscissa of Fig. 3.8, while the amplitude is
not erroneous. In Fig. 3.8, 39 di�erent con�gurations for each error bound are evaluated.

As with the amplitude errors, the mean beam waist ratio seems to be constant.
However, the phase deviation within the beam waist worsens simultaneously indicating
a poorer agreement with the ideal beam. The side-lobe level increases for larger error
bounds. Overall, for phase errors with magnitude smaller than 10°, the side-lobe level
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Fig. 3.8: In�uence of aperture phase errors on the radiated beam. For each phase error magnitude
bound according to the abscissa 39 random con�gurations were evaluated. The maximum of all
con�gurations is represented by the dashed lines while the solid lines represent the mean value
over all con�gurations.
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Fig. 3.9: Histogram of the beam waist ratio, the phase deviation, and the side-lobe level for 1000
randomly distorted aperture distributions. Amplitude error of each array element in the range of
±1 dB and phase error of each array element in the range of ±10°.

is still below −20 dB and the phase deviation within the beam waist is acceptable.
The third scenario yields a statistical evaluation of simultaneous amplitude and phase

errors at each element, see Fig. 3.9, where 1000 scenarios were evaluated. The amplitude
and phase at each element is randomly (uniform distribution) varied in bounds of ±1 dB
and ±10° of the desired amplitude and phase value. The radiated beam is evaluated in
the focal plane. The beam waist ratio, the phase deviation within the beam waist, and
the side-lobe level are the measures that describe the beam quality. The beam waist
ratio varies slightly (about ±0.05) around 0.95. The phase deviation is centered around
6° and most of the 1000 scenarios result in a phase deviation smaller than 10°. Similarly,
the side-lobe level for most scenarios is below −20 dB, while the histogram is centered
around −24 dB.

As a conclusion, a phased array antenna with # = 39 radiating elements and
amplitude as well as phases errors below ±1 dB and ±10°, respectively, is expected to
yield a side-lobe level below −20 dB. The beam waist is expected to vary by about 5%
and the phase error within the beam waist is expected to be smaller than 10°.

3.3.4 Steering of the Gaussian Beam

Steering the Gaussian beam towards a desired direction is realized similar to steering
the beam of a phased array antenna — by adding a progressive phase according to (3.17)
to the elements. This is, in order to steer the sampled (one-dimensional) Gaussian beam
(3.27) towards theKp direction (angle between broadside and steering direction), a phase
shift i= according to (3.17) is added to each element = = [− (# − 1) /2, (# − 1) /2].
The elements are spaced with a regular distance 3G . The steering of the Gaussian beam
is again investigated by means of the plane wave spectrum.

By multiplying the sampled Gaussian beam �eld distribution with the steering
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Fig. 3.10: Left: Plane wave spectrum of the sampled Gaussian beam steered to 15°, 30°, and 45°
with the spectrum of the continuous distribution as reference. Right: The �G - and �I -component
evaluated in the transverse plane in focal distance.

weights according to (3.17), the sampled and steered �eld is given by

�̄G =

(#−1)/2∑
==−(#−1)/2

�̃G (G − =3G , 0, I) rect ((G − =3G ) /ℎ) e−j:=3G sinKp . (3.28)

The plane wave spectrum and its propagation are evaluated according to (2.47), (2.48)
and (2.49). The steering directionsKp = 15°, 30°, and 45° are investigated. In the left plot
of Fig. 3.10, the plane wave spectrum of the continuous aperture �eld distribution and
that of the sampled and steered aperture �eld distribution are shown. The spectrum
moves to larger relative wavenumbers :G/: for larger steering angles. Moreover, the
amplitude of the main lobe reduces, which is mostly caused by the single element
pattern, i.e., by the sinc-function of the rectangular window.

When the main-lobe is steered in the plane wave spectrum, also its periodic repeti-
tions are shifted. These so-called grating lobes were initially in the non-propagating
part of the spectrum, see Fig. 3.4. For larger steering angles they move towards the
propagating wavenumber range, see Fig. 3.10. When steering towards 45°, the �rst
grating lobe is within the propagating part of the plane wave spectrum. This also
follows from the maximum steering angle given by (3.21). For 5 = 90 GHz and an
element spacing of 3G = 2 mm, the �rst grating lobe occurs at Kp,max = 41.8°. For
5 = 75 GHz and 5 = 105 GHz, the maximum steering angles are Kp,max = 90° and
Kp,max = 25.4°, respectively.

The inverse transforms (2.48) and (2.49) are employed to evaluate the electric �eld
in a plane transverse to the steered propagation direction. The distance of this plane
to the aperture origin corresponds to the focal distance I0G . For the evaluated electric
�elds |�G | and |�I |, see the right plot of Fig. 3.10. The electric �eld of the 45°-steered
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Fig. 3.11: Left: Transverse electric �eld of the steered Gaussian beam. The �eld is evaluated on a
line transverse to the steered propagation direction. Right: Beam waist ratio of the steered beam
without and with mutual coupling. Mutual coupling from a full-wave simulation of one active
radiating element and two passive radiating elements on each side, see Section 3.3.6.

beam vanishes in the evaluation plane due to the grating lobe within the propagating
wavenumber range. The other steering angles have a non-negligible I-component,
which increases for larger steering angles. The increase of the I-component is ac-
companied by a reduction of the G-component. This, however, is to be expected. The
propagation and the transverse direction of the radiated beam are no longer in I-
and G-direction, respectively. When rotating the �G - and �I-components onto the
corresponding vector components in the steered transverse plane, the electric �eld
component in propagation direction almost vanishes, see left plot in Fig. 3.11. Thus, the
radiated Gaussian beam has an electric �eld component transverse to the propagation
direction. The phase in the steered transverse plane equals roughly that of Fig. 3.5. The
phase deviations from the ideal focal plane are in the range of ±5°. Besides, the focal
plane is slightly shifted towards the antenna.

From the considerations on phased array antennas in Section 3.2, it follows that the
radiation characteristic of the whole array is in�uenced by the array taper and the
radiation characteristic of the single elements. The single element is represented by
the rectangular window in (3.28). It has a relatively broad radiation characteristics and
the number of array elements is rather large. Hence, the radiation characteristic of the
whole array is dominated by the aperture taper. However, for larger steering angles
the amplitude of the radiated beam decreases. The envelope is represented by the
single element pattern, which follows from the multiplication of the element pattern
with the array taper, see (3.15). Apart from the amplitude drop, the single element
pattern also in�uences the beam waist. This in�uence is evaluated with the plane wave
spectrum for the standard Gaussian beam with beam waistF0G = 7_ at I0G = 300 mm
for 5 = 90 GHz. The sampling element has a width ℎ = 1.27 mm and the spacing is
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3G = 2 mm. For the ratio of the realized beam waist to the desired beam waist (i.e.,
the beam waist ratio) and its dependence on the steering angle, see the right plot in
Fig. 3.11. At broadside radiation, the beam waist ratio is at about 0.95. For increasing
steering angles, it decreases to 0.88. In summary, the sampling element reduces the
beam waist and the realized beam waist is also dependent on the steering angle. To
compensate the single element pattern, the array taper should be designed for a slightly
larger beam waist (e.g., multiplied by a factor of 1.05 for this particular example).

3.3.5 Suitable Radiating Elements

The possibility of synthesizing and steering a Gaussian beam by a synthesized transverse
�eld distribution has been shown in the previous sections. In the model, the synthesized
�eld is composed of rectangular sampling elements with the electric �eld being aligned
with the polarization of the Gaussian beam. To realize such a synthesized transverse
�eld distribution, a radiating element is required. The radiating elements are considered
to be the source of the Gaussian beam. They have to transform the guided wave �eld
into that of the synthesized transverse �eld distribution in order to approximate the
desired Gaussian beam.

For the electric �eld to be aligned with the sampling direction (as is the case for the
phased array antenna designed in this thesis), the TE10-mode in an rectangular hollow
waveguide, see Section 2.4.1, or the TMI

<0-mode in the radial parallel plate waveguide,
see Section 2.4.2 are suitable. Here, either the small sidewall of the rectangular waveg-
uide or the I-axis of the radial parallel plate waveguide is aligned with the sampling
direction. With this orientation, both waveguides support only modes that have an
electric �eld aligned with the sampling direction.

As already stated, the electric �eld is guided in a waveguide with conducting walls.
In Fig. 3.12 a), the electric �eld in the aperture of an appropriate waveguide is shown.
Shown is a cut along the sampling direction. The electric �eld at the aperture might
be guided in a rectangular hollow waveguide or a radial parallel plate waveguide. To
investigate the radiation into the right half-space, the �elds can be represented by an
equivalent magnetic surface current Ss = −n × Ks, with the unit normal n pointing
into the right half-space [Bal05]. The resulting current is shown in Fig. 3.12 b). The
waveguide in the left half-space must be �lled with PEC, since electric surface currents
shall be neglected. In a next step, the left half-space is replaced by vacuum. With
the image principle, the magnetic surface currents in the right half-space are now
S ′

s = −2n × Ks. The magnetic current S ′
s yield the correct �eld solution only in the

right half-space. For the sampling of the transverse �eld, however, this is exactly the
electric �eld distribution that was modeled by the rectangular sampling element in
(3.27) and as illustrated in Fig. 3.12 d). When comparing Fig. 3.12 d) with the sampled
�eld distribution in Fig. 3.2 it can be seen that the sampled transverse �eld distribution
is similar to the radiation from the aperture. Further, when using several of these
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Fig. 3.12: Radiation of an electric �eld from an aperture using the equivalence principle and image
theory. The aperture �eld in a) may be a guided TE10-mode in a rectangular hollow waveguide or
TMI

<0-modes in the radial parallel plate waveguide.

apertures displaced by the sampling distance, the whole sampled �eld distribution can
be replicated.

In summary, the previous considerations show the similarity between the radiation
from an aperture antenna and the sampled �eld distribution. The bottom-line is: It is
possible to realize the desired sampling pattern to approximate the Gaussian beam by
placing several apertures side-by-side modeling the sampling process. Clearly, when
using several apertures, the mutual coupling between the individual elements can in
general not be neglected. The mutual coupling is investigated in the following section.

3.3.6 Consideration of Mutual Coupling

The fundamental model to compute the radiated �eld from the aperture in the previous
sections is based on the assumption that the radiating element (i.e., the electric �eld
in the aperture) is placed in an in�nite PEC plane. This assumption, however, does
not represent realistic scenarios. The in�uence of the neighboring elements is not
considered in this simpli�ed model. In fact, every active element in an array induces
secondary radiation in the neighboring elements. This in�uencing mechanism is called
mutual coupling [Mai05].

Consequently, a more realistic model of the array antenna (in contrast to the model
in Fig. 3.12) has several apertures placed side-by-side in the PEC half-space or array
aperture representing the individual radiating elements, see Fig. 3.13 a). The active
element has a source �eld Ks in its aperture, whereas the neighboring apertures support
an electric �eld in the aperture but are not active. Due to mutual coupling, however,
there exists a coupled electric �eld denoted as Kc, which is due to the source �eld Ks.
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Fig. 3.13: Radiation model that considers mutual coupling of the individual elements. The active
element leads to electric �elds in neighboring elements a). The e�ect on the radiation characteristic
follows from evaluating the radiated �eld on a plane in a distance 3 away from the aperture b).

The amplitude and phase of the coupled electric �elds Kc are, in general, a function
of the frequency, the spacing between the elements, and of the geometric shape of
the radiating elements. To consider mutual coupling e�ects, a full-wave simulation
of the embedded element in the array environment is required. The induced �eld on
the neighboring radiating elements can then be described by a mutual impedance or
coupling matrix [Mai05].

In this thesis, another avenue is pursued to evaluate the impact of mutual coupling
on the radiated beam. The single element is simulated in the array environment and
the radiated �eld is evaluated on a plane in a distance of about 5 . . . 10_0 from the array
aperture, see Fig. 3.13 b). Thereby, the electric �eld on the evaluation plane represents
an equivalent source �eld K ′s that includes all e�ects originating from the geometry
of the radiating elements. To obtain the overall radiation characteristic of the array
antenna, each element is simulated and the individual equivalent source �elds K ′s are
weighted by the element weights and �nally superimposed. Similar to the previous
sections, the plane wave spectrum is employed to compute the radiated �eld at an
arbitrary observation point in propagation direction away from the equivalent plane
with the source �eld being the superposition of all individual equivalent source �elds.

The simulation of each element in the complete array geometry can be very time-
consuming due to the large size of the array and a �ne resolution of the individual
elements. To reduce simulation time, it may be assumed that the mutual coupling acts
stronger on direct neighbors of a radiating element and weaker on elements farther
away. This is, the coupled �eld is stronger in the direct neighbor as it is in an element
at the other end of the array. As a consequence, the e�ect of mutual coupling may
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be approximated by including only direct neighbors in the full-wave simulation. This
reduces the overall simulation time and still incorporates the mutual coupling e�ect due
to direct neighbors. Moreover, a single simulation can be reused for all con�gurations
that have an equal geometry (same simulation model). Here, only the equivalent source
�eld K ′s has to be geometrically shifted according to the element position in the array.
Thus, only the inner geometry of the array (elements leading to the same reduced
geometry) and, in addition, the outermost elements incorporating the edge of the array
have to be modeled and simulated.

The geometry of the phased array antenna for ASDEX Upgrade tokamak is introduced
in the following chapters, the in�uence of mutual coupling is brie�y outlined here.
The coupling (in terms of S-parameters) from the radiating element to the neighboring
elements is on the order of −17 dB for the direct neighbor, −23 dB and −26 dB for the
next two neighbors, respectively. The input re�ection coe�cient of a single element
is about −14 dB. Thus, the mutual coupling e�ect acts weaker on elements that are
far away from the active element and, in addition, the overall e�ect is at relatively
low amplitude levels. This is also underpinned by comparing the beam waist ratio of
the sampled Gaussian beam (no mutual coupling) and that of the �eld obtained by
simulating the whole array geometry (with mutual coupling). For broadside radiation
at 90 GHz (only one frequency due to long simulation time), the beam waist radius is
F0G = 22.49 mm with a corresponding beam waist ratio of 0.964 (desired beam waist
radiusF0G = 23.33 mm). Without mutual coupling, the beam waist radius is 22.37 mm
with a beam waist ratio of 0.959. If the mutual coupling of the two neighboring elements
(two on each side) is considered, the realized beam waist isF0G = 22.45 mm with a beam
waist ratio of 0.962. Thus, for the phased array antenna in this thesis the mutual coupling
is at a low level and its in�uence on the radiated beam is relatively small. The radiation
characteristic of the single element has a stronger e�ect. Moreover, the mutual coupling
can be computed by considering the mutual coupling of two neighboring elements.
This saves simulation time and leads to equal results as compared to simulating the
whole aperture.

For the dependency of the beam waist on the steering angle under the consideration
of mutual coupling, see Fig. 3.11. For this plot, the radiation pattern of an active radiating
element with four passive radiating elements (two on each side) was evaluated for
di�erent steering angles. The beam waist ratio is slightly larger than without mutual
coupling. The trend for increasing steering angles, however, is similar.

3.3.7 Synthesis of a Full-Band Gaussian Beam

In the previous subsections, the focus was on the general radiation of a Gaussian
beam from a phased array antenna. The Gaussian beam was synthesized for a �xed
frequency by sampling its transverse �eld distribution at the array aperture. In the
following, the Gaussian beam is synthesized to have a certain characteristic in the whole
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waveguide band. This full-band synthesis is categorized in two cases. The synthesis
of a Gaussian beam with a wavelength-dependent beam-waist, and the synthesis of
a Gaussian beam with a wavelength-independent focal plane position. The Gaussian
beam with a wavelength-dependent beam waist is dedicated for Doppler re�ectometry
in AUG, whereas the Gaussian beam with a wavelength-independent focal plane is
suitable for Doppler re�ectometry in Tokamak à Con�guration Variable (TCV). As
in the previous sections, the Gaussian beam transverse �eld is sampled only in one
principle plane, the GI-plane according to (3.24) (sampled along the G-direction). The
orthogonal plane (~I-plane, along the ~-direction) would follow equally, see (3.25), but
may also be synthesized by a continuous source distribution.

Nevertheless, both synthesis procedures have one thing in common: The amplitude
distribution at the array aperture is frequency-invariant, because it is easier to be real-
ized in a series feed structure as compared to modeling a certain frequency-dependent
amplitude distribution. As a consequence, the Gaussian beam radiusFa

G at the array
aperture is frequency-invariant. From (2.69), the beam radius at the array aperture and
at the design wavelength _d follows from

Fa
G = Fd

0G

√√√√√√√
1 +

©­­«
_dI′dG

π
(
Fd

0G

)2
ª®®¬

2

, (3.29)

with the focal distance I′dG and beam waist radiusFd
0G at the design wavelength. With

the beam radius at the array apertureFa
G and (3.24) follows the amplitude taper |< | of

the array antenna as a function of the element position G as

|< | = e−(G/F
a
G )2 . (3.30)

The phase distribution at the array aperture ejia
G follows from the imaginary part of

(3.24) as

ejia
G = e

−j G2IAG
F2

0G'G . (3.31)

With the Rayleigh length IAG (2.65), the phase distribution can be denoted as

ia
G = −πG

2

_'G
. (3.32)

Together, (3.30) and (3.32) reassemble the desired Gaussian beam, see Section 3.3.1.
The other factors in (2.76) are either for the normalization of the Gaussian beam or do
not dependent on the transverse direction. They merely introduce a phase o�set to
the total �eld. In the following two paragraphs, the array taper of the two di�erent
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frequency-dependencies (or independencies) is presented. For the phased array antenna
in AUG, a fundamental-mode Gaussian beam with wavelength-dependent beam waist
is synthesized. This is, the beam waist radius is controlled and the focal distance adjusts
accordingly. For the phased array antenna in TCV, a fundamental-mode Gaussian beam
with a focal plane distance that is constant over frequency is synthesized. This is, the
focal distance is controlled and the beam waist radius adjusts accordingly.

Radiation of a fundamental-mode Gaussian beam with a linear
wavelength-dependent beam waist (for AUG)

The (linear) wavelength-dependent Gaussian beam waist radius is denoted as F̃0G = ?_,
with the positive real number ? (for physically realistic beams ? > 1). As a consequence
of the frequency-dependent beam waist radius and the frequency-invariant amplitude
distribution Fa

G at the array aperture (3.29), the focal distance has to be frequency
dependent. Using (2.69) with the �xedFa

G and the wavelength-dependent beam waist
F̃0x, the frequency-dependent focal distance of the Gaussian beam follows as

Ĩ′G = ±πF̃0G
_

√
(Fa
G )2 − F̃2

0G , (3.33)

while the negative sign represents the con�guration in which the �eld propagates
towards the beam waist and the positive sign represents the con�guration where the
�eld propagates away from the beam waist. For the phased array antenna, only the
negative sign is of interest, as it yields the phase taper that radiates a converging �eld.

With (2.74) and (3.33), the frequency-dependent radius of curvature at the array
aperture follow as

'̃a
G = −

πF̃0G
(
Fa
G

)2

_

√
(Fa
G )2 − F̃2

0G

, (3.34)

and, inserting '̃a
G into (3.32) yields the required wavelength-dependent phase taper

ĩa
G =

G2
√

1 − F̃2
0G/(F

a
G )2

F̃0GFa
G

. (3.35)

The array taper for radiating a fundamental-mode Gaussian beam with a linear wave-
length-dependent beam waist radius is <̃ = |< |ejĩa

G , and, thus

<̃ = e−G
2/(Fa

G )2+jG2/(F̃0GFa
G )

√
1−F̃2

0G /(Fa
G )2 . (3.36)

For veri�cation, this array taper is sampled and propagated with the plane wave
spectrum, similar to the procedure described in Section 3.3.1. The design wavelength is
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Fig. 3.14: The amplitude distribution at the array aperture is frequency-independent. The phase
taper synthesizes the desired frequency-dependent beam waist radius F0G = 7_. The dashed lines
indicate the beam waist at the evaluated frequencies.

_d = 4 mm (corresponding to 5 = 75 GHz). The desired focal distance is I′dG = 200 mm
and the frequency-dependent beam waist radius is F̃0G = 7_. The beam waist at the
array aperture follows from (3.29), and the array taper follows from (3.36). In Fig. 3.14,
the result of the plane wave propagation is plotted. The beam radius at the aperture is
constant. The beam waist radius scales with the frequency and the focal plane moves
away for higher frequencies.

Radiation of a fundamental-mode Gaussian beam with a
frequency-independent focal plane distance (for TCV)

Although a phased array antenna for Tokamak à Con�guration Variable is not topic of
this thesis, a suitable aperture taper is discussed here. With the information from Stefano
Coda, a Gaussian beam for Doppler re�ectometry in TCV has to have a frequency-
independent focal plane distance Ī′G = const., while the beam waist F̄0G may vary in
certain bounds. A speci�c realization in V -band (50 GHz to 75 GHz) requires a beam
waist that may vary in the range 10 mm to 15 mm in a focal plane distance from the
aperture of 150 mm.

Similar to the previous considerations, the amplitude taper and, thus, the beam waist
at the apertureFa

G is constant and given by (3.29). With the desired focal distance Ī′G
and solving (2.69) for the beam waist radius yields

F̄2
0G =

( (
Fa
G

)2 ±
√
(Fa
G )4 − 4 (_Ī′G/π)2

)
/2. (3.37)
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Fig. 3.15: The amplitude distribution at the array aperture is frequency-independent. The phase
taper synthesizes the desired frequency-independent focal plane Ī′G = 150 mm. The dashed lines
indicate the beam waist at the evaluated frequencies.

Inserting this into (2.74) eventually leads to the radius of curvature at the array aperture
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With the radius of curvature and (3.32), the required phase taper at the array aperture
is

īa
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2G2_Ī′G

π (Fa
G )4
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The array taper is again composed of the amplitude taper (3.30) and the phase variation
ejīa

G . Due to the lengthy expression of the phase taper, it is not given explicitly. For
the TCV beam con�guration (F0G = 10 mm . . . 15 mm and Ī′G = 150 mm), the phase
taper with the minus sign yields a solution. The array taper is sampled and propagated
by means of the plane wave spectrum as in Section 3.3.1. The design wavelength
is _d = 6 mm (corresponding to 5 = 50 GHz). The Gaussian beam is synthesized
for a focal plane distance of Ī′G = 150 mm and the beam waist radius Fd

0G = 15 mm.
The frequency-dependency follows from the phase taper. The realized beams for the
frequencies 50 GHz, 62.5 GHz, and 75 GHz are plotted in Fig. 3.15. The synthesized
beam waist radius scales from 15 mm to 8.5 mm for increasing frequencies. The focal
plane distance is constant.



4 Individual Antenna Components

The considered phased array antennas are composed of several waveguide feed com-
ponents that realize the required aperture �eld distribution. The realization of these
components depends on the waveguide technology (e.g., microstrip line or rectangular
hollow waveguide) that is employed. The scope of this thesis is on millimeter-wave
phased array antennas for nuclear fusion experiments. Due to the harsh environment
inside the vessel of the experiment, hollow waveguides are the means of choice. In the
following, rectangular hollow waveguide components for millimeter-wave phased array
antennas are designed and analyzed by means of full-wave simulations and prototype
measurements. The individual components are:

• a coupling structure, to tap-o� a de�ned amount of power from a trunk line

• a variable phase shifter to steer the beam

• an invariable phase shifter, to realize the desired aperture phase taper

• a waveguide load, to absorb the remaining energy at the end of the serial feed

• a vertical transition, to realize a multilayer split-block network

• a radiating element in form of a parallel-plate re�ector

The individual components have been designed in view of realizing a serial feed network,
but they are not limited to this application.

4.1 Coupling Structure or Power Divider

A basic building block of the phased array antennas are power dividers that distribute
the incoming wave from the input port to the radiating elements. In a parallel feed
con�guration, power dividers require a division ratio in the range of −3 dB to −6 dB. In
a serial feed con�guration, only a small portion of the power in the trunk line is tapped-
o� to the radiating elements. The required division ratio is in the range of −10 dB
to −25 dB. In any case, the division ratio should be constant within the operational
frequency range to realize the desired amplitude taper throughout this range.

The strong coupling values covering the full rectangular hollow waveguide band for
a parallel feed con�guration can be realized by a branch-guide coupler [Lev73; You62].
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Smaller coupling values, as they are required by a serial feed con�guration, lead to
smaller slot heights of the individual branches and eventually to values that cannot
be realized. The limit is the smallest groove that can be realized. To overcome this
dilemma, coupling holes or slots in the waveguide walls are frequently used to tap-o�
the power [Ste48; Wat46]. At millimeter-wave frequencies, however, these structures
are also di�cult to realize. Moreover, even if one is able to acquire the required accuracy,
these holes or slots exhibit a relatively strong frequency dependency [RWK+13].

To overcome the manufacturing di�culties of the aforementioned approaches and to
realize a constant coupling factor over the full waveguide band, a new coupling structure
has been developed. Electrically, it is built from a rectangular hollow waveguide E-
plane (series) T-junction and a quarter-wave transformer section. The waveguide
height of the quarter-wave section controls the coupling factor. Almost frequency
independent coupling values between −25 dB and −10 dB covering the entire W -band
(75 GHz–110 GHz) can be realized [KSE+15a; KSE+17]. Mechanically, the proposed
structure is composed of two parts: the rectangular hollow waveguide network in split-
block technology and a separate and exchangeable insert that forms the quarter-wave
section. Consequently, it is possible to adjust the coupling factor by modifying the
insert without the need to manufacture the whole split-block again.

In the following, the fundamental model of the coupling structure is presented. Pro-
totype coupling structures with inserts that are realized by two di�erent manufacturing
technologies (laser-cutting and wire-erosion) are described and evaluated subsequently.

4.1.1 Fundamental Model

The fundamental model of the proposed coupling structure is sketched in Fig. 4.1 as a
cut through the E-plane of the rectangular hollow waveguide network. The proposed
structure is a rectangular hollow waveguide E-plane (series) T-junction where the
vertical part of the “T” (the stub-guide) assembles a quarter-wave transformer section.
The waveguide width 0 is constant throughout the structure (no variation in H -plane
direction). The waveguide height of the quarter-wave section 1s controls the coupling
factor. It is smaller than the height 1 of the remaining rectangular hollow waveguide
structure, i.e., 1s < 1. The 0 and 1 correspond to those of the standard rectangular
hollow waveguide (2.54 mm × 1.27 mm for WR10, respectively).

An equivalent circuit of the proposed coupling structure is derived in [KSE+15a]
and sketched in Fig. 4.2. The equivalent circuit employs the characteristic impedance
of the waveguide [MDP48; Riz88] and is based on the equivalent circuits given in the
Waveguide Handbook for the T-junction [Mar51, pp. 337] and for the discontinuity
change of the waveguide height [Mar51, pp. 307]. The equivalent circuit is correct only
for 1s < 1 and it is more accurate, the smaller 1s is [AAP+87; KSE+15a; Mar51]. The
characteristic impedance of a rectangular hollow waveguide with height 1 is denoted
as /w and the characteristic impedance of a rectangular hollow waveguide with height
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Fig. 4.1: Fundamental model of the coupling structure [KSE+15a].

1s is denoted as /s. The three ports in the equivalent circuit all have a characteristic
impedance of /w.

The discontinuity change of the waveguide height at port 3 leads to a parasitic
parallel capacitance (with a susceptance �d). The desired length of the quarter-wave
section is ℓs = _g/4 at the design frequency, with the guided wavelength _g. In electrical
terms it is composed of a physical length ℓp and a length 3 ′ accounting for the reference
plane shift within the T-junction from its characteristic terminals [Mar51, p. 120, p. 338].
An ideal transformer with a transfer ratio = connects the quarter-wave section in series
to the waveguide between port 1 and 2. In the center of the T-junction is a series
inductance (with a reactance - ). To shift the reference plane of the ports 1 and 2 to
those indicated in Fig. 4.1 (virutal intersection of the stub-guide walls with the main-
guide), two waveguides with length ℓ1 = ℓ2 = 1/2 − 3 and characteristic impedance /w
are in-between. The lengths 3 and 3 ′ as well as the susceptance �d and the reactance
- originate from the individual equivalent circuit models that are speci�ed in the
Waveguide Handbook [Mar51].

A comparison of the scattering parameters between the equivalent circuit model from
Fig. 4.2 and a full-wave simulation of the whole coupling structure in CST Microwave
Studio® (2015.02) is given in Fig. 4.3. The scattering parameters of the equivalent model
are derived in [KSE+15a]. The width 1s is varied in order to achieve di�erent coupling
values while the length ℓp = 0.8 mm is kept constant. The equivalent circuit model
and the full-wave simulation agree well. As expected, for larger slot heights the error
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Fig. 4.2: Equivalent circuit model of the coupling structure [KSE+15a].

between simulation model and equivalent circuit model increases as 1s tends to 1.
Besides the veri�cation of the equivalent circuit model, there are two important

results to be stated: A constant coupling factor with low re�ection and insertion-loss
can be realized. However, there is a resonance shift in the B11. The �rst result is the
proof of principle and the basis for further investigations. The second result indicates
that the length ℓp has to be adjusted according to the waveguide height 1s in order
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Fig. 4.3: Comparison between full-wave simulation (solid lines) and equivalent circuit model
(dashed lines) for slot heights 90 µm, 280 µm, and 635 µm. Left: B11 (red) and B31 (blue), bottom to
top as 90 µm to 635 µm. Right: B33 (red) bottom to top as 90 µm to 635 µm and B21 (blue) top to
bottom as 90 µm to 635 µm.
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to achieve optimal performance. This is, to keep the electrical length ℓs constant for
varying heights 1s, the physical length of the stub-guide has to follow

ℓp = ℓs − 3 ′. (4.1)

The length 3 ′ is dependent on the slot height and is speci�ed in the Waveguide Hand-
book [Mar51].

To realize the proposed structure, the relatively small height of the stub-guide 1s is
the most challenging part. When fabricating it in one piece with the split-block network,
the smallest slot height is limited by the smallest available milling tool. In the workshop
of the Technical University of Munich, Chair of High-Frequency Engineering, the
minimal diameter of a milling tool with milling depth >1.27 mm (for WR10 split-block
network) has a diameter of 200 µm. For the phased array antenna, however, smaller
coupling values and, thus, slot heights are required to realize the desired amplitude taper.
Thus, the coupling structure cannot be manufactured solely by milling. Consequently,
the quarter-wave transformer section is realized by a separate piece, a so-called insert
that is placed in the split-block network to model the quarter-wave section of the
coupling structure.

In the following, two di�erent manufacturing methods (laser-cutting and wire-
erosion) to realize the insert are presented. The �rst method, laser-cutting the insert,
is part of the �rst prototype coupling structure. It enables the realization of coupling
slot heights in the range of 90 µm. The second method, wire-eroding the insert, is
an advancement over the laser-cut insert. While the former is attractive in terms of
manufacturing costs, the latter has a better accuracy and repeatability. Besides, the
wire-eroded prototype enables the optimization of the slot length ℓp according to the
slot height 1s. Both prototypes employ WR10 split-block technology for the underlying
rectangular hollow waveguide network.

4.1.2 Laser-Cut Insert

This section describes the prototype of the coupling structure with a laser-cut insert.
The insert is cut from a stainless-steel sheet (material number 1.4310) by means of a
laser. The laser has as certain diameter in its focal region, which de�nes the smallest
possible slot height 1s. The diameter of the laser at LaserJob GmbH in Fürstenfeldburck
was 40 µm. The raw stainless-steel sheet has a certain thickness corresponding to the
slot length ℓp. The laser-cut insert is placed in a �tting groove in the split-block network
to complete the coupling structure. This �tting groove requires the waveguide network
to be modi�ed slightly.

For the model of the laser-cut coupling structure, see Fig. 4.4. The blue geometries
are vacuum, the dark-gray geometry is the laser-cut insert. The waveguide of the
main-guide (from port 1 to port 2) is bent, providing an alignment for the insert
towards the main-guide. The radius (measured from the arc-center to the middle of
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Fig. 4.4: Model of the laser-cut coupling structure. Trunk line is from port 1 to port 2; port 3 is
the coupled port. The laser-cut insert is placed in a �tting groove and models the coupling slot
(i.e., the quarter-wave section).

the waveguide) of the inner bend is Ainner = 1.536 mm and the radius of the outer
bend is Aouter = 4.909 mm. Their angular extent is iinner = 229.5° and iouter = 24.75°,
respectively. These dimensions are chosen such that two coupling structures can be
placed side-by-side with a spacing of 4 mm. The depth of the groove for the insert
is 2.00 mm (maximum milling depth of the 0.8 mm mill) in contrast to 1.27 mm of the
rectangular hollow waveguide in each side of the split block (see the cutting plane
in the lower-left plot in Fig. 4.4). The width of the groove for the insert equals the
thickness of the stainless-steel sheet. The insert is clutched in the groove by the upper
and lower part of the split block.

To suppress any cross-talk of the wave traveling around the insert, the length of
the groove-section starting at the intersection with the broad waveguide wall (in the
E-plane cut of Fig. 4.4, upper left plot) is chosen as a quarter-wavelength of the guided
wave. The impedance change between a �ctive 10 µm mis�t (between groove and
insert) and the 0.4 mm radius at the end of the groove is enough to approximate and
open at this point. Measurements and simulations show that there is no impact by this
coupling mechanism or it is too weak to have any in�uence.

The model of the laser-cut insert is depicted in Fig. 4.5. The thickness of the insert
models the physical length of the coupling slot ℓp (“slot length”). The length of the cut
(lower left in Fig. 4.5) equals the waveguide width (2.54 mm for the WR10). The width
of the cut (“slot height”) equals the waveguide height of the quarter-wave section 1s.

For the prototype, the thickness of the stainless-steel insert is ℓp = 0.8 mm. This
represents a compromise between performance and ease to manufacture the di�erent
inserts. However, it does not realize the optimum performance for all slot heights as the
slot length would have to be adjusted in order to mitigate the e�ect of the slot height
on the electrical length of the slot from (4.1).

Laser-cutting at LaserJob GmbH in Fürstenfeldbruck enabled contour accuracies on
the order of ±5 µm and a smallest possible slot height of 40 µm due to the minimum laser
diameter. This supersedes any attempt to mill the coupling structure in a WR10 split-



4.1 Coupling Structure or Power Divider 75

slot length
slo

th
ei

gh
t

Fig. 4.5: Insert for the laser-cut coupling structure. Left: Model of the laser-cut insert. Right:
Prototype of the laser-cut insert from stainless-steel (1.4310).

block. Nevertheless, cutting the insert from a stainless-steel sheet by means of a laser
also reveals drawbacks. The laser has a certain opening angle which leads to slightly
trapezoidal slots and, thus, a strong discrepancy between desired and manufactured slot
heights. In addition, the surface within the slot is very rough and spans may seal a part
of the laser-cut slot. These two points basically require that every insert is inspected
and function-tested after fabrication.

The prototype of the split-block network is manufactured from brass (CW614N),
see Fig. 4.6. The slot within the insert models the quarter-wave section with a speci�c
height. As the insert does not stick to the split-block network, it can be replaced. Thus,
the coupling factor of the network can be adjusted at any time without the need to mill
the whole split block again.

The �eld distribution at the slot in the main-guide is di�erent from that of the ideal
model due to the additional bends that provide the alignment for the insert, see Fig. 4.4.
As a consequence, the coupling and re�ection coe�cients are di�erent from that of the
ideal model and the equivalent circuit in Fig. 4.3. The ideal model could be realized by
milling, where no end stop is required. However, the general trend (smaller slot height
corresponds to a weaker coupling) and the dependency of the electrical length of the
quarter-wave section on the slot height is still valid.

The dimensions of the slot height 1s of the laser-cut insert in the proposed split-block
network were obtained by full-wave simulations in CST Microwave Studio® (version
2015.2). In the simulation model, a perfect connection between the insert and the
split-block is assumed and the height of the waveguide throughout the quarter-wave
section is constant (in contrast to the trapezoidal shape when laser-cutting). The slot
length of the prototype is ℓp = 0.8 mm.

Measurements of a prototype coupling structure with six di�erent inserts were
carried out with an HP8510 C vector network analyzer with millimeter-wave extension
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Fig. 4.6: Image of the prototype WR10 coupling structure split-block manufactured from brass
(CW614N). Laser-cut insert is placed in the �tting groove. The long waveguide sections are
required for connection of the WR10-waveguide �anges.

(e�ective directivity after calibration by means of time gating: at least 47.5 dB). The
six di�erent slot heights 1s are listed in Tab. 4.1. Here, the desired and the realized
slot heights are listed. The manufactured slot heights were measured by means of a
microscope, counting the pixels and equating it to the number of pixels of a known
length. The mean simulated and measured coupling coe�cients are also listed in
Tab. 4.1.

The strong coupling values (−9.7 dB to −16.3 dB) can be realized with a discrepancy
of 0.3 dB to 0.6 dB from the desired value, see Tab. 4.1. The variation from the mean
coupling value is equal in simulation and measurement. Smaller coupling values cannot
be realized with good reliability. The di�erence between desired and realized coupling
value is larger than 1 dB. Moreover, the slot heights in the range from 40 µm to 70 µm
are approximately all the same (not listed in the table).

For the frequency behavior of the simulation and the measured laser-cut prototype,
see Fig. 4.7. The B11 has two minima due to the bent structure at about 87 GHz and
97 GHz. For large slot heights, the impact of the T-junction prevails the re�ection coef-
�cient. Hence, the limiting factor for large coupling values is the maximum acceptable
re�ection. The small ripples in the S-parameters are likely due to �ange inaccuracies.
The di�erences between simulation and measurement are in part due to the trapezoidal
slots from the laser opening angle and in part due to higher losses of the manufactured
rectangular hollow waveguide [KSE+15a].

In summary, the realized coupling values with the laser-cut inserts are nearly constant
over the whole W -band for all con�gurations. The maximum deviation from the mean
is ±0.9 dB. The weakest coupling factor is −24.2 dB with a maximum deviation of
±0.7 dB from the mean. The strongest coupling is −9.7 dB with a maximum deviation
of ±0.9 dB from the mean.
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Table 4.1: Simulation and measurement results of the laser-cut coupling structure for six inserts
with slot length ℓp = 0.8 mm and di�erent slot heights 1s.

desired slot height
(in µm)

manufactured slot
height (in µm)

|B31 | simulated
(in dB)

|B31 | measured
(in dB)

400 416±16 −9.7±0.9 −9.4±0.9
280 304±24 −12.4±0.9 −12.0±0.9
170 196±28 −16.3±0.8 −16.9±0.9
120 114±32 −19.3±0.7 −22.7±0.6
90 88±40 −21.6±0.6 −22.5±0.6
60 76±20 −25.0±0.5 −24.2±0.7

While laser-cutting is relatively inexpensive compared to milling of the split-block
network, it has three inevitable drawbacks. The realized slots are undesirably tapered
due to widening of the laser beam beyond the focal point. This induces deviations
between the predicted and the actually achieved coupling factors, see Tab. 4.1. Further-
more, there is a minimum amount of material that gets dissipated. This sets the limit
of the lowest possible coupling factor which can be achieved by this manufacturing
technology. The last drawback is concerned with the length of the slot ℓp. In the
laser-cut case it is �xed and equals the thickness of the metal sheet and the �tting
groove in the split-block. This renders it impossible to optimize the slot lengths for
di�erent slot heights. However, it is sometimes necessary to implement very small
coupling factors for the outermost elements of a series-fed array antenna and also to
adjust the slot length according to the slot height to achieve the best performance.
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Fig. 4.7: Simulation (dashed line) and measurement (solid line) results of the laser-cut coupling
structure for three di�erent slot heights. The re�ection B11 is red, the coupling B31 is green.
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4.1.3 Wire-Eroded Insert

A coupling structure with an insert manufactured by wire-erosion is presented in this
section. It is an improved version of the laser-cut insert, as it ful�lls highest demands on
accuracy and repeatability of the manufactured workpiece. Moreover, the wire-eroded
insert provides more freedom to modify the coupling slot. This is, the length ℓp and
height 1s of the quarter-wave transformer section can be tuned individually. There is
no lower bound for the slot height. The expense for the wire-eroded insert is a longer
manufacturing time (each insert is manufactured individually) and, thus, additional
costs [KSE+17].

Wire-erosion is a manufacturing technique based on spark erosion. Due to an electric
potential di�erence between a wire (the tool, cathode) and the workpiece (anode), sparks
emit when the distance between tool and workpiece is small enough. These sparks erode
the material of the workpiece only in the near vicinity of the wire. By moving the wire
into the workpiece, contours can be eroded. As this process is contact-less, the forces
that act on the workpiece and the tool are relatively small, allowing high accuracies of
the eroded contour (on the order of ±2 µm in the workshop of the Max Planck Institute
for Plasma Physics in Garching). The smallest viable radius is 100 µm and is mainly
determined by the wire-diameter. The surface roughness of the wire-eroded faces has
been measured and is on the order 'z = 2.1 µm (average distance between the highest
peak and the lowest valley). For comparison, the expected surface roughness of a WR10
split-block waveguide from a precision mill is on the order of 'z = 1.6 µm. Hence, the
surface roughness of the wire-eroded faces would lead to slightly higher Ohmic losses.
However, the di�erence between the nominal conductivity of brass/Albromet W-200
(material of the split-block) and stainless steel (material of the insert) blurs this e�ect
and, thus, the realized wire-eroded surface roughness is perfectly adequate.

For the model of the wire-eroded coupling structure, see Fig. 4.8, where the waveg-
uides are colored blue and the stainless-steel insert is colored dark-gray. The main-guide
(between port 1 and 2) is realized similar to a hairpin and, thus, requires less space in
contrast to the three-bent design of the laser-cut coupling structure in Fig. 4.4. The
wire-eroded insert has an “L”-shaped �t to provide correct positioning of the insert in
the cutting plane. The part of the insert that reaches into the waveguide, represents
the quarter-wave transformer section, see Fig. 4.4. Towards port 3, the rectangular
hollow waveguide is slightly bent to align the center of the waveguide at port 3 with
the center-line between port 1 and 2. This gives the possibility to rotate the whole
coupling structure around this line (compare dashed line in Fig. 4.4 upper-left sketch)
and, thus, to exchange port 1 with port 2 while port 3 is still at the same location.

As can be seen in Fig. 4.8, the height of the insert equals the width of the WR10-
waveguide. To provide a good electrical contact between the split block and the insert,
both parts have to be manufactured accurately. No choke-like structure is possible at
the short walls of the WR10-waveguide without annihilating the �exibility to modify
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Fig. 4.8: Model of the wire-eroded coupling structure. The trunk line is from port 1 to port 2; port
3 is the coupled port. The wire-eroded insert is placed in a L-shaped �tting groove and realizes
the coupling slot (i.e., the quarter-wave section).

the length and width of the quarter-wave section individually. If the insert is too small,
an electric �eld will leak towards port 3 and alter the coupling factor. If the insert
is too large, the two split blocks will have a poor contact and lead to a bad electrical
performance. However, from experiments it is better to have a slightly larger insert,
which is pressed into the split blocks, than a too short insert leaving slits for the �eld
to couple. The tolerance range of the insert is chosen accordingly.

Only the straight sections of the L-shaped groove are dedicated for alignment of
the insert and the radii are dimensioned such that they do not contact with the insert,
see Fig. 4.8. To compensate the e�ect of manufacturing tolerances within the cutting
plane (i.e., between the insert and the �tting groove) on the electrical performance, two
choke structures are employed. These chokes realize a short and transform it through
a quarter-wave line (approximately) to the location of the mis�t between insert and
groove, see Fig. 4.8 upper-left plot.

The insert itself is derived from a two-dimensional contour, which is required for
fabrication by wire-erosion, see Fig. 4.9. The nose-piece of the insert reaches into the
WR10-waveguide of the coupling structure and, thus, shapes the quarter-wave section.
The geometric parameters that in�uence the length and height of the quarter-wave
section are indicated in Fig. 4.9. They can be speci�ed independently allowing the
length of the quarter-wave section to be optimized for a certain slot-height.1

The start and end point of the wire-erosion path is placed inside the left choke on
the long edge of the “L”, see Fig. 4.8, as a residual nose remains at this point and may
lead to a misalignment or degraded coupling behavior if placed at another position.

A prototype of the insert is shown in Fig. 4.9. It was manufactured from a stainless-

1As a side-note: it is also possible to add a second quarter-wave transformer section to improve the electrical
properties of the coupling structure.
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Fig. 4.9: Wire-eroded insert for the improved coupling structure. Left: Model. Right: Prototype.

steel (material number 1.4301) sheet that has been abraded to a thickness of 2.54 mm,
�rst. For the evaluation of the wire-eroded coupling structure, three di�erent inserts
and the split-block network were manufactured. The split-block was milled in brass
(material number CW614N), see Fig. 4.10. In one of the split blocks, an insert is placed
in the �t. In order to lock the insert, the opposing part of the split block is mounted
after the insert has been placed in its �t.

The realized slot lengths and slot heights are listed in Tab. 4.2. Each combination
was numerically optimized by full-wave simulations using CST Microwave Studio®
(version 2016.4). The goal was a �at coupling factor in the frequency range from 75 GHz–
105 GHz. For each insert, the simulated B31, the measured B31 right after fabrication,

Fig. 4.10: Prototype WR10 coupling structure with a wire-eroded insert [KSE+17].
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Table 4.2: Manufactured wire-eroded inserts with corresponding simulated and measured cou-
pling factors (mean value and maximum deviations).

slot height
(in µm)

slot length
(in µm)

|B31 | simulated
(in dB)

|B31 | measured
after fabrication

(in dB)

|B31 | measured
after reworking

(in dB)

200 635 −14.5+0.5−0.2 −14.8+0.4−0.3 −14.6+0.7−0.3

80 763 −21.8+0.6−0.2 −22.5+0.6−0.3 −21.7+0.6−0.3

25 865 −31.5+0.5−0.2 −35.5+1.0−1.3 −30.9+0.9−0.9

and the measured B31 after reworking of the insert are listed with their mean value
and maximum and minimum deviation from that mean. The measurements were
performed with a HP 8510C vector network analyzer with millimeter wave extensions.
The calibration check showed a maximum re�ection of B11 ≤ −36 dB for a standard
waveguide section.

In Tab. 4.2, the realized coupling factors span the range from −31 dB to −14 dB. The
insert with the largest slot height (1s = 200 µm) deviates by 0.3 dB from the desired
coupling value. The 80 µm slot height deviates by 0.7 dB and the 25 µm slot height by
4.0 dB. The reason for this trend are the manufacturing tolerances. These are on the
order of 40% for the smallest slot height and, thus, have a strong impact on the realized
coupling factor. The smaller the desired slot height, the larger the relative impact of
the manufacturing tolerance and, thus, the larger the di�erence between desired and
manufactured coupling value.

The realized mean coupling factor is always below the expected coupling factor from
the simulated model. The di�erence increased for smaller slot heights. Modeling this
in a full-wave simulation showed that the discrepancy is due to a smaller realized slot
height in the range of 10 µm. The insertion loss from port 1 to port 2 is around 0.5 dB
with the ∼50 mm waveguide from the measurement �ange to the coupling structure as
main contributor. The insertion loss of the coupling structure alone is about 0.2 dB for
the 200 µm-insert. It is basically driven by the tap-o� towards port 3.

The frequency characteristic of the wire-eroded coupling structure is plotted in
Fig. 4.11. For the 200 µm and the 80 µm slot, the trend of the measured S-parameter
agrees very well with the simulated values. As already stated, the 25 µm slot has the
largest deviations from the expected behavior. The ripples in the measured B11 are due
to �ange inaccuracies.

The small di�erences between expected and realized coupling behavior can be
corrected as the design of the insert allows to rework and tune it after fabrication and
measurement. For this, the nose piece of the insert, see Fig. 4.9, is abraded with abrasive
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Fig. 4.11: Simulated (dashed lines) and measured (solid lines) S-parameters of the wire-eroded
coupling structure. The B11 is red, the B31 is green, and the B21 is blue.

paper (a 400 grit was used in for this work). With two careful iterations of sanding and
subsequent measurement, the error between desired and manufactured coupling factor
was corrected (0.1 dB for the two largest slot heights), see Tab. 4.2. Tuning the insert
for the smallest slot height is more challenging as even small modi�cations have a
strong impact. After reworking, the di�erence between desired and achieved coupling
value is 0.6 dB. This di�erence is considerably smaller as compared to the performance
right after fabrication of the insert. Besides the outstanding manufacturing accuracy
and good surface quality, it is possible to rework and tune the wire-eroded insert to
the desired behavior after fabrication and to test it without the need to mill the whole
split-block again.

The coupling structure based on a wire-eroded insert yields the desired behavior
also in a prototype and is reliable in terms of manufacturing outcome. By design,
the quarter-wave section of the coupling structure can be con�gured in both, their
length and height. The realized coupling factors agree well with the desired values.
Fine-tuning is possible without the need to manufacture the whole split-block another
time.

4.2 Variable Phase Shifter

A phase shifter is a waveguide element that realizes a variable electrical length in-
between two ports. The electrical length is either controlled in discretized states or in a
continuous manner, while the controlling mechanism might be electrical or mechanical.

Phase shifters can be categorized into three prevailing technologies: Switched-line,
loaded-line, and re�ection-type phase shifters. Switched-line phase shifters are based
on waveguides with di�erent lengths. A switch changes the waveguide section that
is connected to the external ports, thus, modifying the electrical length in-between
them. Conventional switching elements are PIN diodes, �eld-e�ect transistors or



4.2 Variable Phase Shifter 83

microelectromechanical systems (MEMS) [Gar72; GSB11; RTH02]. Loaded-line phase
shifters modify the propagation constant in order to change the electrical length. This
can be realized by periodic loading of the transmission line with shunt varactor diodes
or MEMS, by variably modifying the permeability with a ferrite or the permittivity
with liquid crystals [BR98; FKR+13; PZ02]. Re�ection-type phase shifters transform a
variable re�ective load into a variable transmission coe�cient by means of circulators
or hybrid junctions. Variable re�ective loads might be switched transmission lines,
varactor diodes or sliding shorts [KPY+02; LCCS07; LC57; PZ02].

Considering the environmental conditions inside the vessel of a nuclear fusion
experiment, see Section 1.3, the technological choice is clear. Switched-line and loaded-
line phase shifters are built from materials that are not suitable for this environment.
This is, they are either stressed by the strong radiation, are magnetic, or are not
temperature and vacuum compatible. Re�ection-type phase shifters, on the other
hand, can be built predominantly from metal and, thus, can sustain the environmental
conditions inside the vessel of a nuclear fusion experiment.

In the following, the fundamental model of a re�ection-type phase shifter in rect-
angular hollow waveguide technology is introduced. Realizations of the individual
components and the evaluation of prototypes are presented subsequently.

4.2.1 Fundamental Model

For a schematic of the re�ection-type phase shifter, see Fig. 4.12. The basic building
blocks are a quadrature hybrid (hybrid-junction) and two synchronously-moved sliding
shorts that are located in a variable distance ℓ from the hybrid-junction. The function
of the hybrid-junction may be considered as interchanging the re�ection coe�cient of
the sliding short with the transmission coe�cients of the whole two-port.

A wave that enters the phase shifter at port 1 is split equally in power, see Fig. 4.12.
The wave that travels through the hybrid-junction to the upper port at the right
experiences a phase shift of 90° with respect to the wave traveling straight through the
hybrid-junction (lower branch). The individual waves travel towards their dedicated
sliding short in a distance of ℓ from the hybrid-junction. There they get (totally) re�ected
and, thus, travel back towards the hybrid-junction where the individual waves split up
again. The wave entering at the upper-right port has a 90° phase shift already. It is split
into two parts (in terms of power) that are directed towards port 1 and 2. Towards port 1
there is an additional (�ctitious) relative phase shift due to crossing the hybrid-junction
again. Thus, the phase of the individual waves with respect to the reference phase
is 180° for port 1 and 90° for port 2. The other wave coming from the second sliding
short and entering the hybrid-junction at the lower-right port behaves equally. The
wave is split equally in terms of power. The part that crosses the hybrid-junction gets a
relative phase shift of 90° with respect to the other half. At port 1, the wave of the lower
sliding short has a relative phase of 0° degree and the wave from the upper sliding
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Fig. 4.12: Schematic drawing of a re�ection-type phase shifter with a quadrature hybrid and two
synchronously-moved sliding shorts.

short has a relative phase of 180°. They interfere destructively — in the ideal case no
power is re�ected at port 1. At port 2, the wave from the upper sliding short has a
relative phase of 90° and the wave from the lower sliding short has a relative phase of
90°. They interfere constructively and, thus, the power entering the phase shifter at
port 1 is delivered to port 2.

The previous paragraph described the core functionality of the re�ection type phase
shifter on the basis of ideal components. Possible inaccuracies have not been taken into
account. The phase-shift can be realized by moving both sliding shorts simultaneously.
If the initial state is ℓ0 and the sliding shorts are moved by a Jℓ , the relative phase shift
between both states is

J arg (B21) = −V (2 (ℓ0 + Jℓ) − 2ℓ0) = −2VJℓ, (4.2)

with the propagation constant V of the waveguide.
Due to the harsh environment, the re�ection-type phase shifter is realized in a rectan-

gular hollow waveguide manufactured in split-block technology. The hybrid-junction
is a branch-guide coupler, which can cover the required frequency range [Lev73; Ree58].
The variable re�ective load is a sliding short which enables a synchronous control
of several phase shifters arranged in a row, where all sliding shorts share the same
reference plane. The sliding short represents a �lter structure in the rectangular hollow
waveguide that has no contact to the side-walls.

In the following two sections, the design and prototypes of the sliding-short and the
branch-guide coupler are discussed. The design of the whole phase shifter based on
these individual elements is presented subsequently.

4.2.2 Self-Aligning Sliding Short

A sliding short can be realized by a contacting or a non-contacting plunger. The
electrical performance of the contacting sliding short depends strongly on the quality
and position of the physical ground short. At millimeter-wave frequencies, the ground
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short may vary unpredictably due to surface roughness and frictional wear [BR82;
Ker88] and result in random variation of the complex re�ection coe�cient. Furthermore,
power leakage and radiation may occur [Ker88] in case of a non-ideal contact. A non-
contacting sliding short (i.e. plunger) can be realized from metal only [BR82; Ker88;
NK92; SB13] or with an additional dielectric as insulator [BR82; MWK95; WKM95]. A
variable re�ective load based solely on a dielectric [MPR01] changes the phase velocity
of the guided wave over a variable length. However, dielectrics have to be avoided for
in-vessel use in a nuclear fusion experiment due to unacceptable outgassing.

Metal-only sliding shorts or plungers often employ a quasi-periodic choke structure
with alternating low- and high-impedance sections [BR82; Ker88; MWK95; SB13;
WKM95]. These lead to a transmission stop-band of the supported wave and, thus, to
an almost perfect re�ection (except for Ohmic losses). An external mounting frame
or an insulating dielectric can be used to position the plunger on the central axis of
the rectangular hollow waveguide. Alternatively, a �tting groove may be used to
direct the plunger [Ker88; MWK95; SB13; WKM95]. In any case, the coincidence of
the plunger axis and the central axis of the rectangular hollow waveguide enable best
performance. It is insigni�cant whether the choke structure has a rectangular or a
circular cross-section [Ker88].

Fundamental model of the proposed sliding short

The proposed design uses a cylindrical plunger inside the rectangular hollow waveguide.
The plunger is composed of three sections: a non-contacting choke section, a guiding
section, and a mechanical stop (see Fig. 4.13). The non-contacting choke “supports”
an evanescent coaxial mode and, thus, provides the electrical short. The guiding
section enables mechanical guidance and stabilization by a �tting hole. It prevents the
non-contacting section from undesired and disruptive waveguide wall contact. The
mechanical stop provides a means to control several sliding shorts that all share the
same reference plane.

The non-contacting choke is designed according to the traditional _/4-design, as
this is superior to a low-pass �lter technique within a single waveguide band [BR82].
The individual impedance sections have a length of 0.8 mm (about _/4 at 92.5 GHz).
The low-impedance section has a diameter of 1.15 mm. The high-impedance section
has a diameter of 0.6 mm. The electrical performance improves for larger impedance
discontinuities [BR82]. The chosen values are basically determined by mechanical
considerations while achieving an acceptable electrical performance. This is, the largest
possible diameter that does not contact with the waveguide walls represents the low-
impedance section. The high-impedance section is chosen as large as possible in
order to achieve an acceptable electrical performance (a smaller diameter yields better
performance). In total, the non-contacting choke section of the plunger consists of 3
alternating low-impedance and high-impedance sections. The maximum leakage is
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Fig. 4.13: Left: Axial cut of the sliding short in the rectangular hollow waveguide with a non-
contacting and a guiding section [KSEC17]. Right: Cross-sectional few of the sliding short in the
rectangular hollow waveguide [KSEC17].

below −40 dB over the whole W -band [KSEC17]. Fewer sections imply higher leakage
and vice versa. As more sections imply a larger space consumption (contacting section
of the plunger has to be elongated, too), a deteriorated mechanical stability, and higher
manufacturing cost, this leakage is considered su�ciently low.

The contacting section of the plunger guides the sliding short in a �tting hole along
the center axis of the rectangular hollow waveguide. The diameter of the �tting hole is
1.5 mm with an ISO 286 tolerance grade on hole F7, see Fig. 4.13. The length of the guid-
ing section of the plunger is 4.5 mm with a diameter of 1.5 mm with ISO 286 tolerance
grade on shaft h7. Thus, the minimum and maximum shaft between plunger and �tting
hole is 6 µm and 26 µm, respectively. The length of the guiding section guarantees
that no wall contact will occur at the non-contacting section for a displacement of
ℓ = 1.5 mm and the worst tolerance conditions. The only wall contact will be within
the guiding section, where the �eld has already been attenuated due to the choke.
Consequently, this contact has no e�ect on the electrical properties of the sliding short.

The proposed plunger is circularly symmetric and, thus, can be manufactured on
a lathe. This provides sharp edges between low- and high-impedance sections. Fur-
thermore, the lengths of the individual sections and the position of the reference plane
can be manufactured with machine accuracy (±5 µm at the workshop of the Technical
University of Munich, Chair of High-Frequency Engineering).
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Investigation of plunger misalignment

Misalignment of the plunger within the rectangular hollow waveguide is possible in
two di�erent ways: the central axis of the plunger may have a translational o�set
relative to the central axis of the waveguide or both central axes may be tilted relative
to each other. Reasons for the misalignment are mechanical tolerances in design and
manufacturing. The impact of both misalignment scenarios (o�set and tilt) from the
ideal centered position is analyzed in the following — also considering the conditions
where the misaligned plunger gets rotated around the waveguide central axis. For a
visualization of these misalignment scenarios, see [KSEC17].

Both misalignment scenarios are empirically investigated by a parameter study in
CST Microwave Studio® (version 2015.6). For the o�set positions ℓ from 0 mm to
1.5 mm, the maximum possible misalignment such that the plunger intersects with
the waveguide walls is modeled (intersecting by 5 µm). In this misaligned position,
the plunger gets rotated around the central axis of the rectangular hollow waveguide
in angular steps of 1°. The S-parameter relative error of the last adaptive meshing
cycle for each parameter set (o�set position and angular rotation) was smaller than
0.01. The results are plotted in Figs. 4.14 and 4.15, respectively. At each o�set position
ℓ , the maximum and minimum re�ection and transmission (leakage) that occur over
the whole frequency range (from 75 GHz–110 GHz) and all rotation positions (1° step
width), are plotted. This is, each data point is either the maximum or the minimum
re�ection/transmission that occurs over the complete waveguide band and all rotations
of the misaligned plunger around the central axis of the waveguide. The leakage |B21 |
considers the total �eld of the �rst �ve modes as symmetry and homogeneity are
destroyed due to the misalignment and higher order modes can exist [Ker88].

The results of the displacement scenario are depicted in Fig. 4.14. The maximum
leakage occurs for the outermost o�set position (ℓ = 1.5 mm). It is always below
|B21 | < −35 dB. The re�ectivity |B11 | decreases for increasing o�set positions, which
can be attributed to larger Ohmic losses due to a slightly longer transmission line
to the plunger. The waveguide walls were modeled with a �nite conductivity of
15.9 × 106 Sm−1. The re�ected phase arg (B11) varies over all rotation steps by ±0.04°
at 75 GHz and ±0.1° at 110 GHz. Hence, this variation can be neglected.

The results of the tilting scenario are depicted in Fig. 4.15. The maximum leakage
occurs again for the outermost o�set position (ℓ = 1.5 mm). It is always below |B21 | <
−28 dB. The re�ected amplitude |B11 | decreases for increasing o�set positions ℓ , which
can again be atributed to larger Ohmic losses. The re�ected phase arg (B11) varies over
all rotation steps by ±0.6° at 75 GHz and ±1.3° at 110 GHz. The in�uence of the tilting
on the re�ected phase is stronger as compared to the displacement. However, the error
is still relatively small.

From the previous investigations of the in�uence of the mechanical tolerances on
the sliding short performance, three conclusions can be drawn. First, the re�ection
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Fig. 4.14: Simulation of plunger displacement from the central axis of the rectangular waveguide.
Plunger displaced such that it intersects with the waveguide wall. Minimum and maximum values
are taken from all rotation steps and within the frequency range from 75 GHz–110 GHz.

amplitude decreases for increasing o�set positions. This is due to increasing Ohmic
losses, there is no in�uence from misalignment. Secondly, there is an in�uence of the
misalignment on the re�ected phase. This e�ect is, however, small and can be neglected.
Lastly, the leakage is largest for the outermost o�set positions. For all scenarios, it is
still at a very low level (smaller than −28 dB).

Sliding-short prototype

To verify if the proposed sliding short can be realized and achieve the expected perfor-
mance, a prototype of the sliding short plunger with the corresponding WR10 split-block
waveguide and washers (with thickness 0.5 mm, 1.0 mm, and 1.5 mm) for a de�ned
reference position were manufactured, see Fig. 4.16. The plunger was manufactured on
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Fig. 4.15: Simulation of plunger tilting from the central axis of the rectangular waveguide. Plunger
tilted such that it intersects with the waveguide wall. Minimum and maximum values are taken
from all rotation steps and within the frequency range from 75 GHz–110 GHz.
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Fig. 4.16: Left: Image of the sliding-short prototype with WR10 split-block waveguide, plunger,
and washers [KSEC17]. Right: Split-block half with gliding sliding short.

a lathe from nickel silver. The expected machine accuracy is about ±10 µm. The guiding
hole for the plunger was drilled into the split-block (brass with a nominal conductivity
of 15.9 × 106 Sm−1) before the waveguide was milled. The accuracy for milling is on the
order of ±10 µm on the used machine at the workshop of the Technical University of
Munich, Chair of High-Frequency Engineering. The three washers are placed between
the stop-end of the plunger (reference plane) and the waveguide �ange-face of the
split-block. Thus, the position of the sliding short within the rectangular waveguide
can be controlled and determined. The realized thickness of the individual washers was
measured with a micrometer gauge (measurement uncertainty ±5 µm). The measured
values are listed in Tab. 4.3.

The S-parameters were measured with an HP 8510C vector network analyzer and
millimeter-wave extensions (calibration with thru-re�ect-line standards). During an
S-parameter measurement, a rubber band established a certain contact pressure of
the plunger and the washer on the �ange face. The re�ectivities from measurement
and simulation are both plotted in Fig. 4.17. The measured re�ectivity changes for the
o�set positions from 0 mm to 1.5 mm (washer thicknesses), where the maximum and
minimum values over all o�set positions are displayed in Fig. 4.17 left. The measured
|B11 | is slightly smaller than that from the simulation with the nominal conductivity of
brass. Besides, the re�ection from the calibration kit short (covering the �ange-face
instead of inserting the sliding short) is lower as compared to that of the sliding short.
The reason is the longer waveguide to the actual short position (50 mm as compared to
40.2 mm for the zero-o�set sliding short).

From the reference measurement of the calibration-kit short, the realized conductivity
of the waveguide (degraded due to surface roughness) was obtained and can be speci�ed
as 10.5 × 106 Sm−1. A simulation with the realized conductivity agrees well with the
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Fig. 4.17: Measurement and simulation of the proposed sliding short prototype. Left: Minimum
and maximum re�ection magnitude for o�set positions between 0 mm and 1.5 mm. Right: Relative
phase between two o�set positions; measured and theoretical values.

measured re�ectivity, see Fig. 4.17. A correction of the reference plane shift (40.2 mm
waveguide attenuation) yields a re�ectivity larger than −0.1 dB. Also the ripples in the
|B11 | blur the realized re�ectivity, the mean re�ectivity is about −0.02 dB — which is
expected from the simulations in Section 4.2.2. The ripples are due to �ange inaccuracies.

The relative phase di�erences between the zero-o�set and o�set positions 0.5 mm,
1.0 mm, and 1.5 mm from the �ange face are depicted in the right plot of Fig. 4.17. For
comparison, the theoretically expected phases J arg (B11) for the corresponding o�set
positions from J arg (B11) = −2V10Jℓ (with V10 as the phase constant of a TE10-wave in
a WR10-waveguide and the relative o�set Jℓ) are evaluated. Apart from small ripples,
the measured and theoretically expected phases agree very well.

From the measured phase di�erence, the corresponding o�set position can be re-
trieved. For this, the phase relation has to be reformulated to Jℓ = J arg (B11) /(2V10).
The retrieved o�sets are listed in Tab. 4.3 together with the physically measured o�sets
(from a micrometer gauge with ±5 µm uncertainty). The maximum di�erence between
retrieved and physical o�set is 6 µm and, thus, smaller than the manufacturing accuracy.

To analyze the repeated accuracy of the sliding short manufacturing process, 10 out
of 89 sliding shorts were measured. The deviation from the mean re�ection and the
deviation from the mean phase of all sliding shorts are evaluated, see Fig. 4.18. The
deviation of the re�ected amplitude is below −50 dB and, thus, negligible. The phase
deviation is smaller than ±1°, which is slightly smaller than the expected ±1.3° from
the in�uence of plunger tilting in Section 4.2.2.

In summary, the performance of the proposed sliding short agrees well in simulation
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Table 4.3: Comparison between theoretical and measured o�set positions.

Mechanically
measured

Retrieved from
re�ected phase

0.505 mm 0.499 mm
1.012 mm 1.014 mm
1.508 mm 1.505 mm

and measurement. The evaluation of 10 sliding shorts shows a good repeatability.

4.2.3 Hybrid-Junction (Branch-Guide Coupler)

As each sub-component of the phase-shifter (or the array antenna) has to function in the
desired frequency range, also the hybrid-junction has to have an operational frequency
range from 75 GHz to 105 GHz. In literature, there are several types of hybrid-junctions
for rectangular hollow waveguides. For example, the short-slot hybrid [Rib52] or the
branch-guide coupler [Lev73; You62]. The latter, however, can achieve more than an
octave bandwidth on a relatively small area [Lev73; You62]. In addition, manufacturing
this component in a milled E-plane split-block network is possible. No other hybrid-
junction has comparable features and, thus, the quadrature hybrid is realized as a
branch-guide coupler.

A branch-guide coupler has two parallel waveguides with each end being a port.
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Fig. 4.18: Measurement of 10 randomly selected (out of 89) sliding shorts. Left: Maximum and
minimum deviation of the re�ection magnitude from the mean magnitude of all sliding-shorts.
Right: Maximum and minimum deviation of the re�ection phase from the mean phase of all
sliding-shorts.
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Both waveguides are interconnected by several branches. These branches have a
length and spacing of roughly a quarter-wavelength of the guided wave, while, due
to junction e�ects [Mar51], the real length and spacing of the branches need to be
slightly shorter. The coupling factor is de�ned by the height of the branches and the
bandwidth by the number of branches. Larger branch heights increase the coupling
and, vice versa [Lev73; Ree58; You62]. More branches increase the bandwidth and, vice
versa [You62]. Increasing the number of branches, however, requires to reduce the
height of all branches in order to keep the coupling factor constant.

There are two possibilities to optimize the performance of the branch-guide coupler.
One possibility is to vary the branch height (and, thus, the branch impedance) through-
out the coupler [LC57; Ree58] to reduce re�ection and maximize directivity. The other
possibility additionally varies the waveguide height of the two parallel waveguides
(main guides) [Lev73; You62] and, thus, allows to shape and optimize the pass-band
performance of the hybrid-junction for a certain characteristic (e.g., Butterworth or
Chebyshev) [Lev73]. Clearly, the latter type provides more possibilities and its per-
formance is in general better than varying only the branch heights. However, the
manufacturing is more di�cult and the coupler requires more space [You62]. Besides,
the branch-guide coupler design that varies the main-guide impedance yields no real-
izable geometry for a coupling strength of −3 dB due to too small branch heights or
vanishing metal walls in-between the individual branches [KSEC17; Lev73]. Conse-
quently, the re�ection-type phase shifter is based on a branch-guide coupler that keeps
the main-guide height constant and varies only the branch heights. In particular, it is
based on the design by Reed [Ree58] that has di�erent heights of the outermost two
branches (left and right branch in Fig. 4.19) and the inner ones.

The smallest millable slot at the workshop of the Technical University of Munich,
Chair of High-Frequency Engineering is 200 µm for a cutting depth of 1.27 mm (W -
band waveguide in split-block technology). The initial design values of the branch-
guide coupler are deduced from the formulas in [Ree58] for a seven slot design. This
corresponds to the maximum number of branches for the minmum slot height of
200 µm. The formulas yield a branch height of 192 µm for the two outermost branches
and 362 µm for the �ve inner ones. The spacing and the length of the individual
branches should be, by design, a quarter-wavelength of the guided wavelength _g/4 =

1.100 mm. Considering the junction e�ects [Mar51, p.338] the slot length is on the
order of 0.8 mm [KSEC17]. The �nal values were obtained by full-wave simulation and
optimization with CST Microwave Studio® (version 2015.6). These are 200 µm branch
height for the outermost branches (left and right branch, compare Fig. 4.19) and 340 µm
branch height for the inner �ve branches. The branch length of all branches is 0.81 mm
and the spacing in-between the individual branches is 1.07 mm.
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Fig. 4.19: Model of the re�ection-type phase shifter [KSEC17].

4.2.4 Prototype Re�ection-Type Phase Shifter

The re�ection-type phase shifter consists of the previously described branch-guide
coupler and the non-contacting sliding short. The branch-guide coupler is milled in
Albromet-W 200 (ALBROMET GmbH, 82538 Geretsried, Germany), which is a copper-
nickel alloy and suitable for in-vessel use in the ASDEX Upgrade tokamak in Garching,
Germany. The sliding short is manufactured on a lath from stainless steel (material
number 1.4301). The sliding short plunger requires a �tting hole on the central axis of
the rectangular hollow waveguide, which is also milled for this prototype with a 1.5 mm
radial mill. A model of the re�ection-type phase shifter is depicted in Fig. 4.19. The
left two ports of the branch-guide coupler are the input and output port of the phase
shifter. The right two ports are connected to two individual but synchronously moved
sliding shorts. The plungers are guided in the �tting hole within the waveguide and a
washer enables the equal positioning. The end-stop reference plane of all sliding shorts
has a smaller diameter as compared to the prototype plunger. The reason is the small
distance between both sliding shorts, see Fig. 4.19. For an image of the manufactured
prototype see Fig. 4.20.

Measurements of the prototype phase shifter were carried out with an HP 8510C
vector network analyzer and millimeter-wave extension modules. After the calibration
with thru-re�ection-line (TRL) standards the refelection of a standard thru-section of
the calibration kit showed a re�ection below −40 dB. To analyze di�erent phase-states
(i.e., plunger positions), four washers with measured thickness (micrometer gauge
with ±5 µm uncertainty) 0.526 mm, 0.993 mm, 1.508 mm, and 2.034 mm were placed
subsequently in-between the split block and the reference plane of the sliding shorts.
A rubber band establishes su�cient contact pressure and equivalent alignment for
all phase states, see Fig. 4.20 right. Simulations were carried out in CST Microwave
Studio® (version 2016.4).

The insertion loss of the phase shifter is plotted in Fig. 4.20, while two di�erent
reference planes are considered. One reference plane is at the �ange faces of the split
block and another reference plane is 0.1 mm apart from the phase shifter ports. The
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Fig. 4.20: Left: Image of the phase shifter prototype [KSEC17]. Split-block milled in Albromet-W
200 and sliding-short from stainless steel. Right: Measurement setup, sliding-shorts and washer
fastened with a rubber band.

measured insertion loss is visualized as bound of the maximum and minimum values
that occurred for the di�erent washers (except the 2 mm washer as it is out of the
sliding short speci�cation). With the reference plane at the split-block �anges, an
insertion loss of around 0.6 dB to 0.8 dB from 80 GHz to 105 GHz is achieved. With the
shifted reference plane (removed Ohmic losses of the 68 mm waveguide in-between
branch-guide coupler and �ange face), the transmission improves to roughly −0.2 dB
and −0.4 dB in the same frequency range.

Measured and simulated values with the nominal conductivity of Albromet-W 200
(22 × 106 Sm−1) do not agree, as the conductivity is degraded by the surface roughness.
From a 50 mm reference waveguide section, the realized conductivity could be speci-
�ed as 12.3 × 106 Sm−1. Simulations with this conductivity and both reference plane
positions agree very well.

For the re�ection of the phase shifter, see the lower-left plot of Fig. 4.21. In the
frequency range from 80 GHz to 105 GHz re�ection is below −25 dB. For the frequen-
cies from 75 GHz to 80 GHz, the performance of the phase shifter does not ful�ll the
requirements as the re�ection and insertion loss increase to an unacceptable level. Most
likely, this is due to slightly larger manufactured branch heights as compared to the
speci�cation. In the simulation this lead to the observed behavior of the insertion loss.

Three relative o�sets can be realized with the four washers (relative to the 0.526 mm
washer), which are 0.467 mm, 0.982 mm, and 1.507 mm. The corresponding measured
phase and the theoretically expected phase are plotted in Fig. 4.21. The measured phase
agrees with the theoretical phase within a range of +8° to −6° for all frequencies and
o�set positions. The only exception is the 1.5 mm relative o�set at 75 GHz, where the
measured and theoretical phase deviate by 20°. However, for this relative o�set the
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Fig. 4.21: Measurement and simulation of the proposed phase shifter prototype. Left: Maximum
and minimum measured transmission for o�set positions between 0.5 mm and 1.5 mm with a
reference plane at the measurement �anges and a corrected reference plane 1 mm apart from the
branch-guide coupler. Simulation data for both reference planes and nominal as well as realized
conductivity. Right: Relative phase between two phase-states; measured and theoretical values.

2 mm washer has to be used which operates the sliding short outside its design limits.
Similar to the evaluation of the plunger, an equivalent length that the plunger has

moved can be retrieved from the phase measurement. The results are listed in Tab. 4.4
together with the mechanical washer thicknesses. For this table, the measurement
uncertainty is ±10 µm as two washer thicknesses are subtracted for the relative o�set.
The retrieved o�set and the mechanically measured o�set agree within±10 µm. A better
agreement cannot be expected due to the measurement uncertainty and manufacturing
tolerances.

To evaluate the repeatability (at least in parts) when several phase shifters are realized,
20 out of 89 plungers were measured. The hybrid-junction was equal for all plunger

Table 4.4: Comparison between theoretical and measured o�set position (retrieved from relative
phase measurement) of the prototype phase shifter.

Mechanically
measured

Retrieved from
relative phase

0.467 mm 0.457 mm
0.982 mm 0.972 mm
1.507 mm 1.516 mm
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Fig. 4.22: Measurement of 20 randomly selected (out of 89) sliding shorts, i.e., 10 sliding short
combinations, in the prototype phase shifter. Upper left: Maximum and minimum transmission
magnitude. Lower left: Maximum and minimum re�ection magnitude. Right: Maximum and
minimum transmission phase di�erence.

con�gurations, no plunger was used twice. The transmission and re�ection between
maximum and minimum values from all measurements are plotted in the left part of
Fig. 4.22. There is almost no di�erence in the insertion loss and the re�ection is always
below −25 dB from 80 GHz to 105 GHz. The di�erence of the transmission phase is
smaller than ±1° for all 20 measurements, see right part of Fig. 4.22. Thus, this error is
within the bound of the phase error deduced from the investigations of the plunger
misalignment in Section 4.2.2.

For the phased-array antenna, the washer is replaced by a mounting frame that
is driven by a piezo actuator, see Fig. 4.19. In total, 38 sliding shorts share the same
mounting frame. The individual plungers are aligned within the rectangular hollow
waveguide by the �tting hole. The mounting frame and their reference plane aligns
them on the same axial position within the rectangular waveguide and, thus, controls
the phase shift. The investigation of the prototypes shows a good repeated performance,
meaning that the component performs as intended. The in�uence of manufacturing
tolerances on the hybrid junction has not been investigated on the component level.

4.3 Invariable Phase Shifter

In contrast to the variable phase shifter, where a sliding short is employed to change
the electrical length, the invariable phase shifter realizes a certain and immutable phase
delay. This component is required in the phased array antenna to realize the aperture
phase taper and to compensate the �xed 90° phase shift of the hybrid junction within
the variable phase shifter. As metal is the material of choice and dielectrics have to be
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avoided, the invariable phase shifter is solely built from rectangular hollow waveguides.
To realize the desired phase shift, the dispersion characteristic of the fundamental mode
is modi�ed and synthesized in order to realize the required phase-frequency behavior.
In the following paragraphs, two applications of the invariable phase shifter — one
for realizing the Gaussian beam phase taper and one in a constant-phase waveguide
section — are presented.

4.3.1 Focusing of Wavelength-Dependent Gaussian Beams

The phase taper for radiating a Gaussian beam with wavelength-dependent beam
waist is dependent on the frequency. This dependency follows from sampling the
Gaussian beam transverse �eld as a function of the element position G , see Section 3.3.
The frequency-dependent phase of each element (3.35) for an arbitrary wavelength-
dependent beam waist F̃0 = ?_0 is

ĩa =
G2

√
1 − ?2_2

0/F
2
a

?Fa_0
(4.3)

with the real-valued factor ? specifying the size of the beam waist in terms of free-space
wavelength _0 and the beam waistFa of the Gaussian beam at the aperture of the array
antenna. The phase lag ig of the TE10-mode in a rectangular hollow waveguide section
with waveguide width 0f and length ℓ is given by (2.118) as

ig = −2πℓ/_g = −
2πℓ

√
1 − _2

0/
(
402

f

)
_0

, (4.4)

where the minus sign is due to the time-dependency ejlC . Comparing (4.3) and (4.4) their
similarity reveals that the required phase taper (4.3) can be realized by a rectangular
waveguide section with a speci�c width 0f . To force similarity of both equations (4.3)
and (4.4), the terms outside the square root and those inside the square root have to be
equal. To match the term outside the square-root, the condition −2πℓ = G2/(?Fa) has
to be ful�lled. This yields the length of the rectangular hollow waveguide section as

ℓ =
−G2

2π?Fa
. (4.5)

To match the term inside the square-root, the equality ?2/F2
a = 1/

(
402

f

)
has to hold.

This yields the width of the rectangular hollow waveguide section as

0f =
Fa
2? . (4.6)
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The length of the individual waveguide sections is negative (4.5) and gets more
negative for larger o�sets from the beam axis, i.e., larger values of G . To realize a
negative length, the central element has to be longer than the required negative length
of the outermost element. This can be realized by an additional length ℓo that leads to a
long waveguide section for small values of |G | and to a vanishing waveguide length at
the outermost elements. The resulting length for the focusing section thus is ℓf = ℓo + ℓ .

Reasonable values of 0f are those that support only the TE10-mode in the rectangular
hollow waveguide. Hence, the upper limit for 0f is given by the cut-o� width of the
next higher mode. A lower bound is given by the cut-o� width of the TE10-mode. If
accepting somewhat higher losses the 0f might tend closely to the cut-o� width of the
lowest operational frequency.

The overall focusing section requires a taper from the standard WR10-waveguide
width 0 to the focus-section width 0f . This can be realized by a smooth transition. The
longer this transition, the better the matching and the lower the re�ections.

The input and output ports of the focusing section should be at a �xed position, such
that it does not in�uence the routing of other waveguide components and the position
of the radiating elements. If designing the focus section as a straight waveguide, this
is not possible. The solution is a trombone-like waveguide routing with a 180° bend
in-between both ports, see Fig. 4.23. The trombone can also compensate for any other
waveguide-length di�erence in-between the individual antenna channels.

In summary and by comparing with Fig. 4.23, �ve individual elements built up the
focusing section: a �rst taper from the WR10 waveguide with 0 to 0f ; a �rst focusing
waveguide with half of the total focusing length; a 180° H -plane bend; a second focusing
waveguide with the remaining half of the total focusing length; a second taper from 0f
to the WR10-waveguide width 0. By design, the input and output ports do not move
when varying the focusing waveguide length or the standard WR10-waveguide length.

Also there is a theoretical accordance between the required phase taper (4.3) and
the phase lag of a rectangular hollow waveguide (4.4), the model is simulated in CST
Microwave Studio® (version 2017.5), see Fig. 4.24. The insertion loss of the focusing
structure with an 0f = 2.1 mm and lengths ℓf of 2 mm and 4 mm is around 0.25 dB.
The re�ection is below −15 dB for the frequency range from 75 GHz to 105 GHz. Both
values are worst for the frequencies from 75 GHz to 78 GHz. In the frequency range
above approximately 78 GHz the re�ection is below −25 dB, see Fig. 4.24. The poor
performance at lower frequencies is due to the closeness to the cut-o� frequency of the
0f section which is at about 71.5 GHz. The maximum phase error between desired and
simulated phase is below 1°.

4.3.2 Constant-Phase Relative Phase Shift

A constant-phase relative phase shift is necessary to compensate a frequency-invariant
phase lag within the serial feed chain of the phased array antenna. Employing two
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0 0f

ℓf/2

Fig. 4.23: Model of the focusing structure for realizing the frequency-dependent phase taper. The
waveguide width 0 is reduced to the width of the focusing section 0f and the phase adjustment is
realized by a trombone-like waveguide arrangement such that the input- and output ports do not
move for varying focusing length ℓf .

rectangular hollow waveguide sections with di�erent width and variable length opens
the possibility of a linear combination of their di�erent dispersion characteristics. A
constant phase shift between the individual channels can, thus, be synthesized by
proper combination of the individual dispersion characteristics in each channel. This
is, the overall phase lag is a linear combination of the dispersion characteristic of two
individual rectangular hollow waveguides weighted by the individual waveguide length.
This principle is employed to realize a relative and frequency-invariable phase shift
between the individual radiating elements of −63°, −90°, −180°, and −270°.

For simplicity, the width of the �rst rectangular hollow waveguide is 0f1 = 2.54 mm
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Fig. 4.24: Left: Simulated re�ection of the proposed focusing section model. Right: Desired and
achieved (in simulation) phase-frequency dependence for focusing length ℓ = −2 mm.
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(the width of the WR10) with the corresponding length ℓ1. The width of the second
waveguide is 0f2 = 3.5 mm, to guarantee that no higher-order mode is propagating,
while the length is denoted as ℓ2. The larger the width of the second section, the larger
is the di�erence of the dispersion characteristic of both waveguide section (2.130). A
larger width of 0f2 would consequently lead to shorter lengths ℓ1 and ℓ2 but opens up
the possibility for higher-order modes and, thus, mode-conversion. The �nal width
0f2 = 3.5 mm was obtained by choosing a compromise for the overall length and the
possibility of higher-order modes.

The synthesis process for the length of the individual waveguide sections is as follows.
The total phase lag if (5 ) of a channel with two di�erent waveguide widths 0f1 and
0f2 is

if (5 ) = −
2π

_f1 (5 )
ℓf1 −

2π
_f2 (5 )

ℓf2 = −:f1ℓf1 − :f2ℓf2, (4.7)

with the guided wavelengths _f1 and _f2 according to (2.118). The relative phase shift
if,r between two individual channels may be written as

if,r = if (5 )′ − if (5 )′′ , (4.8)

with the absolute phases if (5 )′ and if (5 )′′ of each channels. The waveguide disper-
sion of the individual waveguides from (2.117), :f1 and :f2, has a direct link on how
long these waveguides will be.

The corresponding waveguide length for the waveguide widths 0f1 = 2.54 mm and
0f2 = 3.5 mm is obtained by a nonnegative linear least-squares minimization. For this
purpose, the (4.7) and (4.8) are represented in matrix notation in the form of Gx = b .
For a relative phase shift between two channels, where each channel is composed of a
waveguide with width 0f1 and a waveguide with width 0f2, the matrix may have the
form

G =

[
kf1 kf2 −kf1 −kf2 0 0
kf1 kf2 0 0 −kf1 −kf2

]
. (4.9)

The wavenumbers kf1 correspond to the waveguide with width 0f1 and the wavenum-
bers kf2 correspond to the waveguide with width 0f2. The wavenumnbers are vectors
representing the dispersion characteristic of the waveguide section within the desired
frequency range. Each row in (4.9) represents a di�erent channel with a relative phase
shift. The �rst two columns of (4.9) are common to all channels and represent the
reference channel from (4.8) with a relative phase of 0°. The vector b contains the
desired relative phase shifts to this reference channel (corresponding to the row in
(4.9)) as

b =

[
>f,r1
>f,r2

]
. (4.10)
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Table 4.5: Waveguide lengths for a relative and frequency-independent phase shift between
two channels due to the linear combination of two rectangular hollow waveguides with width
0f1 = 2.54 mm and0f2 = 3.5 mm in each channel. The 0° relative phase represents the con�guration
of the reference channel.

Relative phase
to reference
channel 0°

Length of
waveguide 1

(ℓf1)

Length of
waveguide 2

(ℓf2)

0° 8.810 mm 0.000 mm
−270° 0.000 mm 10.373 mm
−180° 2.937 mm 6.916 mm
−90° 5.874 mm 3.458 mm
−63° 6.755 mm 2.420 mm

Each relative phase shift >f,ri (vector entry in b) is a vector with equal entries and the
same length as the corresponding wavenumber k�. The required waveguide lengths
are obtained by minimizing

min
x
‖Gx − b ‖, where G ≥ 0. (4.11)

The entries in x contain the required lengths of the two waveguides in each channel.
From the de�nition of G in (4.9), the �rst two entries yield the waveguide lengths for
the reference channel, i.e., the 0° phase shift. The third and fourth entry are the lengths
of the waveguide sections yielding a relative phase of if,r1 to the reference channel.
The �fth and sixth entry of x are the lengths of the waveguide sections yielding a
relative phase of if,r2 to the reference channel. To realize more relative phase shifts, the
matrix G can be extended. The individual dispersion characteristics do not perfectly
complement each other (i.e., no orthogonal base) and, thus, deviations from the desired
relative phase occur.

In brief, the dispersion characteristic of two rectangular hollow waveguides with
non-equal width are employed to realize a relative phase shift between the individual
channels/radiating elements of the phased array antenna. By linear-combination of the
dispersion characteristics of both waveguides with an appropriate length, a frequency-
invariant phase shift can be synthesized. The results of such an optimization is tabulated
in Tab. 4.5 for the waveguide widths 0f1 = 2.54 mm and 0f2 = 3.50 mm. The length of
the individual waveguides correspond to relative phase shifts of 0°, −270°, −180°, −90°,
and −63°.

To realize these constant-phase waveguide structure, tapers are required for a smooth
transition from 0f1 to 0f2. As the taper is equal for each channel, it has no in�uence
on the relative phase between the individual channels. A simulation model of the
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0f2 0f1

ℓf1/2ℓf1/2 ℓf2

Fig. 4.25: Model of the constant phase or frequency-independent phase shifter. A combination
of two dispersion characteristics realize a frequency-independent relative phase between two
channels. The uppermost (left upper sketch) is the reference phase 0°. From top to bottom follow
the relative phase shifts −270°, −180°, −63°, and −90°.

�ve channels from Tab. 4.5 is depicted in Fig. 4.25. The simulation was carried out in
CST Microwave Studio® (version 2017.5). The conductivity of the waveguide walls is
modeled with 12.3 × 106 Sm−1. In the frequency range from 75 GHz to 105 GHz, the
re�ection is below −25 dB and the insertion loss around 0.1 dB for all channels. The
transmission phase and the deviation from the desired phase shift are plotted in Fig. 4.26.
The realized phase shifts are almost constant and oscillate slightly around the desired
absolute phase shift. The maximum deviation occurs for the largest relative phase shift
−270° and is 5° and −7°.
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Fig. 4.26: Left: Simulated relative phase with reference lines at −63°, −90°, −180°, and −270°. Right:
Deviation of the relative phase from the desired phase.
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4.4 WR10 Waveguide Load

A waveguide load (or absorber) is required to dissipate non-radiated energy at the end
of a serial feed network or in individual components to terminate a certain port which
would otherwise disturb the system behavior. Dissipation of electromagnetic energy
can in general be realized by Ohmic, dielectric, or magnetic losses. Ohmic losses can
be realized by using a low-conductivity metal on the waveguide walls. These absorbers
are very long (about 100 wavelength) in order to achieve acceptable low re�ection
levels. To realize dielectric or magnetic loss in a waveguide, the waveguide-�lling has
to have lossy properties (i.e., a non-vanishing loss tangent). Carbonyl iron or silicon
carbide are commonly used for this purpose. The information given in the next two
paragraphs is from a personal communication with H.-U. Nickel (Spinner GmbH) in
February, 2016.

4.4.1 Absorbing Materials/Dielectrics

Carbonyl iron is available in form of powder or a coating. It is cheaper and easier to
process as compared to silicon carbide. The powder is molded together with epoxi into
the desired form (the mixing ratio is crucial), while the coating is used as aerospace
painting for a reduced radar re�ectivity. Carbonyl iron has a relative permittivity of
about Yr = 9.5 and a relative permeability `r > 1. Both values decrease for increasing
frequency. Carbonyl iron has a non-vanishing dielectric and magnetic loss tangent.
The dielectric losses are constant over frequency with a dielectric loss tangent of about
tanXe = 0.09. The magnetic loss increases with frequency and is here just speci�ed
as tanXm > 0. The material is magnetic and, thus, not suitable for in-vessel use in a
nuclear fusion experiment.

Silicon carbide, on the other hand, is a ceramic that is sintered into the desired
form. Once hardened, it can only be processed by diamond tools, which is the reason
for the higher price. The relative permittivity is in the range Yr = 10 − 12, while the
relative permeability is `r = 1. It only possesses dielectric losses (i.e., tanXm = 0)
with a dielectric loss tangent in the range of tanXe = 0.12 − 0.15. Silicon carbide
is ultra-high vacuum compatible (measured leakage rate below 8 × 10−10 mbarLs−1

which is the volume times di�erential pressure divided by the measurement time; the
measured leakage rate is very low and would allow an installation in a ultra-high
vacuum chamber) and the melting point is above 1500 °C.

By reason of the large space consumption of Ohmic loads and the inapplicability of
carbonyl iron inside a fusion experiment, the waveguide load employed in this thesis is
based on silicon carbide. More precisely, it is based on a non-porously caked silicon
carbide as it is used in bearings. In particular, the silicon carbide Ekasic®F from ESK
Ceramics GmbH & Co. KG (now 3M), 87405 Kempten, Germany, is used.
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4.4.2 Fundamental Model

To achieve a low re�ectivity of the waveguide load, the guided wave has to be directed
into the silicon carbide in a smooth and gentle way. This is, the electromagnetic
properties within the waveguide must not change abruptly but rather transitional over
several wavelength. Such a transition can be realized by tapering the silicon carbide
within the waveguide and, thus, gradually changing the material properties seen by
the guided wave.

For the waveguide load used in this thesis, a silicon carbide block with size 24.7 mm×
6.15 mm×85 mm was sliced into plates with size 24 mm×6.15 mm×2 mm and 11 mm×
6.15 mm × 2 mm. To form a taper, the plates are inclined relative to the waveguide
axis, see Fig. 4.27 for a sketch of the model. The height of the silicon carbide plate is
2 mm and, thus, smaller than the waveguide width (2.54 mm), while the plate is placed
in the center of the waveguide width due to the split-block cutting plane. To clamp
the silicon carbide and prevent any relocation, leave springs or screws are used. With
this design, no special form of the silicon carbide (e.g., a cone) is necessary. The angle
between the waveguide axis and the long edge of the silicon carbide slab is obtained by
full-wave simulations as 13°. In general, a smaller angle realizes a smoother transition
and consequently a lower re�ection. A smaller angle, however, also requires a long
and potentially very thin wall between the waveguide and the clearance for the silicon
carbide slab. The latter is di�cult to manufacture. The 13° are a compromise between
performance and manufacturing e�ort.

4.4.3 Evaluation of a Prototype Load

The prototype waveguide load is shown in Fig. 4.27. The silicon carbide slab is placed
in the clearance. Two screws are used to �x the slab in the correct location. The thin
nose (wall between the waveguide and the clearance for the slab) is the most di�cult
part to manufacture. After the manufacturing, a small sliver/burr remained. It could be
removed with a toothpick.

Measured and simulated re�ection are plotted in Fig. 4.27. The measured re�ection
is plotted for the prototype with the sliver (raw) and after removing the sliver/burr
with a toothpick (cleand). In any case, the re�ection is below −20 dB. By removing
the sliver/burr, the re�ection could be reduced by about 3 dB and is below −23 dB. The
simulated re�ection is below about −28 dB. The remaining re�ection of the cleaned
prototype, however, is considered su�cient.

4.5 WR10 Split-Block Transitions

When realizing a rectangular hollow waveguide in split-block technology, the rectangu-
lar cross-section is either cut in the E- or in the H -plane. Consequently, the waveguide
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Fig. 4.27: Left: Image of the prototype WR10-absorber. Right: Simulated and measured re�ection.

routing is only possible within this cutting plane. Due to space restrictions, it is bene�-
cial to distribute the waveguide network over several displaced layers. In this section,
consider a rectangular hollow waveguide that is cut in the middle of the E-plane. The
proposed split-block transitions enable a connection of several split-block waveguide
layers in H -plane direction.

The design of this component is driven by electrical and mechanical objectives. In
terms of electrical properties, the re�ection of the transition should be below −20 dB. In
terms of mechanical objectives, the transition should be machined by a 1 mm diameter
milling tool aligned normal to the workpiece and, thus, parallel to the E-plane. This
enables the manufacturing of the whole feed-network on a 3-axis milling machine
with the same milling-tool as that for the waveguide. Hence, keeps the manufacturing
process as simple as possible.

There are two possible alignments of the vertical transition: the forward and the
backward alignment. The forward-aligned transition, see Fig. 4.28, keeps the direction
in the cutting plane constant. This is, the wave follows the same in-plane direction
in both layers. In contrast, the backward-aligned transition inverts this direction,
see Fig. 4.29. In the following paragraphs, the individual models are described and a
multilayer prototype network is evaluated.

4.5.1 Fundamental Model of a Forward-Aligned Transition

The forward-aligned transition is sketched in Fig. 4.28. The dashed lines indicate the
two cutting planes. To realize this transition, three metal pieces are required. The
bottom and top layers are almost identical. Four step-like structures form a 90°-bend
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upper layer

lower layer
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Fig. 4.28: Model of the forward-aligned transition. Cutting planes of both split-block layers are
indicated by the bold dashed lines.

that direct the wave through an elongated hole (with widthF ) in the central layer. The
length of the steps (C1, C2 and C3) as well as their heights (B1 and B2) in the bottom and
top layer are identical. The height of the third step is given by the cutting plane (i.e.,
half-width of the rectangular hollow waveguide). The height of the central layer ℎ
may be optimized. However, for the design of the phased array antenna it is chosen as
ℎ = 3 mm and is constant for the complete feed network. This height is a compromise
between space-consumption and stability/machinability of the individual split-block
layers (milling tools with a diameter of 1 mm have a maximum milling depth of about
2 mm). The optimized values of the forward-aligned transition are obtained by full-
wave simulation and are given in Tab. 4.6. The radii of the individual steps and the
elongated hole are 0.5 mm corresponding to a 1 mm milling tool.

4.5.2 Fundamental Model of a Backward-Aligned Transition

The backward-aligned transition is sketched in Fig. 4.29. Similar to the forward-aligned
transition, it has two cutting-planes and, thus, consists of three metal layers. The bottom

Table 4.6: Dimensions of the forward-aligned transition for ℎ = 3.0 mm and edge-radius 0.5 mm.

F

(in mm)
B1

(in mm)
B2

(in mm)
C1

(in mm)
C2

(in mm)
C3

(in mm)

2.531 0.177 0.644 2.356 1.189 0.679
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Fig. 4.29: Model of the backward-aligned transition. Cutting planes of both split-block layers are
indicated by the bold dashed lines.

and the top layer are also almost identical. The wave is directed into an elongated hole
by �ve steps. The step-heights (C1 . . . C4) and step-widths (B1 . . . B3) as well as the width
F of the elongated hole are optimized by full-wave simulations. The height of the
central layer is ℎ = 3 mm and the radii of the milled edges are 0.5 mm. The optimized
values of the backward-aligned transition are given in Tab. 4.7.

4.5.3 Evaluation of a Prototype Multilayer WR10-Network

A prototype network to test the vertical transition has been manufactured and evalu-
ated. It features two backward-aligned transitions and several wavelength of straight
rectangular hollow waveguide. For the model and the prototype, see Fig. 4.30.

The prototype consists of four individual layers. For a good electrical contact, these
layers have to be pressed together. This is either possible by placing screws in the near
vicinity of the waveguide network or by an external mounting frame that realizes an
areal force between the top and bottom layer. The former is used in prototype networks,

Table 4.7: Dimensions of the backward-aligned transition for ℎ = 3.0 mm and radius 0.5 mm.

F

(in mm)
B1

(in mm)
B2

(in mm)
B3

(in mm)
C1

(in mm)
C2

(in mm)
C3

(in mm)
C4

(in mm)

2.495 0.112 0.339 0.740 2.502 1.626 1.007 0.608
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Fig. 4.30: Top: Model of the multilayer WR10-waveguide. The dimensions of the backward-
aligned transition are given in Tab. 4.7. Bottom: Prototype of the multilayer WR10-waveguide.
The material of the split-block layers is brass with a nominal conductivity of 15.2 × 106 Sm−1.

as it does not require an additional frame. For the multilayer prototype, eight screws
are used, see Fig. 4.30. The external frame is employed in the phased array antenna,
as the individual waveguides are placed too close together, not leaving any space for
screws. The external frame surrounds the split-block network and eight screws enable
an external force acting between the top and bottom split-block layer. The purpose of
this prototype is consequently twofold: verify the vertical transition and analyze the
crimping of the split-block layers by an external force.

The measurement and simulation results of the prototype network are given in
Fig. 4.31. The re�ection coe�cient is shown in the left plot and the transmission co-
e�cient in the right plot. The measured re�ection is slightly worse as compared to
the simulated re�ection. It is smaller than −20 dB in the major part of the operational
bandwidth (75 GHz to 105 GHz). There is almost no di�erence in the re�ection coe�-
cient between the externally pressed (by means of an external frame) and the screwed
prototype network. The simulated transmission is better than the measured transmis-
sion. The reason is that the nominal conductivity of the material was considered in the
simulation. Hence, not considering surface roughness and a thereby virtually reduced
conductivity. The pressed and screwed prototype con�gurations have almost similar
transmission coe�cients around −0.7 dB. For frequencies above 90 GHz, the pressed
prototype is even slightly better. The re�ection and transmission of the measured and
simulated model follow almost the same trend, indicating an overall good agreement
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Fig. 4.31: Simulation (dashed) and measurement of two subsequent vertical transitions. Compari-
son between screwed (dotted) and pressed (solid) prototype.

between simulation and measurement.
In conclusion, the re�ection of the prototype is below the envisaged −20 dB and

the crimping of the individual split-block layers by an external frame is possible. The
insertion loss is at the expected level. There is almost no di�erence between using
screws within the split-block network or an external force by means of a frame.

4.6 Parallel Plate Radiating Array Element

From the theoretical derivation of the Gaussian beam from the plane wave spectrum
(2.76) it follows that a Gaussian beam may have two di�erent beam parameters in both
transverse axis. This property is utilized in this work. The Gaussian beam shape in the
GI-plane (see Fig. 2.1) is steered and shaped by the array taper. This is, the individual
array elements sample the Gaussian beam in the GI-plane as described in Section 3.3.1.
The perpendicular Gaussian beam shape in the ~I-plane is not a�ected by the array
taper and may be di�erent. In order to maximize the energy density in the measurement
region and, thus, to improve the sensitivity of the system, the perpendicular beam
shape (~I-plane) should be similar to the Gaussian beam in the steering plane. Thus,
their focal regions overlap, concentrating the cross-sectional �eld to a small area. For
all steering angles, the polarization of the electric �eld should be preserved and aligned
with the G-axis or sampling direction.

The previous considerations and the whole design of the antenna as a phased array
already direct the solution in a speci�c way. This is, the individual radiating elements
have to provide an electric �eld in the aperture that enables the sampling of the Gaussian
beam �eld, see Section 3.3. To ensure a steering-angle-independent polarization, a
uniform �eld distribution in sampling direction is necessary. Thus, the aperture of
the radiating element has to support only modes that have no variation in sampling
direction and no cross-polarized components. The TE10-mode in the rectangular hollow



110 4 Individual Antenna Components

waveguide provides such a �eld, if the short wall is aligned with the sampling direction
of the beam �eld (G-axis), see Section 2.4.1. Additionally, the radial parallel plate
waveguide supports modes that have a uniform electric �eld normal to the plates, if the
plate-spacing is smaller than half-a-wavelength, see Section 2.4.2 for the TMI

<0-modes.
Perpendicular to the steering plane of the phased array antenna (i.e., in the ~I-plane),
the electromagnetic �eld has to be shaped by the individual radiating elements such
that it assembles the desired Gaussian beam shape.

Shaping a Gaussian beam with a beam waist in front of the aperture requires the
phase near the propagation axis to be retarded with respect to the o�-axis phase.
Achieving this is either possible by a lens or a re�ector [Gol98]. The lens has two
drawbacks. Firstly, it requires a low-loss dielectric material to prolongate the electrical
length near the beam axis. Dielectric materials, however, should be avoided in-vessel
of a nuclear fusion experiment. Secondly, re�ections occur at the intersection between
vacuum and dielectric, which lead to a degraded performance as compared to re�ector
elements [Boh89]. Re�ectors, on the other hand, do not have any of these drawbacks.
Consequently, the individual radiating element of the phased array antenna is realized in
radial parallel plate technology to provide a uniform electric �eld in sampling direction
(G-axis). The Gaussian beam perpendicular to the steering direction (~-axis) is shaped
by a re�ective contour. This contour has a two-dimensional shape in the ~I-plane that
is illuminated by an H -plane sectoral horn antenna. The re�ective contour tries to
transform the horn �eld into that of the desired perpendicular Gaussian beam shape. In
summary, each radiating element has its own parallel plate re�ector that is illuminated
by an H -plane sectoral horn antenna.

An alternative approach is to use a single re�ector that is illuminated by the phased
array antenna. In the steering direction, the Gaussian beam is still shaped by sampling
the transverse �eld. In the perpendicular direction, the beam is shaped by a single
three-dimensional re�ector contour. In this case, both orthogonal beam-shapes are
interconnected at the re�ector. As a result, the frequency-dependent array taper is
more complex and it has to compensate for the moving re�ection point on the re�ector
when steering the beam. Besides, the three-dimensional re�ector contour will lead to a
steering angle dependent cross-polarization, which degrades the performance of the
measurement system [Cut47; Gol98]. Considering these aspects, it is more favorable to
realize a single re�ector for each radiating element.

In addition to the electrical properties, the antenna has to withstand plasma dis-
ruptions. Here, the area of the antenna perpendicular to the steering plane (i.e., the
area in the ~I-plane) is most critical, due the alignment of the static magnetic �eld of
the nuclear fusion experiment to the parallel plate area. If a plasma disruption and,
thus, a rapid change in the magnetic �ux occurs, a strong force acts on the re�ector,
eventually leading to a damage of the antenna or, in the worst case, damage of the
nuclear fusion experiment. Thus, the re�ector design has to withstand these plasma
disruptions. To reduce the impact of the disruption force, the parallel plate area has to
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be as small as possible. Support concerning plasma disruption and an analysis of the
disruption force for the �nal re�ector contour was carried out by Irene Zammuto from
the “Max-Planck-Institut für Plasmaphysik” in Garching, Germany.

Again, when radiating a Gaussian beam that is to be focused in a certain distance from
the radiating element, the on-axis phase has to be altered. It has to be altered in such a
way that the aperture �eld is virtually positioned behind the focal plane when looking
towards the propagation direction. When using a horn antenna, this cannot be ful�lled.
The curvature of the phase is always aligned in a way to model the Gaussian beam that
has already passed the focal plane. A horn radiates a diverging �eld. To compensate for
this e�ect, a re�ector is shaped such that it transforms the horn �eld into that of the
desired Gaussian beam. Finding a suitable re�ector contour is the topic of the following
sections. In many designs, “canonical” surfaces such as ellipsoidal or paraboloidal
surfaces are employed to either transform rays radiating from one focal point to another
focal point or to form parallel propagation paths, respectively [Gol98]. These methods,
however, neglect the transversal phase dependency of the Gaussian beam and, thus,
represent only an approximation. A method that considers the transverse dependency
of the Gaussian beam, numerically computes a suitable re�ector contour by matching
the phase of the incident and re�ected Gaussian beam [Boh89]. A similar method can
be applied to �nd suitable re�ector contours to transform the �eld of a horn antenna
to that of the desired Gaussian beam. Besides, commercial software packages such as
GRASP and POS from TICRA, Copenhagen, Denmark are available that claim to �nd an
optimized re�ector contour based on full-wave analysis of the individual components.

In the following, the fundamental re�ector model is presented to clarify the alignment
of the Gaussian beam with respect to the horn antenna. To evaluate the horn �eld in
an e�cient way, it is represented by a set of cylindrical waves. A method to obtain the
cylindrical wave coe�cients is presented followed by the procedure that iteratively
determines the re�ector contour. Finally, a prototype re�ector is evaluated.

4.6.1 Fundamental Re�ector Model

The shape of the Gaussian beam in the steering plane (GI-plane) of the phased array
antenna is sampled by the individual array elements. The shape of the Gaussian beam
perpendicular to the steering plane (~I-plane) is shaped by a re�ective contour. In
Fig. 4.32, the ~I-plane of the problem is sketched. A primary H -plane sectoral horn
illuminates the re�ector. From the incident �eld, the re�ector shapes the desired
Gaussian beam. This Gaussian beam propagates along the I-axis with the electric �eld
being G-polarized. Hence, the electric �eld within the aperture has to support only
modes that have a uniform electric �eld in G-direction and the re�ector contour is
uniform along the G-axis.

The radial parallel plate waveguide can support the desired �eld and provide the
necessary restriction to the electric �eld if both plates have a spacing smaller than half-
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Fig. 4.32: Sketch of the re�ector geometry with the desired Gaussian beam and the primary feed
horn. The Gaussian beam is speci�ed with the beam waist radius F0~ and the focal distance I0~ .
The position of the primary feed is in a distance 3 from the origin and tilted by i relative to the
propagation axis of the Gaussian beam.

a-wavelength, see Section 2.4.2. For the geometry sketched in Fig. 4.32, the two plates
are aligned parallel to the ~I-plane. The �eld in the radial parallel plate waveguide is
fed by an H -plane sectoral horn antenna and the WR10-waveguide connected to it. For
a correct �eld alignment and to avoid any waveguide-height perturbations, the spacing
between both plates equals the rectangular waveguide height 1 and, thus, is smaller
than half-a-wavelength. As a consequence, only TMG

<0-modes can propagate in the
radial parallel plate waveguide. Their electric �eld is uniform in G-direction.

Excited by the beam-forming feed network, the �eld is �rst transformed from the
TE10-mode to a set of cylindrical waves by means of the H -plane sectoral horn antenna.
The re�ective contour modi�es the radial parallel plate �eld such that it forms the
desired Gaussian beam propagating in I-direction. This beam is simultaneously excited
in each radiating element with the corresponding complex weight. At the aperture of
the re�ector, the individual radiating elements sample the Gaussian beam along the
steering-axis (G-axis) and, thus, eventually form the desired Gaussian beam.

The shape of the re�ector is dependent on the Gaussian beam, the primary feed horn,
and its relative position to the Gaussian beam in terms of 3 and i from the intersection
of both main beams, see Fig. 4.32. Each variable has an in�uence on the quality and
the shape of the Gaussian beam. They also alter the size of the re�ector. As already
stated, the re�ector size is a critical requirement. If the re�ector area is too large, the
array antenna can not be installed in the ASDEX Upgrade tokamak. The quality of the
beam is of secondary importance. The re�ector should increase the energy density in
the measurement region, the actual shape of the Gaussian beam perpendicular to the
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steering direction is of minor importance for Doppler re�ectometry.

4.6.2 H-plane Sectoral Horn Antenna

The design of the H -plane sectoral horn antenna is kept as simple as possible. The goal
is to make the required space of the re�ector as small as possible while providing easy
manufacturing. The �are of the horn follows the dependency

E (D) = 1
2

√
02 +

(
�2 − 02) D2/!2, (4.12)

where the D-axis is directed along the propagation direction and E is the perpendicular
axis, see Fig. 4.33. For D = 0 mm, the horn pro�le is equal to the waveguide width 0.
At the outermost position D = !, the length of the horn, the horn pro�le equals the
aperture width�. There is no erratic transition from the rectangular hollow waveguide
to the horn antenna.

The amplitude distribution in the horn aperture is cosine-shaped. The phase in the
aperture plane is diverging and dependent on the frequency. This is, the phase center
of the horn moves with frequency. This diverging phase front is transformed into
that of the desired Gaussian beam by means of the re�ector contour. However, on the
re�ector contour the amplitude of the horn �eld will not match the amplitude of the
desired Gaussian beam. This leads to higher oder Gaussian beam modes and eventually
to side-lobes. The frequency dependent phase results in a frequency dependent focal
length. If the overall dimension of the horn can be kept small in terms of wavelengths,
the phase center moves only little with frequency, see the evaluation of the phase center
for di�erent horn dimensions in [Mue70]. It is also dependent on the �are of the horn.
However, also the focal length of the Gaussian beam in the steering plane is frequency
dependent. If the overall variation of the phase center is small, the in�uence on the
focal plane shift of the Gaussian beam is expected to be small. Again, the main goal of
the re�ector is to focus energy and be compliant with the disruption forces. It is not a
goal to excite a stigmatic beam. Consequently and to keep the optimization process
simple, the design and optimization of the re�ector is carried out at 90 GHz, the center
of the operational frequency band. Deviations from the desired beam shape at other
frequencies are expected and accepted.

The H -plane sectoral horn antenna was simulated in CST Microwave Studio® (ver-
sion 2015.6). In the simulation, the horn is fed by a fundamental rectangular hollow
waveguide. The horn is shaped in the H -plane according to (4.12). The �are can be
controlled by the horn length ! and the aperture width�. In the simulation, the top and
bottom walls of the horn and the WR10-waveguide are pefectly electrically conducting.
The thickness ot the �are-walls is 1 mm.

For the computation of the re�ector contour, the electric �eld of the horn at arbitrary
positions in the ~I-plane in Fig. 4.33 is necessary in order to match the phase with the
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Fig. 4.33: Simulation model of theH -plane sectoral horn that is fed by a WR10-waveguide. The top-
and bottom wall (parallel to the paper-plane in the left image) are pefectly electrically conducting
and spaced by the waveguide height 1. The radiated �eld is evaluated on the surrounding circle
and represented by cylindrical waves.

desired Gaussian beam. To accelerate the computation of the horn �eld, it is represented
in terms of cylindrical waves. For this, a circle is placed around the geometry of the
primary feed horn, see Fig. 4.33. On this circle, the electric �eld is evaluated and
decomposed in terms of cylindrical modes that represent the horn �eld by an equivalent
cylindrical wave source. From this equivalent source, the electrical �eld in the ~I-plane
of the primary feed horn can e�ciently be computed.

4.6.3 Equivalent Representation of the Horn Field

To accelerate the computation of the radiated �eld of the primary feed horn at any
point away from the source, the radiated �eld is represented by a set of cylindrical
waves propagating in radial direction. More precisely, the electric �eld component
�G around the horn antenna (in the parallel plate waveguide) is expanded in terms
of propagating TMG

<0-modes in the form of (2.159). This is only valid if the spacing
between both plates is ℎ < _/2. Then, the expansion is

�G (dh, qh) =
∞∑

<=−∞
H(2)< (:dh) (1< cos (j<qh) + 2< sin (j<qh)) , (4.13)

where dh and qh are the radial and angular dependencies in the DE-coordinate system
of the horn, see Fig. 4.33. The trigonometric functions may be combined according to

0<ej<qh = 0</2 cos (<qh) + j0</2 sin (<qh) , (4.14)

with 1< = 0</2 and 2< = j0</2, yielding

�G (dh, qh) =
∞∑

<=−∞
0<H(2)< (:dh) ej<qh . (4.15)
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Multiplying with e−j=qh and integrating over qh = 0 . . . 2π for a �xed dh = dh,0
yields [Jin15]

2π∫
0

�G (dh,0, qh)e−j=qh dqh =

2π∫
0

0<H(2)<
(
:dh,0

)
ej(<−=)qh dqh . (4.16)

Due to the orthogonality of the modes (
∫ 2π
0 ej(<−=)qh dqh being an integral repre-

sentation of the Dirac-delta function) [Jin15], the cylindrical wave coe�cients follow
as

0= = 1/H(2)=
(
:dh,0

) 2π∫
0

�G (dh,0, qh)e−j=qh dqh . (4.17)

Once the cylindrical wave coe�cients 0= have been computed, the electric �eld can be
evaluated at any point outside the circle enclosing the H -plane horn antenna in the DE
(or ~I)-plane by means of (4.15). Note that the indices< and = have the same meaning.
The DE- and ~I-coordinates are connected by a coordinate transformation. This is, by a
rotation and translation with i and 3 , see Fig. 4.33).

For equally spaced �G (dh, qh)-samples on the circle around the feed horn, the com-
putation of the coe�cients can be accelerated by the fast Fourier transform [Jin15].
The fast Fourier transform yields as many cylindrical wave coe�cients as sampling
points, while only those larger than a certain threshold may be kept for the evaluation
of the electric �eld with (4.15).

To verify the previous method, an H -plane sectoral horn antenna according to
(4.12) with an aperture width � = 9 mm and a length ! = 12 mm was simulated
in CST Microwave Studio® (version 2017.5). The electric �eld for the equivalent
cylindrical wave coe�cients is sampled equidistantly on a circle with diameter 1.4! and
an angular sample spacing of about _/10. To compare the accuracy of the cylindrical
wave representation against the full-wave simulation in CST Microwave Studio® (time-
domain solver with a _/40 mesh), a comparison �eld was evaluated and exported on a
straight line that extends from (D, E) = (30 mm,−60 mm) to (D, E) = (90 mm, 60 mm).
The results are plotted in Fig. 4.34. The maximum relative amplitude error is −50 dB
and the maximum phase deviation is 4°. The computation of 5000 �eld values by means
of the cylindrical wave source took less than 0.3 s. In terms of accuracy, the cylindrical
wave representation yields perfect results. Once the cylindrical wave coe�cients are
obtained, the �eld at a certain point can be computed in negligible time.

4.6.4 Computation of the Re�ector Contour

In order to radiate a Gaussian beam with a focal plane in front of the antenna, the
amplitude and phase on the re�ector contour have to match those of the Gaussian beam.
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Fig. 4.34: Radiated �eld from an H -plane horn antenna with � = 9 mm and ! = 12 mm in a
parallel-plate waveguide. The �eld is evaluated on a straight line from (D, E) = (30 mm,−60 mm)
to (D, E) = (90 mm, 60 mm) . Shown is a comparison between the full-wave simulation in CST
Microwave Studio® (version 2017.5) and the cylindrical wave representation. The achieved
agreement is better than −50 dB relative amplitude deviation and better than 4° phase deviation
with 71 cylindrical waves.

Matching amplitude and phase simultaneously is not possible [Boh89]. Depending on
the position and tilt of the H -plane sectoral horn relative to the desired Gaussian beam,
the re�ector contour changes. In this work, the re�ector contour is designed such that
it matches the phase of the desired Gaussian beam with that of the horn �eld. The
agreement of the individual �eld magnitudes is evaluated. The �nal re�ector contour
minimizes the area consumption and the amplitude mismatch.

Let the electric �eld of the desired Gaussian beam be denoted as �g
G (~, I) and the

horn �eld as �h
G (~, I). The horn �eld follows from the equivalent cylindrical wave

source, which is evaluated at the appropriate coordinate in the coordinate system of
Fig. 4.32. For the evaluation of the horn �eld by means of (4.15), the (~, I)-coordinates
are rotated and translated according to the horn position relative to the Gaussian beam
(i and 3) to obtain the corresponding (dh, qh)-coordinates.

The �rst point of the contour is the intersection of the Gaussian beam axis and the
main beam direction of the H -plane sectoral horn antenna at (~, I) = (0, 0). Similar
to [Boh89], the accumulated phase at this point is

arg
{
�

g
G (0, 0)

}
+ arg

{
�h
G (0, 0)

}
= ic, (4.18)

where ic is a constant and arbitrary phase value. In order to have an equal “phase
delay” from the horn �eld to the Gaussian beam �eld, the accumulated phase on valid
re�ector contour points has to equal the arbitrary constant ic. This is, for every valid
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contour point (~c, Ic) the equality

arg
{
�

g
G (~c, Ic)

}
+ arg

{
�h
G (~c, Ic)

}
= ic (4.19)

must hold. In a similar manner, for also matching the amplitude of both �elds, the
additional condition of a valid contour point is [Boh89]

|�g
G (~c, Ic) | = Dc |�h

G (~c, Ic) |, (4.20)

where Dc is a proportionality constant scaling one �eld to the other. This constant is
determined at the intersection point as |�g

G (0, 0) |/|�h
G (0, 0) | = Dc. However, as only

one of both conditions (phase and amplitude) can be ful�lled at the same time, the
other has to be variable. In this work, the phase of both �elds is matched at the re�ector
contour. Hence, the proportionality constant of the amplitude values may vary for all
re�ector contour points and, thus, can be denoted as

Dc (~c, Ic) =
|�g
G (~c, Ic) |
|�h
G (~c, Ic) |

. (4.21)

The ratio of the proportionality factor at a contour point to the proportionality factor
at the intersection point is a measure of how well the amplitudes are matched. This
is, for a perfect amplitude match the ratio Dc (~c, Ic) /Dc (0, 0) tends to unity at every
contour point. Any deviations from unity yield an amplitude mismatch and represent a
measure of how good or bad the amplitudes of both �elds are matched.

Starting from the intersection point at the origin of the ~I-coordinate system, the
contour points are obtained in an iterative manner. For this, the contour is split into
two parts: an upper part for ~ > 0 and a lower part for ~ < 0. To �nd the next valid
contour point, the Gaussian beam �eld and the horn �eld are evaluated on a half-circle
around the intersection point. To get a contour point in the upper part, the half-circle
is open towards the lower part and, vice versa. The radius of the half-circle should
be smaller than _/50 and the angular spacing of the evaluated points on the contour
should be similarly small. If the radius or the spacing is too large, the �nal contour may
have errors or a roughness on a similar scale that lead to non-negligible phase errors.
The point on the half circle that is closest to ic, i.e.,

min
���arg

{
�

g
G (~c, Ic)

}
+ arg

{
�h
G (~c, Ic)

}
− ic

��� , (4.22)

is taken as the next valid contour point. In the next step, the �elds are evaluated on a
half-circle around the lastly obtained contour point. The point that comes closest to the
reference phase constant ic is the next contour point. This iterates until the amplitude
of the Gaussian beam �eld has dropped below a certain level (e.g., −25 dB of the main
beam amplitude). An equivalent loop runs for the lower part of the contour, just that the
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half-circle is now open towards the upper part. The amplitude proportionality factor is
stored for every valid contour point and serves as quality measure of the contour.

With this procedure, many valid contours for di�erent H -plane sectoral horn con-
�gurations (! and �) and their alignment with the Gaussian beam (3 and i) may
be computed. The computation of a contour is fast, as the horn �eld is represented
by cylindrical waves and the Gaussian beam has an analytical representation. The
computational time of a single contour with about 1000 points is on the order of a
second.

To decide for a suitable re�ector contour, two quality measures are employed: the
amplitude match as the ratio of Dc (~c, Ic) /Dc (0, 0) and the area consumption of the
re�ector. The latter can be computed by numerically integrating the re�ector contour
along the ~-axis, see Fig. 4.32.

In this work, the �nal re�ector contour for a targeted Gaussian beam with F0~ =

20 mm and I0~ = 200 mm was obtained in three steps. First, a database with cylindrical
wave representations of 529 H -plane sectoral horn con�gurations, covering the range
�/mm = 4, 4.5, ..., 15 and !/mm = 4, 4.5, ..., 15, was generated. The full-wave simulation
of these geometries is relatively fast, as the simulation volume is small compared to
the wavelength. Only those horn antennas with a B11 < −20 dB were considered for
further computations. In the next step, re�ector contours were computed for horn
alignments in the rangei/degree = 40, 45, ..., 70 and3/mm = 40, 45, ..., 70. The contours
were computed for relative amplitudes of the Gaussian beam above −25 dB. The area
consumption and amplitude mismatch was evaluated for each contour. In the last step,
the sampling resolution of the i and 3 was increased in a range around the best contour.
The con�guration that leads to the best compromise between space consumption and
amplitude mismatch was chosen for the re�ector. Overall, the whole process of �nding
a suitable re�ector contour is brute-force. The �nal decision is subjective and supported
by the two measures of area consumption and amplitude mismatch. However, this
procedure is considered su�cient for this problem. Especially in view of the secondary
importance of the beam quality that is in�uenced by the re�ector contour.

The �nal con�guration for the radiating element of the phased array antenna are
an H -plane sectoral horn with � = 6.5 mm and ! = 7.5 mm aligned to the desired
Gaussian beam with i = 58.5° and 3 = 55 mm. The �nal contour has 1388 points.
The search radius was _/50 and the angular resolution was 0.01°. From the design
procedure, the phase of both �elds is perfectly matched on the re�ector contour with a
maximum deviation of 2 × 10−5 degree. For an evaluation of the amplitude mismatch,
see Fig. 4.35. The amplitudes on the lower part of the re�ector are matched well: the
relative amplitude proportionality factor varies between 0.8 and 1.2 for Gaussian beam
amplitudes above −20 dB. The amplitude of the horn �eld follows that of the Gaussian
beam, see right plot in Fig. 4.35. In contrast, the upper part of the re�ector is not
matched equally well. The amplitude proportionality factor drops below 0.4. The
horn �eld replicates the Gaussian beam �eld well for amplitudes above roughly −5 dB.
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Fig. 4.35: Left: Relative amplitude proportionality factor on the re�ector contour. Right: Am-
plitude of the horn �eld and Gaussian beam �eld on the re�ector contour normalized to the
corresponding amplitude at the intersection point.

For weaker amplitudes, the error increases. The horn �eld not even decays below
−20 dB. This is due to the geometrical alignment of the horn to the re�ector contour,
see Fig. 4.32. The �eld on the upper half of the contour re�ects the horn �eld from a
smaller angular region of the horn aperture as compared to the re�ection of the lower
half of the contour.

This amplitude mismatch will excite higher-order Gaussian beams or side-lobes. A
further iteration that tries to modify/tune the amplitude distribution of the horn �eld,
by modifying the horn �are in a non-symmetric way, may account for this deviation.
This, however, has not been investigated in this work as the realized beam was already
considered good enough.

4.6.5 Evaluation of a Prototype Re�ector

A prototype of the re�ector contour, the H -plane sectoral horn antenna and a WR10-
waveguide were realized in aluminum AL99.5, see Fig. 4.36. The prototype is split into
two parts: a block with the milled re�ector contour, the horn, and the WR10-waveguide,
and a second block that serves as a cap that closes the contours. In the re�ector area,
tracks of the milling tool remain. These tracks, however, have a small depth and do
only a�ect the realized conductivity of this surface.

Measurements were carried out with the volumetric near-�eld scanner as described
in [HKN+18; KHSE16]. As only a small angular range of the probe antenna was
scanned, where its pattern changes only little, no probe correction was performed.
A full-wave simulation of the re�ector prototype was carried out in CST Microwave
Studio® (version 2017.5).

For a two-dimensional representation of the radiated beam at the frequencies 75 GHz,
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Fig. 4.36: Image of the prototype re�ector milled in aluminum AL99.5. The re�ector contour is
milled in one block with a depth of 1.27 mm corresponding to the full height of the WR10 and
parallel-plate waveguide. A �at cap closes the contours.

90 GHz, and 105 GHz, see Fig. 4.37. There, the left plot shows the beam radius (−8.69 dB
contour) and the right plot shows the −15 dB contour. At 90 GHz, the beam waist radius
is slightly larger as the desired 20 mm. The beam waist radius gets larger for lower
frequencies and smaller for higher frequencies.

The transverse �eld amplitude and phase at the desired beam waist location (I =

200 mm) is plotted in Fig. 4.38. The measured �eld is represented by solid lines, whereas
the simulated �eld is represented by dashed lines. The left plot shows the relative
amplitude dependency along the~-axis. The amplitudes are normalized to the maximum
amplitude of the corresponding ~-axis cut. It can be seen that the amplitudes are not
symmetric with respect to ~ = 0 mm. This is due to the unequally illuminated re�ector
contour through the horn antenna, see Fig. 4.35. The phase, depicted in the right plot of
Fig. 4.38, varies in a range of less than ±15° for the measurement and by less than ±5°
for the simulation within the desired beam waist radiusF0~ = 20 mm. The di�erence
between simulated and measured phase can be explained by manufacturing tolerances
and a possible small misalignment of the prototype re�ector towards the linear stage
of the near-�eld scanner [HKN+18; KHSE16].

In summary, the radiated beam is not perfect. It is non-symmetric and has several
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Fig. 4.37: Simulated and measured Gaussian beam contours for the frequencies 75 GHz, 90 GHz,
and 105 GHz. Left: −8.69 dB to amplitude at G = 0 mm. Right: −15 dB to amplitude at G = 0 mm.
Measurement without probe correction due to the small angular range.

side-lobes or a certain roughness of the transverse amplitude. However, it concentrates
the energy towards the beam axis which is the most important part. Besides, the
simulation of the plasma disruption force on a stack of 39 of these re�ectors (by Irene
Zammuto) yielded forces on an acceptable level. Hence, these re�ectors have clearance
for in-vessel installation at the ASDEX Upgrade tokamak.
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Fig. 4.38: Simulated and measured radiated Gaussian beam at I = 200 mm. Solid lines represent
the measured �eld, dashed lines represent the simulated �eld.





5 The Phased Array Antenna

In this part of the thesis, the techniques and components that were presented in
the previous sections are employed to assemble a phased array antenna for Doppler
re�ectometry in the ASDEX Upgrade tokamak. Firstly, the system design with the
environmental requirements, the desired radiated beam, and a schematic of the phased
array antenna are repeated and discussed. This is followed by the arrangement of the
individual elements to form the feed network and eventually the phased array antenna.
Full-wave simulation results of the whole phased array antenna wrap up this chapter.

5.1 System Design

5.1.1 Environment, Materials, and Installation Space

The phased array antenna is dedicated for installation in sector 11 of the ASDEX
Upgrade tokamak. The installation location is in-vessel and close to the plasma. There,
the phased array antenna has to sustain the environmental conditions and must not
a�ect the nuclear fusion experiment in any unwanted way.

During a plasma discharge, the antenna is prone to the static magnetic �eld with
the potential of a plasma disruption as well as all the radiation emitted by the plasma.
The static magnetic �eld has �eld strengths of up to 2.8 T. The antenna should not be
a�ected by this, and, even more important, not a�ect this �eld. The hot plasma emits
nuclear radiation as well as electromagnetic radiation ranging from infrared to hard
X-ray. Here, aging and activation of the materials in use must be considered. In case
of a plasma disruption, that is an abrupt break o� of the plasma current, the antenna
must not damage any other components in the fusion experiment and should not be
damaged itself.

Apart from the regular operation, the phased array antenna must withstand semi-
regular vessel baking up to 150 °C and support the ultra-high vacuum with pressures
within the vessel down to 10−9 mbar.

Materials that may be used in-vessel are approved by the ASDEX Upgrade team.
Most dielectrics do not comply with the ultra-high vacuum requirements and may
be used in very small amounts, only. The materials at choice are the following four
non-magnetic metals:

• stainless steel 1.4301 [nominal conductivity 1.37 × 106 Sm−1]
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• pure copper [nominal conductivity 59.6 × 106 Sm−1]

• almost pure aluminum AL99.5 [nominal conductivity 35 × 106 Sm−1]

• Albromet-W 200 [nominal conductivity 22 × 106 Sm−1]

In terms of electrical properties, the favorable material for the antenna would be pure
copper. However, its good conductivity is disadvantageous in case of a plasma disruption
as the induced currents are very strong. The currents and, thus, the disruption force can
be handled by reducing the conductivity or the area of the metal. For a component (such
as the re�ector) that has a �xed size, the only possibility for keeping the disruption
force within the allowed limits, is to trade Ohmic losses with sustainability to plasma
disruptions. Hence, by taking a material with a slightly lower electrical conductivity.
We did decide against a coating of the surface, as it also has to be approved by the AUG
team and the overall manufacturing process is already very complex.

Equally important is the machine-ability of the material. Stainless steel is hard and
maybe too hard for small milling tools. In contrast, pure aluminum is soft and small
slots (as they are required in the hybrid-junction of the variable phase shifter) might be
smeared. Albromet-W 200 is somewhere in-between both extremes.

In summary, Albromet-W 200 seems to be the best compromise. It has an acceptable
(and not too good) electrical conductivity and a reasonable good machine-ability. On
these grounds, it is the dedicated material of the feed-network and the radiating ele-
ments. For all non-electrically important parts such as �xtures, stainless steel 1.4301 is
employed.

Apart from these metals, the following materials may be installed inside the vessel

• Piezo ceramic

• silicon carbide

• PEEK (in small portions as a dry-lubricant)

• fused silica

Clearly, this list is not complete. It covers only those materials that where considered
for this thesis.

The phased array antenna is mounted in ASDEX Upgrade tokamak on a massive
stainless steel console, see Fig. 5.10 for the �nal model. This console provides the
0-degree steering angle alignment. The phased array antenna is tight to the console by
a clamp. The whole �xture is strong enough to support and hold the antenna in place,
even if a plasma disruption occurs.

In the coordinate system of the Gaussian beam Fig. 2.1, the G-axis is normal to the
mounting surface of the console, and the ~-axis is parallel to the surface of the console,



5.1 System Design 125

compare Fig. 5.10. The ~-axis is aligned parallel to the static magnetic �eld, whereas
the G-axis is aligned perpendicular to the static magnetic �eld.

The installation space is limited by the port size and the spatial extension of other
diagnostic instruments. The latter also includes that a diagnostic must not cover
the view of another diagnostic into the plasma. For the phased array antenna, the
available space can be speci�ed by a rectangular box with dimensions

(
�G , �~, �I

)
=

(90 mm, 120 mm, 300 mm). The individual dimensions are in the coordinate system
of the desired beam. This is, the �G is parallel with the steering-axis, the �~ is per-
pendicular to the steering plane, and the �I is parallel to the propagation axis. The
�G -dimension limits the number of elements. The �~ dimension limits the size of the
re�ector. The �I limits the maximum length of the phased array antenna.

5.1.2 Schematic of the Phased Array Antenna

The schematic of the phased array antenna is sketched in Fig. 5.1. The underlying
topology is a centrally fed serial array. The serial topology is preferred over a parallel
topology as only one (two in case of a centrally fed topology) actuator to control the
phase shifters is required. For in-vessel use and for reliability of the phased array
antenna, keeping actuating elements at a minimum is more important than to have
the better e�ciency of the parallel feed. The centrally fed topology is preferred over
a single ended topology because of a better e�ciency. This is, the major part of the
energy is already tapped-o� at the �rst elements in a branch due to the array taper
that has its maximum at the center of the array. In the single ended feed, the energy
has to pass half of the phase shifters �rst, to arrive at the center of the array. Thus, the
centrally fed serial array absorbs less energy as compared to the single ended serial
array.

With reference to the schematic Fig. 5.1, the wave enters the feed network at the
lower central node. From there, it travels through a three-way power divider that
directs the required amount of energy to the central radiating element and into both
arms of the serial feed.

The branch towards the central radiating element consists of an equalizing waveguide
section that matches the electrical length from the input to each radiating element
in order to omit any frequency scanning behavior and, thus, a splitting of the beam.
After the equalizing waveguide follows a focusing section that models the required
frequency-dependent phase at each element. The wave �nally leaves the array antenna
through the radiating element.

The left and right branch that leave the three-way power divider at the center
of the serial chain, feed the remaining radiating elements. The branches are built
up equally and symmetrically, only the phase shifters realize the phase shift in the
opposite direction. Down the line of each branch, a phase shifter is followed by a
coupling structure that taps-o� the correct amount of energy towards the connected
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Fig. 5.1: Schematic of the phased array antenna [KSE17c], which is a centrally fed array with 39
radiating elements. Individual elements are phase shifters (red), coupling structures (dark green),
equalizing waveguide sections (light blue), focusing elements (dark blue), and radiating elements
(light green). The phase shifters are controlled by two drives, one for each arm.

radiating element, which is followed by another phase shifter. The phase shifters in
each branch share the same reference plane and are controlled by a single actuator.
After the last coupling structure in each branch, the remaining energy is absorbed in
a load. The taped-o� waves at each coupling structure travel subsequently through
the equalizing waveguide sections, the focusing section, and �nally emit through the
individual radiating elements.

To realize the phased array antenna as outlined by the schematic in Fig. 5.1, the indi-
vidual elements from Chapter 4 are employed. Their detailed design and arrangement
are presented and discussed in Section 5.2.

5.1.3 Desired Gaussian Beam and Steering Properties

As discussed in Section 3.1.2, the optimum beam properties are dependent on the plasma
con�guration. For the dedicated position of the phased array antenna in AUG and its
view into the plasma, the beam should probe the plasma in the W -band with X-mode
polarization, see Section 2.5.2. The optimum beam properties were communicated by
Garrard Conway and Tim Happel in the framework of the Helmholtz Virtual Institute
to be a fundamental mode Gaussian beam with a beam waist radius ofFopt = 7_0 in
a focal distance from the array aperture in the range from 200 mm to 400 mm. The
Gaussian beam should be synthesized in W -band for the frequency range from 75 GHz
to 105 GHz. The upper limit is due to a notch �lter at the re�ectometer input that
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protects the hardware from the high-power electron cyclotron heating.
The required steering angle follows from the desired turbulence wavenumber spec-

trum range to be probed, which follows from the Bragg condition discussed in (3.2).
According to Garrard Conway and Tim Happel, this is about ±20° from the 0-degree
alignment of the mounting surface or broadside radiation from the phased array antenna.
Larger steering angles sample turbulence sizes that result in a weak refraction.

As the plasma turbulence is to be probed in X-mode, the polarization of the radiated
beam has to be normal to the magnetic �eld. From the alignment of the mounting
console to the static magnetic �eld H0, the Gaussian beam is synthesized by the array
taper along the G-axis (normal to the console surface in AUG). The perpendicular beam
shape along the ~-axis is synthesized by the radiating element. The beam is steered in
the GI-plane.

5.1.4 Synthesis of the Array Taper

Following the procedure from Section 3.3, the Gaussian beam is synthesized by sampling
its transverse �eld with the individual radiating elements. This is, in the steering plane
of the phased array antenna (GI-plane), the Gaussian beam is synthesized by the
array taper. In normal direction to the steering plane (~I-plane), the Gaussian beam
is synthesized by the individual radiating re�ector element. The polarization of the
electric �eld has to be parallel to the steering plane (X-mode alignment). Thus, the
radiating element is a parallel plate waveguide that supports only TMI

<0-modes that
yield a uniform electric �eld in array direction.

The element spacing is restricted by the maximum desired steering angle. This is,
it has to be small enough to guarantee that no grating-lobe occurs at the maximum
steering angle. From (3.21) follows the maximum element spacing. With the smallest
wavelength at 105 GHz and the maximum steering angle Kp,max = 20°, the element
spacing is limited to 3G ≤ 2.1 mm. To have a safety margin and due to raw material
considerations, the element spacing is 3G = 2 mm.

The number of elements would normally follow from the desired side-lobe level, see
the considerations in Section 3.3.2. The side-lobe level, however, should be “as good as
possible”. Consequently, the available installation space is the limiting factor. In the
steering direction, the installation space is limited by �G = 90 mm. To have some space
for �xtures, the number of elements is 39 leading to an array length of about 80 mm
(+2 mm for the cap of the last element).

The weights of the individual elements follow directly from (3.27). To keep the
antenna design simple, the amplitude distribution is de�ned to be frequency-invariant
at the array aperture. This leads to frequency-invariant coupling values (from the
trunk line to the radiating element), but inevitably leads to a frequency-dependent focal
distance which increases for higher frequencies, see Fig. 3.14.

The synthesis procedure of the array taper is described in Section 3.3.7. Following
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this recipe for the desired beam, the amplitude distribution of the array aperture is
de�ned at 75 GHz for a fundamental Gaussian beam with beam waist radiusF0 = 7_
and a focal length of 200 mm. At this frequency, the Gaussian beam has the smallest
focal length, which now corresponds to the minimal measurement distance from the
array aperture as described in Section 5.1.3. The amplitude at each element follows
from (3.27). Again, the amplitude distribution is the same for all frequencies. The beam
waist is controlled by the phase taper. For this, the focal length follows from (3.33)
and the frequency dependent radius of curvature at the array aperture follows from
(3.35). The �nal array taper is summarized in (3.36) with a frequency dependent phase
distribution at the array aperture that models the desiredF0 = 7_. The beam shape for
di�erent frequencies is plotted in Fig. 3.14.

The frequency-independent amplitude distribution can be realized by the coupling
structure as presented in Section 4.1. The frequency dependent phase distribution
can be realized by the focusing section as presented in Section 4.3.1. In the following
sections, these individual elements are combined with the variable phase shifters, the
compensation lines, and the radiating elements to build up the phased array antenna
as outlined in Fig. 5.1.

5.2 Design of the Phased Array Antenna

The phased array antenna is composed of the individual components presented in
Chapter 4, which are arranged such that all phase shifters can be controlled by two
Piezo actuators and that an element spacing of 3G = 2 mm is achieved. The former
basically requires that the sliding shorts of all phase shifters in a branch, see Fig. 5.1,
share the same reference plane. The latter restricts the spacing and positioning of the
individual components in the array direction.

In the following subsections, the arrangement of the individual components to
ful�ll both criteria is described. For this, the individual elements are combined to �ve
sub-assemblies. The whole phased array antenna is built from these sub-assemblies.
Subsequently, the dimensions of the individual elements are synthesized based on the
desired amplitude taper and the material properties.

5.2.1 Periodic Element in the Serial Feed Chain

The phase shifter and the coupling structure, as presented and prototyped in Sec-
tion 4.2.4, built up a periodic element in the serial feed chain of the phased array
antenna, see Fig. 5.1. This is, they make up a repeating pattern. The spacing between
the input and output port of the phase shifter is 2.0604 mm and, thus, slightly larger
than the element spacing of 3G = 2 mm. In addition, a coupling structure has to be
placed in-between two phase shifters in order to tap-o� the required amount of power
to the radiating element, see also in the antenna schematic in Fig. 5.1. Hence, the
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Fig. 5.2: Serial periodic section comprising coupling structures, straight waveguide sections,
vertical transitions, and phase shifters. Several sections may be combined to form a longer chain.

spacing between two neighboring elements largely exceeds the desired element spacing
of 2 mm. There is not enough space on a single split-block layer to place these elements
in a serial fashion, while realizing a common reference plane for all sliding shorts. Thus,
the design of the serial chain is extended onto three waveguide layers. The connection
between the individual layers is realized with the vertical transitions as described in
Section 4.5.

A model of the periodic structure is given in Fig. 5.2. Starting at the lower right of
the perspective view in Fig. 5.2, a coupling structure is the �rst element. A straight
waveguide section connects this coupling structure to a phase shifter. Both elements are
on the same split-block layer. At the output port of the phase shifter, a forward-aligned
vertical transition follows. The waveguide is now on the central split-block layer, see
lower left view in Fig. 5.2. A coupling structure follows after the vertical transition.
The coupling structure is mirrored in array direction with respect to the �rst coupling
structure (compare the orientation of the inserts). The rotation is required to provide
enough space for the insert and its �xture. Another forward-aligned vertical transition
follows after the second coupling structure. The waveguide is now on the upper layer,
where a second phase shifter follows subsequently. On the output of this phase shifter,
a straight waveguide section and the third coupling structure are connected. The insert
is now aligned in the same direction as that of the �rst coupling structure. After the
last coupling structure, a straight waveguide section, the third phase shifter, another
forward-aligned vertical transition, and the fourth coupling structure follow. The fourth
coupling structure is located on the central split-block layer. A forward-aligned vertical
transition, the fourth phase shifter, and a straight waveguide section close the loop to
the lower split-block layer — where the whole sequence may start again. Several of
these serial periodic sections build up the whole phased array antenna.

The individual building blocks in-between two coupling structures are always the
same. Only their sequence changes. As a consequence, the electrical length between
two coupling structures is equal for all elements. The coupling structure is alternatingly
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mirrored in array direction, which is necessary to provide enough space for the insert
and has the bene�t that the propagation direction through the coupling structure does
not change. However, the electric �eld lines in the coupled port are also mirrored
with the geometry. Hence, there is a �xed and frequency-invariant 180° phase shift
between both orientations. Mirroring the coupling structure must not change the
element spacing and, thus, the output port of the coupling structure needs to be (and
actually is) symmetric with respect to the mirroring plane Section 4.1.3.

The element spacing is controlled by the short sections that connect the coupling
structure with the phase shifter. Namely the straight waveguide section and the forward-
aligned vertical transition. They may by expanded or compressed in array direction
like an accordion by routing them slightly obliquely.

The short-circuited ports of the phase shifters share a single reference plane for their
axial positioning. Consequently, all sliding shorts in a branch can be controlled by a
single Piezo actuator.

As the geometry might not be clear from the model in Fig. 5.2 and the description
above, the important aspects are repeated in a few statements:

• The serial arrangement of the individual elements follows one of two schemes:
– either: coupling structure – straight waveguide section – phase shifter –

vertical transition – next coupling structure,
– or: coupling structure – vertical transition – phase shifter – straight waveg-

uide section – next coupling structure.

• The electrical length of both schemes is equal.

• The element spacing is controlled by expanding or compressing the vertical
transition and the straight waveguide section in array direction.

• The coupling structures alternate their alignment (mirrored in array-direction).

• The propagation direction through a coupling structure is always the same.

• The coupled port of the coupling structure includes a translation in array direction
such that the coupled waveguide is symmetric to the mirroring plane.

• The mirroring also a�ects the electrical �eld lines. Hence, there is a frequency-
invariant 180° phase shift between both alignments.

• All sliding shorts share the same reference plane.
As already stated, several of these periodic sub-assemblies in Fig. 5.2 may be con-

nected in a serial fashion to form a long feed-chain. As the phased array antenna is
centrally-fed, the central sub-assembly of the serial chain di�ers from the others to
also incorporate the input waveguide and the central element feed line.
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Fig. 5.3: Central element in the serial feed chain. The wave enters at the lower right of the
perspective view. It �rst propagates through a coupling structure, where the required amount of
power is tapped o� for the central element. The remaining part is split by a hybrid-junction for
both arms of the central-fed series feed.

5.2.2 Central Element in the Serial Feed Chain

The central element splits the incoming wave into three directions; towards the central
radiating element, and the two opposing array directions, compare Fig. 5.1. For the
model of the central element, see Fig. 5.3. In the perspective view, the wave is incident
at the lower right waveguide with the 90°-bend. The wave �rst approaches a coupling
structure, where the desired amount of power is tapped o� towards the central radiating
element. Two backward-aligned transitions follow subsequently. The connecting
waveguide between coupling structure and backward-aligned transition is slightly
bent to provide a space in-between both transitions for a waveguide to �t in (central
compensation line). After the vertical transistion follows a branch-guide coupler that
splits the wave into two parts. One for each direction of the array. At the through
and coupled port of the hybrid-junction follows a forward-aligned transition. They
are aligned in opposite direction — one upward and one downward — to enable the
connection to the periodic sections of Section 5.2.1. In the perspective view in Fig. 5.3,
the coupled port of the hybrid-junction has an upward aligned forward-transition and
feeds the periodic sections towards the right (perspective view). The through port of
the hybrid-junction has a downward aligned forward-transition and feeds the periodic
sections towards the left. The isolated port of the hybrid-junction is connected to a
load as of Section 4.4 (not visible in Fig. 5.3), such that the power does not remain in
the feed network.

The coupling factor of the hybrid-junction has to be constant throughout the op-
erational frequency range. Otherwise, the aperture taper would be asymmetric and
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erroneous with respect to the central axis. Thus, the design of the hybrid-junction
in the variable phase-shifter is also employed in the central section, see Section 4.2.3.
This component has the broadest operational frequency range that can be manufac-
tured by milling at the workshop of the Technical University of Munich, Chair of
High-Frequency Engineering.

5.2.3 Phase-Equalizing Waveguide Sections

The phase-equalizing waveguide sections connect the outputs of the coupling structures
to the focusing sections, see Fig. 5.1. There are two reasons for adding such a long
waveguide section in-between the serial feed-chain and the radiating elements. The �rst
is to have a Gaussian beam that does not steer with frequency. To suppress this behavior,
the electrical length from the input to the output port has to be equal (neglecting the
phase taper). The second reason origins from the centrally fed serial feed design. A
frequency scanning of both individual branches would lead to a splinting beam. Thus,
if one wants to relinquish the long waveguide sections for easier manufacturing and
lower losses, the overall feed design has to be modi�ed to a single branch series feed.
For the proposed antenna, a major design goal was to have a frequency-invariant beam
steering. Hence, equalizing waveguides are required. In this case, the centrally fed
array is a better solution as compared to the single branch series feed, as the overall
length of the compensation line is smaller. Only the electrical length from the center of
the feed to the outermost elements has to be compensated.

The length of the individual compensation lines is determined by the electrical length
from the input to the output port of the serial feed chain (combination of coupling
structures, forward-aligned transitions, and phase shifters). In order to suppress any
frequency steering, the electrical length from the input to each radiating element
has to be adjusted. To enable this, the dispersion characteristic of the compensation
waveguides has to match the dispersion characteristic of the periodic section in the
serial feed chain.

As the geometry of the serial feed chain is rather complex, the electrical length
in-between two elements is determined by full-wave simulations in CST Microwave
Studio® (version 2017.5). The phase of the periodic feed chain can be decomposed in
a phase with approximately WR10-dispersion and a frequency-invariant phase. The
WR10-dispersion contribution is due to the connecting waveguides. The frequency-
invariant phase o�set is due to the 180° from mirroring the coupling structure and an
additional 90° from the hybrid-junction of the phase shifter.

Thus, for this feed-network, the electrical length in-between two ports is compen-
sated by a linear combination of a WR10-waveguide section and a frequency-invariant
phase o�set. The former is compensated by WR10-waveguides with an appropriate
length. The latter is compensated by the frequency-invariant phase shifter as presented
in Section 4.3.2. This frequency-invariant phase shifter is incorporated in the focusing
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Fig. 5.4: Compensation line of the outermost element, which represents the shortest compensation
line. It has six vertical transitions and spreads over two split-block layers.

section, see Fig. 5.1, as it is described in Section 5.2.4. Hence, the compensation lines
only need to equate the phase o�set due to the WR10-dispersion.

For an image of a short and a long compensation line see Fig. 5.4 and Fig. 5.5, respec-
tively. To minimize space consumption, especially in case of the long compensation
line, they are spread over several split-block layers. To mitigate any e�ect of the vertical
transition on the electric length of the overall compensation-length, each compensation
line is composed of the same number (for this design: 6) of vertical transitions.

The length of the compensation line is determined as follows: The two di�erent
periodic sections of the serial feed chain from Section 5.2.1 in the form of

• coupling structure – straight waveguide section – phase shifter – vertical transi-
tion – next coupling structure,

• coupling structure – vertical transition – phase shifter – straight waveguide
section – next coupling structure,

are simulated in CST Microwave Studio® (version 2017.5). Their electrical length is
deduced from the phase lag and split in terms of an equivalent WR10-waveguide length
and a frequency-invariant portion. This is, the realized phase lag is decomposed into a
phase lag due to a WR10-waveguide with a certain length and a frequency-invariant
phase lag.

As already stated, the frequency-invariant phase lag is in�uenced by the hybrid-
junction, the alternating electric �eld alignment in the coupling structure and, in parts
due to a non-perfect WR10-dispersion in the vertical transition and in the coupling
structure. For the proposed design of the periodic element, see Section 5.2.1, the
frequency-invariant portion in the phase lag is 180° and the compensation line length
is about 30 mm. The phase in-between two elements is compensated by the WR10-
waveguide with appropriate length (the compensation line) and a �xed 180° phase

Fig. 5.5: Compensation line of the central element, which represents the longest compensation
line. It has six vertical transitions and spreads over �ve split-block layers.
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lag. Within one branch of the centrally fed array, the frequency-invariant phase
compensation realizes an alternating 0° and 180° phase lag along the array direction.

The central element introduces a di�erent compensation line length as well as a
di�erent frequency-invariant phase lag. The frequency-invariant phase lag is compen-
sated by a 297° constant phase sections. The compensation line length is about 60 mm.
Due to the hybrid-junction in the central element, see Fig. 5.3, the left branch (serial
feed chain) of the centrally fed array has a 90° frequency-invariant phase lag with
respect to the right branch. Consequently, the frequency-invariant phase compensating
part alternates between 90° and 270° in the right branch and between 0° and 180° in the
left branch of the centrally fed array.

The frequency-invariant phase compensation is realized by the model described in
Section 4.3.2 and incorporated into the focusing section, see Fig. 5.1 and Section 5.2.4.
The remaining phase lag is compensated by the WR10-waveguide sections. The outer-
most element yields the shortest compensation line which connects the serial feed chain
with the focusing section, see Fig. 5.4. For each element that comes closer to the central
element, the compensation line is elongated by 30 mm, representing the additional
WR10-line length in-between two coupling structures. The central compensation line
has an additional 60 mm, due to the slightly longer waveguide section in-between the
central coupling structure and the �rst element in each branch of the serial feed chain.
Thus, the central compensation line is the longest of all, see Fig. 5.5.

Although the overall phase compensation mechanism is very promising, the phase
in-between neighboring elements cannot be compensated perfectly throughout the
desired frequency range. The remaining phase error is about ±10°. This error, however,
is equal to all individual periodic sections for a certain frequency. Thus, it reassembles
a progressive phase on the aperture and can be corrected for by adapting the 0°-degree
position of the phase shifters. This procedure for a correction of the remaining phase
error in-between two elements is covered in Section 5.3, as it requires the full-wave
simulation or measurement of the whole feed network.

In summary, equalizing the line-lengths from the input port to the individual elements
of the array, requires full-wave simulations. Here, the phase lag in-between two
elements needs to be compensated. The dispersion in-between two elements does in
general not match that of the compensating waveguide (WR10 for this design). As
a consequence, the overall compensation line needs to be decomposed into several
dispersion characteristics. For this design, the WR10-dispersion and a frequency-
invariant phase yielded acceptable results. The remaining phase error in-between two
elements from 75 GHz to 105 GHz is in the range of ±10°. For a �xed frequency, the
phase error assembles a progressive phase on the array aperture. This progressive
phase error can be corrected by calibrating the 0-degree steering angle position of the
phase shifters for each frequency.
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Fig. 5.6: Focus structure that incorporates the frequency-dependent phase taper and the constant
phase compensation line places all radiating elements on a line along the array direction. The
input is on the lower-left and the output on the upper-left.

5.2.4 Focusing and Frequency-Invariant Phase Compensation

The last component that contributes to the array taper is the focusing section, see
Fig. 5.1. In the design of the phased array antenna, the focusing section has three
functions. It assembles the connection to the radiating elements such that the radiating
elements are all placed on a line along the array direction, it realizes the required
frequency-dependent phase taper for shaping the desired Gaussian beam and it realizes
the required frequency-invariant phase compensation. The geometrical model of the
focusing section is depicted in Fig. 5.6.

Due to the geometry of the periodic section and the compensation lines, the waveg-
uides coming from the serial feed network are not located on the same split-block layer.
Ensuring this would introduce an unequal number of vertical transitions in the com-
pensating lines and, thus, introduce an erroneous dispersion. In the proposed design,
all compensation lines have six vertical transitions and consequently do not su�er from
this error. However, their output ports are located on di�erent split-block layers. The
focusing section compensates this displacement by a trombone-like geometry. The
input-ports, see lower-left in Fig. 5.6, have a di�erent vertical position. The output ports
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of each focusing section are all placed on a line along the array direction. The electrical
line length of the focusing sections are equalized for all elements by the trombone-like
structure (apart from the frequency-dependent phase taper and the frequency-invariant
phase compensation).

The frequency-dependent phase taper for shaping the desired Gaussian beam is real-
ized by the component described in Section 4.3.1. Here, a rectangular hollow waveguide
with a slightly reduced width and, thus, modi�ed dispersion characteristics reassembles
the desired frequency-dependent phase taper. The reduced-width waveguide section is
also modeled in the trombone — right before the 180°-bend, see Fig. 5.6. A taper reduces
the waveguide width to the desired 0f = 2.1 mm. On each side of the bend, half of the
required length ℓf = ℓo + ℓ with an o�set length ℓo = 2 mm and the negative length ℓ
for Gaussian beam focusing (4.5) is added.

The frequency-invariant phase shift, as it is required by the compensation lines in
Section 5.2.3, is realized by the constant-phase waveguide section described in Sec-
tion 4.3.2. Here, a linear combination of the lengths of a slightly over-sized waveguide
section and the WR10-waveguide realize the desired phase lag. The over-sized waveg-
uide section is located near the output of the focus section, see upper-left in Fig. 5.6.
The required WR10 section is incorporated in the trombone-like structure.

The three functions of the focusing sections lead to di�erent geometries for every
element. There is none like another. Thus, the focusing section has to be realized
individually for each radiating element. Note that the focusing section cannot be
realized anymore by cutting the WR10-waveguide in the E-plane. To precisely realize
the radii and waveguide width, the rectangular hollow waveguide is cut at an edge
parallel to the broad side. The radiating re�ector is realized in the same cut, hence, both
components are manufactured in a single piece. The milled waveguide and re�ector
structure is closed by a cap. Thus, at the output of the feed network and at the input to
the radiating elements, a change in the manufacturing alignment occurs. The individual
sections are connected by a �ange.

5.2.5 Waveguide-Model of the Phased Array Antenna

The phased array antenna is composed of the previously described assemblies and the
components presented in Chapter 4. See Fig. 5.7 for a waveguide model of the whole
phased array antenna and its analogy to the schematic of the phased array antenna in
Fig. 5.1. For clarity, the radiating re�ectors are not displayed in the model.

The centrally fed series feed chain is composed of the central element, see Sec-
tion 5.2.2, and the periodic element, see Section 5.2.1. Together, theses elements form
the serial feed chain of the phased array antenna. They incorporate the phase shifters
and coupling structures and, thus, provide beam steering capabilities and the amplitude
taper to shape the desired Gaussian beam. Attached to the serial feed chain follow the
compensation lines of Section 5.2.3, which equalize the electrical length from the input
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Fig. 5.7: Waveguide model of the feed network of the AUG phased array antenna. From top to
bottom: top-view, side-view, and perspective view. The radiating elements are not displayed.
Starting at the right: serial feed chain with the central element (Section 5.2.2) and the periodic
element (Section 5.2.1), compensation lines (Section 5.2.3), and focusing sections (Section 5.2.4).
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to each radiating element and, thus, suppress any frequency scanning behavior. In
Fig. 5.7, the compensation lines take up most space. Finally, the focusing section of Sec-
tion 5.2.4 for the frequency-dependent phase taper to realize the frequency-dependent
beam waist radius, connects the compensation lines to the radiating elements. The
radiating elements are not displayed in the geometry in Fig. 5.7 due to the size of the
image. They shape the Gaussian beam perpendicular to the array direction and ensure
the correct polarization of the electric �eld.

5.2.6 Synthesis of the Coupling Structures

The synthesis of the coupling structure starts with the required power at the radiating
elements. From the amplitude taper (3.30) and the desired beam con�guration, see
Section 5.1.3, follows the discretized amplitude taper according to

|< (=) | = |< (G − =3G ) |, (5.1)

with the element index = = −19,−18, . . . , 19 and the element spacing 3G = 2 mm. The
normalized radiated power at each element follows as

%rad (=) =
|< (=) |2∑
8∈= |< (8) |2

. (5.2)

The compensation lines have a di�erent length for each element, see Section 5.2.3.
Thus, they realize a di�erent insertion-loss which has to be considered when syn-
thesizing the coupling structures. For this, the compensation line of each element is
simulated in CST Microwave Studio® with the expected (machined) conductivity of
Albromet-W 200 (about 12 × 106 Sm−1). The corresponding transmission coe�cient
B21 (=) is denoted as Ccomp (=). From this, the required power level at the coupled port
of each coupling structure can be deduced according to

%c (=) = %rad (=) 10−Ccomp (=)/10 . (5.3)

For the compensation lines of the AUG phased array antenna, the transmission coe�-
cients Ccomp (=) are in a range from −3.84 dB of the central element to −0.72 dB of the
outermost element.

In the synthesis of the coupling structure, the coupling structure itself is considered
as a node. The power entering the coupling structure has to leave it at the other two
ports. If starting the synthesis process at the central element, the remaining power
in the feed is unknown. Hence, the synthesis has to start at the outermost elements.
Here, either the remaining power towards the absorber or the coupling factor of the
last element may be de�ned to disambiguate the synthesis. It is a variable that allows to
synthesize the coupling inserts in a machinable range. This is, if the coupling factor is
larger, the remaining power in the feed is lower and vice versa. Thus, the other coupling
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factors shift accordingly to larger or smaller values. For this thesis, the coupling factor
of the outermost element = = 19 is chosen to be 2coup (19) = −16 dB. The remaining
power at the end of the serial feed chain thus follows as

%rem (19) = %c (19) 10−2coup (19)/10 . (5.4)

The input power at the last coupling structure is accordingly

%in (19) = %rem (19) + %c (19) . (5.5)

Note that an equal relation holds for the other branch of the serial fed structure. That
is, for the element = = −19. In the following, only the branch with positive element
indices is considered. The other branch follows equally as the array taper is symmetric.

The input power at the = = 18 coupling structure is given by the sum of the coupled
power of the = = 18 coupling structure and required input power of the = = 19 coupling
structure plus the lost power in-between two coupling structures (predominantly
due to attenuation in the phase shifter). For the design of the periodic section, see
Section 5.2.1, the transmission from one coupling structure to the next is Ccc = −0.42 dB.
Consequently, the required input power at the = = 18 coupling structure is

%in (18) = %c (18) + %in (19) 10−Ccc/10 . (5.6)

This represents a recursive process, which can be denoted as

%in (= − 1) = %c (= − 1) + %in (=) 10−Ccc/10 . (5.7)

for all elements = = 1, 2, . . . , 19 in a branch. This recursive process loops until the
central element.

At the central element = = 0, the required input power of both branches (positive
and negative element indices) are combined by the hybrid-coupler. Together with the
transmission coe�cient through the coupler to the subsequent element Ccentral and the
required coupled power at the central element %c (0) follows the required input power
at the central element %in (0) as

%in (0) = %c (0) + %in (1) 10−Ccentral/10 . (5.8)

Once the input power %in (=) at each element and the required coupled power %c (=)
are known, the coupling factor of the corresponding coupling structure follows as

2coup (=) = 10 log10 (%c (=) /%in (=)) . (5.9)

The previous synthesis procedure does not cover the frequency axis. This is, it is
a synthesis for a �xed frequency or, alternatively, for the mean in the operational
frequency range. However, the insertion loss of the compensation lines and the insertion
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loss in-between two coupling structures has a certain frequency dependency. This
can be accounted for by treating the power levels and insertion losses as a function of
the frequency and applying a recursive scheme. Again, once these values have been
obtained by the iterative scheme, the required frequency-dependent coupling factor in
each coupling structure can be synthesized.

For the �nal design of the AUG phased array antenna, the frequency axis was sampled
by 11 equally spaced frequency points in the range 75 GHz to 105 GHz. The previously
described procedure yields frequency-dependent coupling factors at each coupling
structure. These values were the target goal of an optimization by full-wave simulations
of each coupling structure in CST Microwave Studio® (version 2017.5). Each coupling
structure was individually optimized to the desired frequency-dependent coupling
factor, yielding the �nal dimensions of the inserts.

5.2.7 Control of the Variable Phase Shifters

Within the periodic section of the serial feed chain are the phase shifters. They follow
the design described in Section 4.2. Each phase shifter is composed of a hybrid-junction
and two synchronously moved and positioned sliding shorts. In this design, both sliding
shorts share the same reference plane. Moreover, the periodic section of the series feed
chain, see Section 5.2.1, is designed such that all the sliding shorts within a branch
can share the same reference plane. Thus, the phase shifters in each branch can be
controlled by a single actuator. The sliding shorts in the other branch need to move in
opposite direction in order to realize the negative phase shift, compare Fig. 5.1.

For the AUG phased array antenna, a mounting frame positions all sliding shorts of
a branch in the corresponding open-ended waveguide, see Fig. 5.8. It ensures that the
sliding shorts are all located at the correct axial position within the rectangular hollow
waveguide. The radial positioning of the sliding shorts is guaranteed by the design
of the phase shifter, see Section 4.2. The mounting frame slides on a linear stage that
guarantees frictionless movement in vacuum and correct alignment. The linear stage is
driven by a Piezo actuator.

The Piezo actuator has a range of motion of 1.5 mm or ±0.75 mm. For the corre-
sponding phase shift, see Fig. 4.17. From 75 GHz to 105 GHz, the possible phase shifts
are roughly within the range ±90° to ±150°. Given the 3G = 2 mm spacing of the
elements, this yields a steering range of ±30° to ±36°. For Doppler re�ectometry, only
±20° steering angle is required. Thus, each branch has a certain range of motion left
for calibration.

The broadside radiation represents the 0° phase shift. Within the mounting frame of
the sliding shorts, there are reference pins ranging into the feed network to a reference
plane. These pins provide the 0°-steering angle position of the mounting frame. When
assembling the phased array antenna, the Piezo actuators are set to their 0°-steering
angle position before the screws in the elongated hole (see upper right view in Fig. 5.8)
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sliding shorts

Piezo actuator

linear stage

mounting frame

Fig. 5.8: Model of the phase shifter control unit. It is composed of two identical subunits. The
sliding shorts for the phase shifters in one branch are �xed and axially positioned by a mounting
frame. The mounting frame is connected to a linear stage for frictionless movement with the
correct alignment. The linear stage is driven by a Piezo actuator. Reference pins in each mounting
frame provide the reference position for broadside radiation of the beam, i.e., 0° phase shift.

are tightened. By tightening the screws, the Piezo actuators zero-position is linked to
the 0°-phase shift in-between the elements.

5.2.8 Model of the Phased Array Antenna

For the model of the phased array antenna, see Fig. 5.9. The 39 radiating re�ectors are
stacked on top of each other. The re�ector stack is tightened by long screws to a single
unit. The serial feed chain is composed of 6 individual split-block layers. Due to the
dense waveguide routing within the split-block layers, screws are not applicable to
realize enough contact pressure between the individual layers. Thus, two band springs
and a U-shape �xture apply an external force. The re�ector unit is connected to the
serial feed chain. Two forceps pull the �ange together.

In AUG, the beam is to be radiated in X-mode polarization. A console, see Fig. 5.10,
correctly aligns the phased array antenna towards the plasma. The re�ector unit as well
as the U-shaped �xture are �rmly connected to the console. The console is designed as
to hold the antenna in place in case of a plasma disruption.
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Fig. 5.9: Model of the phased array antenna for ASDEX Upgrade tokamak. It is composed of
the re�ector unit and the feed network with the serial feed chains and compensation lines. Two
anchors clamp both units together. The layer of the feed network are pressed together by two
spring plates and the U-shape �xture.

Fig. 5.10: Model of the phased array antenna for ASDEX Upgrade tokamak mounted on a console.
The console realizes the correct alignment of the radiated beam into the plasma and holds the
antenna in position — even in case of a plasma disruption.
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Fig. 5.11: Simulation results of the AUG phased array antenna. Left: Amplitude distribution at
the radiating elements with reference to the desired taper. Right: Re�ection coe�cient from
simulation in the frequency- and in the time-domain.

5.3 Simulation Results

The feed-network as of Fig. 5.7 was simulated in CST Microwave Studio® (version
2017). The geometry was solved in the time- and frequency-domain, for comparison.
In the time-domain simulation, the whole feed-network was simulated in one-piece. In
contrast, for the frequency-domain simulation, the compensation lines were separated
from the serial feed chain to reduce the overall memory consumption of the simulation.

5.3.1 Amplitude and Phase at the Array Aperture

The realized array taper and the input re�ection are evaluated in this section. For the
normalized amplitude at the radiating elements, see the left plot in Fig. 5.11, and for
the input re�ection, see the right plot in Fig. 5.11.

The amplitude distribution is evaluated at three frequency points (81 GHz, 90 GHz,
and 100 GHz) distributed over the desired bandwidth. The amplitude distribution
at 90 GHz follows the ideal distribution with a relative variation smaller than 1 dB.
It is symmetric about the central element. At 81 GHz and 100 GHz, the amplitude
distribution is slightly unsymmetrical with smaller amplitudes at the negative element
indices. This is due to the branch-guide coupler that divides the incoming wave slightly
unsymmetrical into both branches. Nevertheless, the overall amplitude distribution is
roughly within an error bar of ±1 dB from the ideal amplitude distribution.

The input re�ection is below −20 dB throughout the desired band and, thus, very
low. The reason is again the hybrid-junction that divides the incoming wave into both
branches. The re�ection coe�cient within each branch of the serial feed-chain appears
to have the same amplitude and phase due to the symmetry. Equally to the variable
phase shifter, the re�ected waves add up coherently at the absorbing port, while they
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Fig. 5.12: Desired (solid) and simulated (dashed) phase taper. Left: Simulation results without
phase correction. Right: Simulation results with phase correction according to Tab. 5.1.

add up destructively at the input port. All re�ections that occur after the 90°-phase
compensation in the focusing section of the radiating elements add up coherently at
the input port and destructively at the absorbing port of the hybrid-junction. The
phase compensation is the last element before the radiating element. Thus, the overall
re�ection at the input port is low. This low self-re�ection of the phased array antenna is
bene�cial in the monostatic arrangement of the Doppler re�ectometer, as the re�ected
signal would overlay the measured signal and, thus, reduce the sensitivity of the system.

For the phase distribution along the individual elements of the array aperture, see
Fig. 5.12. The left plot shows the uncorrected phase distribution from the frequency
domain simulation and the desired phase taper for reference. The simulated phase
distribution without any correction does not agree well with the desired phase taper.
The phase error is about 200° in the worst case. The origin of this error is in part due
to the non-perfect constant-phase compensation, see Fig. 4.25 where the phase error is
in the range of +5° to −7°. Clearly, other imperfections also add up to the overall phase
error in Fig. 5.12. The major part of this phase error, however, models a progressive
phase along the individual branches. This is, a constant phase error is present between
the individual elements. The variable phase shifter can correct for that by slightly
adapting the phase shifter position.

In Tab. 5.1, a correcting progressive phase shift for the positive and the negative array
direction are given. These minimize the error between the realized and the desired
phase shift. Both simulations in the frequency- and time-domain yielded similar results.
For the corrected phase taper, see the right plot in Fig. 5.12 that shows the phase taper
from the frequency-domain simulation with an applied linear phase correction and
the desired phase taper for reference. With the compensation of the progressive phase
error, the phase taper equals the desired phase taper to about ±10°. A small outlier
remains at the central element, which cannot be corrected by the phase shifters.
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Table 5.1: Phase correction (linear phase per element) in positive and negative array direction.
The correction values are listed for the frequency-domains (F) as well as the time-domain (T).

Frequency Solver positive array
direction

negative array
direction

81 GHz F −1.64° −1.67°
81 GHz T −0.81° −0.74°
90 GHz F −8.20° −8.47°
90 GHz T −8.89° −9.11°
100 GHz F −4.61° −5.30°
100 GHz T −6.47° −7.04°

At other simulated frequencies, the aperture taper either has similar error bounds
or is completely useless. For example, the frequencies 82 GHz, 84 GHz, . . . , 98 GHz
have a maximum amplitude error from the ideal taper of +1.5 dB and −2.5 dB for all
frequencies and all elements. The maximum phase error is in the range of ±13°. On the
other hand, at, e.g., 80 GHz, the re�ections in each branch of the serial feed chain add up
coherently at the central-elements hybrid-junction, see Section 5.2.2. As a consequence,
only a small portion of the input power is radiated while a larger part is re�ected from
the branches and eventually absorbed in the load. Normally, this e�ect results in an
increased input re�ection and this frequency would not be used for radiation. For the
particular design of the AUG phased array antenna, the power in the branches drops
by about 3 dB while the radiated power at the central element stays the same. This
distorts the aperture taper and, thus, the radiated beam.

The e�ciency of the feed network, in terms of available power transmitted from
the input to the radiating elements, reaches from about 12% at 75 GHz to above 22% at
105 GHz. This is basically due to the stronger attenuation of the rectangular hollow
waveguide at lower frequencies. At the representative frequencies that are used to
evaluate the radiated beam, the e�ciencies are 17.5% at 81 GHz, 19.3% at 90 GHz, and
21.9% at 100 GHz. These values are deduced from the frequency-domain simulation.

5.3.2 Radiated Beam in the Steering Plane

Based on the simulated aperture �eld distribution and the plane wave spectrum represen-
tation of the radiated �eld from the radiating element, see Section 2.2.3, the synthesized
and radiated Gaussian beam can be computed. In this section, the beam is radiated in
broadside direction and evaluated in the steering plane, only. The cross-sectional beam
pro�le is evaluated in the subsequent section.

For the Gaussian beam shape within the steering plane, see Fig. 5.13. The �eld
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Fig. 5.13: Realized Gaussian beam shape from the plane wave spectrum evaluation of the simulated
(frequency-domain) and corrected aperture �eld distribution in the steering plane. Propagation of
the aperture �eld in broadside direction with I as the distance from the array aperture and G as
the transverse coordinate. Amplitude of the �eld is normalized to the maximum amplitude in a
distance column I. The desired beam shape is denoted as ideal.

is evaluated at the frequencies 81 GHz, 90 GHz, and 100 GHz with the corrected and
uncorrected aperture �eld distribution of Fig. 5.12. The desired beam shape, which
would follow from a continuous source �eld distribution, is denoted as the ideal beam
contour.

The beam waist radius is represented by the −8.67 dB contour in Fig. 5.13. At 81 GHz,
the corrected and non-corrected aperture �eld distribution lead to a beam shape that
is very close to the desired one, while the corrected phase taper is slightly better. At
90 GHz and 100 GHz, the uncorrected aperture taper leads to beams that are far from
the desired beam shape. With the appropriate phase correction, however, the radiated
beam assembles the desired beam shape very well. This is, the beam waist radius and
focal distance are as expected.

The ratio of the realized beam waist radius from the correct aperture taper to the
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Table 5.2: Ratio of sampled and synthesized beam waist radii with respect to the desired beam
waist radius of the continuous aperture distribution.

Frequency Ratio sam-
pled/desired

Ratio synthe-
sized/desired

81 GHz 0.947 0.923
90 GHz 0.965 0.857
100 GHz 0.958 0.917

desired beam waist radius is listed in Tab. 5.2. As described in Section 3.3.1, the sampling
process leads to a smaller beam waist due to the single element pattern of the radiating
or sampling element. The beam waist ratio of the sampled aperture distribution to
that of the continous aperture distribution is about 0.95. The simulated and correct
aperture taper leads to a beam waist ratio of about 0.92 at 81 GHz and 100 GHz and
0.86 at 90 GHz.

For the transverse �eld distribution in the focal plane, see Figs. 5.14 to 5.16. In
these plots, the normalized amplitude distribution and the normalized phase within the
steering plane (GI-plane) for broadside radiation is evaluated in the focal distance from
the array aperture. The left plot in each �gure shows the normalized amplitude due
to the (ideal) continuous and sampled aperture �eld distributions compared to those
realized by the simulated and corrected aperture tapers from the time- and frequency
domain. The right plot in each �gure shows the normalized phase. The evaluated
frequencies are again 81 GHz, 90 GHz, and 100 GHz.

The side-lobe level of the ideal sampled and the simulated and corrected aperture
�elds is below −25 dB for the evaluated frequencies. Moreover, the beam-contour of the
simulated aperture �eld follows that of the sampled �eld relatively accurate. This is, the
zeros and maxima occur at the same transversal positions. The uncorrected simulated
aperture �eld (no phase correction) has non-negligible glitches for the 90 GHz and
100 GHz �eld, see Fig. 5.15 and Fig. 5.16 respectively. The beam waist radius is smaller
and the side-lobe level higher.

In the focal distance, the ideal transverse phase equals that of a plane wave. This
is, the normalized phase is 0°. Within the beam waist, the ideally sampled and the
simulated and corrected phase distribution is very close to that of the zero-phase. The
variation is in the range of ±10° for the evaluated frequencies. Again, the uncorrected
simulated aperture �eld 90 GHz and 100 GHz leads to strong discrepancies and the
phase is far from that of a plane wave.

Note that the simulated and correct aperture �eld from the time-domain and that
from the frequency-domain lead to almost equal beam shapes. Clearly, this is expected,
but it provides additional con�dence for simulation models of the electrical size of the
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Fig. 5.14: Transverse �eld distribution of the radiated beam at 81 GHz in a distance of I = 307 mm
(broadside). Left: normalized amplitude distribution. Right: normalized phase distribution.

phase array antenna.
Overall, the transverse �eld distribution within the steering plane is in the expected

range from the investigation in Section 3.3.3. In particular, the amplitude error of ±1 dB
and phase error of ±10° on the aperture taper led to a phase deviation below ±10° in
the focal plane and a side-lobe level below −20 dB, see Fig. 3.9. This agrees well with
the simulated transverse �elds in Figs. 5.14 to 5.16.
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Fig. 5.15: Transverse �eld distribution of the radiated beam at 90 GHz in a distance of I = 394 mm
(broadside). Left: normalized amplitude distribution. Right: normalized phase distribution.
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Fig. 5.16: Transverse �eld distribution of the radiated beam at 100 GHz in a distance of I = 453 mm
(broadside). Left: normalized amplitude distribution. Right: normalized phase distribution.

5.3.3 Cross-Sectional Beam with Beam Steering

The �eld distribution in the transverse plane at the focal distance is evaluated in this
section. For this, the radiated �eld of the re�ector elements is decomposed into a two-
dimensional plane wave spectrum as described in Section 2.2.3. For this, the radiated
�eld is evaluated on a transverse plane in a distance of 10_ from the array aperture,
similar to the procedure in Section 3.3.6. Two di�erent source �elds are investigated.
The �rst source �eld follows from a full-wave simulation of the re�ector stack (all 39
elements) with the ideal array taper for the desired beam. This source �eld includes all
mutual coupling e�ects, but the beam cannot be steered (changing the weights in CST
Microwave Studio®, version 2017, requires a new full-wave simulation). The second
source �eld distribution is synthesized from the radiated �eld of an active re�ector
element with three passive neighboring elements on each side. This models the mutual
coupling e�ects of the direct neighbors, while allowing to modify the element weights,
see Section 3.3.6. The weights of the individual radiating elements follow from the
full-wave simulation of the feed network with the subsequent phase correction, see
previous section. This is, the corrected array taper is employed for the second source
�eld. All �elds are evaluated at the frequencies 81 GHz, 90 GHz, and 100 GHz.

The left plot of Figs. 5.17 to 5.19 shows the beam waist in broadside direction of
the full-wave source �eld, the beam waist from the synthesized source �eld, and for
comparison the desired beam waist (note that F0G = 7_ = F0~ for these plots). The
beam shape in ~-direction is controlled by the re�ector contour. The beam shape in
G-direction is shaped by the array taper.

Similar to the results in Tab. 5.2, the synthesized beam waists in G-direction are
smaller than the desired beam waist for all three frequencies. The realized Gaussian
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Fig. 5.17: Cross-sectional beam waist at 81 GHz and a focal plane distance I = 307 mm. Left:
comparison of the full-wave radiated �eld (ideal array taper) and the sampled/synthesized radiated
�eld (simulated array taper) with the desired beam waist (F0G = 7_ = F0~ ). Right: beam waist
from the sampled/synthesized source �eld for steering angles from 0°, 5°, . . . , 25°.

beam always has a smaller beam waist as compared to the desired beam waist. This
is due to the radiating element pattern and, thus, can be considered when de�ning
the array taper, see the discussion in Section 3.3.1. At 90 GHz, where the aperture
phase error is worst, the deviation is largest. In ~-direction, no special beam shape is
required for Doppler re�ectometry. The goal is to maximize the energy density in the
measurement region. The focal distance of the Gaussian beam in the ~I-plane is closer
to the antenna than the focal distance of the Gaussian beam in the steering plane. For
higher frequencies and, thus, larger focal distances, the beam waist in ~-direction is
larger. Hence, the cross-sectional beam shape is more the form of an ellipse.

The right plot in Figs. 5.17 to 5.19 shows the progression of the synthesized cross-
sectional beam waist for steering angles in the range 0°, 5°, . . . , 25°. There is only a
small dependency of the beam waist on the steering angle. Up to 10°, the beam waist
does not vary much and may be assumed constant. For larger steering angles, from
15° to 25°, the beam waist shrinks more and more. This is due to the in�uence of the
single element pattern for larger steering angles. The e�ect also correlates with the
investigation in the right plot of Fig. 3.11.

Overall, steering the radiated beam has a small in�uence on the beam shape. The
beam quality mainly depends on the realized array taper. At 81 GHz and 100 GHz, the
realized beam waist comes closer to the desired beam waist as compared to 90 GHz.
The realized beam waist is always smaller than the desired one by about 5% to 10%,
which is due to the element pattern of the radiating element. This e�ect should be
considered in the array taper, by synthesizing it for a slightly larger beam waist radius.
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�eld (simulated array taper) with the desired beam waist (F0G = 7_ = F0~ ). Right: beam waist
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6 Conclusions

The goal of this thesis was to realize a front-end antenna for Doppler re�ectometry in
the ASDEX Upgrade tokamak. Due to the limited installation space inside the nuclear
fusion vessel and the harsh environmental conditions near the plasma, the only feasible
front-end is a phased array antenna build predominantly from metal.

The radiated �eld had to be a Gaussian beam with a frequency-dependent beam
waist in the W -band (particularly from 75 GHz to 105 GHz). Shaping such a beam is
possible by sampling its transverse �eld distribution in the plane of the array aperture,
where the radiating elements represent the sampling elements. Moreover, the Gaussian
beam can be synthesized by an array in one principle plane and by a continuous source
�eld distribution in the other principle plane.

Steering the beam is necessary to measure plasma turbulence for di�erent turbulence
sizes (wavenumber) and, thus, �nally obtain a turbulence spectrum. Beam steering
should be fast and precise, enabling a high spatial and spectral resolution of the plasma
trubulence spectrum. The desired steering angle was in the range of±20° from broadside
radiation. For this thesis, the steering angle had to be controlled independently from
the frequency of the radiated �eld. Thus, realizing the same steering angle for the
incident beam into the plasma as well as for the returning Doppler shifted beam that is
back-scattered from the turbulent cut-o� layer. Enabling this measurement requires
actively controlled phase shifters. Due to the limited installation space and lifetime
expectations of the actuators, only a few moving parts had to realize the beam steering
capability.

The �nal phased array antenna was designed in WR10-rectangular hollow waveguide
technology with a centrally fed series feed. It is composed of 39 individual radiating
re�ector elements and a feed-network that provides the desired frequency-dependent
complex element weights. Two Piezo actuators are employed to steer the beam. The
individual components that realize the required aperture �eld distribution were speci�-
cally designed and their functionality was veri�ed by prototypes. Among the realized
components are two that have an outstanding performance that should be summarized
here. Namely, a broadband power divider (or coupling structure) that can tap-o� a
portion of power from the main feed line of a serial feed network and a re�ection-type
phase shifter.

The power divider was realized in two pieces: a WR10-E-plane T-junction and a wire-
eroded insert that controls the coupling. Nearly constant coupling values were realized
in the range from −10 dB to −25 dB with a variation of about ±0.5 dB throughout the
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entire W -band. The mean coupling agreed to about ±0.1 dB with the desired values.
The re�ection-type phase shifter is composed of a branch-guide coupler as hybrid-

junction and two synchronously moved sliding shorts. Misalignment of the sliding
short in the waveguide is avoided by design. The insertion loss of the prototype phase
shifter is at about 0.2 dB to 0.4 dB from 80 GHz to 105 GHz, while the input re�ection
is below −25 dB. The realized phase shift agrees to +8° and −6° with the desired phase
shift. In�uence of manufacturing tolerance of the sliding shorts results in a phase error
smaller than ±1°.

A model of the phased array antenna was simulated in the time- and in the frequency-
domain. Both simulations yielded similar results. At frequencies that are not a�ected
by the stop-band e�ect of the series feed, the realized aperture taper agrees at least to
+1 dB and −2.5 dB in amplitude and at least to ±13° in phase with the desired aperture
taper. However, a calibration of the phase of the radiating elements by adjusting the
zero-degree phase shifter position is necessary. The input re�ection of the phased
array antenna is below −20 dB throughout the entire W -band, which is bene�cial in a
mono-static measurement setup where the self-re�ection of the front-end may degrade
the sensitivity of the whole system. The reason is the hybrid-junction that splits the
incoming wave into both serial branches and directs all coherent re�ections to an
internal load. Just before the radiating elements are phase shifters rectifying the 90°
phase o�set between both individual branches. Subsequent re�ections (also from the
plasma) are directed to the input port of the phased array antenna. The mechanism
may be considered similar to that in a balanced ampli�er.

The radiated beam has been evaluated by propagating the plane wave spectrum
of the synthesized aperture �eld. Mutual coupling of the neighboring elements was
considered by full-wave simulations of the embedded element. The beam waist in the
steering plane reassembles the desired frequency dependency, while the realized beam
waist is smaller by about 5% to 10% with reference to the desired beam waist. This
is due to the single element pattern of the radiating re�ector elements and should be
considered in the de�nition of the array taper by choosing the design beam waist larger
by a factor of about 1.1. The beam shape in the orthogonal plane is shaped by the
re�ector elements. This increases the energy density in the measurement region and
eventually the sensitivity. Steering the beam is possible and has only a small e�ect on
the cross-sectional beam shape. The overall e�ciency of the phased array antenna is
between 17.5% and 21.9% from 81 GHz to 100 GHz. A large contributor to the overall
loss are certainly the compensation lines.

There are two points that de�nitely should be considered when designing a phased
array antenna similar to that presented in this thesis. First, the array taper has to
consider the radiation pattern of the individual elements. An estimate of the realized
beam follows from the plane wave spectrum propagation of the sampled aperture �eld
distribution. The array taper should be tuned such that it realizes the desired beam waist
when sampled and propagated by the plane wave spectrum method. The second point
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relates to the compensation lines. Allowing a certain frequency-dependent steering
angle would shorten the compensation lines and increase the overall e�ciency.

Further work may focus on extending the operational frequency range over the full
V -band and W -band. Both bands may have their own feed-network and a common
radiating re�ector, where the individual elements are combined before the horn antenna.
If desired, the beam shape perpendicular to the steering plane may be further optimized
by shaping also the horn �are and, thus, modifying the amplitude distribution.

Manufacturing of the phased array antenna is challenging and still ongoing. The
complexity is in part due to the non-magnetic nature of the base material that makes it
di�cult to clamp and in part due to the desired accuracy and surface quality. Measure-
ment results are, thus, not available at the time of writing this thesis.
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