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Abstract

Optimization problems that are governed by fluid-structure interaction models arise in nu-
merous applications from aeroelasticity to hemodynamics. In this thesis, a stationary and
non-linear fluid-structure model is considered that is discretized in space with stabilized fi-
nite elements. The underlying optimal control problem is then solved by adjoint-based first
and second order methods. Hereby, to acquire gradient and Hessian information, additional
systems have to be solved, such as the adjoint equation. A main focus of this thesis is the
development of partitioned solution schemes for the additional systems. Thereby, an exist-
ing approach, where the sensitivities for the coupled fluid-structure system are first derived
and then decoupled, is extended to second order methods. Furthermore, a novel approach
is introduced in which the sensitivities are derived after the fluid-structure system has been
decoupled. Another emphasis is the incorporation of these two approaches into adaptive
strategies that try to reduce the number of partitioned iterations during optimization. To
accomplish the latter, a posteriori techniques are derived that measure the approximation
error in the cost functional and are based on dual-weighted residual error estimators. This
is additionally combined with adaptive mesh refinement techniques. To test these concepts,
various numerical examples are presented.

Zusammenfassung

Optimierungsprobleme mit einem Fluid-Struktur-Modell als Nebenbedingung treten in einer
Vielzahl von Anwendung aus der Aeroelastizidt und Himodynamik auf. In dieser Dissertation
gehen wir von einem stationdren und nichtlinearen Fluid-Struktur-Modell aus, das mit stabil-
isierenden finiten Elementen diskretisiert wird. Das daraus folgende Optimalsteuerungsprob-
lem wird dann mit Methoden erster und zweiter Ordnung numerisch geslost, wobei wir die
Losungen von zusatzlichen Gleichungen, wie etwa der Adjungiertengleichung, verwenden, um
den Gradienten und die Hessematrix zu bestimmen. Ein Schwerpunkt dieser Doktorarbeit
ist dabei die Entwicklung von partitionierten Losungsverfahren fiir diese zusétzlichen Gle-
ichungen. Ein bekannter Ansatz, bei dem zunéchst die Sensitivitaten des gekoppelten Fluid-
Struktur-Systems bestimmt und im Anschluss entkoppelt werden, wird auf Methoden zweiter
Ordnung erweitert. Auflerdem wird ein neuartiger Ansatz beschrieben, bei dem die Sen-
sitivitdten bestimmt werden, nachdem das Fluid-Struktur-System entkoppelt wurde. FEin
weiterer Fokus dieser Dissertation ist die Konstruktion von adaptiven Strategien zur Ver-
ringerung der Iterationen der partitionierten Verfahren im Optimierungsprozess. Mit der
Hilfe von residuenbasierten Fehlerschétzern werden a posteriori Techniken angewandt, die
den Approximationsfehler im Kostenfunktional schétzen. Zusétzlich werden diese Strategien
mit lokaler Gitterverfeinerung verbunden. Es werden numerische Beispiele prasentiert, an
denen die Konzepte dieser Doktorarbeit getestet werden.
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1. Introduction

This thesis is dedicated to the development of efficient algorithmic strategies for obtaining the
numerical solution of optimal control problems that are governed by stationary fluid-structure
interaction (FSI). The focus lies hereby on the usage of partitioned solution methods for the
FSI system of partial differential equations.

The term fluid-structure interaction usually describes the coupled behavior of a fluid flow and
an elastic structure. It is a well-known multi-physics problem and is used to model a wide
variety of physical phenomena. This goes from applications in aeroelasticity, where the air
flow interacts with the wing structure of a plane, to processes in medical science, like the
blood flow through an artery whose structure is elastic. A vast amount of literature can be
found concerning this topic. We refer exemplarily to the books [5, 22, 23, 50, 51] that give a
good overview on fields of applications.

Most of these applications refer to the time-dependent setting. Nevertheless, in this thesis we
are concerned with the the steady case that can usually be viewed as the stationary limit of
the unsteady one. This reduces the complexity while important properties, like the coupling
of the two subproblems, remain the same. Therefore, the concepts that are developed in this
thesis can be further extended to the unsteady case in future works.

Within the context of FSI, a large number of applications has arisen that fall into the field
of optimal control. These include, among others, parameter estimation (e.g., identification
of artery wall stiffness [12, 79]) and shape-optimization problems (e.g., the structural design
of an aeroplane [83], minimizing the pressure drop of a fluid in a pipe [65] and the optimal
design of an aorto-coronaric bypass [82]). There are various possibilities to tackle such optimal
control problems numerically. However, they all have in common that the state equation, i.e.,
the fully coupled FSI system, has to be solved several times. Therefore, the efficiency of an
optimization algorithm is closely linked to the efficiency of solution algorithms for the state
equation.

Solution algorithms for FSI can in general be divided into two categories: monolithic and
partitioned ones. Monolithic techniques revolve around solving the whole FSI system as one
entity. When using implicit methods like Newton, this results in solving large scaled linear
systems, where the system matrix is obtained by the linearized FSI equations. We want to
mention the work [78] that summarizes the recent developments of monolithic solvers.

The idea of partitioned methods on the other hand, arises from the composition of the FSI
model as a multiphysics system. The fluid and the structure subproblem are solved separately,
either sequentially or in parallel, while coupling information is exchanged between both. This
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is usually done until the coupling conditions are fulfilled to a satisfactory accuracy. Conse-
quently, partitioned schemes can be seen as an iterative solution method. We refer to [46] and
[33], where the authors give a good overview on this topic. The main advantage here is the
usage of existing solving strategies for fluid and structural problems, respectively, that have
been developed over the years. This includes iterative solvers, preconditioners and so-called
“black-box” solvers, highly-efficient programming routines that only need the problem data.
In this thesis, we focus on partitioned methods.

As for optimization algorithms, we restrict us to adjoint-based algorithms that require gradient
or, additionally, Hessian information. To this end, additional sensitivity systems need be
solved. In particular, to obtain the gradient one needs the solution of an adjoint system, and
to obtain the action of the Hessian, the solution of a tangent and a dual for Hessian system
is required. These systems can again be tackled by either monolithic or partitioned solution
methods.

For the monolithic approach, the derivation of the additional systems can be done straight-
forward by the Lagrangian formalism as done in [40] for the gradient of a non-linear time-
dependent FSI problem, as well as for gradient and Hessian of a stationary configuration
in [99]. In [92], the authors derive the strong form of the adjoint equation within a shape
optimization problem.

One possibility to tackle the adjoint system with partitioned methods is to first derive the
adjoint system of the monolithic FSI formulation and decouple it afterwards, which we refer
to as first-optimize-then-partition (FOTP). This is the approach that has been commonly
discussed in the literature. In [107], the sensitivities of a general three-field system have
been decoupled. The authors in [85, 86] have first discretized both the fluid and the solid
equations and then derived and decoupled the sensitivities, while in [84, 83, 108] the authors
have used the continuous adjoint formulation of the fluid, mixing it with the discrete adjoint
formulation of the structure. These works have in common that the structural equation
is considered to be linear. Moreover, the used partitioned scheme is either restricted to a
relaxed fixed-point method, also known as Block Gauss-Seidel (see, e.g., [77]), or is not further
specified. In [104, 105] the considered fluid and structure equations are both nonlinear. After
spatial discretization, the adjoint equations are derived within a fixed-point formulation for
the single-field equations. The resulting single-field adjoint states can then be computed in a
similar manner as their primal counterparts. Hereby, the partitioned scheme is restricted to a
relaxed fixed-point method as well. For the unsteady case, a simplified one dimensional model
has been considered in [35], for which the adjoint equation has been solved with partitioned
methods.

One main contribution of this thesis, is to derive the adjoint equation based on the variational
monolithic FSI equation. Due to the incorporation of finite element methods, optimization and
discretization commute. The adjoint equation is decoupled afterwards. This is done, such that
different partitioned schemes can be applied to it. In particular, we consider a relaxed fixed-
point, a Quasi-Newton Inverse Least-Squares, and a Newton-Krylow method that have been
summarized in [33]. As reported in [33], the specific choice of the used partitioned method for
the primal problem is crucial due to a significant difference in computational cost. Therefore,
it is important to have this flexibility in the adjoint equation, too. Furthermore, this concept



is extended to the computation of the Hessian. For that, two additional linear systems, called
tangent and dual for Hessian, need to be derived that are solved in a partitioned manner as
well. This allows the usage of second order methods for optimization, e.g., Newton’s method.
Likewise to the state equation, the iterative partitioned procedure is applied to the additional
equations until the respective coupling conditions are sufficiently fulfilled. Otherwise, gradient
and Hessian information are not accurate enough and standard optimization algorithms might
fail.

A novel approach, that is presented in this thesis, is based on first decoupling the primal
FSI system and deriving the additional sensitivity systems afterwards, which we call in the
following first-partition-then-optimize (FPTO). Instead of iterating a partitioned method for
the state equation until the coupling conditions are fulfilled, we stop after a fixed amount of
iterations. This is in contrast to the FOTP approach, for which the number of partitioned it-
erations depends on the desired accuracy of the coupling conditions. This leads to a perturbed
optimal control problem that is governed by this approximated state solution. If we derive the
correct sensitivities of this perturbed optimal control problem, we can again utilize standard
optimization algorithms. The resulting perturbed optimal solution is then an approximation
of the optimal solution of the original problem. However, we are flexible in the number of
partitioned iterations and can therefore adjust the approximation quality.

A further emphasis of this thesis is the development of adaptive strategies that reduce the
number of partitioned iterations within optimization algorithms. For that, we follow different
strategies for the two optimization approaches of the previous paragraphs. In case of FPTO,
the partitioned scheme is incorporated into the perturbed optimal control problem. The error
between the cost functional of the perturbed solution and the cost functional of the continuous
solution consists of the error coming from the spatial discretization and the approximation
error induced by the used partitioned method. The goal is to balance both error sources.
This is motivated by [97], where a technique is introduced to estimate and separate the error
from both sources. In this thesis, we want to apply those ideas to the FSI optimal control
problem.

On the other hand, in the case of FOTP, solving all the equations (state, adjoint, tangent,
dual for Hessian) with possibly different accuracy, leads to an inexactness in the functional,
gradient, and Hessian. Standard optimization algorithm might fail, if the inexactness is too
large. Thus, such optimization algorithms have to be modified and need to take the inexactness
into account. Within this context, trust-region methods are very popular, since they are
already built on solving only a model subproblem. For instance, in [25, 26, 76, 64, 32|, there
are given conditions on how accurate functional, gradient, and Hessian need to be computed
for the trust-region method to work. In this thesis, we develop error estimators that are used
to verify those conditions and introduce then a modified trust-region algorithm that combines
the concepts of the above mentioned literature.

In addition to that, the adaptive strategies are combined with local mesh refinement techniques
that are based on the dual weighted residual error estimators that have been introduced in
[10] and [11]. Adaptive mesh refinement has already been applied to the simulation of FSI in
[100, 121, 43, 37, 59] and to FSI optimal control problems in [40]. To the author’s knowledge,
this has not been combined with the reduction of partitioned iterations yet.
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Naturally, all the above concepts are presented with numerical examples both in two and three
dimensions. For the implementation, the optimization toolbox RoDoBo [103] has been used.
It utilizes the finite element toolkit Gascoigne3D [52].

The thesis is structured as follows:

Continuous Problem Formulation

In Chapter 2, we briefly establish some notation. Moreover, we introduce the governing
equations of the fluid and the structure subproblem, both in their strong and variational
form. They are then combined to the monolithic FSI system of equations. Afterwards, the
continuous optimal control problem is stated.

Spatial Discretization

Chapter 3 deals with the spatial discretization of the FSI equations and consequently of
the optimal control problem. We state the considered triangulation of the domain and the
used finite element spaces. Furthermore, we define the configurations that are used for the
numerical experiments performed throughout this thesis.

Partitioned Algorithms

The main topic of Chapter 4 is the derivation of partitioned solution algorithms for the
state equation. Hereby, the monolithic form is decoupled and reformulated into an interface
equation in Section 4.1. Afterwards, different schemes are presented: a fixed-point method in
Section 4.2, a relaxed fixed-point method in Section 4.3, and in Section 4.4 a Quasi-Newton
and a Newton-Krylow method. Those schemes are then compared within their numerical
performance with the help of a benchmark example in Section 4.5.

Sensitivity Analysis

Chapter 5 is dedicated to the formal sensitivity analysis of the discrete optimal control prob-
lem. In Section 5.1, the Lagrangian formalism is applied to the monolithic formulation and
acts as a show case. Section 5.2 introduces the FOTP approach. Again, the Lagrangian
formalism is applied to the monolithic system, but the resulting additional equations are de-
coupled afterwards. In contrast to that, Section 5.3 deals with the FPTO approach, in which
the Lagrangian formalism is applied to a partitioned (perturbed) formulation of the optimal
control problem. All these concepts are presented in a rather abstract way and are there-
fore translated into the FSI framework in Section 5.4. Finally, the correct derivation of the
sensitivities is confirmed in a numerical example.



Optimization Algorithms

In Chapter 6, we briefly discuss the optimization algorithms used in this thesis, namely LBFGS
and Newton, and how they can be combined with the sensitivities of the previous chapter.

A Posteriori Error Estimators

Chapter 7 is about the derivation of a posteriori error estimators for the error in the cost
functional. First, in Section 7.1, this is done for the spatial discretization error. The approxi-
mation error that is induced by the usage of partitioned methods is the topic of the following
sections. While we look in Section 7.2 at the approximation error of the optimal control
problem, we also introduce an estimator for the approximation error in the cost functional
with fixed control in Section 7.3. Afterwards, the approximation qualities of the estimators
are shown for a numerical example in Section 7.4.

Adaptive Strategies

In Chapter 8, we present adaptive strategies for solving the optimal control problem where we
use the error estimators from the previous chapter. Hereby, Section 8.1 deals with an adaptive
mesh refinement algorithm that will be incorporated in the following strategies: For the FPTO
approach, we introduce a balancing strategy, where we try to keep spatial discretization error
and approximation error in an equilibrium. This is done in Section 8.2. Furthermore, we
present a modified trust-region algorithm in Section 8.3 that works with inexact functional,
gradient, and Hessian evaluations and is combined with the FOTP approach. Finally, the
performance of the adaptive strategies is compared to non-adaptive strategies in Section 8.4.

Shape Optimization Problem

Chapter 9 is dedicated to a three-dimensional shape-optimization problem. It is intended to
show that the concepts of this thesis are applicable to very complex configurations.

Conclusion and Outlook

Finally, in Chapter 10, we summarize the results of this thesis and give suggestions on topics
for future works.






2. Stationary Fluid-Structure Interaction

In this chapter, we state the model stationary fluid-structure interaction (FSI) problem that is
regarded in this thesis and derive an appropriate variational form. This so called monolithic
form will be the basis for spatial discretization and the deduction of partitioned solution
schemes.

To begin with, we first give the governing equations for the subproblems, namely the fluid
and the structure, and explain how they are coupled and can be combined to the coupled
FSI system. Due to the elastic behavior of the structure, it has to be distinguished between
two domains: a reference domain (the stress-free configuration) and a deformed domain that
resembles the structural deformation under stress. In solid mechanics, one is usually interested
in how each particle of the structure is displaced under stress, which is why the governing
equations are defined on the reference domain. This is the so called Lagrangian point of view.
In fluid mechanics however, one wants to observe the flow at a specific point of the domain
instead of following a certain particle. Consequently, the fluid equations are defined on the
actual (physical) configuration, which is referred to as the Fulerian point of view.

Thus, in order to couple those subproblems and state meaningful coupling conditions, there
are two possibilities: We either define the solid equation in Eulerian coordinates, which is
referred to as the Fully Fulerian (FE) approach, or we transform the fluid equation to a
reference domain with so called Arbitrary Lagrange Fulerian (ALE) coordinates. In both
cases, additional transformation terms appear in the corresponding equation. Here, we use the
ALE approach due to some practical reasons: First, having defined everything on a reference
domain enables the use of standard finite element techniques for the spatial discretization
and hence having a fixed triangulation. In the FE case, the domain depends on the solution
variables themselves which makes discretization cumbersome. Second, when dealing with a
FSI optimal control problem we need to compute the sensitivities. For ALFE this is done
straight forward whereas for FE, derivatives w.r.t to the domain have to be computed. Yet,
it has to be mentioned that the ALE approach has its limits if deformations are too large or
the topology changes in which case the FE method is more suitable. Therefore, we restrict
ourselves to configurations where the latter does not occur. We refer to [23] and [98], where
a more detailed derivation of the FSI equations can be found.

This chapter is structured as follows: In Section 2.1, we briefly introduce some notation.
Section 2.2 is dedicated to the general setting and function spaces that are considered in this
thesis. The formulations of the subproblems are discussed in Section 2.3 for the structure, in
Section 2.4 for the fluid, and in Section 2.5 for the fluid in ALFE. Afterwards in Section 2.6,
the coupling conditions and the monolithic FSI problem are stated. This is concluded with
Section 2.7, where the definition of the optimal control problem is given.
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2.1. Notation

Let D C R%, d € N be an arbitrary domain. By LP(D),p € [1,00] we denote the usual LP-
spaces with norm || - ||z», whereas W*P(D), k € N are the usual Sobolev spaces with norm
| - |[wk». Furthermore, we have the normalized space L§(D) = {q € L*(D) | [5q dz = 0}.

The space W(/;c P(D; I'p) represents the closure of smooth functions C§°(D; I'p) with zero values
at some part of the boundary I'p C 9D in the || - ||j», norm. Moreover, we use the common
abbreviations H*(D) := W*2(D), H}(D;Tp) = Wéﬂ’Z(D; I'p). The dual space of a Banach
space Y is denoted as Y*. For two functions v, w € L*(D) we define the integral

(v, w)p ::/v-wdaz.
D

Integrals at a boundary I'p for v,w € L?(I'p) are denoted as

(v, w)rp ::/ v-w ds.
I'p

Let F: X — Y be a mapping between two Banach spaces X and Y. The Gateaux derivative
at a point € X in the direction 0z € X is defined as a linear mapping F’(x) € £(X,Y) that
fulfills

F/(2)(6) = lim L& 100) = Fl@)
t—0 t
Let us consider the special case where we have a semi-linear form, i.e., an operator A :
[Ty X x [T, Yi — R, where X;,Y; are a collection of Banach spaces and A depends linear
on the elements of Y;. For (zo,...,zn) € [[IgXi, (Wo,---,ym) € [[I"yYi we denote the
evaluation of A by
A(:L’o, cee xn)(yo, .. ,ym) e R.

This notation is chosen to have the variables, on which A depends linearly, collected in the
right parenthesis. For this semi-linear form we denote the Gateaux derivatives in direction
dx; as

A;i(acg, ey Tn) (04, Y0y - -y Yim)s

and in direction dy;
A;i(ajo, ce s ) Y0y - -y OYiy e o Ym)-

2.2. General Setting and Function Spaces

We consider a general setting that is schematically depicted in Figure 2.1: Let Q@ C R?, d €
{2,3} be a given reference domain that is partitioned into a fluid reference domain ¢ and
a solid reference domain Qg such that = Qf U Q. We assume to have different disjoint
boundaries: an inflow boundary I'y,, an outflow boundary I'oy, and a no-slip boundary T’y
with 'y, Tout, Lo € 09%. In addition to that, let I's C 0)s be the part of the solid boundary
where the solid is fixed and I'7 := fﬂQS the interface boundary where both domains intersect.
Moreover, for given functions u¢ : Qf — R%, ug : Qg — R? the deformed domains are defined



2.3. Structure Problem

Uf, Us

1_‘in > FO 1—‘out; 11in I ~ FO Fout
s r, (—QS\ — r. Qs(us)\

Figure 2.1.: General FSI Configuration

by Q¢(ug) = {y € Ry = z + ug(x), v € Q¢} and Qs(us) = {y € Ry = x + ug(x), = € O}
Next, we define several function spaces that are used throughout this thesis. This includes
the spaces on the fluid reference domain

Vi i= Hg(Q; Tin UT0)?,
Vir, = Hy(Q;Tim UToUTT),
Vi Towe = HG Q43 Tin UTo U Tout)?,
Vio = Hy(Q)?,
L = L*(%),

the space on the solid reference domain
Vs = Hy (O3 T5)%,
and the spaces defined on the whole reference domain

V = H}(Q;00\ Tow)?,
Vo == H(Q)%

Furthermore, the analogue spaces on the deformed fluid domain are given by

Vir, == HY(Q¢(ug); Tin UTo U Tz (ug))?,
Lg == L2(Q¢(ug)).

2.3. Structure Problem

The structural problem will be assumed to obey a non-linear elasticity model. The governing
equations for solid mechanics are in general defined on the reference domain, in contrast to
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the fluid problem, which is referred to as the Lagrangian point of view:

—div(FsXs) = ¢ in Q,
us =0 on I, (2.1)
F¥ng = g5 on I'z.

Here, Fy = Id +Vug is the deformation gradient, ¥ is the second Piola Kirchhoff stress
tensor representing a material law. Moreover, Y is a function of the Green-Lagrange strain
tensor Ey = %(FST Fy —1d). In this thesis, we only consider the St. Venant Kirchhoff model
Ys = A tr(Es) Id +2ugEg, with Ag and ug being the first and second Lamé parameters but
other material laws are compatible with the general concepts of this thesis. We also demand
the structure to be fixed at the boundary I's. Moreover, the generic variable g acts as force
term in the domain and the stress gs at the interface. The variational form is naturally
obtained by multiplying the first equation of (2.1) by a test function ¢ € V5 and integrate it
by parts. This results in

S(US7 q)(¢s) = (Fszsa vd)s)Qs - ((L ¢S)Qs' (22)

Problem 2.1 (Solid problem). Let ¢ € L?(€) and gs € H*%(I‘I). We say that us € Vs is a
solution to the solid problem if

S(US,Q)(¢5) = <gsa¢s>FI Vs € Vs.

Proving existence for this equation with mixed boundary conditions is rather difficult. How-
ever, if {25 is smooth enough and we restrict us to have only homogeneous boundary conditions
the result from [31, Theorem 6.7.1] states

Theorem 2.1. Let Qg be of class C? and q € LP(Q)3, p > 3. Then, there exists a constant
¢ >0 s.t. for ||qll s < ¢ we have a unique solution us € W*P(Q)> N Hj(Qs)? of

S(us, q)(¢s) =0V ¢ € Hy ().

Remark 2.1. In Section 2.7, the variable ¢ is introduced as the control variable of the optimal
control problem (Problem 2.8). It is therefore incorporated into the form & to describe
the dependence of the state solution ugs on the control. In addition to that, it enables the
interpretation of the variational form & as an abstract object with a not further specified
dependence on the control. Thus, we are not restricted to the case where ¢ is a volume force
as long as the concrete definition S is not needed. This also holds for the case that a different
material law is to be considered.

2.4. Fluid Problem

In this thesis we focus on Newtonian and incompressible fluids with constant density. Such a
fluid can be modeled by the Navier-Stokes equations. As mentioned before, these equations

10
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are defined on the current domain Q¢ (us):

pe(0 - V)0 — div(6¢(0,p)) = ¢ in Q(ug),
divd =0 in Q¢ (ug),
0 =0 Ty,
O (23
U = Vin on [y,
(pfyva —pld)ng =0 on I'out,
=0 on FI(Uf).

Here, we denote by v the fluid velocity and by p the fluid pressure. Moreover, the fluid
Cauchy-stress tensor &y is defined by 6¢(0,p) == — Id p+ psrp(Vo+VoT). An inflow profile by,
is imposed at I'y,, a no-slip condition at I'y, and a do-nothing outflow at I'yyt; see Figure 2.1.
We assume that the inflow profile 0;, can be extended to the domain, which is denoted as
the function space V¢, . At the moving interface I'z(uf), the velocity is required to be zero.
Furthermore, p; represents the fluid density, whereas vy the viscosity. Finally, we introduce
by ¢ a right-hand side (volume force). Note, that we indicate by the “hat” symbol that the
corresponding variable or differential operator is defined on the current configuration Q¢ (us).
Remark 2.2. The Navier-Stokes equations are often stated with the nonsymmetric form of the
Cauchy-stress tensor ¢¢(v,p) == —pld +pvs V. The reason why Vo7 can often be neglected
is that div(VoT) = V(dive) = 0 vanishes due to the fluid’s incompressibility. However,
as soon as boundary stresses are involved the transposed term needs to be included since
G (0, p)n # 6¢(v, p)n. We will later see that fluid and solid are coupled through their interface
stresses. Consequently, the symmetric Cauchy-stress tensor needs to be considered.

We obtain the variational form of (2.3) by multiplying the first equation with a test function
o0 € Ve, and integration by parts and multiplying the second equation with a test function
& € L¢. This results in

F(0,0,4) (8,0, €) = (pt VD, Bt,0) s ug) + (65(0, ), Vbr,0) 2 (up)
+ (div 8, )y (ug) — (PeEVOT e, §10) Poue

— (G, $£.0) 2 (ug) - (2.4)

This enables us to state the variational problem:

Problem 2.2 (Fluid problem in Eulerian coordinates). We say that 0 € Vf,pz + Vﬁrm and
p € Ly are a weak solution of (2.3) for given § € L*(Q(ug)), if

F(0,0,4)(6£.0,€) =0, VY (dr0,€) € Viry x Ly.

Remark 2.3. The do-nothing outflow condition at I'yy implies that fFout p ds = 0; see [66].
Therefore, it is not necessary to define a normalized function space for the pressure. Moreover,
this condition is used at artificial boundaries to avoid instabilities. However, existence of a
solution with this kind of boundary condition is often hard to prove.

Remark 2.4. For the same reasoning as mentioned in Remark 2.1, the form F depends on the
right-hand side ¢ to consider it as a control variable and to stay in a general setting.

11



2. Stationary Fluid-Structure Interaction

Next, we want to give an existence result. Although the Navier-Stokes equations have been in-
vestigated for a long time there are nearly no existence results for mixed boundary conditions.
The same holds for problems with the symmetric tensor. That is why, we only state a result
for the homogeneous boundary problem with the nonsymmetric tensor [55, Theorem 2.1].

Theorem 2.2. Let Q¢(ug) be a bounded domain with Lipschitz-continuous boundary. For
G € H Y (Q¢(ug))? there exists a solution (0,p) € HE(Q(ug))® x L2(Q(ur)) of

(pe Vo0, @f;f,o)ﬂf(uf) + (o Vo — pld, @éf;f,o)ﬂf(uf)
— (divd, )aguy) = (@ Pro)eswe): Y (Dr0,6) € Hy(Q(ur))? x L? (2 (ur)).

Moreover, there exists a constant ¢ > 0 such that the solution is unique, if ||| g-1 < c.

2.5. Fluid Problem in ALE Coordinates

Next, we want to transform (2.3) to the reference domain € in order to have fluid and solid
defined in the same configuration.

We start by introducing some general definitions in domain transformation. Thereby, we
orient ourselves to [98, Section 2.1]. Let us assume that there is given a fixed displacement
field us € Vir,, that transforms ¢ into Q¢(ur). Let Fy := Id+Vu¢ be the deformation
gradient and J; = det F} its determinant. From now on, the “hat” above an variable is
omitted when the equivalent variable on the reference domain is considered. In general, we
have for f : Qs(uf) — R and f : Q¢ — R the relation f(z 4 u¢(z)) = f(z) for any = € Q.
This also holds for vector valued functions w : Q¢(ug) — R?, w: Qf — R%. However, for the
derivatives there is not such a simple relation. In fact, we obtain as in [98, Section 2.1]

Vi=FTVf, Vi=vVwF
Moreover, the Piola transformation for vector valued functions leads to
div(w) = J; ' div(JFy ),
and for tensors & : Qp(ug) — R¥*4, o : Qp — RI¥4
div(6) = J; tdiv(Jo Fy 7).
Thus, (2.3) is transformed to

peJVoF o — div(Jrog(ug, v, p)Fy 7)) = Jpg  in Q,

div(JiFy tv) =0 in Q,
v=0 on I'g,
0 (2.5)
V= Vip on [y,
Jf(pfl/fo)Ff_1 — pId)Ff_Tnf =0 on Iout,
v=20 on I'z,

12
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where o¢(ug,v,p) == —pId+prp(VoF; ' + FyTVoT) is the transformed fluid tensor. Before
deducing the corresponding variational form we have to take care of the transformed incom-
pressibility term that contains second order derivatives which are especially a problem for the
discretization with first order finite elements. Let us assume, that sufficient regularity is given
for ug. Then, as can be shown in [98, Lemma 2.61], it holds

div(JyFy ') = Je tr(Fy Vo),

which is the form we use from now on. With that the variational form of the fluid equation
on a reference domain can be defined as

F(ug,v,p,q)(b1.0,€) = (pr Tt VoF; v, ¢p0)as + (Jrat(ug, v, p)F L, Vro)a,
+ (Jr tr(Fy 'V0),E)ar — (o JiFy T Vol Fy Tng, 6e0)rou
— (Jeq, 1,0)03- (2.6)
Problem 2.3 (Fluid problem in ALE coordinates). For given us € Vir,,, and ¢ € L?(Q¢)? we

say that v € Vir, + Vi, and p € Lt are a weak solution of the fluid problem on a reference
domain if

in

F(ug,v,p,9)(¢10,§) =0V (d10,6) € Viry X Ly

Note that the above derived form is only formally defined, since with us only of H'-regularity
the integrals do not need to be finite. Usually, one needs at least W h>-regularity of the domain
displacement. However, in most applications this cannot be guaranteed. Nevertheless, one
can show existence and uniqueness of a solution in the case of sufficient regularity. In [120,
Satz 4.1], it is shown that if u¢ is smooth enough such that the mapping T (z) = & + us(x)
is a C'-diffeomorphism, the Sobolev spaces on the different domains are equivalent, i.e.

HY Q)" = H (Qp(ug))?,  L*(Qf) = L*(Qe(ur)).

As a consequence, variational problems defined both on the reference domain and the moving
domain are equivalent. Therefore, one can show existence and uniqueness of a solution on
the reference domain but again with the restriction that we have only homogeneous boundary
conditions and the nonsymmetric form of the stress tensor.

Theorem 2.3. Let ) be a bounded domain with Lipschitz-continuous boundary. Moreover,
let us be smooth enough such that the mapping Ty(z) = x + us(x) is a C'-diffeomorphism.
For g € H=Y(Q)? there exists a solution (v,p) € H}(4)? x L2() of

(peJeVoF; v, ¢p) o+ (Je(per VoFT ' — pId)F T, V)g,
+ (e tr(F7 V), O)a, = (Jrg, dr)o, VY (91, €) € Hy () x L*(Qy).

In addition to that, there exists a constant ¢ > 0 such that the solution is unique if, ||q||g-1 < c.

2.6. Fluid-Structure Interaction Problem

The fluid an the structure are now coupled in three ways

13



2. Stationary Fluid-Structure Interaction

e Dynamic Condition: The stresses coming from fluid and structure need to be in equi-
librium at the interface.

o Geometric Condition: Fluid and solid domain have to stick together, i.e., no holes and
no overlapping may appear.

o Kinematic Condition The fluid has to stick to the interface.

The dynamic condition can be expressed as
JfO'f(Uf,’U,p)Ff_Tnf = —Fns on Iz, (2.7)
while the geometric condition reads as
uf = ug on I'z, (2.8)

and the kinematic condition as
v=0 onl7z. (2.9)

Remark 2.5. Tt shall be noted, that in order to compare the stresses in a quantitative manner
both of them needed to be defined on the same configuration, which is one of the reasons why
we transformed the fluid equation to the reference domain.

2.6.1. Domain Extension

By now, we have assumed u¢ to be given. The coupling condition (2.8) states that u¢ has to be
the same as ug on the interface I'z, yet there is no requirement on how uys is defined in the inner
domain of 2¢. On Eulerian level this makes sense, since only the the shape of the interface is
important. However, for computations on the reference domain u; needs to be given explicitly
on the inner domain. A common approach is to extend the displacement by solving an linear
elliptic boundary problem for which there are several possibillities. Consequently, the fluid
domain deformation is kind of arbitrary and therefore justifies the name arbitrary Lagrangian
and Fulerian coordinates. In this section, we give examples of such extension operators; see
[118]. The choice of this operator is especially crucial in the discrete case since here the
extension defines the deformed mesh on the fluid domain. Consequently, the extension is
responsible for the quality of the mesh. We also call this operator mesh extension or mesh
motion.

Harmonic Extension

We start with the simplest possibility which is a harmonic extension, i.e., us fulfills for given
boundary data ¢ € H2(I'z)?
—Aus =0 on £,

ug =0 on I\ Iz,

ug = ¢ onI'z.
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This equation is associated with the variational form

M(ug) () = (Vug, Vib)q,, (2.10)

with a test function ¢ € V;. To define the variational solution of boundary value problem
one can do this by including tlhe boundary data into the solution space. We use, however, a
different approach: Let B : H2(T'z)? — Vi r,,, be an arbitrary but fixed linear and continuous
extension operator. Then, the variational solution of the harmonic extension can be defined
the following way:

Problem 2.4 (Harmonic extension problem). Let ( € H %(Fz)d be a given boundary datum
and ug g € Vi o be the solution of

M(Vugo+ VBO) (V) =0V ¢ € Vig.
Then, we say uso = uso + B¢ is a weak solution of the harmonic extension.

Remark 2.6. With regard to the FSI system, the boundary data ( is interpreted as the interface
displacement of the structural solution. Therefore, the operator B allows us to keep track of
the coupling between the fluid and solid displacement and consider them as separate variables.
This is especially important in the discrete case where the discrete extension operator B is
the basis of deriving partitioned solution schemes. In order to stay consistent, the extension
is used for the continuous case, too.

It is well known (see, e.g., [60]) that there exists a unique solution ug¢ of Problem 2.4. Moreover,
due to the zero right-hand, side us is smooth inside the domain. However, if the boundary
data is not smooth enough or we have a non-convex domain, the regularity might be lost at
the boundary. Consequently, the above mentioned C'-regularity of u¢ is not obtained.

Linear Elasticity

Next, we consider to extend the boundary data by an pseudo-elasticity law, i.e.,

—div (Aptr(Xp(ur)) + 2upEf(ur)) =0 on L,
up=0 onTIy\Tz,
uf=¢ on Iz,

where Xy (uf) = %(VUf +Vul) and Mg, s are parameters. The weak solution to this problem
is defined in the same manner as above.

Problem 2.5 (Linear elasticity problem). Let ( € H %(Fz)d be a given boundary datum and
ufo € Vi be the solution of

(s (3 (a0 + BO) + 28 (ugo + BO), Vi) =0 ¥ v € Vi,

Then, we say us = uso + B¢ is a weak solution of the pseudo elasticity extension.
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2. Stationary Fluid-Structure Interaction

With the help of both Korn’s inequalities and the Lax-Milgram theorem one can show the
existence and uniqueness of a solution to Problem 2.5. As before, higher regularity depends
on the boundary data and smoothness of the domain. Nevertheless, in the discrete case the
obtained mesh usually has a better quality since it behaves like an elastic object and fits better
with the elastic structure.

Biharmonic Extension

Finally, we introduce the biharmonic extension in the sense of [30]. For that an additional

variable w is introduced.
—Aus = w on Q,

—Aw =0 on Q,
uf = Opur =0 on I'f\ Tz,
uf = ¢ onl7z.

This results in the following variational problem:

Problem 2.6 (Biharmonic extension problem). Let ¢ € H %(I’I)d be a given boundary datum
and ugo € Vio,w € Vir,,, be the solutions of

(Vw, VI/Jl)Qf =0,
(Vugo + VB, Viho)a, = (w,92), YV (¥1,¢2) € Vo X Vir,,.-

Then we say us = ugo + B¢ is a weak solution of the biharmonic extension.

By standard methods, one can show existence and uniqueness of Problem 2.6. An obvious
drawback is that for this extension an additional variable has to be computed. Nevertheless,
numerics show that we usually obtain a better mesh regularity. This is especially important
in the case of large deformations; see [118].

Remark 2.7. During this thesis we will use M(-)(-) as identification with the variational form
of the mesh motion. Although this notation has been introduced with the harmonic extension
one can easily exchange it with the other extensions as the specific choice does not alter the
later concepts.

2.6.2. Monolithic Formulation

After having defined both the fluid and solid equations on a reference domain we want to couple
them with the coupling conditions (2.7), (2.8), and (2.9) to receive a variational formulation
of the whole FSI system which will be referred to as the monolithic form. Note that the
kinematic condition (2.9) has already been incorporated into the fluid function space Vi r,
and does not need further treatment.

We continue with the dynamic condition (2.7). Let us first assume that the fluid solution
(ug,v,p) has sufficient regularity, such that (2.5) is fulfilled in the strong sense. It follows,
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that (ug, v, p) is also a solution of the variational Problem 2.3. Next, we insert a test function
¢¢ € V; in (2.6) instead of ¢¢g € Vir,. The major difference is that ¢¢ does not have zero
trace on I'z. Integration by parts yields

Flur,v,0,9)(61,€) = (e Vol v = div(Jor(ug, v.p) B 1), 6¢)
+ (div(JeFy '), €) g, — (Jrg, 61)g,
+ <Jf(prfV@Ff71 — pId)FfiTnfa Qbf>F
-T
+ <Jf0'f(Uf,U,p)Ff ng, ¢f>r

= <Jf0f(uf,v,p)Ff_Tnf, <Z>f>F .

T

f

(2.11)

out

T

Here, the inner integrals and the term at I'oy; disappear, since we assumed that (ug,v,p) is
a strong solution. Consequently, the variational interface stress can be expressed in terms of
the fluid residual, if an appropriate test function is used.

The same procedure is repeated for the solid equation. Let us assume, that ug fulfills (2.1) in
a strong sense. Again, it follows that us is a solution of the variational Problem 2.1. Applying
integration by parts results in

S(”sa Q)(Qbs) = _(diV(Fszs)v Qbs)Qs - (Q7 ¢S)Qs + <Fszsnsa ¢S>FI

= <Fszsn57¢s>rl. (212)

Now by inserting a function ¢s € V, that is defined on the whole domain €2, into (2.11) and
(2.12), we obtain

]:(ufv v, D, Q)(d)a 5) + S(“Sa Q)(¢) = <Jf0'f(Uf, Uap)Ff_Tnfv ¢>FI + <FSESn87 ¢>FI'

Thus, if we require that

Flug,v,p,9)(¢,6) + S(us,q)(0) =0 VoV, (2.13)

it holds
(Jror(ug, v, p)Fy Tng+ FSns, d)r, =0 YV p €V,

and the dynamic condition (2.7) is fulfilled in a variational sense. One can further argue, that
with sufficient regularity and by taking pointwise limits the dynamic condition is even fulfilled
in a strong sense.

For the geometric condition (2.8), both displacements wu¢, us are glued at the interface. This
results in a function u € V defined on the whole domain with the properties Uj, = U and
Ul = Us in the sense of H'.
The variational monolithic form of the FSI problem is then constructed by collecting the forms
(2.2), (2.6) and (2.10) of the subproblems and inserting the glued functions. For a compact

representation we introduce the collection of state functions

U= (u,v,p) € X :=Vy x Vir, x L,
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and the collection of test functions
U= (¢,9,6) € X =V x Vi x Ly.
Moreover, the Dirichlet data space is represented as
A, =1{0} x Vi, x {0}.
Finally, the variational form of the FSI system is defined as

aU,q)(¥) == M(u,¥) + F(u,v,p,q)(,£) + S(u, ¢)(9), (2.14)

which leads to the following variational problem.

Problem 2.7 (Monolithic FSI problem). Let ¢ € L*()). We say that U € X + Xr,, is a
solution to the monolithic FSI problem if

aUd,q)(¥)=0 VP¥ecX. (2.15)

Since all the subproblems are difficult to analyze, this also holds for the monolithic FSI prob-
lem. Nevertheless, with some restrictions, existence of a solution can be shown. Once again,
we need homogeneous boundary conditions for the fluid velocity and use the nonsymmetric
Cauchy-stress tensor [56, Theorem 1].

Theorem 2.4. Let Q¢, Qs C R be smooth domains, ¢ € LP(Q)3, p > 3. Then there exists a
constant ¢ > 0 such that there exists a solution (u,v,p) € W2P(Q)3 N HE(Q)? x W2P(Q)3 N
HY ()3 x HY(Q%) N L3(Q) of the monolithic FSI system with the symmetric fluid tensor ¢,
if lgllLrays < c.

A similar result for a two-dimensional fluid and one-dimensional structure can be found in

[57].

2.7. Optimal Control Problem

Until now, concrete definitions of the regarded variational forms have been given. With regard
to Remark 2.1 and Remark 2.4, the variational form a(U, ¢)(¥) can also be considered as an
abstract form for which the influence of the control ¢ is not a priori determined. This is not
a drawback, since the concepts in this thesis purely depend on the abstract definitions of
the variational forms. A concrete definition is only needed if these concepts are applied to
numerical examples.

We restrict the control ¢ to be of a Hilbert space @ that comes with its canonical inner product
denoted as (-,-)g and norm || - ||g. In case of the original meaning of ¢ as a volume force we
have

Q= LX(Q).
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However, one might consider the volume force to act only on one of the subdomains, i.e.,
Q=L(%) or Q=L
Parameter control Q@ = R", n € N is possible, too, as well as Neumann (boundary) control
Q= L*(Ty,), 'y C 09.
More details are given when numerical optimal control examples are presented.

Now, let J : X x Q@ — R be a given cost functional. Then, the optimal control problem is
formulated as

Problem 2.8 (Optimal control problem).

meiél JU,q) st ald,q)(T)=0 V¥eX.
q

We assume that the functional J can be split as
Q@
JWU.q) = J1(U) + J2(q) = Jl(u)+§‘|Q||2Qv (2.16)

where o > 0 is a regularization parameter. Furthermore, the assumption is made that for any
q € Q there exists a unique solution U :=U(q) € X of

al,q)(¥)=0 Y VeAX. (2.17)

As mentioned before, this is shown in [56] for a specific setting with ¢ as a volume force. The
monolithic optimization Problem 2.8 is now regarded in its reduced form, i.e.,

min j(q) = J(U(q),q)- (2.18)
q€qQ
The advantage of the reduced form is that it solely depends on the control variable ¢, while
the state variable and the constraint equation are treated implicitly. That allows us to use
standard methods for solving unconstrained optimization problems. In particular, for first
or second order methods, only the computation of the reduced gradient or reduced Hessian,
respectively, is needed.

A sufficient condition for the existence of a minimizer is that the reduced function j(q) is
weakly lower semicontinuous and radially unbounded. Even if J(U,q) has good properties
like continuity and convexity, due to the nonlinear dependence of U(q) on ¢, lower semi-
continuity cannot be guaranteed for j(¢). In [1] and [61], the authors prove existence of a
minimizer to a Navier-Stokes optimal control problem. The authors require the existence and
boundedness of the control-to-state operator. With that they can prove the convergence of a
minimizing sequence to a minimizer. For an unsteady and linear FSI configuration, existence
of a minimizer has been proven in [42]. In [117] the authors prove differentiability of the
control-to-state operator for an FSI setting that is similar to the one in [56]. In addition to
that, we want to emphasize that with the nonlinear dependence of the state on the control,
uniqueness of a minimizer cannot be expected.
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2. Stationary Fluid-Structure Interaction

Finally, we introduce the Lagrangian £ : Q x X x X — R associated with the reduced
functional. It is defined by

We immediately have the identity

j(q) = L(q,U(q), Z),

and hence obtain

7'(9)(6q) = Ly (q,U(q), Z2)(6q) + Ly,(q,U(q), Z)(6U),

where 0U = U'(q)(0q) is the sensitivity of the state w.r.t. the control. Note that the derivatives
are only formally defined. The gradient can now be expressed by computing o/, but this has
to be done for all directions dq one is interested in. This is especially cumbersome for the
discrete case, if (j*)' needs to be expressed in a basis of Q"; see Chapter 6. That is why the

adjoint state Z € X is determined by
L1(q,U,Z)(®)=0 VVeAX. (2.20)
This leads to the gradient representation
7'(0)(0q) = Ly(q,U, 2)(dq).

This has the advantage that we only need to solve the adjoint equation (2.20) once and are
able to evaluate the gradient for any direction dq.

A necessary optimality condition for the optimal control ¢ of the reduced problem (2.18) is

7'(@)(0q) =0 YdqeQ. (2.21)

Consequently, the optimal tuple (g,U, Z) € Q@ x X x X can be expressed as a stationary point
of the Lagrangian. This results in the following first order optimality system:

Lo(qU,2)(T) =0 YVIEeX,
LU, Z2)(¥)=0 VVUeX, (2.22)
L(q.U, 2)(6g) =0 Vg€ Q

The Lagrangian formalism allows us additionally to derive an expression for the Hessian.
However, this will be discussed in Chapter 5, where we show the differences between the
monolithic and partitioned point of view, respectively.
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3. Spatial Discretization

This chapter revolves around the spatial discretization of the monolithic Problem 2.7 and
hence of the optimal control Problem 2.8. To this end, standard Finite Element Methods
(FEM) are used, since these techniques adapt the variational character of (2.14). We do this
by first discretizing the domains and applying proper triangulations to them in Section 3.1.
Then, finite dimensional FEM spaces are defined on this triangulation that represent the dis-
crete counterparts of the continuous function spaces. Afterwards, in Section 3.2, the discrete
variational forms of the subproblems are derived which then are combined to a discrete mono-
lithic form in Section 3.3. In addition to that, we define the discrete optimal control problem
subject to this form in Section 3.5. Moreover, we state in Section 3.6 the standard New-
ton algorithm for solving nonlinear variational problems. This is concluded by the numerical
benchmark configurations of Section 3.7 that are used throughout the thesis.

3.1. Mesh Triangulations and Finite Element Spaces

For simplicity, we assume that the boundary of our domain 02 and the interface I'z are
polygonal; details on non-polygonal boundaries can be found in [17]. As a consequence, the
boundaries of the subdomains 0Q2; and 0€) are polygonal, too. We start by partitioning both
the fluid domain Q¢ C R? and the solid domain 5 € R, d € {2, 3} into either quadrilaterals
for the 2-dimensional or hexahedrals for the 3-dimensional case, respectively. We refer to the
quadrilaterals and hexahedrals as fluid cells Kt and solid cells Kg. For local refinement, we
allow hanging nodes. The resulting triangulations are denoted as 7" = {K¢} and T* = {Ks},
where h serves as a mesh size parameter. In addition to that, we assume to have a patch
structure on both domains, i.e, every triangulation ’Eh and T/* can be obtained by uniformly
refining a coarser triangulation ’7}% and 72", respectively. This assumption is later needed for
additional stabilization terms in the discretized fluid equation and for the efficient evaluation
of a posteriori error estimators in Section 7.1. Furthermore, we say that the two triangulations
are matching, if each fluid cell that lies at the interface shares an edge with a solid cell, i.e.,
for each fluid cell K¢ with ICf N T'z # (), there exists a solid cell /g such that

KfﬂFIZICsﬂFI.

An example for matching triangulations is depicted in Figure 3.1. For this thesis, we demand
that the triangulations are matching. This simplifies defining finite element spaces on the
interface. Otherwise, we need to distinguish between a fluid and a solid interface space,
respectively. We denote the union of both triangulations by

Th=T"UuTh
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3. Spatial Discretization

Qf Qf

FI FZ

Qs Qg
Th Tan

Figure 3.1.: A two-dimensional matching triangulation with patch structure and hanging
nodes (left) resulting from a coarser triangulation (right) by global uniform re-
finement. There do not appear any hanging nodes on the interface I'z

Remark 3.1. In view of partitioned methods, where the subproblems are solved separately
with specific black box solvers, these solvers might be designed for certain kinds of triangu-
lations which can make matching triangulations too restrictive. Furthermore, there are even
situations where the geometry of a configuration makes it impossible. That is why we note
at certain points, how one can adapt the concepts presented in this thesis for non-matching
triangulations without altering those concepts.

Next, we define for both triangulations the usual spaces of isoparametric finite element func-
tions th’lf C HY(4) on T and Vs H'(Q) on T, respectively, with I, I € N the
polynomial degrees of the finite element spaces. For a general overview of these spaces, we
refer to [18], [29], and [71]. We define the discrete fluid spaces by

Vi ={e e V' | @, = 03,
Vi, ={e € V' [ 01 g, = 01
W = {2 € ) 01 irgoroe = Oh
Vo = V) 0 Hy (),
L =V,
In the same manner, we define the discrete solid displacement space by

VI={pe V)| ¢, =0}

Moreover, let Vflfl‘in be an appropriate discretization of the Dirichlet boundary data space
‘/f:l_‘in'

It remains to discretize the function spaces V, Vj that are defined on the whole domain. These
spaces were introduced to implicitly ensure the coupling conditions (2.7) and (2.8). However,
even though we have matching triangulations, it is not clear how these conditions are to be
fulfilled in the discrete case, if we use different polynomial degrees for the finite element spaces
of the fluid and the solid. In particular, we would need to redefine interface continuity on the
discrete level. To keep things simple, we set the polynomial degrees to be equal, i.e.,

lFSI = lf = ls.
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3.1. Mesh Triangulations and Finite Element Spaces

We comment later on how to adapt to the case with different polynomial degrees. As a result,
we are able to define the discretized variants of V' and V| by

Vii={pe (WM | g =0},

= vt R @)
where Vhlrst « H 1(Q) is the usual finite dimensional space with degree [pg; on the whole

domain triangulation 7". For the numerical examples in this thesis, we restrict us to the case
of continuous and piecewise linear finite elements, i.e.,

lpst = 1.

We denote the space of the restrictions of finite element functions on the interface by
h . h . di{ h _  h h hlrsrvd
Thi= [T o RY M=, ot e (o)
= {¢" Tz o RY | P =g, ot e (VhirsryL

Note that the last equality only holds because we assumed the triangulations to be matching
and the polynomial degrees to be equal. In this context, let tr" : V* — Z" be the usual
discrete trace operator. Now, let nz := dim(Z") be the dimension of the interface space and
()17, the standard Lagrangian basis of Z". For arbitrary ¢* € Z", we identify by ¢" € R"z
the basis representative, i.e., ¢ = o i‘gof In addition to that, we introduce a inner
product associated to Z". A natural choice would be the L?(I'z) inner product. However,
to avoid the computation of the mass matrix, we use instead the standard Euclidean inner

product for the representatives. That means, for ¢*, " € T" we define

(¢" M gn = (", €M)a. (3.1)

Although this simplifies computations, the inner product has to be treated carefully, if we
want to compare situations on different meshes, because

1E" L2 rpy # 1€ 12,

and the Euclidean norm || - [|2 is mesh dependent. That is why the Euclidean norm is usually
not suitable for defining stopping criteria. Yet, we can circumvent this problem by regarding
the L*°-norm since

1C" Eoo () = 16" 005

where || - || is the standard maximum norm. Note this is only true, because we demand the
polynomial order to be one.

Furthermore, let us consider an element of the dual space A* € (Z")* with the components
Xi = M),

Then, this element can be identified as an object of Z" by

ng
A=Al e T (3.2)
=1
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3. Spatial Discretization

It follows that the action can be expressed via the inner product, i.e.,
nz
N(Chy =N = (A M) (3.3)

=1

This allows us, to treat elements of (Z")* as elements of Z" as long as the components )\Z}-L are
available.

Discrete Control Space

Finally, we introduce a discrete control space @y, C Q). We did not specify the space @, but

usually one chooses @, = R" for parameter control () = R", or finite element spaces @, = V; ™

and Qp = th’lq for distributed control Q@ = L?(Q¢) and Q = L?(Q), respectively.

3.2. Discrete Subproblems

In this section, we first derive the finite dimensional subproblems and combine them, as
in Section 2.6.2, to a discrete monolithic FSI system. This is done in a straightforward
manner, since the finite element method preserves the variational character of the continuous
problems.

3.2.1. Discrete Mesh Motion Problem

To begin with, we discretize the mesh motion Problem 2.4. With regard to Remark 2.7, we
did not specify the actual form M(-)(-). Since thl“out C Vilo.. We can insert the discrete

functions directly into the mesh motion form and define therefore for u?, P e thFout
M (uf ) (") = M (uf) ("), (3.4)
Moreover, let B : 7 — ‘/fhrout be a bounded linear extension operator that extends an

interface function to a function on the fluid domain. Thus, the discrete mesh motion problem
reads as

Problem 3.1 (Disctrete mesh motion problem). Let (" € I" be a given interface function.
Then, we say that u?o € tho is a solution of the discrete mesh motion problem if

MM (ufy + B¢ M) =0 vt e V.

In addition to that, we set u? = “?0 + Bh¢h e thrm.
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3.2. Discrete Subproblems

3.2.2. Discrete Fluid Problem

Next, we derive the discrete fluid problem. It is well known, that elements of equal order
for velocity and pressure are unstable; see, for instance, [39, Section 4.2.3]. A common way
to overcome this, is to introduce additional stability terms for which several concepts have
been developed. For example, the streamline upwind Petrov-Galerkin method [20], which
has also been applied to FSI in [116]. With regard to optimal control, these residual-based
stabilized finite elements have the drawback that spatial discretization and optimization might
not commute. This means, if we first discretize the equation and then derive the optimality
system, the result might be different from first deriving the optimality system and then apply
discretization. That is why we use the symmetric local projection stabilization (LPS) that has
been introduced by Becker and Braak in [6, 8] and has been analyzed for an optimal control
problem in [14]. To this end, we define the interpolation operator

. h,1 2h,1
2h,1 ¢ Vf — Vf .

This operator can be easily constructed as long as we have the above mentioned patch struc-
ture. Furthermore, we set the filter operator

T VI = (¢ VS (3.5)
Since we have a moving domain, we obtain the stabilization term

Z OéKf(th(th)_lv"T(ph% (th)_1V7T(£h))Kfa
Kfe’l}h
with the stabilization parameter defined on each cell as
h,

o .
6rr + hKfHUhHKf

oK, =

Although this is the correct stabilization term, it still lacks the property of the commutation
of discretization and optimization. That is why we propose to ignore the terms coming from
domain movement and define the LPS form, as in [40, Section 5.3.2], to be

atps(@)(E") = Y ar(Va(p"), Va(€")x,. (3.6)
KeTh

For our numerical examples, this simplification still produces stable solutions. To set up the
discrete fluid form, we combine the terms coming from the continuous form (2.6) and the
additional stabilization term (3.6), to receive for ul! € thl“o = th, ph e L}, " €

R 4k h h h
Q", qbf’o € Vf,l“z and " € Ly

ut

F(ug, v, p", q") (810, €") = Flug, v, p", q") (810, ") + afps (@) (€"). (3.7)

Problem 3.2 (Discrete fluid problem in ALE coordinates). Let u? € thl“out and ¢" € Q"
be given. Then, we say that (v, p") € (thl“z + thrm) X L¢ is a solution to the discrete fluid
problem if

fh(u?vvhaphaqh)((ﬁ?,mgh) =0V ((b?,(]vé-h) € valfl—‘z X Lf-
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3. Spatial Discretization

3.2.3. Discrete Solid Problem

The next point to be considered, is the discretization of the solid Problem 2.1. Similarly to
the mesh motion case, we can replace the continuous variables with the discrete ones due to
V. € V. This leads to the discrete solid form for u’, ¢! € V* and ¢" € Q"

Sh(ul, q")(ol) = S(ult, ¢")(0]). (3.8)

In addition to that, we discretize the interface stress g of the continuous solid Problem 2.1 by
interpreting its discrete counterpart g" as an element of (Z)* and therefore by (3.2) as an
element of Z". Then, the discrete stress acts as

<gh7 trh ¢Q>Ih

on a test function ¢? € V*. For the partitioned methods introduced in Chapter 4, the fluid
stress is computed in exactly this form.

With these preliminaries, the discrete solid problem reads as

Problem 3.3 (Discrete solid problem). Let ¢" € Q" and g" € I" be given. Then, we say that
ul € V' is a solution to the discrete solid problem, if

St(ul, q")(ol) = (g" " oy Vol e VI

3.3. Discrete Fluid-Structure Interaction Problem

With the previous preparations, we are now able to define the discrete FSI problem. The
geometric condition (2.8) and kinematic condition (2.9) can be easily translated into the
discrete setting as

onI'z (3.9)

ul = uf

and
" =0 onT7. (3.10)

Hereby, (3.9) can be achieved by using the glued function u” € Voh, similar to the continuous
case, whereas (3.10) is incorporated within the discrete fluid space Vf’frz. For the dynamic
condition (2.7), one could replace the terms in (2.7) with their discrete counterparts. However,
to stay consistent with the continuous monolithic form (2.14), we demand instead that

Fh(uf 0" p", ") (", €") + 8" (ul, q")(¢") =0 v " e VP (3.11)
This is justified by (2.13), since on the continuous level the residual expression and the interface
integral expression are equivalent. We note, however, that on the discrete level we have in

general

Fruf, o 0", q") (9", ") + SM(ul, ¢")(@") # (Tror(uft, o ") (FF) ™ ne + B S0, ¢")rs,
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3.4. Notes on non matching finite element spaces

since integration by parts leads to jumping terms in the discrete case. Nevertheless, both
formulations approximate the same continuous object. Moreover, the jumping terms vanish
in the limit A — 0.

Now, we collect once again the state variables in

Ut = (u" 0" p") € X = Vi x Vi, x L,
the test functions in

W= (0", 0" €") € XM = VI X Vg x Ly,

and the Dirichlet data in
Xt ={0} x Vi x {0}

We define
a" (U, ") (W) = M) (")
+ Frul o p g (" € + Sh ) (g, (3.12)

Problem 3.4 (Discrete monolithic FSI problem). Let ¢" € Q" be given. Then, we say that
U e xh + Xlﬁm is a solution to the discrete monolithic fluid-structure interaction problem if

a" U, M(why =0 v uhexh

Note, that the discrete spaces were chosen such that Q" ¢ Q, X" c X, X" ¢ X. Thus, we
have the following relation between the continuous monolithic form (2.14) and the discrete
monolithic form (3.12):

a" (UM, ¢")(T") = aU", ") (I") + allps (p", €M). (3.13)

3.4. Notes on non matching finite element spaces

We shortly want to discuss, how the monolithic formulation (3.12) has to be adjusted in case of
non-matching meshes or in case of different polynomial degrees for the finite element spaces.
For that we have to distinguish between a fluid and a solid interface boundary which are
denoted as F?Z and FQI. Furthermore, there are two different restrictions of the respective
finite element’spaces, i.ye.,

h,l
z= (el R = h, e o)
£.T

Ih = {gh T R =gl oM e (Vsh»ls)d} :

h
FS,Z

These spaces are now connected with the mapping

it zh — 7h
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3. Spatial Discretization

The explicit form of Hg depends on the circumstances. For instance, if the meshes are matching
but l¢ # g, H£ can be an interpolation operator. If [y = [ and the mesh is non-matching,
mortar methods can be applied.

Now, the function spaces V" and Voh are not well defined anymore. Instead we set
ih . ) k. h B 4h h i h _ 1if o 4h
V= {¢ U UQs = R qS‘Qf S ,¢|QS eV ,(ﬁ‘I? Hso(ﬁzg}’
b h . h h h h h  _ qf h
Vo' = {¢ QU UQs — R d)\szf € Vf,pz,gbms eV 7¢‘I§1 =1l o gbzg}.
Then, the geometric condition (3.9) is not fulfilled in a continuous sense but as
ul oHi =ul on I

Furthermore, the dynamic condition (3.11) can once again be formulated in a variational
sense, but this time with a test function ¢" € V", i.e.,

Fhub, o, ph, g (6", €") + SPul, ") (") =0 ¥ ¢t e TN

Finally, we define the solution (u”, v, p*) € V! x (thl“z +thFin) x LI of the discrete monolithic
problem as

MP@M) () + Fr(u ot p, M) (o, €) + S ¢ (97 = 0
V(" 9" €M) e VI x Vi x LT

We refer to [3, 44, 58] for further discussions on this topic.

3.5. Discrete Optimal Control Problem

Analogously to the continuous optimal control Problem 2.8, we define the discrete one by

Problem 3.5. (Discrete optimal control problem,)
min JU", ¢") st MU, MHEN) =0 v U e xh

qheQh

We assume that for any ¢" € Q" there exists a solution 4" = U h(qh) eXx h+)c'1ﬁin that fulfills
a" U, M(why =0 v e xh
Thus, we are able to define the discrete reduced problem by

min, i"(d") = JU(d"), d"). (3.14)

In the same manner as before, we introduce the Lagrangian £ : Q" x X" x X" — R as

chg"ut, 2y = Juh, ") — oW, ¢") (2. (3.15)
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3.6. Newton’s Method for Nonlinear Variational Equations

In addition to that, we can derive analogously the first order optimality system. The optimal
solution (¢",U", Z") thus fulfills

(LMo (@ U 2wy =0 v uh e X"
(LMY (@ U 2 (") =0 v ot e xh (3.16)
u
(L (g" U Z2M)(6¢") =0 ¥ 3q" € Q".
q
With regard to (3.13), we have the relation
£ u", 2" = L(¢"u", 2") — alps(0", €"). (3.17)

As a consequence, the continuous and the discrete Lagrangian only differ in the linear sta-
bilization term. As a consequence, if we discretize the continuous optimality system (2.22)
and use the same stabilization for the adjoint equation (2.20), we obtain (3.16). Therefore,
optimization and discretization commute.

3.6. Newton’s Method for Nonlinear Variational Equations

Next, we want to recall the standard Newton algorithm that is used to solve variational
equations of nonlinear partial differential equations.

We consider a generic discrete space V" and a semi linear variational form a : V" — (Vh)*
and search for the solution u" € V" of

a(uP) () =0 VeV (3.18)

All the considered state equations of the subproblems, as well as the monolithic form of the
FSI system, are given in the form of (3.18) with a possible further dependence on additional
variables that do neither belong to the solution space nor to the test function space as, e.g.,
the control variable q.

In the standard Newton’s method for Galerkin approximations we need to solve the correction
equation to obtain the solution du” € V" of

a;(uh)(éuh, <ph) = —a(uh)(goh) Vol e Vi (3.19)

Now, let (cp?)?i:“gvh be a basis of V. Then we can express u" and du" with their basis
representations uh, su € Rdim Vh, i.e.,

dim V7 dim V7
h h h h h h
u = E ujp, ou' = E ouy' ;.
i=0 i=0

Moreover, we define the matrix A € Rd™ VixdimV" a0 d the vector b € RdmV" by

Aij=d, (") @), bi=—a(u")(e]).
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3. Spatial Discretization

Then, solving (3.19) is equivalent to solving the linear system
Adsu" =b. (3.20)
Once the correction du” is obtained we receive our updated solution @" € V" by
~h

" = u + youl,

with v € (0,1] a possible damping parameter. We summarized this procedure in Algo-
rithm 3.1.

Algorithm 3.1: Newton algorithm for nonlinear variational equations
Choose initial state u” € V", a parameter v € (0,1) and tolerance TOL > 0;
Compute initial residual pg = ||a(@")(-)||oo;
while py > TOL do

Obtain the solution du” € V* by solving the correction equation

ay (u")(u", ") = —a(u") (") ¥ " e VI

Compute the update

@ = u" + sul.

Compute p1 = [|a(@") ()]s}

Set 1 = 0;
while p; > pp do
Set i =1+ 1;

Set @ = uP + yiul;
Compute p1 = ||a(@")(+)||00;
end
Set uh = ah;
end

Note that the matrix A and the vector b depend on the current iterate u”. Thus, in order

to solve the exact correction equation they need to be assembled in every Newton step. It is
possible to avoid the assembling of A and to use the matrix from a previous step, if the error
reduction of the residual is still satisfying. This can be especially crucial in the 3-dimensional
case, where the computational time for assembling A can exceed the time for solving the
system (3.20).

If the form a is linear in u”, as it is the case for the mesh motion or the adjoint, tangent and
dual for Hessian equations that are introduced in Chapter 5, Newton’s method converges in
one step.

The linear system (3.20) can be tackled with iterative solution methods. Although direct
solvers like L U-decomposition are possible, too, in the 3-dimensional they can quickly become
too demanding in terms of memory usage. There is a vast amount of literature available for
iterative solvers that are highly efficient for solving the systems of the respective subproblems.
Moreover, a lot of those solvers are available in form of well-implemented black box solvers.
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)
(0.2,0.2) A = (0.6,0.2)
;‘.' Fm E ?‘402 Qf 1—\out
o \
czrc F FI
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Figure 3.2.: FSI-1 benchmark configuration

Again, this is one of the main reasons why partitioned methods are so popular. We refer to
the book of Elman [38] for an analysis and an overview on iterative solvers for elliptic and
Navier-Stokes equations with appropriate preconditioners.

In our case, we will use a geometric multigrid method with ILU smoothing for the mesh
motion equation equation. Of course, for the multigrid method we need to solve a linear
system directly on the coarsest level. We do this with a L U-decomposition from the open
source library UMFPACK. Since this is done within a very low-dimensional discrete space,
we usually do not have problems with the memory storage. The matrices that arise from the
fluid and solid equations are not symmetric which is why the GMRES method is well suited
for them. The (fast) convergence of this method relies on good preconditioning for which we
choose in both cases the mentioned multigrid method. Although those might not be the most
optimal approaches, they perform in our numerical examples quite well.

3.7. Numerical Benchmark Examples

To conclude this section, we describe the configurations in 2D and 3D, respectively, that we
use throughout this thesis to test the later algorithmic concepts.

Configuration 3.1 (2D benchmark). At first, we consider the 2D FSI-1 benchmark intro-
duced in [113]. Figure 3.2 shows the configuration which we explain in detail: We have a
rectangular canal with length L = 2.5 and height H = 0.41. The fluid, coming from the
left, passes a fixed circular obstacle with center M = (0.2,0.2) and radius r = 0.05. At the
boundary of the obstacle I'.i,c we enforce a no-slip condition. The density of the fluid is given
by pr = 103, its viscosity by vy = 1073. Moreover, we have a parabolic inflow profile at T'y,
with v, (y) = 1.5 v y(H — y)/(H/2)?, v = 0.2. Attached to the obstacle is an elastic beam
with length [ = 0.35 and height h = 0.02. In addition to that, the solid is fixed at the base of
the beam T's. Finally, the Poisson ratio is given by 15 = 0.4, i.e., we always have the relation
A\s = 415 The authors in [113] propose ps = 5 - 10°, which we use, too, but additionally have
two other configurations with s = 5-10% and pg = 5 - 10%. The smaller the parameter s
is chosen, the more elastic the beam behaves. Numerically, we observe that the number of
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3. Spatial Discretization

partitioned iterations increases which is why we believe the configurations to be a good show
case for different situations.

Configuration 3.2 (2D outflow maximization example). Next, we regard another 2D con-
figuration that has been introduced in [99] and is shown in Figure 3.3. Here, the fluid density
is given by pr = 10% and the viscosity by vy = 1073. Again, the Poisson ratio is v = 0.4,
the shear modulus, however, is js = 5 - 10?. Instead of an inflow profile at I'j,, the boundary
pressure is controlled. This changes the fluid variational form slightly to

]:}})Lress(u?v Uhvpha qh)(gb?a gh) = (prfv’UFfilU? ¢f)Qf + (JfO'f(’LL?, Uhaph)Ff7T7 V¢?)Qf
+ (T tr(Fy Vo), €, — (oror iy T (Vo) T F g, 6 )rg.,
+arps (", €") — (¢"ns, )1,
(3.21)

Note that the fluid function spaces have to be adjusted, since now non-zero values are allowed
on I'y,.

5 g
I g QS I's —f Lout
= iy \
— Iy
Ty Do
Q¢
1.0 2.0
4.0

Figure 3.3.: FSI 2D outflow maximization configuration

Configuration 3.3 (3D Box). Finally, we present a 3-dimensional configuration that has
been introduced in [100]. The fluid travels through a box and passes a box-shaped obstacle,
representing the structure; see Figure 3.4. The configuration is mirrored at I'syy,. Due to this
symmetry, it is sufficient to do the computations only on one side of symmetry plane, i.e., the
“non-doted” domain. However, the boundary conditions of the solution variables have to to
be adjusted. In particular, we have that fluid velocity and domain displacement cannot have
contributions in direction of the normal vector, i.e.,

u-n=20 on I'sym,

v-n=>0 on I'sym,

where n is the outer normal on I'syr,. Furthermore, a parabolic inflow profile is induced at

Iy as
B y(0.4—y) (240.4)(0.4 —z)
Vin = 0.2 T 0.42
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A = (0.45,0.15,0.15) L
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1—‘in / - -
Y 04
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x

Figure 3.4.: FSI 3D box configuration

We set the fluid density to py = 10% and the viscosity to vy = 1073, The structural parameters
are given by v5 = 0.4 and s = 5 - 10°. Note, however, that in Chapter 9 the Lamé parameter
us is adjusted.
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4. Partitioned Solution Algorithms

This chapter focuses on partitioned solution methods for solving the discrete variational FSI
problem (Problem 3.4). Note that this can also be tackled by standard Newton techniques
as explained in Section 3.6 which is the so called monolithic approach. This results in solv-
ing large scaled linear systems, where the system matrix is obtained by the linearized FSI
equations. The linear system can then be solved by direct methods like LU-decomposition.
However, for very fine discretizations this becomes infeasible due to storage limitations; see
[101] for an example of the memory demand. Consequently, one is restricted to iterative
solvers such as GMRES. Yet, the system matrix is badly conditioned because of influences
like the scaling discrepancy between the fluid and structure equations. We refer to [101], where
the condition numbers have been computed for an exemplary configuration. Consequently,
iterative solvers need good preconditioners to become a feasible option. To this end, a lot of
work has been put into in the last couple of years, resulting in very efficient monolithic solvers.
We want to mention the work [78] that summarizes the recent developments. Nevertheless,
these techniques are still not software standards.

The key point in the derivation of partitioned schemes is to reformulate the coupled variational
form (3.12) into an equation that is solely defined on the interface I'z, which is done in
Section 4.1. The evaluation of the function that appears in this interface equation is equivalent
to successively solving the mesh motion, the fluid, and the solid equation. This enables the use
of highly efficient black box solvers for the subproblems. Next, standard solution strategies like
fixed-point methods (Section 4.2 and 4.3) and Newton type methods (Section 4.4) are applied
to the interface equation. Finally, in Section 4.5, the correctness of the interface equation is
verified for two numerical examples in the sense that computed values of quantities of interest
are compared to values obtained by a monolithic solver. Moreover, the performance and
numerical effort between the different partitioned schemes is compared.

4.1. Derivation of the Reduced Interface Equation

The reformulation of (3.12) into an interface equation is based on the following idea: Assume,
we start with a given interface deformation ¢”. We extend this deformation to obtain the
changed fluid domain depicted as the fluid domain displacement u? As for Problem 3.1,
this can be expressed as a Dirichlet boundary problem. With that, we can compute the
velocity and the pressure of the fluid in this new configuration in Problem 3.2. This allows
us to evaluate the load of the fluid on the solid which is represented by the dynamic coupling
condition (3.11). Next, we are able to compute the solid deformation under this load which
is like in Problem 3.3 a Neumann boundary problem. The solid solution again delivers a

35



4. Partitioned Solution Algorithms

new interface displacement that can be given to the fluid domain via the geometric coupling
condition (3.9).

Now, if this interface deformation is the same as the one we initially started with, our FSI
system is in balance and we automatically have a solution to the variational Problem 3.4.
Thus, the equality between initial interface displacement and the interface displacement ob-
tained after one cycle defines our interface equation. Note that such a cycle is referred to as
Dirichlet-Neumann (D-N) cycle, since it requires solving a Dirichlet and a Neumann interface
problem.

4.1.1. Domain Decomposition

In order to derive a formulation of the D-N cycle and the resulting interface equation, we use
domain decomposition methods as done in [47]. Let y® € V" be a function that is defined
on the whole domain. The portion on the fluid domain is split into a part that has zero
boundary values at the interface I'z and a part that resembles the extension of the interface
boundary values on the fluid domain. The portion on the solid domain remains the same; see
Figure 4.1.

Let tr : V* — 7" be the standard trace operator from the solid domain to the interface and
Bh.1h - thl“ouc be an arbitrary, but fixed extension operator from the interface to the fluid

domain that fulfills (B"¢ h)‘FI = (" for any ¢" € T". Here, we chose Vf}fFout as the image space

so that B"¢" has zero trace at any boundary that is not the interface I'z. Then, we can define
a lift operator L : V' — ‘/f},lrout by L" .= B" o tr" with the property that for any function
y" € V" we have a decomposition yﬁo € folrl and y" € V' s.t.

h h h, h h h
Yo, = Y70 + L"yy, Yo, = Vs~ (4.1)
In the following lemma, we show that this decomposition exists and is unique, as long as the

lift operator L" is fixed.

Lemma 4.1. Let L" : VI — thFuut’ LM .= B" o tr". Then, the decomposition (4.1) exists for
any y" € VP and is unique.

Proof. y" is well defined by y(; . Then, y?o = y(; — L'y has zero boundary data at I'z,
s ’ f
since tlrh(yﬁ2 f) = trP (L y"). Thus, y% € folrz and existence is proved. Now, let (y?”é ,y? ’1)
and (y;ﬁg ,y?’Q) be two decompositions that each fulfill (4.1). We immediately have y?’l =
hoo_ o h2 .
Yo, = Us™ Moreover, we obtain

ha1 _ h h, hl _ . h h, h2 _  h2
Yro = Yo, — L = Yo, =Ly =g,

which shows uniqueness. O

On the other hand, if we have arbitrary functions y?o € thFz and y? € V', we can glue them
together via (4.1) to obtain a coupled function 3" € V.
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4.1. Derivation of the Reduced Interface Equation

decomposition

Qf FI Qs Qf FZ Qs

Figure 4.1.: Exemplary depiction of the decomposition of a function y” with an arbitrary lift
operator L"

4.1.2. Choice of the Discrete Extension Operator

The simplest choice to extend a discrete interface function to the fluid domain is by extending
it to zero values on degrees of freedom on the fluid mesh that do not belong to the interface.
Let N be the dofs of the fluid triangulation 7}h. We can separate them into those located on

the interface denoted by N7 and the remaining ones N\ N7. Now, let " € Z" be an interface
function and y’]} = Bh¢h € Vir,,, its extension with their basis representations denoted as

¢" e R"Z and y}‘ € R"f, respectively. Then, we have the relation

yho— ¢l ie N,
1o i e N\ N

Note that by this construction 3" is not zero on cells of the fluid mesh that lie at the interface
I'z. From now on, this specific extension operator is used.

4.1.3. Decoupled Monolithic Form

To decouple the variational form (3.12), we apply the decomposition (4.1) to the displacement

trial function u” and the test function ¢" to receive u?o, ug and ¢?0, g Let us recall that

those two functions are responsible that the dynamic and geometric coupling conditions (3.11)
and (3.9), respectively, are fulfilled. With those new state variables and test functions, we
define the decoupled collection of state variables by

Uh = (uﬁo,vh,ph,us) e XM= Vf}fo X Vf}frI X L? X Vsh,
and the decoupled collection of test functions by
O = (P, gt " gl) € XM,

Remark 4.1. As mentioned before, we can always re-couple arbitrary functions u?o,ug and
qﬁ?o, @ to the original variables u” and ¢", respectively. Consequently, we are able to identify
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4. Partitioned Solution Algorithms

the decoupled variables U" and ®" with the coupled ones 4" and ¥". U" and ®" can be seen
as a link between the monolithic and the partitioned character of the FSI system, whereas U"
and U" establish a connection between the discrete coupled and continuous coupled system
with the variables & and V.

Inserting U” and ®" into the variational form (3.12) leads to

a" (U, ")(@") = MM (g + L) (W) + F" (ufq + Lrul, o p", ") (0 + Lo, €M)
+ Sk q") (o)
= MM(ugy + LMug) (") + F'(ugy + Lhug, o, p", ") (87, €")
+ S"(ug ") (88) + F" (ufo + L, 0", p", ") (LML, €M), (4.2)
where we used that the form F” is linear in the argument of the second parenthesis. Obviously,

a solution U" € X" of
a" (U, (@) =0 Vo e xh (4.3)

is also a solution to Problem 3.4, since (4.2) can be transformed back to (3.12).

Through the decoupling of the displacement function u”, the mesh motion equation
M (g + LMul) (")

can now be solved solely for uﬁo, it only requires the interface data coming from the solid in
the form of LMus. Since the fluid equation now depends on a test function qb?o that is zero
on the interface, it is decoupled from the dynamic coupling condition and for sélving we only
need the fluid domain deformation. As for the solid equation, it now receives the stress from
the fluid via the fluid residual tested with L"¢s, but does not explicitly need the fluid domain
deformation. Hence, we get a consecutive behavior in which a subproblem needs the data
from the previous one.

4.1.4. Partitioned Form

Now, to reduce this whole process to an equation on the interface, we intersect at the com-
position LPug = B" o trP g, i.e., the solid interface displacement is first stored as a interface
function ¢" = trPus € T" whereas L'ug is replaced by B"¢" in the equations on the fluid
domain. Thus, starting with an arbitrary interface displacement, we obtain the following
natural (D-N) cycle

1. Assume that we have a given initial interface displacement ¢"* € Z". Then, we collect

all terms in (4.2) that contain the test function 1" and compute the solution “?,0 € Vflfo
by solving the mesh motion equation

Mgy + B MMy =0 Ve V. (4.4)

This can be seen as a Dirichlet boundary problem. Moreover, we set u? = u?o + BR(¢h.
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4.1. Derivation of the Reduced Interface Equation

2. Now that we have the displacement on the fluid domain available, we collect all terms
with the test functions gbgo and ¢" and solve the fluid equation to get the solutions

o e Vf}"FI + Vf},LF-m and p" € L? of

Fr(uf " 0", d") (010, €") =0V (¢f,&") € Vi, x LY. (4.5)

3. After that, we are able to compute the fluid residual F"(uft, v, p", ¢")(L"¢", &) for any
test function ¢ € V. This acts as a interface boundary term on the solid since the
extension given by the operator B" depends only on the values on the the interface I'z.
Thus, by collecting all terms with the test function ¢?, we can compute the solution
ul € VI of

S"(ul, q")(ol) = —F"(uf " " g") (LML €M) v ol e VI (4.6)
This can also be seen as a boundary problem of Neumann type.

As discussed in Section 3.3, the residual term F"(ult, v, p", g") (L ¢!, €M) can indeed be inter-
preted as an approximation of the interface stress term (2.7). Furthermore, after one cycle the
dynamic condition (3.11) is fulfilled. The actual computation of F"(ul, h,ph (Lol €M) is
done on the fluid domain. Let (gof):”:zl be a basis of Z". Then, we compute the components

P=Fut, o 0" g (B EM). (4.7)

Then, by associating ¢ = St g?cp? as an element of Z", the fluid stress acts on the solid
as

<gh7 trh (bS)Ih’

which has the same form as in Problem 3.3.

The steps (4.4) - (4.6) can be written in a more compact variational form. We define b" :
XM x I x QM — (X™)* by

(U, ¢ g (@) = M (uy + BT (W) + F(ugy + B 0" 0", ¢ (6, €M)
+ 8Pl ") () + F(ufy + B M p" g (LR €M) (4.8)

Then, for a given interface displacement ¢* € Z" one can compute the resulting state solution
Uh = UM¢h) € X" by solving one cycle

ViU, ¢ M@t =0 v ot e X (4.9)
4.1.5. Interface Equation

The restriction of the solid solution u/(¢") to the interface gives us a new interface deformation.
This can be summarized by introducing the trace operator Tt" : X — Th, (uf 0: U ol ph, u?) —

trh u? and by setting Fg, : Z" — TP, Fs(¢h) == TP UM(¢"). Thus, Fs; returns the solid
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4. Partitioned Solution Algorithms

interface displacement for a given initial interface displacement. The situation that both are
equal can be expressed by the interface equation

Fee(¢) = ¢ (4.10)

With the following theorem, we show that this is equivalent to having a solution to the
monolithic problem.

Theorem 4.1. Let ¢" € Q" be given. Then, (UM(C"), (") € X" x I" is a solution to Prob-
lem 8.4, if and only if
Fai(¢") = ¢

Proof. Let Fs;(C") = ¢". Then, by definition of F;, we have for any ®" ¢ X"
0 = (UR(CH), ¢, ") (@")
= 0" (U"(C"), Pae (€M), 4" (@") = o" (UM (CM), T UM (C"). ") (@").
Using the definition of " and Tr”, we obtain for (uﬁo, ol phuly = UR(¢h)

0= M"(ufo + (B" o tr")us) (") + F"(uf g + (B" o tr")us, v, p", ¢") (¢} 0, ")
+8M(ul,q") (L) + F(ufy + B 0" p" M) (L 0L, €M)
= M"(ufg + LMus) (") + F(uf g + Lus, o, 0", ¢") (90, €")
+S"(ul,q")(@0) + F' (ug + B'C" 0" pt g") (LML €7),
for any (", qﬁﬁo,{h, @) = ®" € X" which is equivalent to (4.3) and therefore equivalent to

UM(¢") being a solution to Problem 3.4. The other direction of the proof can be received by
going the previous steps one by one backwards. O

From the steps of the proof we have an immediate connection between the decoupled mono-
lithic form (4.2) and the partitioned form (4.8), namely

a" (U, M (@) = (U, T U, ) (). (4.11)

Consequently, we are further able to express the monolithic solution U" with the partitioned
form b" via
v (Ut T Ut (@) =0 v e e XN
In addition to the fixed point equation (4.10), we introduce the residual Rg; : Z" — I,
defined by
Rsi(¢") = Feo(¢") — ¢,

and can hence rearrange (4.10) into the root equation
Rsi(¢M) = 0. (4.12)

Remark 4.2. The subscript “St” in Fg; and Rg is chosen to highlight that these are the
fixed-point and residual functions associated with the state equation. In Chapter 5, interface
equations of the same form are derived for the additional equations that occur for gradient
and Hessian computations. Thus, the subscript is used to distinguish between the different
interface functions.
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4.2. Fixed-Point Method (FP)

The partitioned schemes that are derived in the following sections basically depend on standard
methods for solving fixed-point and root type equations.

We briefly introduce some further notation. If we have a current iterate ¢("* € Z", then we
denote evaluations of Fg; and Rg¢ by

Fskt = FSt(Chk)a Rgt = RSt(Chk)-

Remark 4.3. The concepts of this chapter can be easily extended to the case of different
interface spaces for the fluid and the solid mesh as discussed in Section 3.4. In particular, the
lift operator L" has to be intersected by the mapping IIf. By defining

I:h:VSh—>th, Lt ::Bhoﬂgotrh.

we only need to replace L" with L".

4.2. Fixed-Point Method (FP)

We start with the classical fixed-point method (FP) which can also be seen as Block-Gauss-
Seidel iteration [28, 93, 110]. We begin with our current interface deformation ¢"* ¢ T"
and compute one cycle (4.9) toevaluate the new interface displacement Fslft. If Fé“t is close
enough to (" we stop, otherwise we set ("*+1 = Fslft and repeat the procedure until we have
convergence. This is summarized in Algorithm 4.1. As a convergence criterion, we compare
the error

IFg — ¢ lloo (4.13)
in the L>°(I'z)-norm with a given tolerance as done in [36, Section 4.1.1], since this norm is
equivalent to the discrete maximum norm. Consequently, it is easy to evaluate and mesh-
independent which makes a fixed tolerance value reasonable.

Algorithm 4.1: Fixed-point algorithm

Choose initial interface displacement ¢"° € Z" and tolerance Tol > 0;
for k=0,1,... do
Evaluate Fé“t;
if |FE — (™|l < Tol then
| exit loop;
end

hk+1 k
C * :FSt‘

end

4.3. Relaxed Fixed-Point Method (RFP)

In general, the fixed-point method converges only with a linear rate or is even divergent. This
can often be circumvented by not applying a full fixed-point step but a damped one. Let us
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4. Partitioned Solution Algorithms

assume we have a current iterate ¢"* € Z" and apply one cycle to obtain Féft. Now, instead of
setting (M1 = Fskt we use a convex combination of ¢"* and FS’“t with a parameter w* € (0, 1],
namely

ChRHl = WFEE + (1 — WP) ™. (4.14)

We call this the relaxed fixed-point method (RFP). The parameter w” can be chosen constant
for every k. This has been done in [91, 93, 115]. As a rule of thumb, if w* is chosen too big,
one can lose convergence, whereas the convergence rate is decreasing the smaller w* is chosen.
This is also confirmed in our numerical results in Section 4.5. Consequently, the choice of w¥ is
problem dependent, i.e., if the RFP method converges with a certain w* for one configuration
it might fail in another.

Thus, one would like to choose w* adaptively, such that it is optimal in every step k in the
sense that w® is as big as possible without losing convergence. One possibility is to apply
the so called Aitken’s A? method, which has been developed to accelerate the convergence of
general sequences and in particular fixed-point iterations. A derivation for the scalar case can
be found in [69, 95, 111]. It is shown that this method converges with a super linear rate. An
extension to the vector valued case has been done for general configurations in [68] and for
FSI in [77]. We give, however, a more descriptive derivation as done in [36].

Let F': R® — R™, n € N, be a linear mapping for which we want to obtain a fix-point 2*. This
problem can be reformulated as a root problem of the function R(x) := F(z) — z. Applying
Newton’s method leads to a linear equation for the solution z* for any starting point x°

2" = (R) 7 O)R(@),

where R’ is the Jacobian of R which is constant due to the linearity of F. Instead of computing
the real Jacobian we approximate it by a scaled identity matrix (R')™! ~ wl. Inserting this
approximation into Newton’s method yields for the iterates

P = 2k — WR(2P),
a* = zF 1 — wR(z* ).

A possible way to find an appropriate value for w, is to minimize the quadratic distance of
two consecutive iterates in the Euclidean norm, i.e.,

2
w* = argmin ||zF*! — 2¥||? = arg min Hwk —aF 4w (R(xk_l) - R(mk)> H .

we(0,1] we(0,1]

Thus, w* can be easily computed by

1\~ —
Wk — («* —a* )" (R(=""") — R(a"))
(R(z*~1) = R(a*))’
In general, we deal with nonlinear functions. Nevertheless, we can use the above procedure
and approximate the (now non-constant) Jacobian R by a scaled identity. The reasoning is

that, close to the solution, the first order term of the Taylor expansion is dominating which
results in an approximately linear function R.
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4.4. Newton Type Methods

Now, we want to apply this idea to our interface residual Rg;. Then, w® can be computed
by

E_ <Ck - Ck_lv Rlsggl _ R§t>zh
w' = p——1 e (4.15)
<RSt - RSt’ RSt B RSt>Ih

k w.r.t. to the discrete {2 norm, i.e., the

Note that by the definition of (-,-)7r, we optimize w
Euclidean norm, that is not equivalent on different meshes. Nevertheless, minimizing in this
norm on a fixed mesh will result in a decrease in the maximum norm, that is once again used
as stopping criteria. Algorithm 4.2 depicts the relaxed fixed-point procedure. Note that w*
in (4.15) can earliest be obtained at step k& = 1. For k£ = 0, an initial value has to be chosen

for w®. Obviously, if we choose w* = 1 for every k, we obtain the standard fixed-point case.

Algorithm 4.2: Relaxed fixed-point algorithm

Choose initial interface displacement ¢ € Z", initial relaxation parameter
w® € (0,1] and tolerance Tol > 0;

for k=0,1,...do

Evaluate Fé“t, Rgt;

if |F% — ("% s < Tol then

| exit loop;
end
if £ =0 then

Compute update by
Chl — wOFSOt 4 (1 . wO)ghO;

else
Set wk = w® or compute it by (4.15);
Compute update by

0

Chk+1 — kaSkt + (1 _ wk)é—hk‘;

end

end

4.4. Newton Type Methods

A well-known possibility to solve root equations are Newton type methods. These usually re-
sult in super-linear convergence rates and in certain cases even in local quadratic convergence,
but also require sensitivity information. Let us recall the interface residual equation (4.12).
The basic idea of Newton type methods is to regard the current iterate ¢"* and then solve
the correction equation

R (¢")(ACM) = —Rg (¢"), (4.16)

where Rf, (¢C"*) € £L(Z",I") is the Jacobian of Rg;. Having computed A¢¥, we obtain the new
iterate by
ChRFL — chk |k A chk

with some damping parameter v* € (0, 1].

43



4. Partitioned Solution Algorithms

Solving (4.16) can be tackled by different approaches:

e R{, can be assembled, such that (4.16) is solved directly. In the discrete case, to obtain
an expression of R, (¢"*) one needs to compute R, (¢"*)(y;), for every basis vector ¢; of
T". However, such a computation involves a linearized fixed-point cycle. Consequently,
this means solving nz cycles which makes this approach in general too costly.

e We use an iterative procedure to solve (4.16). That way, we only need the action of Rg,
on the current iterate. In comparison to the assembling of Ry, iterative procedures are
known to converge in much less steps than there are unknowns. Thus, the action has to
be computed fewer times than in the direct case. Nevertheless, we still have to compute
the sensitivities of Rgt in every iteration.

e The Jacobian Ry, is replaced by some approximation M. Instead of (4.16) we now solve
Aéhk — _MflRSt(Chk)'

Depending on the approximation M we might circumvent computing the sensitivities of
Rgt. However, one usually cannot expect local quadratic convergence.

4.4.1. Quasi-Newton Inverse Least-Squares Method (QN-ILS)

At first, we follow the approach of approximating the Jacobian Rg, or, to be precisely, its

inverse (Rf,)~!. To begin with, we consider the linear case.

Let us assume that R : R™ — R™ is a linear mapping for which we want to find a root.
Moreover, let F': R® — R", F(z):= R(z) + x and let (R, F?) := (R(2%), F(2')), i =0,...,k
be iterates acquired by previous steps. To solve the Newton equation at the k-th step

Az = —(RY Y a*)R(z")

we would like to construct an approximation M ~ (R')~!(z*) depending only on the iterates
(R, F%), i < k, where we assume that k& < n. This can be done by the so called Quasi-
Newton Inverse Least-Squares Method (QN-ILS). This method has originally been introduced
as a partitioned method for FSI in [34] and has later been analyzed for a general framework
[62, 63]. Let z € R™ be the solution to the root equation, i.e., R(Z) = 0. The idea is to
approximate the difference between R(Z) and RF by a linear combination of ARf = RF — R,
that means finding of € RF with

k—1
0— R =R(z) - R*~ ) ofAR;. (4.17)
=0

Of course, since k < n, solving for o directly in (4.17) leads to an underdetermined system.
We can, however, transform (4.17) into a least-square problem

k—1
of = arg min||R* + ZBZkARfH% (4.18)
BrER* i=0
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By introducing the matrix V¥ € R™** defined by
VF .= |[ARF_|,... AR},
the solution of (4.18) can be expressed by
of = —((VHTVh)=L(VE)TRF, (4.19)

Next, we want to predict the difference F(zZ) — F* with the help of (4.17) and the linearity of
F and R. We obtain

F(z) - F* = F(R™'(0)) — F(R™'(R")) = F(R™'(0 — R"))

k—1
~F (R—l (Z afARf))
1=0

k—1
= Y af(F(RY(RY)) - F(R™(R'))
=0

k—1 4 k—1
=Y af(FF—F') =) ofAF},
=0 =0

where AFF := F¥ — F;. With the matrix W* € R">*
Wk = [AFF ... AF}Y],
this can be expressed as
k-1
D af AR =WFak. (4.20)
i=0
Finally, by using the definition of F' and R, we have the relation
R(7) = R* = F(z) - F* -3 + 2",
which can be rearranged to
T ="+ F(z) — F* + RF ~ 2F + Wka* 4 RF
— :Ek . (Wk((vk)TVk)—l(Vk)T _ Id)Rk
This approximated equality justifies the computation of the next iterate by
warl —_ $k o MkRk,

with

MP = (WE((VHTVE) IV —14),
which shows that this is indeed a Quasi-Newton update. We refer to [63, 62] for a deeper
analysis of this scheme. In particular, the authors can show that this algorithm converges
with a super-linear rate. Moreover, as long as M* stays non-singular, we have in the final

step M™ = (R')~™1, therefore the method terminates after a finite number of steps. Finally, it
shall be noted that the matrix M**1 is related to M* by a rank-1 update.
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Remark 4.4. In general, the matrix M* is not assembled since we only need the action M RF.
In fact, after determining the solution o* of (4.19), we have

—M*FRF = WkoF 4 RF. (4.21)

This procedure is now transferred to the non-linear case. This can be formally done in the
same manner as in the linear case since the matrices VE WP only depend on the iterates
(F*,R"), i =0,1,...,k. Let Fg,Rg be the finite element basis representations of F¢, Ry,.
We define

E . mk i
ARyg; = Rg — Ry,
VE, = [ARK ARE, ]
St Stk—1r+ > St,01>
k. ok i
AFg; = Fg — Fy;,

Wi = [AF 1, AFf)

Then, we obtain with
MF = (Wgt((vgt)TVg’t)il(Vgt)T —1d), (4.22)

the correction
AChF = —MFRE,. (4.23)

Note that we can compute V&, and W%, only, if we have at least two iterates. That is why
we have to perform a relaxed fixed-point iteration for the first step. In Algorithm 4.3, we
summarize the method. It should be noted that analysis for the non-linear case is rather
difficult. The authors in [63] state that close to the solution the non-linear case behaves
approximately like the linear case and adapts its properties. Moreover, in a lot of numerical
examples we obtain super linear convergence as proven for the linear case.

4.4.2. Newton-Krylov Subspace Method (N-K)

Next, we follow the approach of using Newton-Krylov (N-K) methods (see, e.g., [21, 75]),
where we only need to compute the action of the Jacobian R’St(Ch)(ACh) for a given AC.
These methods rely on a Krylov subspace method for solving the linear system. In our case,
we restrict us to the generalized minimal residual method (GMRES) (see, for instance, [38]),
since Rg, is in general not symmetric and GMRES has been developed for non-symmetric
matrices. In [45, 48], the authors show how to compute the action for the interface equation.
Obviously, since

RE(C)ACY) = F4 (C(ACH) — A = T (07 (") (ACh) — Ac*
the difficult part is to obtain the action

(AuRO,Avh, Aph,Aug) = AU" = (Uh)'(Ch)(ACh).
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Algorithm 4.3: Quasi-Newton Inverse Least-Squares algorithm

Choose initial interface displacement ¢"° € 7", initial relaxation parameter
9 € (0,1] and tolerance Tol > 0;

for k=0,1,...do

Evaluate FSt, RSt,

if |F — (™|l < Tol then

exit loop;
end
if £ =0 then

Computethe update by
Chl _ wOFé)t + (1 _ WO)ChO

else
Compute the correction A¢™* by (4.23);
Compute the interface update by

Chk+1 — Chk + A(hk

end

end

This can be done by recalling that U"(¢"?) fulfills (4.9) and thus

0= L), ¢ Y ACH, B = (B, (U (CH), ¢, ") (AT, B)

dch
(UMM, ¢ g (A, @)
uﬁo + B"(M)(Aug g, ")
M(ugo + B¢ (B AL, ")
FhyLuf + B¢ o p g (Auty, oo, €")
FrYuuf 0T B¢ ot ph g (B A, ¢?,07 1)
Mo ko + B¢ 0" p" g (A", Ap", ¢, €M)

bh
h\/

-~ —+
—~
\_/

i

i

MY(ully + B¢ oM p" g (Aug, LMol €M)
f’%(uf o+ B P g (B AC Ll €

+ (FM) oy (ufo + B¢, 0", p", ") (A0, Aph, Ll €M)
+ (8™ (ul, g™y (Aul, ol).

By collecting equal test functions, we get the following routine:

+ 4+ + + + o+
K‘.I

e e N e e e T

1. For A", we compute the solution Au?o € tho of the linearized mesh motion equation
(Mh);(ugo + BhCh)(AU?,o +B'"A" My =0 Ve Vf}fo,

and set u? = uﬁo + B¢h, Au? = Auﬁo + B"A¢". This can again be seen as a Dirichlet
boundary problem.
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2. Having the mesh motion sensitivity, we can obtain the velocity and pressure sensitivities
(Av" Aph) € thl“z X L? by solving the linearized fluid equation

(Fh)( )(uf7 haph qh)(AvhaAph7¢fh707€h) (fh) (uf7 h7ph qh)(Au?7¢fh’O7€h)
v (¢f,07§h) € Vf,FZ x Lil.

3. Now, we are able to evaluate the linearized residual

(J:h)l(v’p)(ufvvapv q)(Avapa L¢Sv§) (fh) ('LLf,'U D, q )(Auva(z)Sué)v

which acts as a boundary force on the linearized solid equation. Consequently, we want
to find the solid sensitivity Aus € V; by solving

(™) g (A" gL) = = (F)(, p (ult o, 0", g") (A", Ap", Lol €")
- (‘Fh) (ufa hvph qh)(Au?th¢2,£h) N ¢g S V;’h.

Restricting the solid sensitivity Au” to the interface leads to

5e(CM(AC") = F&(¢")(AC") = ACM = 0" Aug — AC™.

The resulting Newton algorithm is given in Algorithm 4.4.

Algorithm 4.4: Newton-Krylov subspace algorithm

Choose initial interface displacement ¢"° € " and initial tolerances Toly, Toly > 0;
fork—1,2,... do
Evaluate FSt, RSt,
if || Rs:(¢")||so < Tol; then
| exit loop;
end
Choose an initial correction A¢:0:
for j=1,2,...do
Compute the action Rf, (¢"F)(A¢7);
if || Ry (C")(ACM) + Ry(¢MF)]l2 < Toly then
| Set ACM = A¢M and exit loop;
end
Use GMRES method to compute the update A¢Mi+1.
end
Compute the Newton update

Chk+1 — Chk + 'YkAChk.

end

48



4.5. Numerical Results

4.5. Numerical Results

In this section, we test each method on the numerical benchmark examples Configuration 3.1
and Configuration 3.3.

To begin with, we want to confirm that the derivation of our interface equation (4.10) is
correct and that its solution is indeed a solution to the monolithic system. To do that, we
solve the interface equation on a hierarchy of uniformly refined meshes and compute certain
quantities of interest which are then compared to the results in [100] that have been obtained
by a monolithic solver. For that, QN-ILS has been applied as partitioned method, but the
other schemes yield the same result. In Configuration 3.1, we compare the drag and lift values
at the interface and the obstacle

Tirag(U™) = / (Jror(ul, 0", p") E T, &) ds,
FIUFCi!‘C

T (U") = / (Jeor(ul, o, p")Fr T, &) ds,
FIUFcirc

as well as the displacement of the beam at the tip A = (0.6,0.2) in z-direction and y-
direction
To(U") = uto(4), Jy(U") = ul,(4).

Note that the drag and lift values are not computed as boundary integrals, but as residuals
with the Babuska-Miller-Trick; see, e.g., [4]. We refer to Section 9.1.3, where this is explained
in more detail. In Table 4.1, the computed values are depicted. In addition to that, we have
extrapolated the last three values and see that they coincide very well with the reference
values from [100, Table 1].

Table 4.1.: Computed values for drag, lift, x-displacement and y-displacement in Configura-
tion 3.1 on uniformly refined meshes. Those values are extrapolated and compared
to the reference values

dofs drag lift z-displacement | y-displacement
1456 15.249 | 0.7783 | 2.791-10~% 5.505 - 10704
5270 14.470 | 0.7892 | 2.371-10~% 7.892-107%
19978 14.340 | 0.7726 | 2.300-107%° 8.115-107%4
77714 14.307 | 0.7669 | 2.279 1070 8.181-107%
306466 14.298 | 0.7653 | 2.272-107% 8.192-107%
1217090 14.296 | 0.7649 | 2.269-107% 8.192 - 1074
extrapolated 14.294 | 0.7648 | 2.268-10~% 8.192-107%
reference val. ([100]) | 14.294 | 0.7648 | 2.268-10"% 8.190 - 10~

We proceed in the same way for Configuration 3.3, for which we compare again the drag value
and the z-displacement at point A = (0.45,0.15,0.15). Table 4.2 confirms that our computed
values fit quite well with the reference values from [100, Table 3].
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Table 4.2.: Computed values for drag and z-displacement in Configuration 3.3 on uniformly
refined meshes. Those values are extrapolated and compared to the reference

values

dofs drag | z-displacement

3028 1.9341 | 5.9123-107%

18750 1.4675 | 5.6212-1079

130546 1.3798 | 5.8496 - 1079

971226 1.3488 | 5.9333-107%

7522315 1.3375 | 5.9604 - 1072

extrapolated 1.3310 | 5.9733-107%°

reference val. ([100]) | 1.33 5.95-107%

Next, we want to compare the performance and numerical effort of the different partitioned
schemes. We do this with Configuration 3.1 on a hierarchy of uniformly refined meshes, where
we use different values for the shear modulus us € {5-10%,5-10%,5 - 103} of the St. Venant
Kirchhoff law. By decreasing this parameter, the beam behaves more elastic, which increases
the coupling between the fluid and the solid. In every case, we start with an initial interface
displacement ¢"° = 0. As a stopping criterion, we demand that

|FS — ("o < 10710

First, in Table 4.3, the number of partitioned steps k for each method is depicted. It can be
observed the that RFP method with constant relaxation needs less steps for larger values of
w®. However, by decreasing the shear modulus, the RFP method diverges if w* is too large,
indicated by “div”’. If w* is chosen dynamically as in (4.15), convergence is maintained, as
well as much less partitioned steps are needed. In Figure 4.2, the computed values of w* are
shown for a mesh with 1456 dofs. The values oscillate between a lower bound and w* ~ 1.

In terms of number of steps, the RFP method is outperformed by the QN-ILS scheme.
Furthermore, the N-K methods needs even less partitioned steps. This is due to the good
quadratic convergence of the Newton method, which is shown in Table 4.4.

However, in order to quantify and thereby compare the computational effort of the different
partitioned methods it does not suffice to look at the number of steps k. One reason is that
the evaluation of FSkt is not comparable for different values of k. To evaluate Fskw one needs to
solve a mesh motion, a fluid, and a solid problem. This is done with the Newton method in
Algorithm 3.1, whose convergence can be dramatically improved, if the algorithm is started
with a good initial value. Note that in case for the mesh motion problem this is irrelevant,
since it is a linear problem. For k = 0, one has to guess an initial value, that might or might
not be close to the actual solution. However, as k increases one can use the solution from the
previous iteration as initial value in the current iteration, which is a more reasonable choice.
This is also observed in practice, with a reduction of Newton steps in Algorithm 3.1 for larger
k.
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Table 4.3.: Number of partitioned steps k in Configuration 3.1 for ps = 5-10%, pus = 5-10%, s =
5-103 (top to bottom). The number in the parenthesis for N-K denotes the overall
GMRES steps on this mesh

dofs N-K | QN-ILS | w* =dyn. | wF =1 | wF=05|wF=025|wk =01 | ¥ =0.05

1456 | 2(5) 5 8 26 21 49 130 266
5270 | 2(5) 5 8 57 19 44 118 240
19978 | 2(5) 5 8 88 19 44 117 238
77714 | 1(3) 5 8 109 18 41 110 225
306466 | 1(3) 5 7 108 16 38 100 205
dofs | N-K | QN-ILS | w* =dyn. | w*F =1 | wF =05 | wF =025 | wF=0.1 | w*=0.05
1456 | 3(8) 7 11 div div 53 143 292
5270 | 2(7) 7 13 div div 68 123 252
19978 | 2(7) 7 13 div div >400 107 218
77714 | 3(8) 6 10 div div div 95 194
306466 | 3(9) 6 11 div div div 86 176
dofs | N-K | QN-ILS | w* =dyn. | w* =1 | w* =05 | w* =025 | w*=0.1 | w* =0.05
1456 | 3(12) 10 27 div div div 167 340
5270 | 2(9) 11 44 div div div div 299
19978 | 3(12) 11 31 div div div div 265
77714 | 2(10) 9 45 div div div div 241
306466 | 2(10) 9 42 div div div div 221

Another reason is that although the N-K method needs the least amount of partitioned
steps, the GMRES steps have to be taken into consideration, too, since each step requires the
evaluation of the sensitivity Fgs;. As explained in Section 4.4, this involves a cycle of linearized
subproblems.

That is why we propose the following way to measure numerical effort: Let P € {M,F,S}
be an index representing mesh motion, fluid and solid. Each subproblem is solved with the
Newton method in Algorithm 3.1. In each Newton step, a linear system has to be solved. We
denote by mp € N the overall Newton steps that have been applied to the respective subprob-
lem during a partitioned method, which is then equivalent to the number of linear systems
that have been solved. Moreover, let Np € N be the degrees of freedom of the respective
subproblem. This number is used to weight the numerical difficulty of the subproblem. Thus,
we obtain as measurement for the effort

cost = Z mp - Np. (4.24)

Pe{M,F,S}

In Figure 4.3, the absolute effort is plotted for the different methods, while in Table 4.5 the
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Figure 4.2.: Values for dynamically computed w* in Configuration 3.1 for different values of
the shear modulus s

effort relative to N-K is depicted. We observe that QN-ILS and N-K are in general the ones
with the lowest effort.

To conclude this chapter, the RFP method with constant relaxation can perform quite well,
but this is problem dependent. With regard to optimal control, different controls ¢ can induce
situations for which certain values w” fail. On the other hand, the RFP scheme with dynamic
relaxation seems to work in different situations but both the QQN-ILS and N-K method are
more stable in the number of partitioned steps k. Since the numerical effort for the QN-ILS
scheme is slightly less than for N-K, QN-ILS becomes our method of choice. In [33], the
author obtains similar results.
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Table 4.4.: Convergence of the absolute error with N-K for s = 5-10%, us = 5-10%, s = 5-103
(top to bottom) in Configuration 3.1

dofs

1456

5270

19978

77714

306466

8.28 .10704

418 -10704

4321079

1.31-1079

2.46 - 10796

1.18-10797

5.02-10798

6.93-1010

6.96 - 1011

2.76 - 10712

2.49 - 10712

9.07-10713

5.83-10714

dofs

1456

5270

19978

77714

306466

6.90 - 10793

1.95-10793

3.05-10704

9.62-1079

3.65-1079

4.76-107%

4.26-10796

1.28 10797

1.32-10798

1.81-1079

5.46 - 10~10

1.24 - 1012

6.01-10"12

3.58 10710

1.77-10710

WIN|=|O

1.98 - 10712

3.59.10713

3.08-10713

dofs

1456

5270

19978

77714

306466

2.58 - 10702

4.87-10793

1.84-10793

5.79 -107%4

2.04-10704

8.71-1070%4

3.07-107%

5.67-10796

5.62 - 10797

6.62- 10798

9.34-10798

7.05-10"1

3.95.10710

5.88 1012

2.99.10" 11

WIN|=|O

1.72 - 10712

8.97-10712
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Figure 4.3.: Comparison of the numerical effort for the different partitioned methods on a
hierarchy of uniformly refined meshes in Configuration 3.1 with shear modulus
values ps € {5-10°,5-10%5- 103} (top to bottom)
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Table 4.5.: Numerical effort in Configuration 3.1 with gy = 5-10%, s = 5- 10, s = 5- 103
(top to bottom) relative to N-K

dofs N-K | QN-ILS | w=dyn. |w=10 | w=05|w=025|w=0.1|w=0.05
1456 | 1.00 0.91 1.21 3.55 2.52 5.58 13.69 27.35
5270 | 1.00 0.75 1.01 6.87 2.06 4.71 12.34 24.60
19978 | 1.00 0.71 1.01 9.80 2.12 4.61 12.02 24.32
77714 | 1.00 1.11 1.57 17.97 3.17 6.87 17.90 36.21
306466 | 1.00 1.10 1.41 18.66 2.85 6.31 16.28 33.00
dofs | N-K | QN-ILS | w=dyn. | w=10 | w=05]w=025|w=0.1|w=0.05
1456 | 1.00 0.91 1.27 div div 4.13 10.69 21.22
5270 | 1.00 0.89 1.46 div div 7.06 10.62 21.34
19978 | 1.00 0.87 1.50 div div 39.43 9.29 18.63
77714 | 1.00 0.61 1.02 div div div 7.32 14.76
306466 | 1.00 0.64 1.00 div div div 6.22 12.56
dofs N-K | QN-ILS | w=dyn. |w=10|w=05|w=025|w=0.1| w=0.05
1456 | 1.00 0.95 2.41 div div div 10.46 22.15
5270 | 1.00 1.30 3.54 div div div div 21.50
19978 | 1.00 0.96 2.59 div div div div 15.75
77714 | 1.00 0.89 2.97 div div div div 16.31
306466 | 1.00 0.88 2.37 div div div div 15.86
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5. Sensitivity Analysis with Partitioned
Methods

This chapter focuses on the formal sensitivity analysis of the discrete optimal control Prob-
lem 3.5 and the application of partitioned methods to the additional equations that occur.

A lot of robust optimization algorithms require the explicit computation of gradient and
Hessian information. By regarding the reduced problem (Problem 3.5), we have already
shown a way to efficiently compute the gradient by only solving an adjoint equation. As we
later see in this chapter, this also holds for the computation of the action of the Hessian, for
which we require to solve two additional equations.

We now present three approaches to acquire the correct sensitivities:

e The gradient and Hessian expressions are derived from the monolithic system. Each
additional equation is solved with monolithic techniques. We will call this approach
monolithic.

e The gradient and Hessian expressions are derived from the monolithic system in which
the additional equations are decoupled and appropriate interface equations are derived.
Each equation can then be solved by a partitioned method with possibly different num-
bers of iterations. That means that the received gradient and hessian are inexact and
their accuracy depends on the number of partitioned iterations. This approach will be
called first-optimize-then-partition (FOTP).

e We suppose that the state equation is solved with a partitioned method with a fixed
number of iterations which results in a perturbed optimization problem. We then de-
rive the exact optimality system of that problem. This automatically leads to certain
partitioned schemes for the additional equations. The perturbed optimization problem
is only an approximation of the unperturbed one, yet one receives the exact gradient
and Hessian information of the first. Therefore, one can rely on robust optimization
algorithms. We refer to this approach as first-partition-then-optimize (FPTO).

First, the monolithic approach is used to demonstrate the Lagrangian formalism for optimal
control problems with variational constraints to derive gradient and Hessian information. It
is applied to the optimal control problem together with the monolithic variational form a”.
Similar derivations can be found in [9, 67, 88]. Note that this acts only as a showcase of the
Lagrangian formalism, computations with the monolithic approach are not performed in this

thesis.
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Next, in the FOTP approach, this formalism is applied to the equivalent optimal control
problem, this time with the partitioned form b"; compare with (4.11). Similar approaches
can be found in [84, 83, 85, 86, 105, 108]. However, this is mostly done in a block-structure
representation in comparison to the variational representation in this thesis. Furthermore,
these works are restricted to the adjoint equation.

The resulting sensitivities are equivalent to the monolithic case, but since those sensitivities
are now expressed with b”, one can derive interface equations for the additional equations
similar to (4.10). On those equations, the partitioned methods of Chapter 4 can be applied
straightforward. Due to the formal equivalence this approach is used to obtain the monolithic
sensitivities. However, as for the state equation, the accuracy depends on how accurately the
interface equations are solved. In particular, the inexactness of the interface equations induces
an inexactness on the gradient and the Hessian. This can have consequences on the robustness
of optimization algorithms, if the inexactness is not kept small. This is also a problem, if we
want to combine this approach with an adaptive procedure, where we try to keep the number
of partitioned iterations small. A modified trust-region method is designed that can tackle
the inexactness properly; see Section 8.3.

In contrast to that, in the FPTO approach we assume that our state equation is always
solved with a fixed partitioned scheme and a fixed number of iterations K. This leads us to
a perturbed optimal control problem. However, if we now derive the the sensitivity equations
based on that perturbed problem, we obtain certain schemes for computing the solutions of
those equations. These schemes are induced by the specific partitioned method originally
used for the state equation. Moreover, they require the same number of iterations K. Thus,
even for small numbers K, the correct sensitivities are obtained. This has the advantage
that we are able utilize robust optimization algorithms for any K in comparison to FOTP.
With regard to adaptive strategies, we can therefore easily control the number of iterations.
Nevertheless, the derivation of the additional equations is quite complicated and has to be
done for each partitioned method one is interested in.

To sum up, while the sensitivities in the FOTP approach are easier to derive, it is less
complicated to incorporate the FPTO approach into adaptive strategies.

The derivations for the three approaches only depend on the abstract forms a” and b". This is
done in order to avoid an overflow of occurring terms since the derivatives are quite complex.
The translation into the FSI framework is taken care of afterwards. There, it will become clear,
that for the additional equations a cycle of subproblems has to be solved. This is analogous
to the state interface function Fg;, where each evaluation requires solving a mesh motion,
a fluid and a solid problem. Thus, even for the sensitivities the main idea of partitioned
methods is maintained, namely using solution methods specifically designed for the respective
subproblems.

Finally, we want to highlight that all the occurring the derivatives throughout this chapter
are derived only formally. Still, tests for the presented numerical examples are successful. We
refer to [117], in which the authors prove analytically the existence of the first order derivatives
in a setting with small deformations. As a final note, for the rest of the chapter we omit the
spatial discretization index h to simplify the notation, but all the derivations take place in
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the discrete setting.

This chapter is outlined as follows: The sensitivity analysis for the monolithic approach is done
in Section 5.1, followed by FOTP in Section 5.2, and FPTO in Section 5.3. Afterwards, in
Section 5.4, the abstract terms are translated into the FSI setting. This chapter is concluded
with Section 5.5, where we confirm the correct derivation of the sensitivities for some numerical
examples in the sense that gradient and Hessian match the values of the differential quotient
up to a certain accuracy.

5.1. Monolithic Approach

We now regard the discrete monolithic optimal control problem

Héiél JWU,q) st. a(Uq)(®)=0 V&eX. (5.1)
q

By Remark 4.1, this is equivalent to our original Problem 3.5. Furthermore, we assume that
there exists a unique solution U(q) € X + Xp,, of

a(U(q),q)(®) =0 V&eX, (5.2)

for any ¢ € Q. We introduce the reduced form of (5.1), i.e.,

min i) = J(U(q),q). (5.3)

In addition to that, we define the Lagrangian £: Q x X x X — R by
L(q,U,Z) = J(U,q) — a(U,q)(Z).

Although the focus of this thesis is on optimal control with partitioned methods, we can use
the standard Lagrangian techniques on the monolithic setting. This acts as a showcase of this
technique which makes it easier to understand once we apply it to the partitioned setting. To
this end, we follow the structure and notation of [9, 88].

Remark 5.1. The gradient and Hessian expressions that are derived for the discrete system
can be easily transferred to the continuous case since optimization and discretization commute

due to (3.17).

5.1.1. Optimality Conditions and First Order Derivatives

As we have already seen, to obtain the adjoint solution Z € X, we need to solve the adjoint
equation
Ly (q.U,Z)(®) =0 VdeX. (5.4)

This translates to determining Z by

ay (U, q)(®,2) = J5(U,q)(®) V@ € X.
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Then, the first derivative can be expressed by

Jg(0)(8q) = Li(q,U, Z)(q) = J4(U,q)(8q) — ay(U,q)(dq, Z).

Once again, the necessary condition for ¢ € @ to be a solution of (5.3) is

7'(@)(6q) =0, YiqeQ. (5.5)

This can be summarized by the following optimality system of first order: (g,U,Z) € Q x
(X + Xr,,) x X fulfill the first order optimality conditions if

U,q)(®) =0 VoeX,
U,q0)(®) —ay(U,q)(2,Z2) =0 Vo eX, (5.6)
L(q,U,Z)(6q) = Jo(U,3)(8q) — ag(U,§) (3¢, Z) =0 ¥ dq € Q.
It shall be noted that for ¢ € @), we only need to compute the solutions U and Z once in order

to evaluate the gradient for any direction dg. In the discrete setting, this allows us to easily
compute a representative of the gradient in the space Q"; see Section 6.1.

5.1.2. Second Order Derivatives

In order to get an expression for the Hessian j”(¢)(dq, 7q) we use again the Lagrangian to
receive
7"(@)(6q,7q) = Lgg(a,U,2)(3q,7q) + Loy (q,U, Z)(8q,7U) + Ly5(q,U, Z)(dq,7Z)
+ LY (q,U, 2)(6U, 7q) + LIy (q, U, Z2)(SU, 7U) + L} 4(q, U, Z)(8U, 7Z)
+ L% (q,U,Z2)(6Z,7q) + L% (q, U, 2)(6Z,7U) + L ,(q, U, Z) (6 Z, T Z)
+ Ly(q, U, Z)(670) + LY (q,U, 2)(672).

q

q

Here, we used the abbreviations

U = U'(q)(dq), U = U'(q)(q), orU = U"(q)(dq,7q),
0Z = Z'(q)(5q), 77 = Z'(q)(1q), 0rZ = Z"(q)(q, 7q).
Since L is linear in Z and the states U and Z fulfill (5.2) and (5.4), respectively, the Hessian
simplifies to
i"(@)0q,mq) = Lyy(a,U,2)(6q,7q) + Lqy(a. U, Z2)(6q,7U) + Ly5(q,U, Z)(0q,72)
+ Lq(a, U, 2)(8U, 7q) + Ly (¢, U, Z)(6U, 7U) + L12(¢, U, Z)(6U, 7Z)

+ L%,(q,U, Z2)(0Z,7q) + Lyy(q,U,Z)(6Z,7U).

One possibility to express the Hessian is to collect all terms containing 72 and define 6U € X
as the solution of the tangent equation for given dq € ) that reads as
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and collecting all the terms containing 7U and define 67 € X as the solution of the dual for
Hessian equation

;/U(q7 U7 Z)(5Q7 (P) + /(/]U(qa U7 Z)(5U7 ®) + %U(qa Ua Z)((sZa (I)) =0 VoelX (58)
Then, we obtain
i"(@)(6q,7q) = L3, (q,U, Z)(6q,7q) + Lug(q, U, Z2)(0U,7q) + L7,(q,U, Z)(6Z,7q).  (5.9)

Lastly, we want to give explicit formulations of the additional equations by using the definition
of the Lagrangian. Recall that due to the definition of the cost functional (2.16), mixed
derivatives of J vanish. For the tangent equation (5.7) we get

agy (U, q)(6U, ®) = —ay (U, q)(6¢,®) V ® € X,
for the dual for Hessian equation (5.8)
CL/[,](U, q)((I)7 5Z) = J[,}U(Ua Q)(6U7 (b) - a/[/]U(Ua Q)((sU’ (b’ Z) - agU(Uv q)(5Q7 (I)v Z) Voe Xv
and for the Hessian expression (5.9)

3"(q)(6q,7q) = J3,(U,q)(8q, 7q) — ag, (U, q)(8q,7q, Z) — ag;, (U, q)(6U, 7q, Z) — ai (U, q)(7q, 6 Z).

Remark 5.2. Similar to gradient we would like to compute a representative of the Hessian in
a basis of Q". However, we would need to compute the tangent and dual for Hessian solutions
0U and §Z for every basis function since they depend on dg, which makes it usually too
costly, if the control space has a large dimension. In [9], an alternative method is presented
to assemble the Hessian which still requires solving n = dim Q" additional PDEs. In general,
this is only feasible for parameter control. Consequently, we only compute the action of the
Hessian on a direction dq and use an iterative solver for optimization algorithms involving the
Hessian; see Section 6.1.

5.2. First-Optimize-then-Partition Approach (FOTP)

In this section, we want to apply the Lagrange formalism of the previous chapter to the same
optimal control problem, but this time reformulated with the partitioned form b. To this end,
we assume that there is similar partitioned form of the cost functional J. Let J : X XZxQ — R
be a functional with the property

J(U,q) = J(U,TrU,q). (5.10)

This assumption is necessary, to divide the cost functional into a portion on the fluid and one
on the solid. For instance, if the cost functional depends on the whole domain displacement
u €V as

) = [ s
Q

we can also write it as

j(Ua Cv q) = / (uf,O + BC)de + / Uzdl‘,

Qf s
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or

j(U,TrU,q):/ (Uf,o—i—Lus)de—i-/ uldz.
Qf

S

This is similar to the relation between the forms a and b (4.11).
Next, we regard the optimal control problem

miél JWU,TrU,q) st. b{UTrU,q)(®)=0 V&cX. (5.11)
qe

Since we have for any ® € X that
a(U,q)(®) = b(U, Tr U, q)(®),

and (5.10), (5.11) is equivalent to (5.1). However, by utilizing the partitioned form b instead
of the monolithic form a, as well as the partitioned functional J instead of .J, we keep track
of the coupling while deriving the sensitivities. This will make the deduction of the interface
equations straightforward.

We assume that for any control ¢ € @ there is a unique solution U = U(q) € X + Xp, of

b(U, Tt U, q)(®) =0 V& € X, (5.12)

which is of course equivalent to (5.2). In the same manner as in the previous section, we
regard the reduced cost functional

min j(g) = J(U(q), TrU(4), 0)- (5.13)

Again, we define the Lagrangian £:Q x X x X — R by

L(q,U,Z) = J(U,TrU,q) — b(U, Tr U, q)(Z).

5.2.1. First Order Derivatives

We can now derive the optimality system as done for the monolithic case, but now with the
decoupled form b which is equivalent but will emphasize the partitioned character afterwards.
We receive

£%(q,U,2)(®) = —b(U, Tr U, q)(P)
v(@,U,2)(®) = Jy(U,TrU,q)(®) +
(T, T T, 9)(®, Z
Li(q,U,2)(6q) = Jy(U, Tr U, q)(5q) —

=0V ® e X,

JL(U, T U, q)(Tr @) (5.14)
) = b (U, TrU,q)(Tr®,Z) =0V @ € X, '

b;(U,TrU,(j)(éq Z) =0V dqgeQ.
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5.2. First-Optimize-then-Partition Approach (FOTP)

Adjoint Equation
We have already addressed how the state interface equation (4.10) is derived. We now want
to do the same for the adjoint equation. By recalling (5.10), the adjoint equation reads as

b,U(UaTrU’Q)((I)vZ) = j[/](UaTrU7Q)((I))

~ 5.15
+ JHU, T U, q)(Tr @) = b (U, Tr U, q)(Tr @, Z) ¥V @ € X. (5:15)

We see that the adjoint state Z is not directly connected to the interface by the operator Tr
as it is the case for the state. However, Tr : X — 7 acts on the test function ® and thus

jé(Ua Tr U7 Q)() - b/C(Ua Tr U7 Q)(a Z) A

can be seen as an element of the dual interface space Z*. Furthermore, with regard to (3.2),
it can be identified as an element of the original space Z. Now, for any A € Z* we define
Z =Z(\U) € X to be the solution of

by (U, Tr U, q)(®, Z) = JH(U, Tr U, q)(®) + (\, Trd)z ¥V & € X. (5.16)
Then, solving (5.15) is equivalent to solving for fixed U € X the adjoint interface equation
Fagi(A\,U) =X in ¥, (5.17)
where Fpgj : Z* x X — I* is defined by
Faqy(A\U) = JLU, T U, q)(-) = b(U, T U, q) (-, Z(\, U)).

Consequently, we can apply any partitioned method to solve (5.17). As we will see in Sec-
tion 5.4.1, (5.16) can be interpreted as a cycle of solving an adjoint solid, adjoint fluid and
adjoint mesh motion equation, depending on the given stress A. The resulting adjoint stress
occurs in the form of Faqj. Therefore, the partitioned character is maintained.

In addition to the fixed-point equation (5.17), we also have the interface residual equation
Ragi(A,U) =0,
with Raqj : 7% X X — I* defined by
Ragi(A\,U) == Faqi(N\,U) — A
The first derivative can then be expressed as

7'(q)(8q) = Jy(U, Tx U, q)(6q) — b,(U, Tx U, q)(q, Z). (5.18)

5.2.2. Second Order Derivatives

Next, we derive an expression for the Hessian. For that we need to solve two additional
equations like in the monolithic case. The necessary derivatives of the Lagrangian expressed
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in terms of the form b are

/qIZ(Q) U Z) (6Q7 TZ
UZ(Q7 U7 Z)(6U7 TZ
/q/U(Q7 U7 Z)((S(L TU
/(/]U((L U7 Z)((SUa TU

b;(U, TrU,q)(dq,7%2),

= by (U, Tr U, q)(6U, 7Z) — b (U, Tr U, q)(Tr 06U, 7Z),
= V(U Tr U, q)(8q,7U, Z) — b3 (U, Tr U, q)(6q, Tr 7U, Z),

= Jou(U, Tr U, q)(0U, 7U) + Jy (U, Tr U, q) (Tr 6U, 7U)

+ j{}C(U, Tr U, q)(0U, Tr7U) + jé'C(U, TrU,q)(TroU, Tr7U)

— Wu(U, T U, q)(6U, TU, Z),

— b (U, Tr U, q)(6U, Tr 7U, Z)

— bIQ/U(Uv Tr U, q)(TroU, tU, Z)

— bgC(U, Tr U, q)(TroU, Tr 17U, Z),
U2(q, Z,U)(6Z,7U) = =by, (U, Tr U, q) (U, 6 Z) — b'C(U,TrU, q)(Tr7U,62),
Lh(q,U,Z2)(8q,7q) = J0y(U, Tr U, q)(8q,7q) — b, (U, Tr U, q) (8¢, 7q, Z),
) =
) =

~— ~— — —

Zq(qu Z)(5Z Tq b;(U7 Tr U7 q)(Tq7 62)7
Uq(Q7U Z)((SZ Tq /(}q(UvTrU)Q)((SUqua Z) - /C/q(U>rI‘rUa Q)(T‘rdeT(b Z)

Tangent Equation

The tangent equation is again obtained by collecting all the terms containing 7Z. It reads
as

by (U, Tr U, q)(0U, @) = —b,(U, Tr U, q)(dq, @) — b (U, Tr U, ¢)(Tr 6U, @) V¥V & € X,

To derive an interface equation, we proceed in the same way as for the state equation: dU on
the left side is coupled with Tr 6U on the right side. Thus, for §¢ € Z we define 6U = dU (8¢, U)
as the solution of

by (U, Tr U, q)(0U, @) = —b,(U, Tr U, q)(6q, ®) — bz (U, Tr U, q)(6¢, @) V¥V @ € X. (5.19)
We obtain the tangent interface equation
TroU(6¢,U) = oC. (5.20)

Once again, we can rewrite this with the help of Fp, : Zx X — Z, Fr,(6¢,U) :== Tr U (8¢, U)
to
Fra(6¢,U) = &C.

In addition to that, with the residual function Ry, : Zx X — Z, R1a(0¢, U) :== Fra(0¢,U) —0C,
this is equivalent to
Rr,(6¢,U) = 0.

Similar to the state and adjoint equation, if we translate (5.19) into the FSI setting, the
solution process is a cycle of solving a tangent mesh motion, a tangent fluid problem, and a
tangent solid problem. This is addressed in Section 5.4.3.
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5.2. First-Optimize-then-Partition Approach (FOTP)

Dual for Hessian Equation

For the dual for Hessian equation, we collect all terms containing 7U and obtain that 62 € X
is the solution of

by (U, Tr U, q)(®,0Z) = Jiy (U, Tr U, q) (8U, @) + J(y (U, Tr U, ) (Tx 6U, @)
+ j(/}g(Ua Tr U, q)(6U, Tr @) + qu(U, Tr U, q)(Tr 6U, Tr @)
— b (U, T U, q)(8U, @, Z)
— W (U, Ty U, q) (U, Tr @, Z)
— bly (U, T U, q)(Tr 6U, @, Z)
— (U, Tr U, q)(Tr 0U, Tr @, Z)
— by (U, Tr U, q) (8, @, Z)
— b (U, T U, q)(6g, Tr @, Z)
— (U, TrU,q) (Tt ®,62) V& € X.
As for the adjoint equation, we identify
T4 (U, Te U, q)(8U, -) + J2-(U, Tr U, ¢)(Tr 8T, -)
— b5 (U, Tx U, q)(8U, -, Z)
— (U, Tx U, q)(Tr 6U, -, Z)
— b;’C(U, Tr U, q)(dq,-, Z)
- b’C(U, T U, q)(-,0Z) € T*

as an object of the dual interface space. Consequently, for every dA € ZT* we define 62 =
0Z (6, U, U, Z) as the solution of

by (U, Tr U, q)(®,0Z) = Jiy (U, Tr U, q) (U, @) + J(y (U, Tr U, ) (Tx 6U, @)
- b,(/JU(Ua Tr Ua Q)((SU’ (I), Z)
— b'C’U(U, TrU,q)(TroU, @, Z) (5.21)
- b:]/U(Ua Tr U? Q)(5Q> q)a Z)
+ (6N, Trd); VYV ® e X.

Thus, we have the dual for Hessian interface equation
Fom (0N, U, 60U, Z) = 5\ in Z%, (5.22)
where Fpsg : 7% x X X X x X — I* is defined by

Fom (06X, U, 86U, Z) = Ji(U, Tr U, q)(6U, ) + J{: (U, Tt U, q)(Tx 6U, )
- b,(}C(U> Tr Ua q)((SU’ K Z) - bgC(Uv Tr U7 q)(TI‘ 5U’ E Z)
- bg((Uv Tr U7 q)((S(L B Z) - b/C(U7 Tr U7 q)(’ 52(6)\7 U7 5U7 Z))

Once more, this can be written as a residual equation by

Rpm(6M\U,0U,Z) =0 in I,

65
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with Rpmg : 7% x X x X x X defined as
Rpai(0N, U, 0U, Z) = Fpmai(dA) — O

The solution procedure for 67 in (5.21) consists of a cycle, too, namely a dual for Hessian
solid, a dual for Hessian fluid, and a dual for Hessian mesh motion problem. The resulting
FSI equations are given in Section 5.4.4.

Hessian Expression

Now, if we assume that the interface equations have been solved, the action of the Hessian on
a direction 7q is evaluated by
7"(a)(6q,7q) = J}, (U, Tr U, q)(3q,7q) — b}, (U, Tr U, q)(3q,7q, Z)
— b’Uq(U, TrU,q)(0U,7q, Z)
— by (U, Tr U, q)(Tr 6U, 7q, Z)
— by (U, Tr U, q)(7q,0%),

(5.23)

which is of course equivalent to the monolithic derivation (5.9).

Since the additional interface equations have the same fixed-point (or root) form as the state
interface equation (4.10), Algorithm 4.1, Algorithm 4.2 and Algorithm 4.3 can be easily ap-
plied. This holds also for the Newton-Krylov subspace method (N-K) in Algorithm 4.4, how-
ever, the sensitivities of the interface functions are needed for that, which is why we go into
more detail.

5.2.3. Newton-Krylov Subspace Method

The interface functions for the additional equations have in common that they are affine
linear in their arguments. Consequently, if we apply N-K and solve the correction equation
exactly, we have convergence in one step. Because of that, it seems at first that this method
is far superior than the others in this case. However, as for the state equation it would be
too costly to assemble the Newton matrix and are therefore restricted to compute only the
action of it and apply GMRES. But, for each action we need to compute again a cycle of
linear subproblems. Thus, the numerical effort depends on the number of steps needed for
the convergence of GMRES which depends on the configuration itself. We now state the
sensitivities of the additional interface functions:

Adjoint equation: We have for given A\, A\ € T*
Fagy(M(AN) = b (U, Tr U, q) (-, AZ),
with AZ = Z'(\)(A)). From (5.16), it follows that AZ fulfills

by (U, TrU, q)(®,AZ) = (AN Trd)r V&€ X. (5.24)
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5.2. First-Optimize-then-Partition Approach (FOTP)

Consequently,
Riyg;(M(AN) = = (U, Tr U, q) (-, AZ) — AX.

Tangent equation: We have for given 6(, AéC € T
Fh,(30)(ASC) = Tr AU,
with AdU = dU'(6¢)(AC). From (5.19), it follows that AU fulfills
by (U, Tr U, q)(A0U, @) = —be (U, Tr U, q) (AJ¢, @) VP € X. (5.25)

Consequently,

R, (60)(ASC) = Tr ASU — ASC.

Dual for Hessian equation: We have for given 0\, Ad\ € T*
Fhs(\(AN) = —H:(U, T U, g)(-, AdZ),
with AdZ = 6Z'(6A)(ASN). From (5.21) it follows that AdZ fulfills
by (U, Tr U, q)(®,A0Z) = (AN, Tr ®);r V ® € X. (5.26)

Consequently,
Rpm (V) (ASN) = —b'C(U, TrU,q)(-,AdZ) — Ad\.

With the above sensitivities, Algorithm 4.4 can be applied to the interface equations (5.17),
(5.20) and (5.22).

5.2.4. Approximations of the Reduced Cost Functional and its Derivatives

So far, we have not taken into account that the interface equations have possibly not been
solved exactly. In practice, however, a partitioned method is applied to them and is aborted
after a certain number of iterations. Consequently, the resulting inexact solutions induce an
inexactness on cost functional, gradient, and Hessian.

We express this situation in the following way: Assume, we have given an initial interface
displacement (Y. Then, the state solution, that is obtained by applying a partitioned scheme
with this initial iterate, is denoted as UX. Here, K € N is the number of partitioned iterations.
Next, for given initial interface dual \°, the approximate adjoint solution is written as ZXF,
with L € N the number of partitioned iterations on (5.17). Note that the adjoint interface

function Faq; depends on the state U. That is why the dependence on K is included in
ZKL,

Analogously, the tangent and dual for Hessian approximations are denoted as UXM and
S§ZKLMN = with M € N tangent and N € N dual for Hessian partitioned steps applied on
(5.20) and (5.22), respectively. We assume that the corresponding initial iterates §¢° and 6\°
are given.
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Remark 5.3. Whenever it is important for a numerical example, it is stated what partitioned
method has been applied for each interface equation and which initial value has been used.

Inserting these approximations into the cost functional and the expressions (5.18) and (5.23)
of the gradient and the Hessian, respectively, leads to inexact evaluations of the functional

ir(q) = JUX, Tr UK ¢), (5.27)

the gradient
(k@) (Bq) = T, (UR, Tr U, q)(3q) — b,(UX, Tr U, q)(5¢, Z%"), (5.28)
and the Hessian

(N xrun(@)(6g,7q) = Jog(UX, Te U, q)(8q, 7q) — by (UX, Tr U™, q) (8¢, ¢, Z"F)
— by (UX, T U, ) (UM 7q, Z5T)
— 0, (UK, Te U, q)(Tr sUKM  7q, ZKT)
— b (UX, TrUX, q)(rq, 625 MN).

(5.29)

5.2.5. Accuracy of the Interface Equations

As for the state interface equations, convergence criteria can be given for the additional
interface equations. To this end, let Tolgs;, Tolaqj, TolT,, Tolps > 0 be positive numbers that
act as the tolerances for the maximum norm, i.e.,

1Fst(¢™) = ¢%loo < Tolgt,
[Fadi (A", UR) = Ao < Tolpg,
| Fra(6¢,UR) = 6¢M oo < Tolra,
| Fomr(SAN, UK sUKM 7KLy _ AN, < Tolpgy.

(5.30)

If the tolerances are chosen small enough, their specific value depends on the configuration, it
can be assumed that the inexact functional, gradient, and Hessian are good enough approxi-
mations, i.e.,

22

j(a) = jk
7'(@)(8q) = (j
3"(@)(6q, 7q) = (j

In that case, standard optimization algorithms can be utilized together with those approx-
imations; see Section 6.1. When numerical examples are presented, the specific values of
Tolgy, Tolagj, TolTa, Tolpgy are stated.

(),
k() (09),

)KLMN( )(dq,Tq).
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5.3. First-Partition-then-Optimize Approach (FPTO)

We now fix a number K € N. This is the number of partitioned iterations we use to solve
the state equation. Moreover, let (° € T be the initial interface displacement, which we also
assume to be fixed. We now want to formulate an optimal control problem that is subject to a
partitioned method that has been iterated K times, for which we exclude the Newton-Krylov
subspace method for the time being. All the other methods have in common that for ¢* € Z,
we obtain the state approximation U¥ € X by solving

bU*, CF ) (@) =0 Ve X.

and they only differ in the way the next iterate ¢*+1 is updated.

The idea is now to include this interface update as a constraint in the optimal control problem.
To this end, we view two examples. At first, let us consider the standard fixed-point method
(F'P). In each step, the update

I VYL

is computed. This can be rewritten with the inner interface product (3.1) as
(M Uk Nz =0 VAeT" (5.31)

Here, A\ € T* acts as a multiplier for the interface constraint. If this term is incorporated
into the Lagrangian formalism, A is determined as the solution of the corresponding adjoint
system.

Next, we regard the update coming from the Quasi-Newton Inverse Least-Squares method
(QN-ILS). As a reminder, the following abbreviations are used:

F'=Tr U, AFF = FF — F*,
R =TrU' - ¢, ARF = RF — R',
Then, by combining (4.21) and (4.23), the update can then be expressed as
k—1
(M =P =N ofAFf - RF Nz =0 VeI (5.32)
i=0
The constraint is not complete, however, since the relation of the vector a* € R* is missing.
The property that o is the solution of (4.18), can be written as

k—1 k—1
(O afARF+ R, ufARY)z =0 VuF eRY, (5.33)
=0 =0

where ;¥ € R* acts as the multiplier of this constraint.
These two examples are now used to construct a general setting with a generic interface form

Ck. It has to depend on the state variable in form of Tr U and the interface variable ¢, but might
also depend on an additional constraint variables as it is the case in (5.32) with o*. We write
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5. Sensitivity Analysis with Partitioned Methods

the latter two as the combined variable ¥¥ = (¢*, 8¥) € T x V¥, where Y* is a generic Hilbert
space, e.g., R¥. Here, we include the dependence of ¥ on k, referring to o € R* in (5.32).
In the case of FP, where there is no additional constraint, the space can be set to Y* = . In
addition to that, we have the corresponding multipliers written as 6 :== (\, u) € Z* x (V*)*.
Next, it has to be kept in mind that the interface update can depend on all the previous
variables (UJ)] —05 (yj)g?zo as it is the case in (5.32) and (5.33). Therefore, we introduce the

collection of state variables as x* := ((Uj);?zo, ('yj)?:O) e Xk = X+ x (TF x H;?:o V7). With
that, we define the interface form
Cr:ITxXFx (T* x (V")) =R
that expresses the interface update as
Cr(¢MLxF)(0F) =0 v oF e " x (VF)".

We give now the specific forms of Ci for the different partitioned methods that have been
discussed in Chapter 4.

e Fixed-point: This has been already done in (5.31). Since there is no additional con-
straint, we set Y* = (). Therefore, v = ¢, 6 = A, with the resulting form

Ck(<k+1, Xk)(ek) :<<k+1 — Tr Uk, )\k>I

e Relazed fived-point (RFP) with constant w¥, k = 0,..., K — 1: This is similar to the
previous case with the slightly different update (4.14). Again, the additional constraint
space is set to V¥ = (). We have v =, 6 = \, and

C(C™ L xM)(0%) =(¢M! = W TrUF — (1 - wM)¢F, M)z

e RFP with dynamic w®, k = 0,...,K — 1: Here, we have an additional relation of
the relaxation parameter w®. While w? is assumed to be fixed, the other values are
determined by (4.15). Therefore, it is Y° = ) and Y* =R, k=1,..., K — 1. Moreover,
we have 7¥ = (¢¥,wk), 6 = (\*, %), and

Ck(Ck+1 )(ek) <<k:+1 k: Tr Uk o (1 _ wk)gk’ >\k>l’

N wk B <<~k _ Ck_1> Ck — Tr Uk: _ Ck_l 4+ Tr Uk—1>1_ L
<Ck _ TrUk _ Ckfl + Tr kal’gk —Tr Uk _ Ckfl + Trkal)I K

for k=1,..., K — 1. The form for k = 0 is given by
Co(¢h,x%)(6°) = (¢! — (1 — wO)¢® — W TrU®), A% 7.

e Quasi-Newton Inverse Least-Squares (QN-ILS). This has already been addressed by
(5.32) and (5.33). It is 7% = (¢¥,aF), 6 = (\F, %), V¥ =R* and
k—1
Ck(Ck+1,Xk)<9k) _ <Ck+1 o Ck’ _ ZafAF\Zk o Rk’7>\k>1
i=0

Z o ARF + RF, Z pFARF 7,
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fork =1,..., K—1. Recall, that the first step of QN-ILS in Algorithm 4.3 is a relaxation
step with fixed w® € (0, 1]. Consequently, Y° = ) and the interface form reads as

Co(¢,x")(0°) = (¢' = (1 = w”)¢° =" TrU), \%)z.

Note that by the above definition, Ci has the properties

(LX) (6, 07) =0, jH+1<E,

. . 5.34
J Uk (CJJrl )(5Uk7 0]) = 07 ] < k. ( )

Moreover, deriving with respect to v**1 gives us
Cryirt (€ X (7M1, 0%) = Cp g (CHFH xM) (0CH, 0F) = (01, 0F) . (5.35)

Now, we are able to express the solution of a partitioned algorithm with K iterations as a
system of equations by

K
(U, F q) (@) =0 v (9F)[, € x*
k=0
K-1
ch CHHL xR OF) =0 v (OME! € H (5.36)
=0

Consequently, our optimal control problem can be formulated as

Problem 5.1 (Discrete partitioned optimal control problem).

manUK K s.t. (5.36).
min J(UX,(Kq) st (530

Under the assumption that for any ¢ € Q there exists a solution U (q), (¥ (q) of (5.36), this
automatically induces the corresponding reduced functional

7% (q) = J(U"(q),¢%(a), 9)- (5.37)

Note that the optimal control problem also depends on the initial interface displacement, ¢°
which is fixed.

Now, let UX be the optimal state of Problem 5.1. Although it is hard to prove in general, if
we assume that the considered partitioned method converges for any g € (), one can expect
that for higher numbers K € N we also obtain a better approximation to the optimal state of
the monolithic optimal control problem.

By defining Z* € X as the adjoint state at step k and collecting all the multipliers in y* :=
(Z k)fzo, (Hk)kK:_ol), we specify the corresponding Lagrangian to be

=

—1
LK (q,x",y") = J(UX,¢¥,q) Zb U7, ¢7,q)(27) = > (¢, <) (9) (5.38)

J

Il
=)
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The idea is now to apply the Lagrangian formalism of Section 5.1 to this particular Lagrangian
to derive expressions for the gradient and the Hessian of j%. That way, we are able to obtain
the correct sensitivity information for any number K € N. This allows us to effectively control
K and may increase it if a better approximation is required; see Chapter 8.

Remark 5.4. In later chapters, we need to distinguish between the continuous and the discrete
solutions. Since the discretization index h has only been omitted for simplification reasons,
we refer to the FPTO functional as

" (q"),

and to the solution variables as
th ’ K ’ ZhK

in later chapters.

5.3.1. First Order Derivatives

To deduce the first order optimality system we derive the Lagrangian w.r.t. the control and
every state and adjoint state, i.e.,

e Derivatives w.r.t. the adjoint variables
(L5, xe (g, ™,y ™) (5y7).
This includes the derivatives w.r.t. Z¥ and 6%

(L5) (g, X" y™)(62%) = —b(U*, 7, q)(62"), 0<k<K,
(L5 (g, x5, y5)(60%) = —Cr(¢FH, xF)(56"), 0<k<K-—1.

e Derivatives w.r.t. to the state variables
(L5 erc (@, x5,y ™) (6x5).
This includes the derivatives w.r.t. U¥ and v*, where we recall (5.34) and obtain
(L) (@, x5,y ) OUT) = Jp(UR, ¢, ) (6U™) = by (U, ¢, q)(5U™, 25,
(L5 (g, x5, y™) (695) = TLUR, ¢, q)(5¢5) = b (U™, ¢5, ) (6K, 25)

. <5<K,)\K71>I7
L5V (g, x", y™) (0U*) = —bi, (U, ¢*, ) (6U*, Z¥) — K_lc;,Ukw“ x7)(6U*, ¢7),
j=k
0<k<K, j
(L) (a,x™, y™)(09%) = =0 (U, ¢*, q) (8%, 2%) — Kzl LX) (895,67,
j=k—
1<kE<K-1. J 1

(5.39)
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e Derivatives w.r.t. the control variable ¢

(L5 (g, %", y™)(5q),

ie.,

K
(LX) (g, x5, y5) (0q) = TH(UX,¢5,q)(8q) = > by (U*, ¢F,q) (g, Z25).
k=0

Adjoint Equation

The adjoint solution yK needs to fulfill
(L5 (q, x5,y ) (0x) =0 v oxK.

Now, to determine the routine for obtaining the adjoint iterates Z* and 6%, we combine all
the terms in (5.39) with the same derivative direction. This first done for the different cases
of k with no specific order. Afterwards, we explain in which order these equations have to be
solved to obtain a consecutive routine.

We start by collecting all the terms containing UK. We compute the solution ZX € X of

by (U™, ¢, q)(@, 2%) = Jy(UR,¢F q)(@) V&€ X. (5.40)
Then, for k = K —1,...,0, by collecting all terms with 6U*, the adjoint solution Z* € X is
computed by

K-1
by (U*, ¢F,q)(@,2%) = = CL (%) (@,67) V@€ X, (5.41)
=k

Next, we collect all terms with 6¢* and obtain the adjoint interface solution A ~! by
M= U, ¢, ) () = 0(UF . ¢F,g)(, 27). (5-42)

For the further interface updates, we need to take care of the composition of v = ((, )
and 6 = (A, ) and regard the derivatives separately. By collecting all terms with 6¢**! k =
K —2,...,0, that are part of the derivatives in (5.39) w.r.t. 7**1, the interface adjoint solution
M\ is obtained by

A= b (UFHY CM ) (-, 2R — Z L o (¢ x) (- 67). (5.43)
j=k+1

For the additional interface adjoint state u*, k = K —1,...,0, we collect all terms with 64
and obtain ;¥ as the solution of

Z L (¢ x) (-, 67) = 0. (5.44)
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Of course, if there is no additional constraint, i.e., Y* = (), this equation does not appear.

To determine the correct order of solving these equations, one needs to look on the dependence
of previous adjoint iterates. Therefore, we start with (5.40) since this equation depends solely
on state variables. This is followed by (5.42). Then, for decreasing k, we solve (5.44), (5.41),
and (5.43). The steps are summarized in Algorithm 5.1.

Algorithm 5.1: FPTO adjoint routine

Compute the adjoint state Z% by (5.40);
fork=K—-1,...,0do
if k=K —1 then

‘ Compute the interface adjoint state A ~! by (5.42);
else

‘ Compute the interface adjoint state A\¥ by (5.43);
end

Compute, if it exists, the additional interface adjoint state u* by (5.44);
Compute the adjoint state Z* by (5.41);
end

In comparison to the first-optimize-then-partition approach, the equations (5.40) and (5.41) for
determining the adjoint state Z* have the same left-hand side as (5.16). The only difference is
that for FPTO the left-hand sides depend on the corresponding state iterates U* and ¢*. On
the one hand, this does not alter the basic structure, i.e., (5.40) and (5.41) represent an adjoint
cycle of subproblems; see Section 5.4.1. On the other hand, the resulting system matrices still
depend on U* and ¢*. Consequently, we do not only have to save all the previous iterates, but
we also need to reassemble the matrices at each iteration k in comparison to FOTP, where
only the final iterate U is inserted into the adjoint equation. Another difference is that terms
of the cost functional J vanish as a right-hand side in (5.41), since J only depends on the last
iterate UK. Finally, while for FOTP the adjoint interface update can be expressed in terms
of Faqj or Raqj, it depends here on the specific form of C;. We refer to Section 5.3.3, where
two examples are used to demonstrate this process.

Evaluation of the Gradient

For the gradient we receive

K

() (@)(6a) = (L5 (q.x",¥™) (6q) = T, (UK, ¢, q)(6q) = Y v, (U*, ¢F, q)(5q, Z).
k=0

Note that the gradient expression does not depend on the specific interface update. Further-
more, for an evaluation we need all state and adjoint iterates.

Remark 5.5. Let U, Z be the state and adjoint variable of the monolithic system. We can
expect for increasing K that UX becomes a better approximation of U. However, it cannot
be assumed that the last adjoint iterate Z° is an approximation of Z. In fact, numerical
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5.3. First-Partition-then-Optimize Approach (FPTO)

experiments show that for increasing K, Z° tends to zero and ||Z¥||, k¥ = K,...,0 is a
decreasing sequence. If, for instance, the control acts as right-hand side, then the gradient
can be transformed into

K
(1) (@) (69) = Ty (U, ¢, ) (5q) — by (U, ¢X . q) <5q, > Z’“)
k=0
and the decrease makes sense, since the sum could become infinite otherwise. This justifies

to take
K
-y
k=0

as an approximation of Z. In Chapter 7, this becomes important, since an appropriate
approximation of the adjoint state is needed for the evaluation of a posteriori error estimators.

5.3.2. Second Order Derivatives

Next, we want to derive the sensitivities of second order. Again we use the Lagrange formalism
to obtain the corresponding tangent and dual for Hessian equations. However, since both cases
alone require complicated derivatives, we regard each on its own.

Second Order Derivatives for the Tangent Equation

We proceed with the derivatives that are needed for the tangent equation.
e Derivatives w.r.t. the control and adjoint variables
(L5 ) gy (0, x5, y™) (8, 7y ™).
This includes the derivatives w.r.t. (g, Z¥)

(L£5)s (a0, x™, y™) (8q, 72%) = =0, (U*, ¢*, ) (69, 72%), 0 <k < K. (5.45)

e Derivatives w.r.t. the state and adjoint variable
(EK)leK (Qa XK7 yK)(5XK7 TyK)

This includes the derivatives w.r.t. (U, Z%), (U?,60%), (v*, Z%), and (4%, 6%)

([’K)/ékzk (Q7XK7yK (6Uk7 TZk
(L5 g0, x5,y (0T, 76"
(EK) kzk(q7 K7 K)(éck TZk

)

(LY e (g, x5 y7) (6, 76"

~by (U*, ¢*,q)(0U*, 72%), 0<k <K,
—Cp, i (CFFLXM)(U*, 70%), 0<i<k<K -1,
—b,(U*,¢*, q)(6¢*,72%),  1<k<K,

—Cp (G xR (89, 708), 1<i<k+1<K.

(5.46)

~— ~— ~— —
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Tangent Equation

The tangent solution 6x% needs to fulfill

(ﬁK)” < (g, X", y™) (6q, 7y " )+£KXK w (@, x5,y XK ryf)y =0 ¥yl

We proceed in the same way as for the adjoint equation, in the sense that we combine terms
n (5.45) and (5.46) with the same directional derivatives. We start by collecting all terms
with 72°. Then 6U° € X is the solution of

by (U°, %, q)(8U°, @) = —b,(U°,¢%, q)(6q,®) V & € X. (5.47)

Next, by collecting all terms with 72%, we compute the tangent state 6U* € X fork =1,..., K
as the solution of

by (U, ¢*, q)(6U*, @) = —b(U*, ¢*,q)(0q, @) — b (U*, ¢%,q)(3¢%, @) V@ eX.  (548)

For the tangent interface state, we regard again the composition §v = (¢, 03). Then, interface
update 5¢¥*! for k =0,..., K — 1 is determined by (terms with 7A)

’;7Ck+1(<k+1 )(5Ck+1 T)\k chw Ck+1,Xk)(5’Yj,(T)\k,0))
(5.49)
ch s (LY GUI (7AF,0)) v TAR € T

The additional tangent interface update 65% k= 0,..., K — 1, is determined by (terms with
k
")

ZCW (¢ x) (697, (0, 74d%) +ZCW (¢ xR (U7, (0,7p%)) =0 v ke (VF)".

(5.50)
The solution order of the equations can be identified by checking the dependence on previous
tangent iterates. The corresponding steps are summarized in Algorithm 5.2.

The computation of the tangent state is similar to the FOTP approach. As in the adjoint case,
the left-hand sides in (5.47) and (5.48) only differ in the iterates U* and ¢* in comparison to

(5.19). The same holds for the right-hand sides. The coupling is again given by the tangent
interface displacement §C¥, its update, however, depends on the specific form of C; in (5.49).

Second Order Derivatives for the Dual for Hessian Equation

Next, the derivatives needed for the dual for Hessian equation are considered.

e Derivatives w.r.t. to the control and state variables

/[/(7qu (q7 XK7 yK)(dqa TXK)'
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5.3. First-Partition-then-Optimize Approach (FPTO)

Algorithm 5.2: FPTO tangent routine

Compute the tangent state sU? by (5.47);
Compute, if it exists, the additional interface tangent state §3° by (5.50);
Compute the interface tangent state 5¢! by (5.49);
for k=1,...,K do
Compute the tangent state SU* by (5.48);
if Kk < K then
Compute, if it exists, the additional interface tangent state 65* by (5.50);
Compute the interface tangent state §¢*+1 by (5.49);
end
end

This includes the derivatives w.r.t. (¢, U*) and (¢, ")

- gU(Uk7<k7Q)(5Q>TUkaZk), 0<k<K
~bgc(U*, ¢F ) (g, 7CH, 2%), 1<k<K

(EK)ZUI@ (Q7 XKa yK) (6Q7 TUk)

(L£5)y w(a,x™, y™) (8, 7¢C")

(5.51)

e Second order derivatives w.r.t. to the state variables
(‘CK)ZKXK (q7 XK7 yK)((sXKv TXK)'
This includes the derivatives w.r.t. (U?, U*) and (v%, U¥)

(‘CK),[;KUK (q7 XK7 yK)<6UK7 TUK) = j[/J/'U(UK7 CKa q)(éUK7 TUK)
— b (U",¢%,q)(6U", TUT, Z%),
(L) ey (q, %", yF)(0¢K, 7U ) = Ty (UK, ¢F, ) (65, 7U )
= by (U", ¢, q)(0¢", 70", 25)
¢U ) ) ) ) )
(‘CK)// (Q7 XKa yK)(5Ukv TUk) = _b/[/]U(Uk’ Cka Q) (5Ukv TUk’ Zk)

UkUk
- Z ;:UkUk (CJ+17 X])((;Uk7 TUkﬂ 0])7
j=k
0<k<K-1,
K-1
(EK)/(/]zUk ((L XK7 yK)(éU’Lv TUk) = - Z ;'/,UiUk (<J+17 XJ)((;Ula 7-(]167 QJ))
j=k

0<i<K-1,0<k<K-1,i#k, (552
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78

(L) g (g, %5, y") (67F, 7UF) = —b¢ <U’“,c’“,q><5c’“mU’“,Z’“),
Zc;’w (7, %) (6%, 7U*, 67),

1§k§K—L

=

L5V (g, x5, y ™) (6, 7U*) = =

(]

C! i (CTH1 X)) (89, TU*, 67),

= .
Il
AT

i<K-1,0<k<K,i#k, (5.53)

and the derivatives w.r.t. (y¢,~*) and (U?,~v%)

(L5 ke ere (@, %" y™) (¢, 7¢7) = T (UR, ¢FL ) (6¢K, 7¢5)
= bl (U, 5, ) (0¢", 7R, 25)
(L5 (g, x5y ™) (07F, 7o) = =], (U’“ ¢*,q)(6¢k, 7¢*, Z")

S it 00

j=k—1
1 <k<K-1,

(L) (g, X",y ) (677, 7%) Z Cl i ((Hx) (677, 7%, 07),
j=k—1

1<i<K-1,1<k<K-—1,i#k,
(L) reere (@, x5,y ™) OUR, 7¢F) = T (U, ¢F, q) (UK, 7¢F)
- b/(}C(UKa CKa Q)((SUK? TCKa ZK)7
(‘CK)I[/]k»yk (qv XK7 yK)((SUk7 T’Yk) = _b// (Uk Ck )(6Uk7 T<k7 Zk)

(5.54)

— Z Cll i (CFF1 X)) (SUF, 79, 67),
j=k—1
1<k<K-1,
(L5 i (@, X",y ™) (0U, 79) §:<$Uz (%) (0U", 7o, 67),
j=k—1

1<i<K-1,1<k<K-1,i#k

e Derivatives w.r.t. to the adjoint and state variables

([’K);KXK <q7 XK7 yK)(éyKv TXK)'
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This includes the derivatives w.r.t. (Z*,U*), (6°,U*), (Z*,+*), and (6?,+*)

—by (U, C*, q)(rU*,62F), 0<k <K,
—C (LX) (U, 6607), 0<k<i<K -1,
—b (U, ¢ q)(r¢*,62%), 1<k <K,

—C, k(¢ X)(794,66"), 0<k—1<i<K.
(5.55)

(’CK)ZkUk (¢,x 7yK)(5Zk7TUk)
(L) (0, %", y™) (667, 7U™)
(L5) i (0, x5,y ) (6 2%, 79%)
(L5 o (@, %", y™) (56, 79")

Dual for Hessian Equation

The dual for hessian solution dy* needs to fulfill

(EK);foK (q7 XK, yK)((SyKa TXK)‘*‘(EK)ZKXK (q7 XK7 yK)((SXKy TXK)
+(‘CK)// (Q7 XKv yK)((SQa TXK) = 0 V TXK.

gxK

Likewise to the previous equations, terms with the same directional derivatives in (5.51),
(5.52), (5.53), (5.54), and (5.55) are put together. We start by collecting all terms containing
TUX. Then, we obtain the dual for Hessian state Z% as the solution of
by (U, 5, q)(®@,02%) = Ty (UR, ) (0U, @) — by (U, ¢F, q) (U, @, Z%)
ZU(UK,CK,(])((SQ,(I)’ZK) VoeX.

Afterwards, for k = K — 1...0, by collecting all terms with 7U*, we compute the dual for
Hessian state 6Z* as the solution of

by (U, ¢F,q)(@,62%) = —bf;(U”, ¢F, ) (5U*, @, Z%) — by (U*, ¢F, q) (5¢F, @, ZF)
/ k ~k k
(U ,¢",q)(0q, @, Z7)

- Z ClL (¢, %) (2, 607)

K—1K—-1 (5.57)
- Z C;'/,»yiUk (C]+17 X])(5727 (I)a 9]>

i=1 j=k

K-1K-1 . . ' '
- Cl i (T, x7)(8U, @, 67) ¥V @ € X.

Next, by collecting all terms with 7¢* we obtain the interface dual for Hessian solution A% 1
by
ONETE = TG (U ¢, (6U™ ) + JE (U, 7 q)(a¢7 )
— b (U*,¢*,q)(-,02") — bE (U, ¢ ) (o™, 27) (5.58)
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For the remaining interface variables, we distinguish again between the derivatives in direction
7¢*¥ and 78* that belong to 79*. To obtain the interface dual for Hessian solution 6\*, k =
K —2,...,0, we compute (terms with 7¢¥ that are shifted in the index &k by 1)

S\F — bé(Uk-i-l’ CRHL g)(-, 828+ — b/C/C(UkH’ CRHL ) (8¢hHL, . ZkH)
_ b/[/]((Uk-‘rl’ CHHL Q) (SURT, ., ZFH)
_ bZC(UkH’ kL g)(dq, -, 2
K-1
- Z C§,¢k+1(Ci“,Xi)(-759i)

i=k+1 (5.59)
K-1 K—1

- Z Z C//'y 4k+1 )(57 ) 76])

i=1 j=k+1
K-1 K-1

=D ) i (LX) (U, -, 67).

i=1 j=k+1

Finally, for the additional interface dual for Hessian state 6u*, k = K —1,...,0, we collect all
terms with 7% and obtain

0
~

Z CZ+1 i ( 591) = — C// zlgk(€]+17X])(5’yl779J)

@
I

—
.
Il

S

(5.60)

T
T

B ]tUzﬂk(<j+17XJ)(5Ul’a9])

-
Il
—
<.
Il
=

Algorithm 5.3: FPTO dual for Hessian routine

Compute the dual for Hessian state §Z% by (5.56);
for k=K —-1,...,0do
if k=K —1 then

‘ Compute the interface dual for Hessian state SAX~1 by (5.58);
else

| Compute the interface dual for Hessian state dAF by (5.59);
end

Compute, if it exists, the additional interface dual for Hessian state §u* by (5.60);
Compute the dual for Hessian state §Z* by (5.57);
end

There are some changes in comparison to the FOTP approach. First, as for the adjoint
equation, the left-hand sides in (5.56) and (5.57) are the same as in (5.21), with the exception
of the dependence on the iterates U* and ¢*. Again, in the right-hand side of (5.57) the
derivatives of the cost functional J vanish. Likewise, the dual for Hessian interface update
in (5.59) depends on the specific form C;. Note that we do not only need the previous state
iterates, but also the previous adjoint and tangent ones.
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Second Order Derivatives for Hessian Expression

Finally, the derivatives are regarded that are tied to the Hessian expression.

e Second order derivatives w.r.t. the control variable

1

K,qq(q7 XK7 yK>(5q7 Tq)a

ie.,

(L5 (0, x5, y™)(6q,7q) = T (U, X, q) (8¢, 7q) — Zb (U*, ¢*,q)(5q,7q, Z").

e Derivatives w.r.t. the state and control variables
(EK);:KQ(Qa XK7 yK)(TQ7 5XK>
This includes the derivatives w.r.t. (U*,q) and (v*, q)
(L) kg (g, % ,y’f>(6U’“, 7q) = =b{,,(U*,¢*, q)(0U%,7¢, Z%),  0<k <K,
Uq
L8 (0, %5, y*)(8¢F, mq) = =0, (U*, ¢*, q)(6¢F, 74, 27), 1<k<K.
Cq

e Derivatives w.r.t. the adjoint and control variables

(EK);K(]((L XKa yK) (6yKa 7'(]) .
This includes the derivatives w.r.t. (Z¥, q)

(L5)Gr (0, %", y") (02", 7q) = b (U*, (¥, q)(7q,62%), 0 <k < K.

Evaluation of the Hessian

The Hessian is expressed by

(75)9q(0) (6, 7q) =(L™)gy(q, X", y™) (3¢, 7q)
LRV (0,5, YV G 70) + (Ve (06, ¥ 0y ma),

which is
(%) (@) (8q,7q) =T (UX,¢*, q)(6q, 7q,)
K
=3 [ (U ¢F ) (0U* 7, 25 4 81, (UF, ¢ ) (6¢H g, 20)]
k=0

K
= V(U ¢ q)(rq,02").
k=0

As for the gradient, the hessian expression does not explicitly depend on the interface update
terms, but on all the previous iterates.
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5.3.3. Specific Interface Updates

We now want to see, what the interface updates for adjoint, tangent and dual for Hessian look

like for a specific form of C;. We restrict this to FP and RFP with constant relaxation w*.

For RFP with dynamical relaxation and QN-ILS, we refer to Appendix B, since the involved
terms become quite complicated.

Fixed-Point Method

For this case, we have the interface variable v = ( € Z and the adjoint interface variable
0 = X\ € I* with the interface form

Ck(Ck+17 Xk)(ek) = <Ck+1 —Tr Ukv Ak>I
The derivatives of this form are computed as

. , ‘ 5C,NF =k,
Cl i (%) (8,07) = {é e

else,

and
k .
y 1 N —(Tr®,\%) 7 j =k,
j,Uk(CJ 7X])(q)79]) - {O

else.

Consequently, the adjoint interface update (5.43) reads as
Ak — —b/g(UkHaCkHaQ)('a 726 in 7,
and thus the adjoint state Z* is computed by (5.41) as
b (U, CF q)(@,2F) = (Tr &, M) 7 V@ e X.
Analogously, we receive the tangent interface update (5.49) for 6¢**! by
oCkt = Tr 6U”.
Finally, for the dual for Hessian interface update (5.59) we receive

SN = — b'C(Uk+1,Ck+1,q)(.,5Zk+1) _ bgg(UkH,CkHv(J)((SCkH, L 7R
_ b’[’]g(Uk+1’ Ck+17 q)(éUkJrl, . Zk+1)
— by (UM, ¢ g)(oq, -, Z¥T1)  in T

and for the dual for Hessian state update 6Z*

by (U, ¢*,q)(@,62%) = —bf;(U*, ¢F,q) (5U*, @, Z%) — by (U*, ¢F, q) (6¢F, @, ZF)
- gU(UkaCkaq)((s%q)?Zk)
+H(Trd, 007 Ve X,
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RFP with Constant Relaxation

Once more, we have the interface variable v = ( € Z and the adjoint interface variable
6 = X\ € 7'. In addition to that, we have relaxation parameters w* € R, k=0,...,K — 1,
which we assume to be constant. This results in the interface form

Ci(CFH xF) (0F) = (P — WP Te UF — (1 — WM ¢F, A7

The form’s derivatives are

(6¢,\F) ¢ j=kK,
C;",yk+l(cj+la Xj)((sf)/? 9]) = _(1 - wk+1)<6C7 )‘k+1>I ] = k; + 17
0 else,

and
. , , —wWk(Tr &, \F =k
Cé-m(@“,xw(cb,ef)—{o“’ & X0z 5=k,

else.

Then, the adjoint interface update (5.43) is

A — —b/g(Uk+17Ck+1aQ)('a ZHHN) (1 = WF AL g T
and the adjoint state update(5.41) is computed by

b (U*, ¢Fq) (@, 2F) = M (Tr @, M) 7 V& e X.
Next, the tangent interface update (5.49) reads as
S = WP T U 4 (1 — wh)sck.
For the dual for Hessian interface update (5.59) we have
SAF — _ b’C(UkH, R ) (-, 6781y — b/C/C(UkH’ R ) (5K, 2R

_ b/(/JC(Uk+1?Ck+1’q)(5Uk+17 ., 7k

_ b/q,g(UkHaCkHM)((Sq, L 7R (1 — wR AR i 7
and for the dual for Hessian state (5.57)

by (U*, 6%, q)(®,62%) = =iy, (U, ¢, q) (6T, ®, ZF) — by, (U*, ¢F, q)(o¢F, @, ZF)

- :]/U(Uk7€k7Q)(5Q7(I)7Zk)
+WH(Tr®d, 00" Ve X,

5.3.4. Newton-Krylov Subspace Method

So far we have excluded the N-K method from the FPTO approach. The reason is that this
partitioned algorithm cannot be expressed as the system (5.36). In fact, at each step the the
interface update is computed by

Ck:Jrl — Ck + A<k7
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where AC* € T is determined by
Tr AU* — Ak = — Te U* + ¢F,
with AU* := AU(AC*) € X the solution of
by (U, ¢*, ) (0U*, @) = —b(U*, ¢, q)(5¢C", @) ¥V @ € X.

Thus, the interface update does not purely depend on values on the interface but requires
solving an additional linearized equation. Nevertheless, one can assemble a similar system as

(5.36). The state variables (UF)K_ (AUF) I (¢R)K 0,(A§k)K ! fulfill

K
D Uk Fg)@F) =0 v (@F), € X,

K-1 K-1
by (U*, 6%, ) (AUF, AD%) + > (U, ¢F, g)(ACK, Ad%) =0 v (AdF) ) e XK,
k=0 k=0
K-1
<Ck+1 o Ck Ack >\k>I =0 Vv ()\k)k 5 e (I*)Kfl
k=0
K-1
(Tr AUY — ACP + Tr UF — ¢F ANz =0 vV (AN e (9K
k=0

Once again, this can be incorporated into an appropriate Lagrangian analogous to (5.38).
The main drawback is now that in this Lagrangian, derivatives of first order appear. As a
consequence, the gradient expression depends on second order terms, whereas the Hessian ex-
pression even requires terms of third order. That is why this approach is in general impractical
for implementation and is further not considered.

5.4. Sensitivities for the FSI System

The concepts in the previous sections were presented with a dependence on the abstract form
b without specifying how this can be translated into the FSI framework. For the monolithic
system in terms of the form a, this has been done in [99]. In this section, we use the explicit
definition of b to display the occurring derivatives in terms of mesh motion, fluid and solid.
In particular, we show what subproblems have to be solved in the adjoint, tangent and dual
for Hessian cycle, to confirm that the partitioned character is indeed maintained. Note that
we do most of this in the style of the equations formulated in the FOTP approach. However,
since almost the same derivatives are involved in the FPTO approach, one can easily transfer
it to that case. In addition to that, we comment on the major differences between the two
approaches.

To begin with, the adjoint variable Z € X is written as the following tuple of variables

Z = (sz7 Z’U,Ov Zpa Zus)'
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Analogously, we can write the tangent state 6U € X as
OU = (dug, dv, dp, dus),
and the dual for Hessian state §Z € X as
0Z = (8zu;g, 0200, 02p, 024, ).

Note that in the case of adjoint and dual for Hessian, trial function and test function change
their role in comparison to state and tangent. We will see that the respective subproblems
are coupled via Dirichlet and Neumann data but the other way around.

Finally, with regard to (5.10) we assume that the cost functional is decoupled into a fluid part
and and a solid part, i.e.,

JI(U7 Tr U) = Jf(uf,(] + Lu57v7p) + Js(us)7
or, by the definition of the operator L,

J1(U,¢) = Ji(ugo + BE, v, p) + Js(us),

5.4.1. Adjoint Cycle

We start by collecting the derivatives that are involved in the adjoint cycle (5.16) and use the
definition of b (4.8) to receive

by (U, ¢ a)(®, Z) = M, (ugo + BO)(Y), zu)
+ Fo(ug o + B¢, p, q) (¥, 20,0, 2p)
+ Flop (o + BCv,p,0) (1,0, €, 20,05 2p)
+ Fo(uto + B, v, p, ) (), L2, 2p)
+ Flop) (uto + BCv,p,0) (1,0, &, L2, s 2p)
+ S (us, 4) (05 2u,)
= M, (ug) (¥, 24,)
+ Fu(ur, 00, 9) (s 200 + Lo, 2p)
+ Flop) (s v:0,0) (61,0, &, 200 + Lzug, 2p)
+ S, (us, ¢) (¢s; Zu,)
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be (U, O)(0, Z) = M, (ur o + BC) (B, z,)
+ Fu(ugo + BE,v,p, q)(BY, 20,0 + Lzu,, 2p)
= M. (ur) (B0, zy,)
+ ;(uf,v,p,q)(BH,zv,zp),
Tu(U,¢,q)(®) = T, (ugo + BE,v,p)(4)
+ Jf (o (U0 + BCv,p) (01,0, ) + 1 (us) (¢s)
= Jpu(ut, v,p)(¥)
+ Jh (o) (Ut 0,0) (1,0, €) + T o, (us) (95),
JHU. . a)(8) = T} (uro + BG, v, p)(B)
= J},U(Uf, v,p)(BY).

Here, we set uf = us o + BC.

Now, for given X\ € Z* we want to compute the adjoint solution Z(\,U) = (zy,, 2v,0, Zp, Zu,) Of
one adjoint cycle

by (U, ¢, q) (@, Z(NU)) = ey (U, Cq) (@) + (N, Trd)r V& e X. (5.61)

Here, € € {0,1} displays the different possibilities for the right-hand side. It is e = 1 for the
FOTP cycle in (5.16), but € = 0 for the linearized cycle in (5.24) and the FPTO cycle in
(5.41). Moreover, to stay in a general setting, (5.61) depends on the state U but has to be
replaced by the appropriate iterate as in (5.41). Furthermore, the right-hand side in (5.41)
can be identified as an object A € Z*. Thus, this case is covered by (5.61).

Next, we note that A, acting as a mapping on Tr ®, is actually, by the definition of Tr, a
mapping on the solid test function ¢, since

<)\, Tr (I)>I = <)\, tr ¢S>I‘
Consequently, the adjoint cycle (5.61) can be written in the following steps:

1. We start with collecting all terms containing ¢s. Then z,, € V; is the solution of the
adjoint solid equation

S&(“Sa q)(Ps; 2us) = GJg,u(US)(QZ’S) +—=(N\tros)z Vs € Vi (5.62)

This can be seen as Neumann boundary problem, since A acts only on the trace of ¢s.

2. Next, we collect all terms containing (¢x,0,&). This allows us to compute the solution
(20,0, 2p) € Vi, x Ly of the adjoint fluid problem

‘/—-.(lvyp) (ufa v,p, Q)(¢f,0a 57 Z’U,O""Lzus? Zp) = 6‘]}7(1;4)) (ufv Uap)(¢f,07 f) v (gbf,Oa g) € ‘/f,FI XLf-
(5.63)
This can be seen as a Dirichlet boundary problem because z, ¢ is directly coupled with

Lzy,. We set z, = 2,0 + Lz,
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3. Finally, we collect all terms containing 1) and are able to compute the solution z,, € V;
of the adjoint mesh motion equation

M (ue) (¥, 2up) = €y, (us, v, p) ()

' (5.64)
- J:U(Uf,?},p, Q)(¢7zv,zp) Ve V.

Then, we can evaluate the adjoint interface function Faq; by

Fagi(N,U) = EJ}'7U(Uf,’U,p)(B.) — M., (ug) (B, zu;)
— Foug, v,p,q)(B+, 20, 2p)-

In comparison to the state cycle, we now have a Neumann-Dirichlet cycle. Moreover, the order
of subproblems is reversed, i.e., instead of mesh motion, fluid, solid we receive the sequence
solid, fluid, mesh motion. The reason is that in the adjoint equation, trial function and test
function have switched places.

Remark 5.6. The state subproblems (4.4), (4.5) and (4.6) are solved with Algorithm 3.1. In
each step a linearized equation has to be solved. The resulting left-hand sides are thereby
the same as the ones that correspond to the left-hand sides in (5.64), (5.63) and (5.62),
respectively, but transposed due to the change in trial function and test function. Thus, the
adjoint system matrices have the same structure as their state counterpart. Consequently,
efficient solver for the state system can be easily applied to the adjoint system.

5.4.2. Gradient Expression

At first, we have a look at the derivatives of b and .J with respect to the control variable ¢,
i.e.,

b:](U? <7 q)(6Qa Z) = ]:(;(ufvvvpv Q)(6Qa ZU7 Zp) + SZI(uSv q)((SQa Zus)a
Jo(U,¢,9)(d9) = alq,09)q,

where we used the special form (2.16) of the cost functional in the last equation. Hence, the
gradient can be expressed as

7'(@)(6q) = alq, 6q)q — Fy(us, v,p,q)(0q, 2v, zp) — Sy(us, q) (8¢, 24, ),

in the case of FOTP, or as

K
(%) (@)(6a) = alg, 6a)q — S [Fa(uf, 0", 0", 0)(8q, 25, 28) + Sy 0) (60, 28]
k=0

in the case of FPTO.
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5.4.3

. Tangent Cycle

The tangent cycle in terms of the form b reads as

Then,

by (U, €, a)(6U(6€), @) = —eby (U, ¢, q)(5q, @) — 0 (U, ¢, q)(6¢, @) ¥V & € X. (5.65)
the respective derivatives in terms of mesh motion, fluid and solid are
by (U, €, q)(6U, @) = M, (ugo + BC)(dur,0,1))
+ Fo(uro + B¢, p, q) (duro, dro + Lps, €)
+ Flop (Ut 0 + BEC,v,p,q)(0v,0p, dro + Lps, §)
+ 8 (us, q) (dus, ¢s)
be(U, ¢, ) (0¢, @) = My, (ugo + BE(BIC, )
+ Fo(uro + B¢ v, p, q)(BIC, ¢ro + Los, §)
bg(U, ¢, ) (8, ®) = Fy(uro + BE,v,p,q)(6¢, éro + Los, €)
+ 8, (us, q)(6q, ps)

Again, the parameter € € {0,1} takes the different right-hand sides into consideration. It is

e=1
cycle

Next,
cycle:

1.
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for the FOTP cycle (5.19) and the FPTO cycle (5.48), while it is e = 0 for the linearized
(5.25).

for given ¢ € Z we can compute the tangent solution U € X by the following tangent

We collect the terms containing the test function 1 to find the solution dusg € Vi of
the tangent mesh motion equation

M;(Uf)(5Uf70 + B(SC,Q/)) =0 Vy¢e ‘/f7(). (5.66)
This can be seen as Dirichlet coupling. We set dus = dug o + BoC.

. Afterwards, we collect the terms with the test functions (¢¢0,§) to find the solution

(0v,6p) € Vir, x L¢ of the tangent fluid equation

‘F(/v,p) (Uf, v, P, q) (607 5p7 ¢f,07 5) = —Ef;(Uf, v, P, q)(5Q7 </7f,07 é)

- f;(Uf,'U,p, q)<5uf7¢f,07£) v <¢f,07§) € ‘/f,FI X Lf-
(5.67)

. We can evaluate the tangent fluid residual

9(ps) = — eFy(ug,v,p,q)(0q, Los, €)
- ]:;(Uf,v,p, q)(5Uf,L¢S,§) (568)
- ‘F(/v,p) (Uf, v, p, q) (507 6p7 L¢S7 5)7

which can again be seen as a Neumann boundary term, similar to the fluid residual in
the state cycle. Next, we collect the terms containing ¢s to find solution dugs € V; of
tangent solid equation

S;(“Sa q)(0us, ¢s) = _ES;(u& q)(0q, ¢s) + g(¢s) Vs € ussp.
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The evaluation of the tangent interface function Fr, is
Fra(0¢) = trdus.

The structure of the tangent cycle is equivalent to the state cycle, i.e., it is of type Dirichlet-
Neumann and maintains the order of the subproblems. Moreover, with the same argument as
in Remark 5.6, the system matrices in (5.66), (5.67) and (5.68) maintain the structure of the
corresponding state matrices.

5.4.4. Dual for Hessian Cycle

The dual for Hessian cycle (5.21) reads as

by (U, ¢, q)(®,0Z (X, U, 60U, Z)) = e1J{ yy (U, Q) (8U, @) + e1J{ (U, () (3¢, @)
— ey (U, ¢, q)(0U, @, Z)
— e2b{y (U, ¢, 9) (8¢, @, Z)
— e2biy (U, ¢, q)(0g, @, Z)
+ (6N Trd); Ve X,

with the respective derivatives

,(/]U(Ua <7 q)((SUv (I>7 Z) = ]:;/;u(Uf, v, P, Q)(duf,ﬂa ¢7 v Zp)
+ fg(v,p) (Uf, v, D, Q) (5Uf70, ¢f,07 & Zv, Zp)
+ ‘F(/;,p)u(uf’ U? p7 (:Z) (6U’ 5p7 ,QD) Z’U’ Zp)
+ f(/{u,p)(v,p) (Uf, v,p, Q)((SUa 5p7 ¢f,07 5) 2y, Zp)
+ Sgu(u& Q)((Sum ¢Sa zus)v
/C/U(Uv C? Q)<5C7 q)a Z) = ]:z/L/u(uﬁ v, p, Q)(B5<7 1/}7 2, Zp)
+ f’i{(v,p) (Uf, v, p, Q) (B5C7 ¢f,07 57 2y, Zp)7
v (U.C,q)(0q, @, Z) = +Fy, (us,v,p,q)(86q,1, 20, zp)
+ fg(up) (Uf, v,p, q)((S(L d)f,Dv ‘Sa 2y Zp)
+ S(/],u (US, Q) (5(], ¢Sy Zus)a
b/U(U7 <7 Q)((I)a 6Z) = M;(Uf)(d), 5ZUf)
+ ‘F{L(uﬁ v,p, q)(¢a 62117 Zp)
+ *F(/”U,p) (uf7 v, P, Q)(¢f,07 ga 621)7 Zp)
+ S;(’U,S, q)(¢b7 5Zus)7
jl,}U(Ua 5Ca Q)((;U’ (I)) = Jguu(’LLf, v, p)((suf,()a ¢) + Jf/:u(y7p) (Uf, va)((;uf,Oa ¢f,07 5)
+ Jf{,/(”u,p)u(uf’ v, p) (6U7 5p7 ¢) + Jf/,/(v,p)(%p) (Uf, v,p)(5v, 5177 ¢f,0) 5)
+ Js//uu(us)((suSJ ¢S)7
jé/U(Uv Ca Q) (5U7 (I)) = Jguu(ufv v,p)(B(iC, ¢) + Jf/’/u(%p) (Uf, v,p)(B5C, ¢f,07 g)
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5. Sensitivity Analysis with Partitioned Methods

This time, two parameters €1, €2 € {0, 1} are needed to cover all cases. They are (e1,€2) = (1,1)
for the FOTP cycle (5.21), (e1,€e2) = (0, 1) for the FPTO cycle (5.57), and (€1, €2) = (0,0) for
the linearized cycle (5.26). Then, for given 6\ € Z* we compute the dual for Hessian state
d0Z(6A) € X of (5.21) by the following dual for Hessian cycle:

1. We start by collecting the terms containing the test function ¢s and compute the solution

0zy, € Vs of the dual for Hessian solid equation

S;(Us, Q)(¢Sa 5Zus) = €1 Jzuu(us)(éu& Qbs) - €2SZu(u5a Q)((Susa ®s, Zus)
— 28, (us, ) (00, b5, 20.) + (9N, bz ¥ 65 € Vi

This can be seen as a boundary problem of Neumann type.

(5.69)

2. Next, we collect all terms containing the test functions (¢ o, £) and compute the solution
(024,0,02p) € Ve, % L¢ of the dual for Hessian fluid equation

Flop) (Ut 0,0,0) (61,0, €5 020,0 + Lozy,, 02p) =
€195 u(w.p) (Ut V5 D) (9ut, B0, €)
+ €195 (4 p) (o) (Ut 0, D) (30, 0D, D10, €)
— €2 F ) (Ut 0 @) (Fug, P10, ;s 205 2p) (5.70)
- 62“-’:(/:J,p)(v,zo)(uf’ v, 0, q) (00, 0p, 1.0, €, 20, 2p)
— €2F gy (U1, 0,0, 0) (80, D10, &, 20, 2p)
V (¢r,0,€) € Viry X Ly.

This can be seen as a Dirichlet coupling, since dz, is coupled with Ldz,,.

3. Finally, we collect all terms with the test function ¢ and compute the solution dz,; € Vi
of the dual for Hessian mesh motion equation

M;(“f)(w: 6ZUf> - Eljll,uu<uf7 U7p)(6uf7 77/}) + 61J;7(U’p)u(Uf7 ’U,p)(é’l), 6p7 w)

- 62‘7:.1/1/u(uf7 v, P, Q)(5Uf> ), 20, zp)
- 62-F£;7p)u(Uf,U,p, Q)(éva(spﬂ/f, Zvazp) (571)

— e F, (ug, v, p, @) (5,1, 20, 2p)
- ‘F’l/L(uf’ v, p, Q)(i/% 521)7 6Zp) \ ’Qb S Vf70.

Now, we are able to evaluate the dual for Hessian interface function Fpsy by
Fom(0A) = e1Jf ,, (ur, v,p)Oug, B) + a1}, ., (ur, v, p) (00, 0p, B-)
- 62]:511(1“7 v, P, Q)(5Uf7 B, zy, Zp)
o 62‘7-(/21,p)u(uf’ v,p, q)(6v,6p, B+, 2y, Zp)
- EQ‘F(;/u(ufa v, P, Q)(éq) B'a 2 Zp)
— M. (ug) (B, 824, ) — Fo(ug,v,p,q)(B-, 02y, 02p).

Again, as in Remark 5.6, the resulting matrices of (5.71), (5.70) and (5.69) have the same
structure as their corresponding counterpart of the state equation.
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5.4. Sensitivities for the FSI System

5.4.5. Hessian Expression

The relevant derivatives for the Hessian expression (5.23) are

by (U, ¢, ) (09, 7q, Z) = Foq(ug, v, 0, ) (3¢, T, 20, 2p)
+ Syq(us, 0)(00, 74, 2u,),
/ﬁq(U, ¢,q)(0U,7q,2) = .F,/u/q(Uf,’U,p, q)(0us 0, Tq, 2y, 2p)
—i—f(’;’p)q(uf,v,p, q)(6v,p, 74, 2y, 2p)
+ Suy(us, ) (Ous, 7q, 2u,),
0q(U, ¢, q)(Tr U, 7q, Z) = Fyy(ug, v, p, q)(Ldus, 7q, 2o, 2p),
by (U, ¢,q)(1q,02) = Fy(ug,v,p,q)(7¢, 620, 02p)
+ Sy(us, 4)(7q, 0zu,),
Tya(U,¢,9)(8¢,7q) = (69, 7)q-

Therefore, the Hessian expression reads as
7"(9)(6q,7q) = (39, Tq)q
]:” (ufa v,p,q )(6(]’ T4, zZy, Zp)
- Scllq(um )(5(]7 Tq, Zus)
- fqu,lq(ufa v, P, Q)(5Uf7 T4, 2y, Zp)
- F(,;7p)q(uf7 v, P, Q)(5v7 6p7 Tq, 2y, Zp)
- SH (USa Q)(5US7 74, Zus)
- ]: (ufa v,p, Q) (Tq7 5Z’U7 5’217)
- S (usv )(Tg, 62115)7
in the case of FOTP, or

(") (q)(6q,7q) = a(éqmq)
Z |:~F// uf? 7p Q)(&LT%ZU’ 5)

+ Spylu §>Q)(5Q;TCI7 Z,)

+ Fly(uf, 0", pF, q)(5uf77q,zm 2)

f(’up) (uf, 0%, p*, @) (60", 0p", 74, 25, 2 5)
+ Sty (ul, q)(0ul, 7q, 25
+ F(uf, 0%, p¥, q)(mq, 025, 62F)
+8(u, ) (1,02},

in the case of FPTO.
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5.5. Numerical Results

To conclude this chapter, we want to confirm the correct derivation for the gradient and the
Hessian expressions, respectively. We do this for the FOTP approach, for which the interface
equations are solved up to a high accuracy, and for the FPTO approach with a fixed value
K. The respective expressions are then compared to the difference quotients. In particular,
we obtain with standard Taylor expansion:

j(q + €dq) —J(Q—G5Q) o 2 c
9=|" 7@ 00)| ~ € () +

‘] q+€5q 2]6(2)+](q Edq)—j,/(Q)(5q,5Q)‘NC€2 ////( )_|_€£27

where r € (¢ — €dq, q + €dq) is an intermediate value and C,c > 0 are constants that depend
on the problem, but not on e. The error representations ej(e),ea(€e) consist of two parts:
The approximation error, that decreases with quadratic order and the truncation error that
increases for € — 0. In a lot of cases, if the error is plotted against a decreasing sequence of
€ — 0, one can first observe quadratic convergence due to the approximation term until at a
certain value €, the truncation error begins to dominate.

We regard Configuration 3.1. As a control, we chose a distributed right-hand side that acts on
the solid as a forcing term in y- direction. In particular, we have Q = L?(€)) as a control space
with its discretization Q" = Vs , i.e., continuous and piecewise linear elements. Moreover,
the corresponding solid form reads as

S(us, q)(¢s) = (FsXs, Vs)a, — (quv Ps)0

We consider two cost functionals to reflect different situations: The L2-norm of the solid

displacement
108 a
Jsotia(U, q) = THUSH%Q(QS) + 5”‘1”2}7

and the L?-norm of the fluid velocity

1 a
Jwia(U, q) = §||U||L2(Qf) + §||Q\|gg-

Both functionals are equipped with a regularization term, where we choose o = 10~ in both
cases. Moreover, the L?-norm of the solid displacement is weighted with 10% to avoid bad
scaling, since the squared solid displacement is quite small in comparison to other quantities.

The gradient and Hessian checks are performed with the constant function ¢ = 10 in constant
direction 6g = 10°. This is done on a mesh with 1456 dofs. For the FOTP approach the
interface equations are solved very accurately. In particular, for Jg,;q we choose the tolerances
n (5.30) as

Tolg, = 1072, Tolpg; = 10, Toly, = 10~ Tolpgy = 107%,
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and for Jquiq as

Tolg, = 1072, Tolpg; = 107, Tolr, = 1073, Tolpm = 10717,

The tolerances have been chosen such that a partitioned method cannot much further reduce
the error. In Figure 5.1, e1(e) and ex(e) are depicted. The expected behavior of the error
can be observed. The corresponding interface equations have been solved with QN-ILS. The
average number of partitioned steps in each equation is approximately 6. It shall be noted,
that if the termination criteria for adjoint, tangent and dual for Hessian equation are loosened
by one or two powers of ten, it has significant consequences on ej(€) and ez(e). This is also
observed for standard optimization algorithms in the sense that the convergence behavior

WOTISsens.
100 100"‘ T T
1073 1073
5 5
2 1076 5 1076 :
[} [}
107? 1079 | 8
10_12 | | | | 10—12 | | | |
10 1072 107* 10°% 1078 10710 10 1072 107* 10°% 1078 10710
€ €
(a) Jsolia (b) Jauia

Figure 5.1.: Error between difference quotient, and gradient and Hessian for the FOTP ap-
proach

Now, the same tests are performed for the FPTO approach, i.e., for the perturbed functional
GK (¢). In this case, we do not have to worry about the stopping criteria, since we have a fixed
number of partitioned steps for each equation. Here, we choose K = 3 and restrict us to the
QN-ILS scheme as partitioned method. Therefore, we have effectively halved the number of
steps in comparison to FOTP. Moreover, we set (¥ = 0 as initial interface displacement. The
resulting graphs for e;(€) and es(€) are plotted in Figure 5.2. Again, we see that the error is
reduced up to a certain threshold value and is then dominated by truncation.
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10°

1073

1076

error

1079 1079 | :
—12 | | | | 10—12 | | | |
109 1072 107%* 1076 1078 10710 109 1072 107* 1076 1078 10710
€ €
(a) Jsolia (b) Jauia

Figure 5.2.: Error between difference quotient, and gradient and Hessian for the FPTO ap-
proach
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6. Algorithmic Aspects in Optimal Control

In this chapter we will state the optimization routines for solving the discrete optimal control
problem that rely on the evaluation of gradient and Hessian information.

6.1. Optimization Loops

The optimization routines that will be presented in this section have been designed for uncon-
strained optimization problems. Since we converted the considered optimal control problem
in its reduced form and hence treat the constraint implicitly, these routines can be applied in
a straightforward manner in the sense that we only need the reduced gradient and Hessian.
We do this with the notation of the reduced discrete monolithic functional j"(¢"), but the
concepts also work in the case of FPTO, where we can easily exchange j*(¢") with j5 (g"K),
since we derived the correct sensitivities. Note that if jh(qh) and its derivatives are approxi-
mated by the FOTP approach, the optimization algorithms might fail, if the approximation in
the sense of Section 5.2.5 is not accurate enough. This is also a topic of section Section 8.3.

Newton type methods for optimization are based on finding a root of the gradient, i.e.,
G"'(d")(rd") =0 V¢ e Q"
To this end, we compute for ¢" € Q" the direction §¢" € Q" of the Newton equation

G (@) (6" ") = =" (") (rd") V1" € Q" (6.1)

and set the new control to be
q" = q" +oq". (62)

Using (6.2) might only lead to locally converging algorithms. Instead we use the well-known
line search method. It follows the idea of finding the largest step size in direction d¢” such
that we have a reduction of the cost functional. In fact, we seek the solution of the minimizing
problem

min j"(¢" + togh).

t€(0,1]
Obviously, solving this problem exactly is in most cases not trivial and too costly. Thus,
it is usually simplified. A possibility for that is the Armijo rule, where we chose constants
B,7 € (0,1] and apply a decreasing sequence of step sizes t, € (1, 8%, 82,...), until

3" + tudq") < 5"(q") + (") (¢") (8¢™).
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Common choices are 8 = 0.5 and v = 0.01. For more details, we refer to [94].

We now want to transfer (6.1) into a typical finite-dimensional setting. Since Q" is a Hilbert
space and the gradient and Hessian are linear functionals on Q", we can express them as
elements of the space Q". In particular, the representatives Vj"(¢") € Q" and V2j"(¢") €
(Q") are determined by

= (" (@)(rd") vV rd" e Q"
= (""" (6q" ") ¥ 6", 7q" € Q"

(Vi"(q"),7d")
(V2i"(¢")(54"), 7¢")
Now, let (quh)?i:%l Q" be a basis of Q. Then, the gradient basis representation g € R4m Q" s
given by
dim Q"
vi'd") = D e
i=0

Moreover, we define H € R4m Q"xdimQ" guch that

dim Q" [dim Q"

V2" 6d = > | D Hijda | 7q),
=0\ j=0

where §q € R4™ Q" i the representation of 6¢". In addition to that, we have the mass matrix
M € RdimQ"xdim Qh, defined by

(M);; = (r¢",7¢})o-

Thus, we have the relations

Me = (") (@)rad) "
MHdq = ((jh)”(qh)(éqh,Tq?))(.ﬁmQh

=0

Remark 6.1. Note, that (-,-)g is a inner product. Hence, the mass matrix M is symmetric
positive definite and is indeed invertible. The form of M depends on the specific discrete
space Q". For instance, it is the identity matrix if we have parameter control or the usual
finite element mass matrix in the case of distributed control.

Hence, equation (6.1) can be written as the linear system
MHiq = —Mg, (6.3)
or equivalently

Hiq = —g. (6.4)
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6.1.1. LBFGS Method

Quasi-Newton methods avoid assembling the matrix H but replace it by an approximation
H, that only requires gradient information. Then, instead of (6.3), one solves

MH,éq = —Mg. (6.5)

One of the most important Quasi-Newton method is the so called Broyden-Fletcher-Goldfarb-
Shanno (BFGS) procedure; see, e.g., [53] for an overview in the finite dimensional setting.
Starting with an initial symmetric and positive definite matrix Hy, it is updated in each opti-
mization step via a rank-2 update that guarantees that that the next iterate is still symmetric
and positive definite. Otherwise, the solution of (6.5) would not be well defined.

In the context of optimal control, the BFGS method is first defined in the infinite dimensional
setting of the continuous control space (). Therefore, one has to be careful in applying this
method to the discrete control space Q". In particular, the appropriate inner product and
norm has to be incorporated. In [73], it is shown that a correct discretization results in
the same convergence rate for both the infinite dimensional and discretized method. This
generates an independence of the convergence w.r.t. dim Q". Moreover, we have at least a
linear convergence rate that can even be extended to a superlinear rate. For that, the authors
in [73, 67] demand that the initial BFGS matrix fulfills Ho = Jg, (q).

The discretized BFGS method is given in Algorithm 6.1, cf. [73, 67].

Algorithm 6.1: BFGS algorithm for optimization

Choose initial control qg, initial symmetric positive definite BFGS matrix
Hy € RdimQthimQh, and tolerance Tol > 0;

Set ¢ = 1;

while g/ Mg; > Tol do

Solve for the direction dq; of

MH;éq = —MJdq.

Set q;4+1 = q; + 0q;
Set d; = qi+1 —q; and y; = gi11 — &;
Compute the update

MH,; 1 = MH, +

Set i =1+ 1;

end

Instead of using a solution method for the linear system (6.5), one can directly compute the
inverse of H;. One can show by using the Sherman-Morrison- Woodbury formula that the
inverse B; 11 = (MH;,1)~! can be obtained via the update

(d; — BMy;)d] +d;(d; - BMy;)” ((d; — B;My;)"My;) d;d}

B = B; -
B My:)7d; (My,)Td;)2
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6. Algorithmic Aspects in Optimal Control

Consequently, to obtain dq one only needs to compute the matrix vector product
0q = —B; 1 Mg;1.

If the control space Q" is the discretization of a distributed control, dim Q" can become quite
after the mesh is refined a couple of times. For the mass matrix M, this is not a problem
since it is usually sparse. However, this is in general not the case for H; and B;, which might
result in a huge memory demand. A way to overcome this is not to actually assemble them,
but to compute their action on a vector with a recursive formula for which we only need
to evaluate scalar products on the control space. This methodology is widely known as the
Limited Memory BFGS (LBFGS), which is used in the following sections. For an overview,
we refer to [53] and to [54, 80] for further details.

6.1.2. Newton Method

In comparison to LBFGS, the Newton method for optimization problems requires solving (6.3)
with the actual matrix H. This method has been successfully applied to a vast amount of
optimal control problems; see for instance [67, 112]. With regard to Remark 5.2, assembling
of H is in general too expensive. However, the way we derived the Hessian expressions in
Chapter 5, only the action Hiq is available for which we still need to solve two additional
equations. In particular, we can view the action V2j"(¢")(0¢") as an object of Q" and are
able compute the vector h € R4m™ Q" that fulfills for q",5q¢" € Q"

dim Q"
V2" (6¢") = Y hirgl
=0

Hence, the action translates to
Héq = h.

This is enables the use of iterative solution techniques for (6.3). If H is symmetric and
positive definite, the conjugate gradient (cg) method is well suited for this. With regard to
the trust-region method in Section 8.3, we consider the Stethaug conjugate gradient method
[109].

Of course, H is in general not positive definite. However, if we have the usual Tikhonov
regularization term as in (2.16) and « is large enough, this term dominates in the Hessian
expression. Algorithm 6.2 depicts the steps of the Newton method.

The two additional PDEs that have to be solved for every action of the Hessian might seem far
more expensive in comparison to the LBFGS procedure. However, under certain assumptions
one has local quadratic convergence, as shown in, e.g., [72], which can make the Newton
method worthwhile in terms of computational cost. We see this in the numerical results of
Section 6.2.
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Algorithm 6.2: Newton algorithm for optimization

Choose initial control qg and tolerances Toly, Tol; > 0;

fori=0,1,... do

Compute the gradient g;;

if g?Mgi < Toly then

| exit loop;

end

Choose initial direction dq; o;

for j=0,1,... do

Compute the action h; = Héq; ;;

if (h; +g;)"M(h; + g;) < Tol; then
Set 6q; = 4,3
exit loop;

end

Use cg-step to obtain update dq; j41;

end
Set g1 = q; + 0q;;
end

6.2. Numerical Results

To conclude this chapter, we want to apply the LBFGS and Newton method to a numerical
example where we compare the methods’ convergence and the numerical effort. Moreover, we
apply both methods to the FPTO approach, where we test different partitioned methods and
look at the accuracy of the cost functional for different values of K.

(_—

o——

Figure 6.1.: The fluid velocity in z-direction in its uncontrolled state (top) and in its optimal
state (bottom). The domain displacement is scaled with a factor of 50

To measure the numerical effort, we follow the idea of Section 4.5: For each subproblem
we multiply the respective degrees of freedom with the number of overall Newton steps of
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Algorithm 3.1. This includes the Newton systems of the state, adjoint, tangent and dual
for Hessian equations. Let again Np, P € {M,F,S} be the degrees of freedom for the mesh
motion, fluid and solid subproblem. Moreover, let mp g be the number of Newton steps in
Algorithm 3.1 that have been needed to solve equation E € {St, Adj, Ta, DfH} (standing for
state, adjoint, tangent and dual for Hessian) of subproblem P. Naturally, mpr, = mppm = 0,
if we use the LBFGS method. Then, an approximation of the computational effort is given

by
cost = Z Zmp,ENp. (6.6)
E k

Now, we consider Configuration 3.1. As a control space we choose a distributed right-hand
side in y-direction, i.e., @ = L?(€s) and the solid variational form reads as

S(us, q)(¢s) = (FSESaVUS)Qs - (q€y7¢s)Qsa

where €, is the unit vector in y-direction. Continuous and piecwise linear finite element
. . . h,1
functions are chosen for the discrete control space, i.e., Q" = V.
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Figure 6.2.: The optimal control on {(z,y) € Qs | 0.25 < x < 0.6,y = 0.21} (the top of the
beam)

Let D = {x € Qg|z > 0.45} be the domain representing the area near the tip of the beam in
Configuration 3.1. We want to steer the y-component of this area into a given position. The
corresponding cost functional is given by

108 N a
J(U,q) = 7”“5734 — 10 3”%2([)) + 5”‘1”5

with oo = 1075, Here, we scaled the cost functional in order to balance the contribution from
the state solution and the control. In Figure 6.1, the fluid velocity in z-direction is depicted
under domain deformation on a mesh with 306466 dofs. We can see that the front of the
beam has indeed been steered into the desired position. The corresponding optimal control ¢
is depicted in Figure 6.2.

In Table 6.1, on a hierarchy of uniformly refined meshes, we denote the number of optimization
steps needed for the LBFGS and Newton method to reach an absolute error ||(")/[|gn < 1077,
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6.2. Numerical Results

as well as the numerical effort. The interface equations have been solved with QN-ILS with
the tolerances

Tolg, = 1072, Tolpg; = 107, Tolp, = 10~ Tolpgy = 1072,

On each mesh, the optimization loop starts with the interpolated optimal control from the
previous mesh. For the Newton method, this leads to a significant reduction of optimization
steps on finer meshes.

Table 6.1.: Numerical effort for distributed control in 2g. The numbers in the brackets denotes
the number of cg-iterations in each Newton step

LBFGS Newton
dofs steps cost steps cost
1456 18 | 5.38-10% | 3(8) | 3.30-10%

5270 21 | 2.42-10°7 | 2(5) | 9.02-10%
19978 9 | 4.17-1097 | 2(3) | 2.48-10°7
77714 | 22 | 3.34-10% | 1(4) | 9.19-10°7
306466 | 8 | 5.14-10% | 1(2) | 2.60-10%

If we compare the numerical effort between both algorithms, it can be seen that Newton
is more efficient then LBFGS. Moreover, for this numerical example, the reduction of the
gradient’s norm is faster under Newton as shown in Figure 6.3. Consequently, the usage of
derivatives of second order can indeed result in a substantial reduction of numerical effort,
despite the higher numerical cost in each Newton step. Nevertheless, it is remarkable that
LBFGS performs quite well as it only needs gradient information.

102 —

57 —+— Newton |]

1077 4 ——LBFGS |-

g 107
= 107
= g 1
= 1070} E
> g :
— 10Ty
108} |
1079: | | | | | | | | | ]

0 2 4 6 8 10 12 14 16 18 20

optimization steps

Figure 6.3.: Gradient descent for distributed control on a mesh with 1456 dofs: LBFGS vs.
Newton

Finally, both methods are applied within the FPTO setting. This is done on a mesh with
1465 dofs. As partitioned method, RFP with constant w® = 0.5, RFP with dynamic w* and
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6. Algorithmic Aspects in Optimal Control

QN-ILS are used. It should be noted that, independent of the value K and the partitioned
method, the number of LBFGS and Newton steps, respectively, in the optimization loop is
relatively stable, i.e., about the same values as in Table 6.1 are obtained. Next, we want to
analyze how good the optimal FPTO solution approximates the optimal FOTP solution. For
that, the approximation error

is evaluated for each K and partitioned method.

The results are collected in Figure 6.4. First, we see that the error reduces with increasing
K. On the other hand, the good convergence properties of RFP with dynamic relaxation and
QN-ILS that have been shown in Section 4.5 occur in the FPTO approach as well. Although
the error’s behavior is unstable for larger K, the error is always below the error with constant

relaxation.
107° ‘ ‘ e
; —— RFP, w* = 0.5 ]
1076 | —+— RFP, w* = dynamic E
g QN-ILS ]
-7 L -
g 10
5 - |
108 3 £
B i ]
1079 g *
—10 L ! ! ! ! ]
10 0 2 4 6 8 10

Figure 6.4.: Error of the cost functional in the FPTO approach for different partitioned meth-
ods
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The main goal of this chapter is the derivation of a posteriori error estimators for the optimal
control problem. To this end, we measure the error of the cost functional due to the spatial
discretization and the partitioned method. The presented estimators are based on the so
called Dual-Weighted Residual method (DWR) that has been introduced in [10] for a non-
optimization setting and has been further developed for optimal control in [11]. These DWR
techniques have already been applied to numerous types of partial differential equations, in
particular for elasticity problems [96], reactive flows [16], and incompressible flows [13], as
well as to a large number of optimal control problems; see, e.g., in [7, 9, 11, 87]. As the name
suggests, the error estimator depends on dual information that comes in form of the adjoint
solution of the optimal control problem. Hence, if the optimal control problem is solved by
adjoint-based methods, this information is automatically available and almost no additional
computational costs are necessary.

At first, let us consider the optimal solutions of the continuous problem (Problem 2.8)
(¢,U) € Q x X, the discrete monolithic problem (Problem 3.5) (¢",U") € Q" x X" and
an approximation (¢"¥, UM) € Q" x X" (obtained, e.g., from the discrete partitioned prob-
lem (Problem 5.1)). Then, we can separate the overall error in its components coming from
spatial discretization and partitioned approximation by

JU,q) — JUM MY = U, q) — TU™, ")+ T(UM, ¢") — J(UME, 5.

=errh =errK

Let us recall that &" and U” represent the same object, but with a different point of view
on the components; see Remark 4.1. If we are able to estimate both components err” and
err™ . we can develop strategies to equilibrate both error sources. In particular, this means we
can control the number of iterations that are needed to push the iteration error err® below
err”. Moreover, the DWR estimator for the spatial discretization error can be combined with
localization techniques that allow us to adaptively refine the underlying mesh. This results in
a reduction of degrees of freedom and therefore in an overall reduction of the computational

cost.

In case of fluid-structure interaction, the DWR method has been applied to the simulation of
stationary fluid-structure interaction settings in [37, 49, 59, 100, 119, 121]. For the unsteady
case, DWR techniques have been used to control the error in space and time in [40, 43].
Moreover, a general representation of an arbitrary approximation error has been derived in
[89] for an optimal control problem constrained to an linear elliptic PDE and in [97] with
a nonlinear PDE constraint. In this chapter, we combine all those ideas to accomplish the
above mentioned error separation.
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7. A Posteriori Error Estimation

In addition to the estimators for err” and err”, we also look at estimators for the approx-

imation error of the cost functional with a fixed control. That means, for ¢" € Q" we are
interested in measuring

et} = J(U" ") = IO, ¢") = 1(U") = 1 (UM,
Furthermore, we derive a method to measure the error of the gradient, i.e., of

errf](L = |’(]h>/(Q) - (jh),KL(Q)”Qh'

In Section 8.3, a modified trust-region method is introduced that is based on measuring the
error in the functional and the gradient with a fixed control. The above estimators help to
accomplish this.

7.1. Spatial Discretization Error

We begin by deriving an representation of the spatial discretization error. To this end, we
will cite the main steps from the proofs of [11, Section 2|. The crucial points are that the
continuous and discrete optimal solutions are stationary points of their respective Lagrangians
and that Q" x X" x X" c Q x X x X.

Theorem 7.1 (Spatial discretization error). Let (q,U,2Z) € Q x X x X and (¢",U", 2") ¢
Q" x XM x X" be stationary points of the continuous and discrete Lagrangian, respectively,
1.€.,

L'(q,U,2)(5q,®,¥) =0 V (3g,®,¥) € Q x X" x X", (7.1)
(L") (¢" Ut Z2") (54", @", ") = 0V (3", @", ") € Q" x A x X" (7.2)
Then, the spatial discretization error can be represented by

1
JU,q) - JU", ") = i(ﬁh)’(qh,uh,zh)(q —ilq,U — iU, 2 —i"2)

1

+ 5 (ahps(p. ) + albps(" 2)) + R, (7.3)

where (i"q,i"U,i"Z) € Q" x X" x X" are the interpolations of the continuous solutions and
R" is a remainder term of cubic order in the error (¢ — ¢, U —U", Z — Z").

Proof. U and U" are solutions of their particular monolithic systems. Consequently, by the
definition of the Lagrangians (2.19) and (3.15), we have

J(Z/{, Q) - J(uh7 qh) = ‘C(q?ua Z) - Eh(th/[ha Zh)
= ﬁ(q7u7 Z) - E(qh7uh72h) + afPS(ph7zj};)7

where the last equality follows from (3.17). By the virtue of [10] and [11], we obtain for the
difference of the Lagrangians

1
I=L(q,U,2) - L(g"U", 2") = / L'((g" u" 2" + se)(e) ds,
0
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7.1. Spatial Discretization Error

with e = (¢ — @ uU-uh z— Zh). Furthermore, we apply the trapezoidal rule to the integral
which results in

1 1
I=L(¢"U" 2" e) + 5L U, 2)(e) +RY

= LU ) e) + R

Here, the second term vanished, since by (7.1), (¢,U, Z) is a stationary point of the continuous
Lagrangian. Moreover, the remainder R” is the integration error of the trapezoidal rule

1 1
Rl = /0 L"((q" U, Z") + se)(e,e,e) -5+ (s — 1) ds.

Next, by (3.17) and the fact that the stabilization term is linear in its arguments we obtain

1 1
S LU 2M(e) = 5 () (6" U, 2) () + alps () (2 — ) + abps(p — ") (21) )
Furthermore, the error e can be split into

e=(q—i"qU—i"U,Z —i"Z) + ("¢ - ¢",i"U — U2 — 2P,

for which we choose the interpolants (iq,"U,i" Z) € Q" x X" x X", Tt follows
I= %(Eh)’(qh,uh, 2M(q—i"q U —i"U,z —i"z)
+ %(ﬁh)’(qh,uh»zh)(ihq —q"i"u—u" itz — 2"
+ 5 (abos) ez — ) + alps(o — ")) + R
= %(Ch)’(qh,uh7 ZM) (g —ihqU —i"U, 2 — " 2)

1
t3 (GEPs(ph)(Zp - Z;;) +atps(p — ph>(z1?)) +R",

where we used (7.2). Finally, we receive
JWU,q) = JU" q") = I + atps(v", 2))
1
= (@@ u" 2N - iU — iU 2 - i"2)

1
+ 5 (ales®™) (2 — 20) + alps (0 = 9" (=) + alps @, 2f) + R

= %(ﬁh)’(q",uh, ZM(q—itq U —i"U,Zz —i"2)

+ % (afps(ph)(zp) + afps(p)(zg)) +Rh.

O]

The remainder R} is of order three in the error e and can hence often be neglected. However,
it still depends on the boundedness of £”. As mentioned in [100], due to the non linear trans-
formation terms in the fluid equations, the derivatives of the Lagrangian are not degenerating
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and can be become quite relevant, if large mesh deformations are involved. Furthermore, due
to the discrepancy between the continuous and the discrete Lagrangian, the error depends on
the stabilization term aﬁps. It is not clear whether it is necessary to include this term or not.
In [106], for the simulation of incompressible flows, the numerical examples suggest that the
quality of the estimator is sufficient, if the stabilization term is neglected. On the other hand,
in [100] for a stationary FSI setting, it is shown that this term can a have a relevant part in
the overall error and should therefore not be neglected. Here, we include this term.

Evaluation of the Spatial Discretization error

By now, we are not able to evaluate the error, since (7.3) still depends on the not accessible
continuous solution (¢,U, Z). One possibility to overcome this, is to approximate the inter-
polation errors (q — irg, U —i"U,Z — z'hZ) by higher-order reconstruction of the discrete
solutions. This idea is based on “super-closedness” results shown in [10]. For this recon-
struction we make use of the patch structure that we required for the underlying mesh; see
Figure 3.1. Let gb}} € V?’l be a finite element function on the fluid mesh. Then, by regarding

4 cells that form a macro cell, we interpolate (;59‘ onto a function with polynomial degree 2
that lives on the macro cell. We denote this local interpolation operator by

2h . kil 2h,2

7’f . Vf — Vf 5
the solid equivalent is denoted by

iyt = VI,

Since the discretization of the control space is case dependent, we briefly write the appropriate
operator as igh. The next step is to replace

(¢q—itq, U—i"U, 2 —i"Z)

with
(ighqh _ qh7 2hyh — Uh, i2hzh _ Zh)

in (7.3), where i?" is representative for the interpolation of the different components in U”
and Z". It remains to treat the stabilization terms in (7.3) appropriately.. Since the Local
Projection Stabilization consists only of local fluctuations, it is suggested in [100, Section 5.3]
to approximate

h R\ ~, -k R _h\ .. h h
arps(p, 2p) = arps(p”, 2,) = arps(p”; zp)-
Therefore, we have the approximation
1
JUq) = JU" q") ~ S L (¢" U 20" = " Ut - Ut 2t — 2t
h h _h
+ arps(p”s 2y )-

Usually, we do not want to compute the fully approximated solution (¢", U", Z"), but only an
approximation (th UMK 7K - Nevertheless, we just insert this approximation in the error
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representation (7.3) to receive
1

h (WK _hK
+aLPS(p 2y )

[qu( hK  hK hK)(i%hu?K _U?K) _M;(U?K)(Z?huéﬂ( BK L hEY

y U » D Ug ’ZUf

_F/( hK, hK,th,th)(i?chu?K _ U?K,Z,{}K,ZSK) _ M(U?K)(Z%h hK szK)]

{‘]f( I N e [ e - D)

; JAF Pt —p
F(/ )(u?l{’ hK, th’ th) (i?hth hK Z;hth th)
_F/( hK’ hK’th’th)( 2hth thvst?ZgK)
_ F( hK’ hK, th’ th> (Z?chZZK ZhK Z?chZSK I})LK)
—afps (P, 3 = ) — alps (3P — )] + alps (05, )

s 4 —Us s 2y

1 [J/ (Y (2Pl — Py G (I Y (2h B )

y Pug s bs Rug Us

_S/(usthK)(ithhK_th hK) S(uhK By (; 2h hI th)}

1
+5 [Jé,q(th V(@2 — ")
=l + 0+ (7.4)

where we used the derivatives of the Lagrangian in terms of the variational FSI forms; compare
with Section 5.4. Here, we have collected the different contributions to the error in 17{\‘4, an’
and ng, standing for mesh motion, fluid and solid. For instance, 171’\1/[ consists of the mesh
motion primal and dual residual. It depends on the choice of the control to which part
%[Jiq(th)(ighth — ¢")] is contributing to.
One might argue that using (¢", UMK, Z"5) in the error estimator leads to difficulties since
the approximation is not a stationary point of the discrete Lagrangian (3.15). At least, if
("M, UMK ZhKY s a stationary point of the partitioned Lagrangian (5.38), we see in our
numerical tests that 7" is almost independent of the number K of partitioned steps. This can
be explained by the good extracting properties of the interpolation operator.

7.2. Approximation Error

In this section we will derive a representation for the approximation error
J(U", ") = J(U", ¢, (7.5)

This derivation is inspired by [97], where the authors derive an representation for the overall
error

J(U7 Q) - '](UhK7 th)a
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which is then separated into a fraction that represents the discretization error and one that
represents the iteration error but without using the intermediate solution (U", ¢*). In contrast
to that, we use this intermediate solution in order to really justify the separation of the two
error sources. To this end, we utilize the same techniques as in the proof of Theorem 7.1.

Theorem 7.2. Let (¢",U", Z") € Q"x X"x X" be a stationary point of the discrete monolithic
Lagrangian, i.e.

(LMY (¢", U™, ZM)(6q", @", ") =0V (8¢", ®", ¥") € Q" x X" x X", (7.6)
Moreover, let (¢M, UM ZMEY € Qh x X x X* an arbitrary approzimation of (¢",U", Z").

Then, the approrimation error can be represented by

1
J(Uh,qh) _ J(UhK,th) — §(£h),(th, UhK, ZhK)(qh _ th’ Uh o UhK7Zh _ ZhK)
_ ah(UhK,th)(ZhK) +RK,

where RX is a remainder term of cubic order in the error (¢" — ", UM — UMK Zh — ZMK),

UhK

Proof. The approximation is not necessarily a solution to the discrete monolithic system.

Therefore, we obtain
J(UhK, th) — [/h(th’ thK7 ZhK) + ah(UhK, th)(ZhK).
Together with the fact that U” is a solution to Problem 3.5, this leads us to

WU q") = JU, ) = Lh(g" U™, 2) = L1 UMK, Z8) —ah (UK ) (205,

=I

Using the same techniques as in the proof of Theorem 7.1, we receive with e = (¢" —¢"*, U" —

UhK, Zh _ ZhK)
1 1
I = (L (@ UMK, 25 e) + (L (¢ U, 20 ) + RE
1
= 5(5}‘)'(th, UM, 20 (e) + R, (7.7)

where, the second Lagrangian term vanished due to (7.6). Moreover, the remainder is identified
by
1

1
RK = 2/ (‘Ch)”/((thv UhKa ZhK) +se)(e e, e) - s+ (s —1) ds.
0

O

Note that we did not require any properties for the approximation (¢"*, UM< ZM<). Although
we test the effectiveness of the error estimator with (¢"¥, UM Z"K) being a stationary point
of the partitioned Lagrangian (5.38), any other approximation is possible.

The error estimator in [97] differs from ours only in the Lagrangian term. In a lot of numerical

examples, the residual term is sufficient enough to estimate the approximation error. However,
we provide cases in which the Lagrangian term contributes a relevant part to the error.
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Evaluation of the Approximation Error

For the error representation (7.7), we have a similar difficulty as for the spatial discretization
error (7.3). We do not want to compute the fully approximated discrete solution (¢", U", Z").
That is why we would like to replace it in (7.7) by a slightly better approximation than the
one we have already computed.

Let us assume that (¢"%, UMK ZMK) is a stationary point of the partitioned Lagrangian (5.38).
One possibility to obtain a better solution is to compute another stationary point of (5.38),
but this time with K + 1-steps. One can utilize the control ¢"¥ to start the new optimization
loop and might therefore reduce the number of optimization steps by having a good initial
control. Nevertheless, the additional computational cost for this approach might still exceed
the one for the previous problem with K steps and is therefore too costly.

UhK ZhK

We propose another idea: and are approximations of the state and adjoint interface
equation (4.10) and (5.17), respectively. Consequently, we receive a better approximation if
we apply a partitioned method of our choice to the interface equations. For that, we use the
initial value

¢ = Ty ghE (7.8)

for the state and obtain the better approximation denoted by U"¥, where K is the number
of additional partitioned iterations. If we use the same method that has been originally been
used to obtain U then we can identify UMK — ghK+K | For the adjoint equation, we start
with the initial interface dual

N0 = ] (O T G () — b (R T O g (., 70K (7.9)

to receive the better approximation Z hK — zhK+KL , with L the number of additional adjoint

iterations. For the control, we make use of the assumption that the cost functional can be
separated into

Q
with o > 0. Then, the first order optimality condition can be written as
a(q",6q") g — O")U", Te U, ¢")(3¢", Z2") =0 V" € Q". (7.10)

Since Q" is a Hilbert space, (b"),(U", TrU" ¢")(-,Z") € (Q")' can be interpreted as an
element of Q" denoted by bfl‘. Consequently, (7.10) reduces to

1
h h
= —b,.
q o4
Based on this equality and by setting bZK € Q" the representative of
h\t (7TRK FThK WK ShK
(b );(U U™ g )('vZ )’

we compute the better approximation §* by

109



7. A Posteriori Error Estimation

Finally, we can evaluate the approximation error by exchanging (¢", U™, Z") in (7.7) with
(¢, UMK ZMKY and get
WK = (LY (g UMK g (R — K R _ hE | ZhE _ ghK)
Fah (UMK gy (2K (7.11)
=

7.3. Approximation Error with Fixed Control

Next, we want to have a look at the functional error for a fixed control, namely
J(U",q") = IO ") = (U™ = T (UM).

We assume that the approximation U< has been obtained with the FOTP approach, i.e., we
have applied some partitioned method to the interface equation of the state. In Section 8.3,
we introduce a modified trust-region method for which we do not need to fully iterate the
partitioned method. It relies, however, on the accuracy of the functional which is why we are
interested in estimating the functional error.

Theorem 7.3. Let ¢" € Q" be a fized control and (UM, Z") € X" x X" be stationary points
of the discrete Lagrangian w.r.t. the state and adjoint variables, i.e.

(LhYn(d" U Zh) (@) =0 v ok e X",
(LM (g UM, ZM (@) =0 v ot e XM

Moreover, let (UM, ZMELY ¢ XM x X be an arbitrary approzimation of (U™, Z"). Then, the
functional error can be expressed as

1
JU ") = T g = 2 [(£p (", UMK, 2P T — oK)

+(‘Ch)/Z(qh7 thK7 ZhKL)(Zh o ZhKL)

— a"(UME M) (2L 4 RE, (7.12)

where RE is a remainder term of cubic order in the error (UM — UM ZM — ZhKL),

Proof. The proof has the same structure as the one for Theorem 7.2, this time with fixed
control ¢". Therefore, the derivative w.r.t. to the control variable does not appear in the
Lagrangian. O

Here, we used the notation Z"%L to highlight that this approximation is obtained by the
FOTP approach.

As before, in order to evaluate (7.12), we need a better approximation of (U"X, Z") that is
replaced with (U", Z") in (7.12). We do this in the same way as for the approximation of the

110



7.4. Numerical Results

optimal control solution, except that in this case we do not need a better approximation for
the control. This means, we use a partitioned method of choice and apply it to the interface
equations for state and adjoint with the initial values (7.8) and (7.9), respectively, to receive
the better approximations U™ and Z"KT. Inserting in (7.12) results in

1 . .
TLIJ( — 5 [([,h)/U(qh,UhK,ZhKL)(UhK _ UhK) + (,Ch)/Z(qh,UhK,ZhKL)(ZhKL _ ZhKL)
o ah(UhK,qh)<ZhKL)
=051 +nls. (7.13)

In addition to that, we want to estimate the error between the reduced gradient and its
approximation. For this purpose we simply evaluate

g L= 16" (@) = Gen@llgr = 16" (@ g — "k (@llgrs (7.14)

where (j")'(¢) 7 is the gradient obtained by inserting (UMK, th(i) into (5.28).

7.4. Numerical Results

Finally, we give a numerical example for which we test the effectiveness of the error estimators,
i.e., we compare the ratio between the value of the estimator and the value of the actual error.
The reference value for J (U, q) is obtained by computing J(U", ¢") on uniformly refined meshes
and extrapolating the values of the three finest meshes.

Again, we regard Configuration 3.1 with a constant right-hand side in y-direction as control.
Consequently, we have Q = Q" = R. This right-hand side is to steer the z-component of the
beam’s tip into the value 107%. The cost functional then reads as

108

_ @
JU,q) = 7“%,1(14) — 10745 + E”CIHQ,

with o = 1074,

Effectiveness of n"

First, we look at the spatial discretization error. As a reference value for the continuous
solution we have computed
J(U,q) ~ 0.298345.

To measure the effectiveness of n*, the ratio between err” and n” is evaluated, i.e.,

errh

ho._
Ieﬁ‘ - nT-
Therefore, n" measures the error well enough, if I QH is about one. Note that in the derivation
of n, no absolute values have been taken. Therefore, the sign of the error should be maintained
and positiveness of [ fﬂ is another indicator for a good error estimation.
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Table 7.1.: Progression of the spatial error err” and error estimator 1" on uniformly refined
meshes

dofs err’ nh 775(/1 77% 77@ I élﬁf

1456 | 3.86-1079%2 | 3.25-10792 | 4.06-107% | 3.13-10792 | 1.18-10793 | 1.189
5270 | 7.76-10793 | 8.55-107% | 3.78-107% | 7.58 107 | 9.30-107%* | 0.908
19978 | 2.38-107%3 | 1.59-1079 | 1.81-107% | 1.21-1079 | 3.64-107%* | 1.492
77714 | 8.27-107% | 5781079 | 1.03-107% | 4.04-107% | 1.63-107%* | 1.431
306466 | 2.92-107% | 2.62-107% | 5.98-107% | 1.70-107%* | 8.59-107% | 1.114
1217090 | 1.03-107% | 1.15-107% | 3.45-107% | 8.36-107% | 2.81-107% | 0.892

Table 7.1 shows the progression of the error and its estimator on uniformly refined meshes.
Moreover, the decomposition of 7" into the contributions from mesh motion, fluid and solid
are stated. The value of [ fﬁ is close to 1 on all refinements, suggesting that 7" measures the
actual error in a well manner.

Effectiveness of n’

Next, we regard the estimator n’ for the approximation error. On a mesh with 1456 dofs, we
compute the reference value
J(U", ¢") ~ 0.25971946.

As for the spatial discretization case, we measure the effectiveness via the ratio

errK

K .

The approximations (¢", UM ZhK) that are used for the numerical test are the solutions
to the partitioned optimal control Problem 5.1, where we used RFP as interface update with

constant relaxation w® = 0.5. Moreover, (" = 0 is used as initial interface displacement.

K

Table 7.2.: Progression of the approximation error err® and error estimator n® on a mesh

with 1456 dofs

o % R A

—3.79-1079 | 3.07-1079 | —6.62-10793 | —3.55-10793 | 1.070 | 3.64 - 10792

K h

0

1 | —829-107% | 1.51-107% | —9.80-107%* | —8.29-107%* | 1.000 | 3.33 10702
2

3

4

—2.00-1079 | 8.63-1079 | —2.09-1079% | —2.00-107%* | 0.999 | 3.27 - 10702
—5.02-1079% | 520-10797 | —5.08-10"% | —5.02-1079 | 1.000 | 3.25- 10702
—1.31-107% | 321-1079® | —1.31-107% | —1.31-107% | 1.000 | 3.25- 10792

In Table 7.2, the progression of the approximation error and the corresponding estimator are
given, with the value I gf being almost one. Furthermore, the estimator n’ is divided in the
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two parts 17{( and 7]5 as in (7.11). Recall that for evaluating nf , a better approximation has
to be computed, while this is not necessary for 175{ . As K increases, the contribution of 17{<
to 7% becomes less relevant, suggesting that it can be neglected for larger K. In addition to
that, we see that 1 is almost independent of K and converges to the corresponding value
given in Table 7.1.

The same experiments are now repeated for a mesh with 19978 dofs. The corresponding
reference value is

J(U", ") ~ 0.29596998.

The results are collected in Table 7.3.

K

Table 7.3.: Progression of the approximation error err and error estimator % on a mesh

with 19978 dofs

err® n' n < L 77

K

0| —143-10792]1.95-10792 | —3.11-10792 | —1.17-107°2 | 1.226 | 2.50 - 10793
1| -927-107%]1.00-107% | —1.02-107% | —9.18-107%* | 1.010 | 1.64-10793
2
3
4

—7.49-107% | 7.26-10797 | —7.56-107% | —7.48-10"% | 1.001 | 1.60-10793
—8.26-107% | 1.86-1079 | —8.28-107% | —8.26-10"% | 1.000 | 1.59-10793
—~1.89-107% | 2.71-10799 | —1.89-1079 | —1.89-107% | 1.000 | 1.59 - 10793

Effectiveness of n' and n*

To conclude this chapter, we evaluate the error estimators for the functional error errﬁ( and
gradient errf’: for fixed control ¢" = 10. The corresponding reference values are computed
on a mesh with 1456 dofs as

j(q") = 0.2666386, j'(¢") = 0.001199074.

The state approximation U"¥ is computed via RFP with constant relaxation w® = 0.5 and
initial interface displacement ¢"® = 0. The adjoint approximation Z*%% is also computed via
RFP with w* = 0.5 and initial interface dual A" = 0. Moreover, we set L = K. To obtain
the better approximations UMK and ZKEL we proceed as explained in Section 7.2, where we
set K =L=1.

Once again, the effectiveness of the error estimators is given by the corresponding ratios

K

K _ err’;
eff,] — K

g

and

KL

7K _ err
eff.lg = KL

My
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7. A Posteriori Error Estimation

Table 7.4.: Progression of the approximation error errﬁ( and error estimator 775( on a mesh

with 1456 dofs

K K IK

ji () erry 77.15(1 775?2 Ubj eff,J
0.2732670 | —6.63-1079 | 4.70-1079 | —1.22-10792 | —7.47-10793 | 0.887

K
0
1 |0.2680270 | —1.39-107% | 2.65-107% | —1.60-107%3 | —1.34-1079 | 1.038
2
3
4

0.2669687 | —3.30-107% | 1.50-1079 | —3.46-1079* | —3.31-1079* | 0.998
0.2667205 | —8.19-1079 | —8.25-10797 | —8.28-10"% | —8.37-107% | 0.979
0.2666595 | —2.09-1079 | 5.65-1079 | —2.09-1079 | —2.09-1079 | 1.000

In Table 7.4, the results for the functional error are displayed. It is notable that both sign
and absolute value are well approximated by the error estimator. Moreover, as in the case of
n¥, the Lagrangian part 1751 contributes the most to the overall error for smaller K.

K

Table 7.5.: Progression of the approximation error err,

with 1456 dofs

L and error estimator 175( L on a mesh

("N rr(q) err‘ - et Ielff,g
0.001459526 | 2.60 - 1079 | 2.37-107% | 1.101
0.001253089 | 5.40 - 1079 | 5.37-107% | 1.005
0.001211789 | 1.27-107% | 1.24-1079 | 1.024
0.001202174 | 3.10-107% | 3.01-1079 | 1.030

0.001199836 | 7.62- 10797 | 7.56 - 10797 | 1.008

|| =o| X

Finally, we can see the results for the gradient error in Table 7.5, where the values of [ e[f(f’g are
again close to 1.
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This chapter is dedicated to adaptive strategies for computing a solution to the optimal control
problem. The basic idea is to reduce the number of partitioned iterations, which results in a
reduction of the overall computational cost. We present two different concepts. At first, we
have a look at the FPTO approach. Here, the strategy is to balance the approximation error
and the spatial discretization error. To this end, we make use of the error estimators derived
in the previous chapter, since these allow us to measure those errors. This strategy is fairly
simple, because we have already explained how to compute the solution of the FPTO optimal
control Problem 5.1 and how the estimators are evaluated. Consequently, we only have to
check, which error is dominating.

Reducing the number of partitioned steps within the FOTP approach is more complicated.
So far, we have assumed that the interface equations are solved very accurately, if we wanted
to optimize with this approach. Otherwise, gradient and Hessian information are not accurate
enough for optimization algorithms like LBFGS or Newton to work. That is why we need to
use an algorithm that can take care of the inexactness in the functional, gradient, and Hessian.
To this end, we introduce a modified trust-region method. However, there are a lot of details
in this method that need to be explained which makes the method not as straightforward as
the adaptive strategy for the FPTO approach.

Finally, both adaptive concepts are combined with adaptive mesh refinement by the help of
the spatial discretization error estimator n".

8.1. Adaptive Mesh Refinement

In the previous chapter, estimators for the spatial error discretization have been introduced.
We now present a technique that uses these estimators to measure the local contribution of a
mesh node which allows adaptive refinement afterwards.

Localization of the Error

The error representation (7.4) is given in form of residual evaluations. These evaluations are
obtained by the integration of the specific forms on the fluid or solid mesh. Consequently, one
might ask for the contribution of each node in this integration to the overall error. With this
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information we would be able to compare those contributions and sort them in order to refine
the mesh locally, starting with the cells with the largest contribution.

An obvious way to do this is to consider (7.4) and evaluate the residuals cell wise. However, as
shown in [24], this can lead to overestimation due to the oscillatory behavior of the residuals.
Another common way is to integrate the residual by parts in each cell (see, e.g., [10]) which
results in differential operators of second order in the inner parts of the cell, as well as jump
terms at the edges. In the case of fluid-structure interaction, this results in very complicated
terms, since we have to derive the strong form of the adjoint equation. Furthermore, these
evaluations are in general very costly. We use an alternative approach from [15], where the
authors propose a filtering method that avoids integration by parts. In fact, the filtering
operator 7 (3.5) that has been used in the stabilization term a’ﬁPS is applied to the higher-
order differences in (7.4), i.e.,
" —id

is replaced with

= 7o (i*" —id).

With that (7.4) is evaluated not cell wise but node wise. This has resulted in efficient adaptive
mesh refinement for many application. For the FSI case, we refer examplarily to [40, 43,
100].

In particular, let gzﬁﬁi, gzﬁi,f j be the nodal basis functions for the finite element spaces on the fluid
and solid mesh for the i-th and j-th node, respectively. In the following, we use bold letters
for the coordinates of the discrete variables w.r.t. to this basis. Then, the portion of indicator
that belongs to the mesh motion is computed by

Wit = 5 [l o ) bW (6)) — ML)l W (k). 245)
Py M th><u£ff<\If<¢fz> 2K, 2h5) - M(u?Kx iEw(er)|

as well as the portion belonging to the fluid by

1
771*]371' = ) [J},(v,p)(“t]}Ka hK,th)(v}-‘K‘If(dfi),p?K‘I’(cb?,i))
— K (UFK, VP M) (0w (o), U (o))

(vﬁp)
_F/( ’ hK’th hK)( K\I’(Qbfz) hK,Z;LK)
— F(uf™ o p" M) (205w (o), Zp i W ()

_aﬁPS(th> ];Iz(‘ll(qbf,z)) - a}ﬁPS(pz K\Il(qbfz) )] + aL ( hKa szz(ngz)

This is followed by the contributions of the solid
1
n]Sl,j =5 Jé,u(ugK)(’u’gj(\Ij((bg,])) - S;(ugquhK)(ug,?\Ij(¢SJ)7 Pug )
—Sy(us, "N (@ UL ), 205) — S, ") (205w (L) | -

As mentioned before, it depends on the controls’ definition to which portion the term

Jo(d)()
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belongs to. Furthermore, the terms

FJ(up™ oM pME g (205 205 and S (us, ") (-, 205)
are zero, if the control is a collection of parameters. These contributions are now combinedto
measure the overall contribution of a node to the error. Let N be the nodes of the whole
triangulation 7" and let N;, N; be the respective nodes on the fluid and solid mesh. Thus,
N7 = Ny N N are the nodes on the interface I'z. We define

77{\1/[71'—1_77?71'7 { GM\va
h . .
M= M e s, i€ N,
néb’z-, 1€ ./V‘S \NI

Refinement Strategy

Now that we have measured the error contribution of each node, the local error estimators
Yho={nf,..., 77?\,} are arranged from largest to smallest absolute value, for which we chose
the same numbering out of convenience, i.e., we have

It > |k > ... > 0.

For adaptive refinement, we need to choose a set ¥* C X" as a coherent queue X! =
{nf, ...}, with 1 <7 < N. Those are the nodes to be refined. There are several strategies
to determine a reasonable number r. For this thesis, we will follow the idea from [102]. The
author proposes r as the solution of

r = argmin E(I)N(1)”,
1<ISN

where

N !
£ =3Il =S (1 -2l
i=1 i=1
is the prediction of the discretization error and N (r) the number of degrees of freedom after
refinement. The parameter « represents the expected order of convergence, whereas 3 is
computed as the ratio of the finite element polynomial degree and spatial the dimension.
Since we restricted us to linear elements, this reduces to

lpst 2
8= 27 =

Once 7 is obtained, the nodes of the set ¥/ are refined. By refining a node, we mean that
all adjacent cells are refined. There are some things to be kept in mind: First, in order to
guarantee a patch structure on the next mesh, if a cell is refined, all the other cells that belong
to a patch need to be refined, too. Second, during this process is can happen that the resulting
mesh is not matching at the interface anymore. Thus, the mesh has to be adjusted properly.
For instance, if a fluid cell is marked for refinement that has an edge at the interface, the solid
counterpart cell has to be marked too.
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In order to quantify the reduction of computational cost due to the adaptive refinement,
we present two procedures. First, we solve the discrete monolithic optimization problem
(Problem 3.5) on a hierarchy of uniformly refined meshes. We assume that all the involved
interface equations are solved with a fixed partitioned method in the sense of FOTP to a very
high accuracy. This procedure is depicted in Algorithm 8.1.

Algorithm 8.1: Global refinement strategy

Choose initial triangulation 77 and initial control qg 0 e Qho;
for [ =0,...do
Compute the stationary point (¢, U™, Z™) of the discrete monolithic
Lagrangian £,
Refine mesh uniformly to receive 77+1;

1+1

Interpolate ¢™ on T"+1 as initial value qg for next mesh;

end

Second, we solve again the discrete monolithic problem, but this time on a hierarchy of
adaptively refined meshes as summarized in Algorithm 8.2. These two algorithms are intended
to solely measure the efficiency of the adaptive mesh refinement.

Algorithm 8.2: Adaptive refinement strategy

Choose initial triangulation 70 and initial control qg 0 e Qho;

for [ =0,...do

Compute the stationary point (¢, U™, Z™) of the discrete monolithic
Lagrangian £";

Compute indicators nlh Ly

Refine mesh adaptively to receive 7+1;

1+1

Interpolate ¢™ on 7"+1 as initial value qg for next mesh;

end

By computing a stationary point in Algorithm 8.1 and Algorithm 8.2, we mean that the
optimal control problem is solved with either LBFGS or Newton. Since, we assumed that
the interface equations have been solved very accurately, these algorithms should in general
converge.

8.2. Adatpive Strategy for FPTO

In this section, we focus on a strategy to balance spatial discretization and approximation
error between the continuous solution (/,q) and the FPTO approximation (U™, ¢"). In
particular, we control the number of partitioned steps K until the spatial discretization error
is dominating. Moreover, this is be combined with the adaptive mesh refinement procedure
from Section 8.1.

As for a strategy to balance spatial discretization and approximation error, we proceed in a
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similar way as in [97]. We choose an initial number of partitioned steps K = Ky € N for
the partitioned optimal control problem (Problem 5.1). Once we have computed a stationary
point (th UM ZhK ) of the partitioned Lagrangian LMK we are able to evaluate the error
estimators 1", n. We then consider two cases for a constant ¢ > 1:

Case 1: |n"| < c|n¥|

This means that the spatial discretization error is smaller than the approximation error
by a factor of c¢. Then, we increase the number of partitioned iteration steps by one
and restart the optimization routine for the Lagrangian £/*1. Here, we can use the
solution qé’K 1 = ¢"K as initial control for possibly faster convergence and C{]‘ = Tr UMK

as initial interface displacement to have an even better approximation.
Case 2: "' > c|n¥|

In this case, the spatial discretization error is dominating. Hence, we refine the mesh
to decrease the error coming from this source. Since n" has already been computed,
we can use the adaptive refinement strategy from Section 8.1. On the next mesh, we
restart the optimization loop with the interpolations of the control ¢"¥ and the interface
displacement Tr UM

A summary of this strategy is shown in Algorithm 8.3. The constant ¢ > 1 can be seen as
a safety mechanism that makes sure that the approximation error is indeed small enough in
comparison to the spatial discretization error. The authors in [97], for instance, propose ¢ = 5,
which is used here, too.

Algorithm 8.3: Adaptive FPTO strategy

Choose initial triangulation 770, initial control qg" € Q" initial interface
displacement CSLO € I", integers K¢, Kmax and constant ¢ > 1;

for | =0,...do

for K = Ky, ..., Knax do

Compute the stationary point (¢, UMK ZMKY of the discrete partitioned
Lagrangian £MK;

Compute error estimators n, n<;
if [n"] > ¢|n| or K = Kpax then
Set KO = K;
exit loop;
end
Use ¢™¥ as initial control and Tr U™¥ as initial interface displacement for
next optimization loop;

end

Refine mesh adaptively to receive 7™+1;

Interpolate ¢™* and Tr UMK on T+ as initial values qu+1 and Cg "1 for next
mesh;

end
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Since we have derived the correct sensitivities for the FPTO approach, a stationary point of
the partitioned Lagrangian (5.38) can be obtained with either applying the LBFGS or Newton
method that have been introduced in Chapter 6.

8.3. Modified Trust-Region Algorithm

We now want to present a concept to tackle the optimization problem with the FOTP approach
without having to solve the involved interface equations up to a high accuracy. In comparison
to the adaptive FPTO strategy of the previous chapter, the intention here is not to balance the
errors coming from spatial discretization and the partitioned method. We want to design an
algorithm that treats the partitioned approximation appropriately, such that it still converges
to a stationary point of the discrete Lagrangian £". That means, we can assume that the
approximation error is negligible after the algorithm has terminated. This falls in the context
of optimization with inexact functional values, gradient, and Hessian. To this end, a lot of
work has been put into trust-region methods; see, e.g., [25, 26, 32, 64, 76]. The reason is that
trust-region methods only approximate the actual functional by a simplified model (mostly
quadratic models). Thus, a further inexactness, if treated correctly, can be incorporated. We
will start by giving a brief summary of the classical trust-region procedure. More details can
be found in [32].

8.3.1. Classical Trust-Region Algorithm

For a,b € R4m Q" we introduce the notation
(a,b) :== al Mb.

Trust-region methods focus on finding a minimizer of a model problem, for which we choose
a quadratic one, that is located in a certain “region” around the origin. Let qlh be the current
iterate. Then, we want to find the solution of

Hﬁgm(q@h, d) = j"(q/") + (i d) + (Hid, d), (8.1)

with A; € (0, Apax], the so-called trust-region radius. There are several possibilities to tackle
this sub problem, however, we restrict ourselves to the classical Steihaug conjugate gradient
method [109], since it only requires the action of the Hessian which fits well into our context.
Naturally, in the case we do not want to compute second order derivatives, H; can replaced
by the BFGS matrix. Note that if H; is symmetric positive definite and we have

1 gl < A,
d = —H; 'g; is the unique solution of (8.1).

Once we have a solution 5qlh of (8.1), we compute the actual reduction

ared; := j"(q)") — " (¢} + 6ql"),
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the predicted reduction
pred; = m(q}',0) — m(q}', 5q}"),

as well as its ratio
ared;

pi= pred;

The ratio p; measures the approximation quality of the model m. Depending on its value,
we decide whether 5q2h is accepted and if the trust-region radius A; has to be adapted. With
the parameters Ay € (0, Apax], 1 > n1 > m2 > n3 > 0, 01,09,03,04 > 0, these steps are
summarized in Algorithm 8.4.

Algorithm 8.4: Trust-region update

if p; > m then
Ajt1 = min(o1 A, Amax);
Set qZhH = qzh + 5qlh;

Ise if p; > 12 then
Ai—&—l = min(UQAi7 Amax);
Set g/, = g + g

Ise if p; > 73 then
Aip1 = Ay
Set gy = qf' +dqf"

@

]

else if p; > 0 then
Ajy1 = 03A;
Set gl = ¢ + 8¢}
else
A1 = 045
Set qf'.q = af";
end

Once this is done, we repeat the procedure with a model for the new iterate qfﬁrl. Under certain
smoothness and boundedness assumptions, the trust-region method is known to converge
globally. Thus, in comparison to Chapter 6, we do not need an additional line search and
always apply a full step in a possible search direction.

For the presented examples in Section 8.4, the following parameters are used:

m = 0.9625,772 = 0.7,173 = 0.5, g1 = 12.5,02 = 3.5, g3 = 0.75, g4 = 0.5, AO = 20, Amax = 20.
(8.2)

8.3.2. Trust-Region with Inexact Functional and Derivatives
Now, we have the situation that we only want to compute approximations of j"(¢?),g; and

H,. In the style of Section 5.2, we have the approximate state variables

UhK ZhKL 5UhKM 5ZhKLMN
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where K, L, M, N € N are representative for the number of partitioned iterations. These
variables induce the inexact functional, gradient, and Hessian denoted by

hK ¢ h KL KLMN
J (Qi)agi 7Hi

9

where gil is the representative of the inexact gradient (i)} (q") and HELMN the rep-
resentative of the inexact hessian (j")%.;,,n(¢?) . To be more precisely, since we only
compute the action of the Hessian, we actually compute HZ-KLMN dq as representative of
(5" arn (@) (3g™). Note that in case of using the BFGS matrix, we can omit the indexes
M and N. With these we can build our new model problem

dnin (gl d) = 5 (gf) + (gl d) + (HEd, ). (8.3)
Once again, we can use standard methods like Steihaug conjugate gradient to solve the model
problem. However, in order to have global convergence to the right solution, we need to
control the approximation errors appropriately. In [25] it has been established that the Hessian
approximations need to be globally bounded, i.e., there is a constant ¢y > 0 such that

[HF AN < g Vi (8.4)

We assume that this is fulfilled for all numbers K, L, M, N. Nevertheless, the convergence
behavior depends strongly on the approximation quality of the inexact Hessian.

Moreover, according to [25], the error between the gradient and its approximation must ful-
fill

lgi — &Il < crllgf I V4, (8.5)

where 0 < ¢1 < 1 — n1, with n; the parameter of the classical trust-region method in Algo-
rithm 8.4. If (8.5) is fulfilled and since ¢; < 1, we have the equivalence

1—00

lgill =0 & |lgf" || —=

— 0.

Note that we have already established a way to estimate the error in the gradient by (7.14).
Consequently, (8.5) is changed into

il < el|gkt. (8.6)

Therefore, K and L have to be increased until (8.6) is fulfilled.

Remark 8.1. The authors in [64] remark that it can be a disadvantage that the constant c;
is bounded by a trust-region parameter 1 — 7n; and is in particular smaller than 1. Instead of
(8.5), they suggest the criterion

lgi — &*“Il < cmin(|lg{* |, &)

and prove convergence for arbitrary ¢ > 0.

Let us assume that (8.4) and (8.5) are fulfilled for the current iterate and that dql is the
solution of (8.3). For the possible next iterate qzh + 6q£‘ we need to evaluate j”, too, which is
again done approximately and is denoted by

M (gl + og),
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with K’ > 0 the number of partitioned steps for the state UM’ (qi1 + 5qzh). Now, the predicted
reduction is computed with the new model, i.e.,

pred; := m(q}', 0) — m(q}’, 5q}").
In addition to that, we have the functional reduction
cred; = j" (q) — ;™' (q! + 64}").
that we are able to compute. This allows us evaluate the ratio

cred;

pi= pred;

In the classical trust-region method, p; is used to measure the approximation properties of the
model. However, this is done with the actual reduction ared; which is initially not available.
Hence, in order to have a reasonable representation of p;, cred; may not deviate too much
from ared;. Similar to [32, Section 10.6], we demand

cred; — ared; < co pred;, (8.7)
where 0 < ¢y < n3. With the help of the DWR error estimator (7.13) we have
i"(a) = " (af') ~
M al + o) — " (af + 6q)) ~
Hence, it follows
cred; —ared; = j" (qf') = " (a]' + 6a!) — |"(a]') — 5" (a}' + Sal)| = —nf + 0}
Thus, instead of (8.7) we can check if
n" = nff| < capred; . (88)

Remark 8.2. For the numerical results in Section 7.4, we have seen that the error estimators
for the functional do not only approximate the actual error very well, they also maintain the
correct sign. This is not surprising since the DWR error estimator and the real error are
connected through identities while only high order terms are neglected. Thus, in a lot of cases
the difference cred; — ared; can be evaluated very accurately. Moreover, there is no need to
take the absolute value in between as done in [26].

Let us assume that p; > n3. Then, (8.7) implies (cf. [32, Section 10.6])

cred; ared; cred; — ared;

5; — = > 1.
pi pred;  pred, + pred,; =
It follows
ared;
>mn3—cg > 0.
pred;

Consequently, (8.7) guarantees that if p; > 73, there is a decrease for the actual functional
values and we have a justification to accept the search direction 5qzh. Moreover, p; is used to
determine the quality of the model as in Algorithm 8.4.

123



8. Adaptive Strategies

8.3.3. Algorithmic Details

In the previous subsection, the conditions on how accurate functional, gradient, and Hessian
need to be have been stated. Now, we go into more detail how the modified trust-region
algorithm is realized with those criteria.

No matter what partitioned method is used to compute the approximate variables, it is of
importance that a good initial value is chosen. That is why we always include this value in
the following, i.e., the state approximation is denoted by

UhK (ChO) ,

meaning that this variable has been obtained with the initial value (" € Z" and by applying
K partitioned steps. The same holds for the other variables, which are written as

ZhKL()\hO UhK> 5UhKM(6<hO UhK) 6thLMN(5)\h0 UhK 5UhKM ZhKL)
where we included the dependencies on the respective variables.

Let us assume, we start with an initial number of partitioned iterations for the state and
adjoint equations, denoted by Ky and Lg, respectively, as well as fixed numbers K1, L1 that
represent the number of additional steps that are used to obtain a better approximation.
Moreover, the initials ¢"9, A** are used (possibly obtained from step i — 1, or zero valued, if
i = 0). Furthermore, we assume that we are at optimization step ¢ € N with the current
control qlh € Q". In case that we approximate the Hessian with the tangent and dual for
Hessian solutions, we have the additional numbers Mgy, Ng.

First, the approximations j%(¢?) and g&% with K = Ko, L = Lo are computed. They are
induced by the variables UM (¢"0) and ZMSE (A0 UK, Then, to evaluate the gradient error

estimator 775 L we determine the better gradient approximation g% with K = K + K, L =

L. Hereby, the state iteration can just be continued, i.e., we have U™ (¢"%). However, this
straightforward continuation is not possible for the adjoint variable, since it also depends on
the state variable that has just been updated. Therefore, by choosing a new adjoint initial AhO
as in (7.9), we actually compute Z"5L(A\"0 7hK)  This can be a disadvantage for partitioned
methods whose convergence improves the more previous iterates are used, as it is the case for
QN-ILS, since the adjoint iteration has to be restarted. Note that during this process, we can
already evaluate the estimator 175( for the functional error which is needed later.

Having obtained 175@ , it is checked if it fulfills (8.6). If not, we set K = K and L = L and
repeat the process described in the previous paragraph. Otherwise, we continue with the
gradient approximation gL Note that we estimate the gradient error w.r.t. g&%. However,
since g% is a better approximation it can be assumed it fulfills (8.5), too. Moreover, this
fact can be used to relax the constant ¢;. Therefore, we set K = K, L = L. This part of the
algorithm is summarized in Algorithm 8.5.

Now, if the gradient is already small enough, we stop the optimization loop. If not, we continue
by determining a direction dg* as a solution of (8.3). If this is done with the BFGS matrix, we
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8.3. Modified Trust-Region Algorithm

Algorithm 8.5: Accurate gradient computation
Uith’ Zz'thL

Assume, the approximations and the numbers K7, L1, as well as the

constant 0 < c; < 1 —n; are given;
while (8.6) is not fulfilled do
Compute better approximations UZ”K, ZZ-}”KL with K = K + Ky, L = L, and
evaluate nﬁ( and 775“;
Set UMK = gl zKE = g KL,
Set K =K,L=1;
end

do not need to worry about the approximation of the tangent and dual for Hessian solution.
Otherwise, we have to treat this very carefully. As mentioned before, (8.3) is solved with the
Steihaug conjugate gradient method. As such, we compute only the action of the approximate

Hessian
KLMN
H; d.

at each step, with M = My, N = Ny. Hereby, HZKLMNd is induced by sUMM (5¢h0, hK)
and §ZMELMN (5\R0 [ThESTThEM - 7RKLY - Consequently, this matrix-vector product does not
only depend on M and N but also on the initials §¢"° and 6A"°. Since the product has to be
evaluated for several vectors d, those variables need to remain the same, otherwise the Hessian
approximation would differ at each cg-iteration. Numerically, we have indeed observed that
if the initials are changed, the Steihaug conjugate gradient method becomes unstable. That is
why they are set to 6¢" = 0,5\"0 = 0.

After obtaining the new direction dgl, it has to be checked if (8.8) is fulfilled. Note that we
have already computed nff . For the possible new control qzh—i—éqlh we compute the approximate
functional th/(qlh + 6qP) with K’ = Kj. As initial value for the state approximation of
Uh(qz-h + (5qlh), we can use TrUMS which is a good initial, if (5qlh is small. That means
M (g + 5¢P) is induced by UM (Tr UME).

Next, we need to evaluate the error estimator nffl. As explained in Section 7.3, we also need
to compute the approximate adjoint solution. This can be a disadvantage if it turns out that
5qlh is rejected as an acceptable step. Otherwise, it can be used for the computation of the
approximate gradient in the next optimization step. This holds also for the gradient error
estimator.

Having both 7% and 7]5(/ evaluated, (8.8) has to be verified. If (8.8) is not fulfilled, we have
to find out, which functional error, if not both, is responsible for that. That means, we first
check if

0| < capred;.

If not, we set K = K 4+ K; and repeat until this condition is fulfilled. Similar to that, we
check whether
nf | < ez pred;

and set K’ = K’ + K if that is not the case and repeat the process. This depicted in
Algorithm 8.6.

125



8. Adaptive Strategies

Algorithm 8.6: Accurate functional computation
Assume, the approximations Ul-hiK, Uih’K/, Zih ZKL, Zih KL
well as the constant 0 < ¢y < 13 are given;
if (8.8) is not fulfilled then
while 9| > ¢y pred; do
Compute better approximations UZ.’”K, ZQ”KL with K = K + K1, L = L; and
evaluate 77JK and 775( L
Set Uith — UZ'th7 ZZthL — ZzhlI(L7
Set K = K,L =L;
end

and the numbers K1, L, as

Set UMK = gk g K'L gl KL,
Set K' =K'\ L/ = L;
while [7%’| > ¢3 pred; do
Compute better approximations U;”K/, ZZ»}”K/L/ with K/ = K' + K1, L' = L,
and evaluate nf,(, and nflL/;
Set UMK = gk’ KL — g KL
Set K' =K', L/ = L',
end

end

Once (8.8) is satisfied, p; is computed and is used as in Algorithm 8.4 to determine whether
the step (5qu is accepted and/or if the trust-region radius has to be adjusted. Then, the whole
procedure is repeated for the next control qf-‘+1 until the gradient is sufficiently small.

Afterwards, the underlying mesh can be refined. Naturally, this can be combined with the
adaptive mesh refinement of Section 8.1. Since the approximate adjoint variable has already
been computed, n* can be easily evaluated. All those steps have been summarized in Algo-
rithm 8.7.

Remark 8.3. In addition to controlling the number of iterations for the state and adjoint
variable one can also think of ways to do the same for the tangent and dual for Hessian
variables. For instance, in [74], the authors evaluate a better model by having a better
approximation of the Hessian. After comparing the original model with the better model,
it is decided whether the better approximation of the Hessian should be used for the next
iteration.
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8.4. Numerical Results

Algorithm 8.7: Modified trust-region algorithm

Choose tolerance Tol > 0, initial triangulation 7", initial control qgo € Q"o initial
interface displacement Cgo € I", integers Ko, K1, Lo, L1, My, Ny € N, parameters
0<etaz<me<m <1,7€(0,0.25], Apax > 0,A¢ € (0, Apax], and constants
0<ecr <1—m,0<co <ms3;

for | =0,...do
Set K = Ko,L = Lo;
Compute state and adjoint approximations U(’)”K, Z(’)”KL of UM (qgl), ZM (qg’);

Compute better approximations U(;”K, Z(}]”KL with K = K + K1, L = L; and
evaluate nff and 77;“;

Set U = R ZIKE _ g0,

Set K =K,L=1L;

for i =0,...do

Compute accurate gradient by Algorithm 8.5;

if (giF)TMgKkL < Tol then
‘ exit loop;

end

Compute the solution dg? of the model problem (8.3);

Set K' = Ky, L' = Ly;

Compute the state and adjoint approximations U;”Kl
UMt (qf + bal"), 2" (¢} + 8q}");

Compute better approximations Uith/7 Zith/L/ with K/ = K' + K1, L' = L,
and evaluate nf " and 175 L

Set UMK — gk’ ZMKIL _ Zm KL

Set K' =K' I/ = L;

Compute accurate functionals by Algorithm 8.6;

rr’
,Z;”K L of

K gmKL

Use Algorithm 8.4 to determine qlhfrl and A1 and set U; [T, Z; [}

accordingly;
end
Refine mesh adaptively to receive 7T7+1;

I+1

Interpolate the optimal control ¢™ on T™+1 as initial value qg for next mesh;

end

8.4. Numerical Results

We now want to analyze the performance of the presented strategies for which two test cases
are presented. In particular, Algorithm 8.1 is compared to Algorithm 8.2 to measure the
efficiency of the adaptive refinement, while Algorithm 8.2 is compared to both Algorithm 8.3
and Algorithm 8.7 to measure the efficiency of the reduction of partitioned iterations.

In addition to that, we show that the results of Section 4.5 also hold for optimization in
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8. Adaptive Strategies

the sense that the Quasi-Newton Inverse Least-Squares method is usually the best choice as
partitioned scheme in terms of computational cost. Therefore, this choice alone leads to major
improvement in the cost reduction.

8.4.1. Beam Steering Control Problem

At first, we review the example from Section 6.2 of Configuration 3.1, where we control a
distributed force on the beam in y-direction, such that the front part of the beam is lifted
upwards; see Figure 6.1. Again, let D = {z € |z > 0.45} be the domain representing the
front of the beam. Furthermore, the cost functional is given by

108 _ o
J(U,q) = 7||Us7y —107%|[72py + §||QHQQ,

with o = 1075, We now want to compare the numerical effort of Algorithm 8.1, Algorithm 8.2,
Algorithm 8.3, and Algorithm 8.7. For the first three algorithms, both LBFGS and Newton
are used as optimization loops for comparison. For the modified trust-region method we
restrict us to the Newton method. The tolerances used in Algorithm 8.1 and Algorithm 8.2
for the interface equations are

Tols; = 10711, Tolpqj = 107, Tolp, = 10713, Tolpm = 10712,
Moreover, the stopping criterion for the optimization loop is

16" (@llg < 107

The initial control is qé“’ = 0. Furthermore, the initial interface displacement is chosen as
go = 0 in Algorithm 8.3, as well as the initial number of iterations is set to Kg = 0. The

numerical effort is computed by the virtue of (6.6). This is a good indicator for the effort,
since the number of dofs N for each subproblem measures the complexity which is different
for uniformly and adaptively refined meshes. In addition to that, the number my, g of Newton
steps in Algorithm 3.1 expresses how often the corresponding (linearized) subproblem had
to be solved. Therefore, the influence on my g of the reduction of partitioned iterations in
Algorithm 8.3 and Algorithm 8.7 is taken into consideration.

At first, we see in Figure 8.1 the performance of Algorithm 8.1 for different partitioned
schemes, where LBFGS has been used as optimization loop. As in Section 4.5, the (QN-ILS)
scheme performs best, although the Newton-Krylov subspace method (N-K) is comparable.
The relaxed fized-point method (REFP) with constant and dynamic relaxation, is outperformed
by the previous ones. This shows that already the choice of the scheme can result in a ma-
jor improvement, at least if the fully approximated solution is computed. For the following
numerical tests, we restrict us to using the QQN-ILS scheme.

Discussion of the Adaptive Mesh Refinement

In Figure 8.2, the error
err = J(U,q) — J(U",¢")
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i | | == RFP, Wk =05

1073 | -+ | = RFP, w* = dynamic
i 1 QN-ILS
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Figure 8.1.: Comparison of the numerical effort for the beam steering problem with different
partitioned schemes

is plotted against the number of dofs for uniformly and adaptively refined meshes. Here, we
computed

JU,q) ~ 5.8146 - 1074

as reference value. It can be seen in Figure 8.2 that the adaptive refinement reduces the
number of dofs on the finest mesh by a factor of 10 while the functional error is almost
the same as on a uniformly refined mesh. The reason why the results of Algorithm 8.3 and
Algorithm 8.7 are not shown in Figure 8.2 is that they basically follow the same path as
Algorithm 8.2. The adaptively refined meshes only differ in a negligible amount of cells.

We can see an excerpt of an adaptively refined mesh in Figure 8.3, where the local refinement
focuses on the front part of the beam, which is also the area where the cost functional has its
support.

Table 8.1.: Progression of the total error with Algorithm 8.3 for the beam steering problem

dofs | K err n" n& n® 4+ nh Iegt
1456 | 0 | —2.16-1079 | —1.54-.1079 | 1.19-107% | —1.42-1079% | 1.516
3036 | 0 | —6.27-107% | —6.25-107% | —6.33-107% | —6.31-107%* | 0.993
7462 | 0 | —1.49-107% | —1.53-107% | —1.16-107% | —1.54-107%* | 0.968
16296 | 0 | —4.15-1079 | —4.06-107% | —1.62-10797 | —4.08-107% | 1.017
40024 | 0 | —1.18-107% | —1.12-107% | —=5.03-1079® | —1.13-107% | 1.045
124158 | 0 | —3.22-107% | —2.95.107% | —1.56-10798 | —2.96-107% | 1.086
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Figure 8.2.: Plot of the total error against the number of dofs for the beam steering problem.
Uniformly vs. adaptively refined mesh

Discussion of the Adaptive FPTO Strategy

The progression of the error with Algorithm 8.3 is depicted in Table 8.1. The total error is
computed by

err = J(”) Q) - J(UhK’ th)7
the effectiveness of the error estimators is described by

[
eff -— 77K T 77h .

As can be seen in Table 8.1, the approximation error is already significantly smaller than the
spatial discretization error for K = 0. Consequently, one partitioned iteration is enough to
compute the optimal solution accurately enough. One might wonder, why the approximation
error is decreasing after each refinement even though K remains constant. A reason for that
is the choice of the initial displacement CSL the perturbed optimal control Problem 5.1 depends
on. Naturally, the closer C(]} is to the solution of the state interface equation, the better is
the resulting approximation obtained in Problem 5.1. As explained in Algorithm 8.3, this
value is obtained by interpolating the interface information from the previous mesh, which is
presumably closer to the optimal solution then if the optimization loop would start with, for
instance, (! = 0 on each mesh.

Although we chose QN-ILS as partitioned method for Algorithm 8.3, it does not matter since
only one partitioned iteration is applied and FP and RFP are identical to N-ILS in the first
step.

Since the average number of partitioned steps for each state and adjoint solution is approxi-
mately 5 in Algorithm 8.1 and Algorithm 8.2, the numerical effort should be greatly reduced.
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Figure 8.3.: Excerpt of an adaptive Mesh after 4 refinement steps for the beam steering prob-
lem

Discussion of the Modified Trust-Region Algorithm for FOTP

The parameters for Algorithm 8.7, together with (8.2), are chosen as

K() = 2,K1 = 1,L0 = 1,L1 = 17M0 = 4,N() = 4,61 = 0.1,02 =0.9. (89)

On the initial mesh with 1456 dofs, the progression of the important quantities during the
modified trust-region algorithm are shown in Table 8.2. In the first step, the norm of the
gradient as well as the predicted reduction are relatively large, which is why the gradient
and the functionals do not have to be evaluated with a high accuracy. Near the optimal
solution, the gradient becomes smaller, which also holds for the difference of the functional
values between two consecutive optimization steps. Therefore, as can be seen by the error
estimators, functional and gradient have to be computed more accurately.

Table 8.2.: Progression of the modified trust-region algorithm for the beam steering problem

i it gLl n nf i +nk’ pred,
0|763-107%|245.-10792 | 4.26-107% | —1.30-1079 | —1.26-107% | 4.95.10702
1]203-107% | 268-107% | —1.62-107% | —2.85-107% | —4.47-107% | 1.08 - 10793
21271-107% | 3.58.10"% | 3.37-107% | —1.27-107% | —1.27-107% | 2.45.107%
31325-107% | 9.38.10707 - - - -

Comparison of the Different Strategies

In Figure 8.4, the errors of all algorithms are plotted against the numerical effort. The first
notable thing is, that for Algorithm 8.1, Algorithm 8.2 and Algorithm 8.3 the optimization
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with Newton is more efficient in comparison to the respective counterpart with LBFGS, which
has already been addressed in Section 6.2.

Next, by comparing Algorithm 8.1 and Algorithm 8.2, the reduction of dofs as shown in
Figure 8.2 has a large impact on the computational cost. This is not surprising, since the
optimization process behaves similarly for both types of refinement, i.e., number of optimiza-
tion steps are comparable, but the resulting systems under adaptive refinement are easier to
solve.

Furthermore, the reduction of the numerical effort with the adaptive FPTO strategy is quite
good, for which the low number of K partitioned steps is responsible.

The performance of the modified trust-region algorithm is only slightly better than Algo-
rithm 8.2 with Newton. One reason for that is, as explained in Section 8.3.3, the loss of
the good convergence of QN-ILS as partitioned method when the adjoint iteration has to
be restarted in comparison to Algorithm 8.2. Another point is, decreasing the number of
steps for the tangent and dual for Hessian iteration results often in more optimization steps.
Consequently, although there are less partitioned iterations for state and adjoint in each op-
timization step, this is compensated by and increasing amount of optimization steps.

-2
10 i | | —— Algorithm 8.1 LBFGS
- | | —— Algorithm 8.2 LBFGS
1073 F - Algorithm 8.3 LBFGS
g 1 | —— Algorithm 8.1 Newton
y - 1 | —— Algorithm 8.2 Netwon
g 1074} 4 | —— Algorithm 8.3 Newton
B 1 | —— Algorithm 8.7
1075 | E
—6 ! ! ! !
Mo 10° 106 107 108

cost

Figure 8.4.: Comparison of the numerical effort for the beam steering problem with different
adaptive strategies. QN-ILS has been used as partitioned scheme

8.4.2. OQOutflow Maximization

Next, we regard Configuration 3.2. As explained in Section 3.7, the inflow pressure is con-
trolled. This is done by switching to the fluid form in (3.21). The control space is chosen
as Q = L?(T';y). For the discrete counterpart, we use the restriction of piecewise linear and
continuous finite element functions to I'yy,, i.e.,

Q"= {4l l¢" e vy
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Figure 8.5.: Optimal pressure distribution on I'j,

The goal is to maximize the fluid velocity at oy, described by

/ (v-n)?ds.
l_‘out

Consequently, the cost functional is defined as
2 @ —112
o)== [ (s Slla—
1_‘out

where we set @ = 4.5-1072 and ¢ = 0.11. Naturally, the greater the inflow pressure is chosen,
the bigger is the velocity at I'oys. However, this also increases the stress on the solid beam from
below that bends it upwards. This blocks the fluid and therefore decreases the flow. Thus,
the control is to balance those phenomena. This optimal control problem is motivated by [99],
where the pressure is chosen to be constant on I';; and the control is a single parameter.

On this optimal control problem, the tests from the previous subsection are repeated. The
tolerances used for the interface equations in Algorithm 8.1 and Algorithm 8.2 are given as

Tolg, = 107, Tolpgq; = 1072, Tolr, = 1073, Tolpm = 10717,

Table 8.3.: Outflow values frout (v-n)2ds for constant control and optimal control

dofs q=0.11 Qopt Improvement

1767 | 5.26-107% | 7.24.107% 137.59%
6375 | 7.26-1079 | 1.28-107% 176.79%
24135 | 7.78-107% | 1.79.10~% 230.74%
03831 | 7.91-1079 | 2.13-107% 269.55%
369927 | 7.95-1079 | 2.23.107% 280.45%
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Figure 8.6.: Beam’s displacement, blocking the the fluid channel for opt pressure distribution
in Fin-

Moreover, as a stopping criterion for the optimization loop, we demand

1G" (@llg < 107°.

The initial control is set to q(’} = 0.11 in all algorithms. The initial interface displacement to
(h =0 and Ko = 0, Kpyax = 5 for Algorithm 8.3. As a reference value, we have computed

JU,q) ~ —1.07174- 107

In Figure 8.5 the optimal pressure distribution on I'j, is displayed. It has a maximum close
to the channel leading to 'yt since at this it point it can directly influence the fluid velocity.

This optimal pressure profile has a significant influence on the outflow value that is show in
Table 8.3.

Figure 8.7.: Streamlines of the optimal flow

Moreover, we can see in Figure 8.6 the displacement of the beam under this pressure profile. It
has moved up, preventing the fluid to flow through the upper channel properly. Furthermore,
an interesting phenomenon happens at the inflow. Due to the large difference in the pressure
at I'jn, the fluid both enters and leaves at this boundary, depicted in the streamline plot of
Figure 8.7.
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Discussion of the Adaptive Mesh Refinement

1074 F : g

- —+— Algorithm 8.1 ||

| —+— Algorithm 8.2 |]

1075 | E

—~ [ ]
o | |
U :

" | | ]

103 104 10° 106
dofs

Figure 8.8.: Plot of the total error against the number of dofs for the outflow maximization
problem. Uniformly vs. adaptively refined mesh

Now, we want to compare the numerical effort of the different algorithms. At first, we note
that the number of dofs is greatly reduced by local refinement as shown in Figure 8.8. The
mesh after 3 adaptive refinements is depicted in Figure 8.9. The refinement takes mainly place
above the beam which is not surprising since the the fluid domain tightens up there, due to
the upper movement of the beam. Consequently, this area needs a finer resolution.

Figure 8.9.: Adaptive mesh after 3 refinement steps for the outflow maximization problem

Discussion of the Adaptive FPTO Strategy

As in the previous example, we show in Table 8.4 the error progression with Algorithm 8.3.
This time, however, we have the situation that on the first mesh that the approximation error
is not sufficiently smaller than the spatial discretization error. Thus, K is increased by 1.
On the next mesh the same situation is encountered. Afterwards, K = 2 is enough for the
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spatial discretization error to dominate. The fact that the approximation error jumps by a
large factor for K = 2 can be explained by the good convergence properties of QN-ILS. As
depicted in Algorithm 4.3, the first to steps of QN-ILS are not different to RFP. Only with
the second step the previous iterates are used. This is also shown in Figure 6.4.

Table 8.4.: Progression of the total error with Algorithm 8.3 for the outflow maximization

problem
dofs | K err n" n& nh 4+ nk Test
1767 | 0 | —=3.14-107% | —=5.29.107% | 1.52-107% | —3.77-107% | 0.83
1767 | 1 | —4.58-107% | —3.82-107% | 3.76-10797 | —3.78-107% | 1.21
3555 | 1 | —1.37-107% | —1.35-107% | 3.60-107% | —9.90-107% | 1.38
3555 | 2 | —1.68-107% | —1.15-107% | 1.78-107% | —1.15-107% | 1.46
9141 | 2 | —6.33-1079 | —4.12-107% | 8.90-107% | —4.11-107% | 1.54
28877 | 2 | —2.08-107% | —1.63-1079 | 1.64-1079% | —1.61-1079 | 1.29
97709 | 2 | =5.60-107°7 | —4.75-10797 | 8.33-107%° | —4.66-107°7 | 1.20
167373 | 2 | —3.64-10797 | —3.39-10797 | 1.30-107%° | —3.38-10797 | 1.08

Consequently, with an average of 6 partitioned steps in Algorithm 8.1 and Algorithm 8.2, the
reduction of the numerical effort is less than in the previous example, which can also be seen
in Figure 8.10.

Discussion of the Modified Trust-Region Algorithm for FOTP

The corresponding parameters for Algorithm 8.7 are this time

K():Q,Kl:1,L0:1,L1:1,M0:3,N0:3,(21:0.1,02:0.9.

Again, the important quantities during the algorithm have been collected in Table 8.5 on a
mesh with 1767 dofs. It can be seen that the functional values have to be computed very
accurately this time, due to the relatively small value of pred,.

Table 8.5.: Progression of the modified trust-region algorithm for the outflow maximization

problem
i ik [l ¥ n’ nf +nk’ pred,
0]1.64-107% | 514.-1079 | 2.13.-107% | —8.47.1079 | —6.34-107% | 2.79.10~%¢
11358-107% [530-107% | 1.24-1079" | —1.35-107% | —1.23.1079 | 3.62. 10796
21317-107% | 3.57-107% | 3.46-107% | —1.68-10"' | 3.44-107% | 1.86-10798
3122810797 | 3.66-1079 | —6.43-1071 | —2.60-1072 | —2.61-10"'2 | 1.87-10710
411.48-107% | 9.54.10797 - - - -
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Comparison of the Different Strategies

Surprisingly, as can be seen in Figure 8.10, the LBFGS method is this time the more efficient
optimization algorithm. Although the number of optimization steps is larger than for Newton,
the latter suffers from a relative high number of cg-iterations.

The reduction of computational cost with Algorithm 8.3 in comparison to Algorithm 8.2 is
not as good as in the previous example. Naturally, this is due the larger number of partitioned
iterations that is necessary for the discretization error to dominate.

The performance of the modified trust-region has worsened, with the computational effort
even larger on the finest mesh in comparison to Algorithm 8.2.

104 .
—+— Algorithm 8.1 LBFGS

—+— Algorithm 8.2 LBFGS

Algorithm 8.3 LBFGS
—+— Algorithm 8.1 Newton
—+— Algorithm 8.2 Newton
—+— Algorithm 8.3 Newton
—+— Algorithm 8.7
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Figure 8.10.: Comparison of the numerical effort for the outflow maximization problem with
different adaptive strategies. QQN-ILS has been used as partitioned scheme
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9. A Shape Optimization Problem

In this last chapter, we want to apply the concepts of this thesis to a three-dimensional shape
optimization problem. In particular, we want to confirm the correct derivation of the sensitiv-
ities, especially since the dependence on the control variable is much more complicated than
in the previous examples. Moreover, it is shown that even for challenging problems, adaptive
strategies can greatly reduce the numerical effort. Hereby, this is restricted to the adaptive
strategy for the FFPTO approach, since the previous chapter suggests that it is more efficient
than the modified trust-region algorithm. Finally, we want to highlight that the shape opti-
mization problem is a prime example for the advantage of adjoint based optimization, because
the control represents a discretized three-dimensional area. Consequently, after a couple of
refinement steps, the dimension of the control space becomes quite large. Nevertheless, only
one adjoint equation needs to be solved to compute the gradient. This results in much less
effort in comparison to direct methods, where a linearized equation needs to be solved for
each basis vector of the control space.

Shape optimization problems governed by fluid-structure interaction arise in a lot of appli-
cations, like the aerodynamic design of planes [84] or the patient specific design of an aorto-
coronaric bypass [82], to name a few. A common question in the formulation of such an
optimal control problem is the discretization of the control space. A possible approach is the
usage of CAD methods. For instance, the control can act as the design variables of NURBS
as done in [81]. Usually, the number of control variables is quite small which enables the usage
of direct methods or even zero-order methods as, e.g., evolution strategies [2].

Nevertheless, the shape design with CAD can be too restrictive as every shape inherits the
same characteristics of the basis design. Thus, to be more flexible, node-based designs are a
good alternative. Here, the vertexes of the mesh are directly controlled, which enriches the
dimension of the control space greatly. As mentioned above, only adjoint-based optimization
makes this approach feasible. One has to be careful though, since without proper regulariza-
tion, the resulting shapes might have a bad mesh quality and show an unphysical behavior.
We refer to [108], where different regularization techniques have been investigated.

In our case, we use node-based shape design. In fact, based on a reference shape, the control ¢
represents the displacement. The advantage is that this can be incorporated straight-forward
in the ALE setting.
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9. A Shape Optimization Problem

id +¢

Q¢ /\ Qt(q)
RN

Z

(id +s) o (id +q) id +is

Qf(u)

Figure 9.1.: Shape optimization transformations

0.1. Problem Formulation

In this section, we formulate shape optimization problem. In particular, the focus lies on the
derivation of the correct solid equations under the influence of a controlled shape. Similar
derivations can be found in [19].

9.1.1. Recall on Solid Mechanics

Let us consider the solid reference domain Qs C R?. This domain is “shaped” by a control
function q : Qg — R? which results in the shaped domain Qg(q) := (id +¢)(£%). We now assume
that our elastic structure is given by this shaped domain. Recall that elastic deformation
equations are usually given in the so-called Lagrangian point of view, i.e., they are defined
in terms of the displacement s : Q4(¢) — R% We consider the following nonlinear elasticity
equations, analogous to (2.1):

—div(Fy%5) =0 in Qs(q),
s =0 on I, (9-1)
Fsisn =g on FI(Q)

Here, F; := Id + Vi is the deformation gradient and Y is tensor representing the St. Venant-
Kirchhoff material law, i.e.,

Yo = As tr(Es) 1d +2HsEs,

- 1 e~
ES:§(FSTFS—Id).
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9.1. Problem Formulation

depending only on Fj. The structure is fixed at I's and underlies a force g on the shaped
interface I'z(q). To eliminate the dependence of the control on the domain, we transform
(9.1) to the reference domain €2s. To this end, we specify the composition displacement
ug : Qs — R? by ug := g + s o (id +q); see Figure 9.1. We now define

F, =1d+Vgq, J, :=det Fy, Fs:=1d+Vus. (9’2)

To transform (9.1), we use the Piola transformation. This guarantees not only the correct
transformation of the divergence term but also preserves the boundary forces. It reads as

Jodiv(Fys) o (id +q) = div(J,(EFXs) o (id —|—q)Fq_T). (9.3)
Since 3 only depends on Fy, it remains to transform the latter term to
Fy =1d+Vus =1d+Vq + V(is o (id +q))
=1d+Vq + (Viis o (id +¢))(I1d +Vq) = Fy o (id +¢) F,.

Therefore, we get B
Fyo(id+q) = FsF, .
By setting ¥ := S0 (id +¢q), we obtain the structure equation on the reference domain €:
—div(JyFF;'SeF;T) =0 in Q4(q),
us=0  onlTy, (9.4)
JoFF'SsF;"'n=9g  onTz.

Moreover, the transformed tensor reads as

Y =Atr(Es) Id +2uEs,

I _
B, =5 (F, TFIFF; —14).

The corresponding solid variational form is then

Sahape (tis; @) (¢s) = (JoFsFy ' SFy T Vs ), (9.5)

9.1.2. Fluid-Structure Interaction Configuration

Next, the solid equation (9.1) is to be coupled with the fluid equation (2.3). Once again, we
demand that the fluid and solid domain match at the interface and that their stresses are
equal. For that the fluid only needs the total displacement information in form of us on the
interface, which is then extended to the fluid domain. Consequently, the coupling conditions
are

Uf = Ug on I'z,
Jfaf(uf,v,p)Ff_Tnf = —JqFSFqAESF(;TnS on I'z,
v=20 on I'7.
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9. A Shape Optimization Problem

The advantage is that the fluid and mesh motion equation depend only implicitly on the
control q. Moreover, the monolithic variational form can be formulated in the same way as
(2.14), replacing only S with Sghape. This results in the monolithic shape variational form

ashape(uv Q)(\Ij) = M(u) (%b) + f(uv U7p)(¢a 5) + Sshape(u) Q)((rb) (96)

Consequently, all the concepts that have been developed in this thesis can be applied to this
specific form.

9.1.3. Optimal Control Problem

We regard now Configuration 3.3. Here, we change the shear modulus to Ay = 5 - 103. The
reason is that for the originally proposed value of 5 - 10° in [100] the coupling between the
fluid and the structure is not that strong. Numerically, we have observed that there are only
a few partitioned iterations necessary for solving each equation, controlling the number of
partitioned iterations as in Algorithm 8.3 does not achieve much. Thus, by decreasing A\s the
difficulty of this configuration is increased on purpose to create an example where the adaptive
strategies are able to reduce the computational cost.

The goal is to optimize the shape of the structure, such that the drag value in z-direction is
minimized. The drag is computed via

Jarag(U) = / <Jf0f(u,v7p)Ff7T - n, €y )ds.
'z
Due to the equality of the stresses at I'z and by partial integration, this can be rewritten as

/ (JoF 'S F; T - n, @) ds.

s

Next, by the Babuska-Miller-Trick (see, e.g., [4]), the boundary integral can be expressed in
terms of the residuals, i.e., a function ¢qrag € H 1(Q)3 with the properties

(1,0,0)7 r €Ty,

rag\T) =
Furag () {extended to (0,0,0)7 z ¢ T,

is inserted into the monolithic form (9.6) with ®qyag = (Pdrag, 0,0). This leads to

Jdrag (Z/{) = Qshape (Z/L Q) (q)drag) .

For the control, the space L?(£)) is not suitable, since gradients of ¢ appear in the formulation
(9.5). That is why we chose Q@ = H}(2;T's U I'sym)>. However, for the regularization we do
not simply set HqHz2 Instead, we want to penalize local volume change. This is accomplished
by the integral

/Q (Ji)Q + (Jy)*d. (9.7)

The term inside the integral is minimal, if J, = 1, which corresponds to a pointwise preser-
vation of the volume. The reason why this type of penalization is chosen is that we have
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9.2. Numerical Results

observed that even with a global volume constraint, some cells of the shaped mesh tended to
degenerate during optimization, especially at the corners of the structure, leading to numeri-
cal instabilities. Thus, although this penalization can be formulated on the continuous level,
it is rather intended for the discrete level.

In addition to that, we add an L?-regularization of the control. This leads to the cost func-
tional

_ a2 o [ 1 2
Jshape(Z/{7Q) - Jdrag(u) + 9 ||qHL2(QS) + 9 AS (Jq)2 + (Jq) dCE, (98)

with oy = 8- 10%, ap = 5-103. The shape-optimization problem then reads as

Hélél Jshape(u7Q) s.t. ashape(ua q)(\II) =0 VW¥e ‘)E' (99)
q

In this form, we can apply the algorithmic concepts developed in this thesis. Note that we
could have also demanded a global volume constraint, i.e., that the initial volume of €y is
preserved up to a given accuracy. However, the numerical results show that the above defined
penalization already guarantees that the change in the volume is negligible.

Remark 9.1. Usually, the adjoint equation has the derivative of the cost functional w.r.t. to
state variables as a right-hand side; see Section 5.4.1. However, in this configuration, the
portion of the cost functional that depends on the state variable is directly incorporated into
the variational form. Consequently, we obtain the Lagrangian

a2

oq 1
E((Luv Z) - EHQH%Q(QB) + 2/9 (72 + (Jq)2da: — ashape<u7Q)(Z - (pdrag)‘

Jq)

Then, the sensitivities can be computed as in Chapter 5. The adjoint equation has a zero
right-hand side, but due to the test function ®q,,, the adjoint solutions z, and z,, have now
the boundary values (1,0,0) at I's instead of homogeneous boundary conditions.

0.2. Numerical Results

The control space is now discretized with piecewise linear and continuous fine elements, i.e.,
Q" = V;L’(l) C Q. As in Section 8.4, we want to compare Algorithm 8.1, Algorithm 8.2,
and Algorithm 8.3 to see how much the numerical effort can be reduced. As optimization
loop, LBFGS is chosen, whereas we set QQN-ILS as partitioned method. At this point, we
want to highlight that the corresponding mass matrix M is not the standard L? one, since

Q C H'(S). In fact, for a basis ((bzh)?i:rth of Q", we compute
M = (41, 6})a. + (Vor, Véi)o,.

This is important for LBFGS, since it relies on the correct inner product of the control space.
Otherwise, the optimization routine can converge to solutions that are not in H* (), leading
to non-conforming shapes. In the literature, choosing the H'-inner product is often referred
to as the Sobolev gradient; see [70, 90].
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9. A Shape Optimization Problem

(a) Qs (b) Qs(q)
Figure 9.2.: Sketch of the solid domain in its reference configuration (left) and in its shaped
transformation (right)
The interface equations are solved up to the tolerances of
Tolg, = 1072, Tolpgqj = 107%,
the optimization loop is stopped in case of

1G™) (")l < 61073,

All of the three algorithms start with an initial control qgo = 0. For Algorithm 8.3 we choose
Cgo =0 and Ko = 1. The reference value is computed as

J(U, q) ~ 21.2667.

In Figure 9.2, the finest mesh of the solid domain with and without the optimal shape transfor-
mation is depicted. To reduce the drag value, the edges and corners of the structure have been
rounded off. Moreover, the shape has broadened in the z-direction while the area perpendicu-
lar to this direction is reduced which is the attack surface of the fluid stress. The corresponding

Table 9.1.: Evolution of the drag value with the reference and optimal shape, together with
the reduction percentage

dofs reference shape | optimal shape | drag reduction

3028 1.935 1.877 3.00%
18750 1.466 1.379 5.97%
130546 1.379 1.280 717%
971226 1.348 1.248 7.44%
7522315 1.330 1.237 6.95%
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9.2. Numerical Results

drag values for the reference shape and the optimal shape are given in Table 9.1. The reduc-
tion of the drag value that is accomplished by the shape optimization process is greater for
finer meshes, since the design of the shape is more flexible due the increased amount of dofs
and is about 7% on the finest mesh. Note that an even bigger reduction can be accomplished
by relaxing the regularization parameters a; and ag, with less numerical stability.

Figure 9.3.: Solution of the shape optimization problem on an adaptively refined mesh

The adaptive mesh refinement in Algorithm 8.2 and Algorithm 8.3 is in this configuration
very effective. Since the cost functional is defined on the interface and the control is defined
on the solid domain, most of the refinement takes place on the solid mesh and the area around
it while the fluid mesh remains coarser in the territory behind the obstacle; see Figure 9.3.
This greatly reduces the number of dofs in comparison to uniform refinement, especially for
the fluid subproblem.

Table 9.2.: Evolution of the error with Algorithm 8.3.

dofs K err nh nk nh +nk Teg
3028 1| —6.46-107% | 4.59-10792 | 4.97-107% | 4.64-107°2 | -13.91
12212 | 1 | —1.66-1079" | —6.20-10792 | 2.35-107%4 | —6.18 - 10792 | 2.68
67098 | 1 | —5.83-107°2 | —2.71-10792 | 7.06-107% | —2.70-1079%2 | 2.15
321046 | 1 | —2.25-10792 | —8.14-1079 | 4.62-107% | —8.10-1079 | 2.78
1563316 | 1 | —8.60-1079 | —2.62-1079 | 3.37-107% | —2.58-107%% | 3.33

As shown in Table 9.2, Algorithm 8.3 performs well in the sense that two partitioned steps are
required for the approximation error to go below the disretization error, whereas the average
number of partitioned steps in Algorithm 8.1 and Algorithm 8.2 is about 6. Moreover, we
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9. A Shape Optimization Problem

have the case that the quality of the error estimators is not as good as in the examples of the
previous chapters, for which 7" is responsible since it is the dominating part of the overall
error. Nevertheless, the resulting adaptive meshes give a good error reduction.

—+— Algorithm 8.1
—+— Algorithm 8.2
Algorithm 8.3

100 T T T TTTTT] T T T 17T T T T 1171 T T LI T \\HHJ:

1071

err
T T T T
Lol

1072 |

Lol | Lol | Lol ! \\\HH:
10> 10 107 10® 10 10 10"
cost

Figure 9.4.: Comparison of the numerical effort for the three algorithms

Finally, in Figure 9.4, the error is plotted against the numerical effort of the three algorithms
which is determined as in (6.6). As in the examples of the previous section, both adaptive
mesh refinement and the saving of partitioned iterations reduce the overall effort. The explicit
numbers, as well as the respective ratios, are stated in Table 9.3. To sum up, Algorithm 8.3
reduces the effort by a factor of about 7, showing that this adaptive strategy can be efficient
even for rather complicated configurations.

Table 9.3.: Overall numerical cost of the three algorithms with the respective ratios to reach
an error below 1072

Alg. 8.1 Alg. 8.2 Alg. 8.3 | Alg. 8.1/Alg. 8.2 | Alg. 8.2/Alg. 8.3 | Alg. 8.1/Alg. 8.3
1.29-1019 | 3.69 - 109 | 1.86 - 10 3.49 1.98 6.91

9.3. Parallelization

The numerical results in this thesis have been carried out with a single core performance. We
now perform a single state computation in which the subproblems are solved in a parallel
manner, to emphasize the potential of the methods presented in the previous chapters.

As explained in Section 3.6, the subproblems are solved with an iterative solver. The occurring
matrix-vector multiplications are straightforward to parallelize. A geometric multigrid method
is used as preconditioner for GMRES. On a single core, an ILU-smoother is used. However,
it is difficult to apply parallelization to this kind of smoother. Instead, we use the well known
smoother Vanka [114]. This smoother has already been used for the preconditioning of a
parallel monolithic FSI solver in [41]. On a single core, ILU and Vanka perform similarly for
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9.3. Parallelization

our numerical examples. The real advantage of Vanka becomes visible once more than one core
is used. The patches in the Vanka solver are colored and all blocks with the same color can
be inverted ath the same time, if a Jacobi type method is used.Furthermore, by parallelizing
the assembling of the underlying variational forms and matrices of the subproblems, one saves
additional computational time.

—— Total

—+— Residual computation
Matrix assembling

—+— Smoothing

—+— Matrix-vector mult.

10,000

3
1,000

100

Comp. time in s

10 :

—
[\

4 8 16 32
Number of cores

Figure 9.5.: Computational time, given in seconds, in relation to the number of cores that
have been used for the parallelization of the different components of the solution
process

We now compare the influence of using multiple cores on our 3D Configuration 3.3. Hereby,
the computations are carried out on a computer with an Intel(R) Xeon(R) Gold 6150 CPU
@ 2.70GHz. A very fine mesh with 7522315 dofs is used. QN-ILS is chosen as partitioned
method, where we use ("0 = 0 as a starting value.

In Figure 9.5 the computational time is plotted against the number of used cores. It can
be seen that there is especially a significant reduction of time in assembling the matrices,
matrix-vector multiplications and smoothing which accumulates in a vast reduction of the
total time.

In particular, on a single core the total time is approximately 10800s = 3h while it is reduced
to approximately 1260s = 21min on 32 cores. That weighs even more in optimization when
the state equation has to be solved several times. It can be expected that the reduction
of computational time for the additional equations like the adjoint is comparable, since the
system matrices of corresponding subproblems have the same structure as their counterpart
of the primal state equation; see Section 5.4. Furthermore, the parallelization still works with
hanging nodes and can be combined with adaptive mesh refinement. Therefore, it can be
assumed that the time reduction ratio of Figure 9.5 holds also for the optimization algorithms,
including the adaptive strategies, that have been presented in this thesis.
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10. Conclusion and Outlook

In this thesis, we have investigated optimal control problems that are governed by a nonlinear,
stationary fluid-structure interaction problem. A main emphasis has been the derivation of
the sensitivities for adjoint-based optimization algorithms such that these sensitivities can be
tackled by partitioned solution methods. To this end, we have analyzed two approaches.

Partitioned methods for the fluid-structure equation can be derived by reformulating the
equation on the interface, where the fluid and the structure are coupled, and by applying
standard solution methods as fixed-point and Newton. In the first-optimize-then-partition
approach (FOTP), we have first derived the sensitivities of the monolithic fluid-structure
system and decoupled them afterwards, such that the sensitivity equations are also formulated
on the interface. That allowed us to use the schemes developed for the state equation in a
straightforward manner. The results in Section 8.4 confirm that it is important to be flexible in
the specific choice of the partitioned method since the computational effort varies significantly.
It turned out that the Quasi-Newton Inverse Least-Squares method (QN-ILS) performs best
in most applications.

In the first-partition-then-optimize approach (FPTO), we have assumed that the fluid-structure
state solution is only approximated using a fixed number of steps with a fixed partitioned
scheme. This assumption has been incorporated into the optimal control problem, leading to
a perturbed one. The solution of this perturbed problem is therefore only an approximation of
the original problem. Different partitioned schemes have yielded different approximations for
the same number of partitioned steps as reported in Section 6.2. The approximation quality
is especially good for the QN-ILS method, but the derivations within the FPTO approach
are quite complicated.

Both of the above approaches have been incorporated into first and second order optimization
algorithms. Although the LBFGS method performs quite well, the Newton method might be
more efficient as it is the case for the beam steering example in Section 6.2, justifying the
analysis for the derivatives of second order.

Furthermore, the derivations in Section 5.4 have shown that the subproblems that need to
be solved within the sensitivity equations have a system matrix with the same properties as
their state equation counterpart. Therefore, iterative solvers and preconditioners developed
for the mesh motion, fluid, and solid state equation can be easily transferred to the respective
adjoint, tangent, and dual for Hessian equation.

To develop adaptive strategies, we have derived error estimators for both spatial discretization
and approximation induced by the partitioned methods. The results in Section 7.4 certify a
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very good measurement quality of the estimators.

The adaptive strategy for the FPTO approach performs in a very satisfying manner, since the
approximation error is already smaller than the discretization error after a few partitioned
steps; see Section 8.4. The modified trust-region method for the FOTP approach can treat
the inexactness in the functional, the gradient, and the Hessian appropriately, but does not
perform as good as the other strategy. Both strategies have been combined with local mesh
refinement, which alone reduces the computational costs a lot.

Finally, we have applied the concepts of this thesis to a three-dimensional shape optimization
configuration in Chapter 9. Not only have we successfully solved this very complex prob-
lem with partitioned methods, the adaptive strategies have also lowered the numerical effort
noticeably.

There are several interesting topics that are worth to be investigated in future works. For
instance, although we have given instructions on how to apply the concepts to discretizations
where the meshes or finite element spaces do not match, this has not been tested in practice.

Furthermore, it would be favorable to extend the concepts to the time-dependent case, since
this paves the way for far more applications. Deriving the sensitivities in the unsteady setting
and decoupling them should be possible with the here presented variational techniques, too.
However, it has to be taken care of the different layers of discretization, since partitioned
techniques are usually applied after temporal discretization. As for adaptive techniques, one
can think of ways to measure the approximation error induced by a partitioned method in
each time step and therefore control the number of partitioned steps. Nevertheless, due to
the added mass effect, this has to be done very carefully, since time-stepping schemes can
become unstable, if the coupling conditions lack too much accuracy. If adaptive techniques
are developed, they can be combined with local refinement, in this case both in time and
space.
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A. Explicit Derivatives of the FSI Equation

We now state formally the explicit derivatives of the forms involved in the mesh motion, fluid
and solid subproblems. These can be used and inserted into the abstract cycles derived in
Section 5.4. In addition to that, we also give the derivatives of the cost functionals that
appeared in the examples throughout this thesis. Again, we omit the spatial discretization
index h.

A.1. General Derivatives

At first, we present the derivatives of the tensors that appear in the forms. We start with the
inverse and the determinant of the deformation gradient, where we use the general variable
u, i.e.,

F =1d+Vu, J = det(F),

and obtain
F'(6u) = Véu,
(F~ Y (0u) = —F'VéuF,
(FTY(0u) = —F IVoul F~T,
(F~Y'(6u, Tu) = F'VruF 'VéuF ™' + FIVouF~'VruF ™!,
(F~1Y"(6u,mu) = FIVru' FIVou ' F~T + FIVou ' FIVruT F~T,
J' (6u) = Jtr(F~1Véu),
J"(Su, Tu) = Jtr(F~'Vru) tr(F~'Véu) — Jtr(F ' VruF ~1'Véu),

Instead of the tensor F' and the variable u, we use the tensors Fj, Fy, F,, and the variables
us, uf, ¢, in the following, depending on the situation. The same holds for J;, J; instead of
J.

Next, we view the fluid tensor
of ‘= o'f(Uf, U,p) = —pfljf(vva_l + Ff_TVUT).
The derivatives of first order are

o) = pr(Vo(FTY () + () (@) V"),
(o) (06,6) = —ETd+pei (Ve Fy ' + F Ve,
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whereas the derivatives of second order are computed as
0w (6ug, ) = pere(Vo(F7 ) (Sug, o) + (F7T)" (ug, ) Vo),
% (0pyu (005 60, 0) = prrp(Vou(Fy ) () + (F 1) () VouT),
(o) (s, 61, ) = prve(Vor (Fy ) (Sug) + (F ) (Sur) Ve ).
t.

Note that the derivatives w.r.t. (v,p)(v,p) vanish.

Now, the solid tensor with the St. Venant-Kirchhoff material law
S = T(us) = A tr(EL) 1d 424, s,
Ey = Ey(us) = %(FSTFS —1d),
is regarded. Here, we receive derivatives of first order
S (8us) = As tr(EL(5us)) 1d +2p1, EL(Gu,),
E!(6us) = %(V(SUZFS + FI'Véuy),
as well as the derivatives of second order
S (dus, ¢s) = As tr(Eg (Gus, ¢s)) 1d +-2p5 EY (Sus, ¢s),
E! (Sus, ¢s) = %(vm{ws + VoI Véuy).
Finally, we have the solid tensor of the shape optimization problem
Ns = Bs(us, q) = As tr(Es) Id +2p5 Es,
E, = Ey(us,q) = %(F;TFST FF; ' —1d),
with the first order derivatives

E;,u((SUS) =As tr(E;u (dus)) Id +2:“8Eé,u(5us)»
35, (0g) = Astr(Eg ,(69)) 1d +2us E ,(6q),

and the second order derivatives

1
L (0us) = 5 (B TVoul FuFy 4 Fy TR VouaF, )

ELy(60) = 5 (B, Y Ga) F RE 4+ Fy P T R(F, ) (60))

A.2. Form Derivatives

In this section, the explicit derivatives of the variational forms are presented. Note that in
Section 5.4, the same derivatives but in different direction appear. For instance, in the solid
adjoint equation there is Sy (us,q)'(¢s, zu, ), whereas in the solid tangent equation there is
Su(us, q) (dus, ¢s). For convenience, only the first is stated explicitly, since the second can be
obtained by inserting the right functions.
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A.2.1. Mesh Motion

Since the variational form of the mesh motion (2.10) is linear in its arguments, only the
derivative of first order is of importance, which is

Mq:(uf)(wv Zuf) = (V¢7 vzuf)ﬂf

A.2.2. Fluid

For the fluid equations, two different variational forms have been presented, namely F in (2.6)
and Fpress in (3.21). However, they only differ in the term that depends on the control g.
Therefore, derivatives w.r.t. to the state variables (u,v,p) are stated with the basic form F,
while we distinguish the derivatives w.r.t. the control. Then, the state derivatives are

Fl(ug, 0,0, 9) (¥, 20, 2p) = pt (J{ () VOF v — JpVo(Fy )(w)v,zv)gf

+ (J Yor T+ Jeoy () F T +Jfaf(F—T)’(¢),v2v)Qf
(Ji(
— pr

n F Vo) + Jrtr((Fy 1) ($) V), 2) o,

v <Jf(¢) FrT T F T 4 Jo(FTY () Vo BT

FRETOT (BT (Wm0 )

and
JeVeF o + JpVoEF; d)f,zv)

./—"(lup)(Uf,’U,p, )(gbfagazvazp —Pf(
+ ( Jio OFT, V2,
(f f,(v,p) ¢f ) ) O
+ (Jr
— ptv

Tr(F V), 2 )

<JfF Vol F-Tn Z“>rout’

while the control derivatives are obtained as

Folus, v,0,9)(8¢, 20, 2p) = (8¢, 20) g, »
]:[/)ress p(ufa U7p7 Q) (6Q7 Zl)a Zp) = - <6qn7 Z”>Fin .

Next, the derivatives of second order are regarded. Hereby, the mixed ones w.r.t. to the control
and state (and vise versa) vanish. We obtain derivatives after the same variable as

F(/':,y’p)(z)’p) (Uf, U7p)(5v7 517, ¢fa {7 Zu, Zp) = pf (JfV5UFf_1¢f + va¢fFf_16v7 Z’U)Qf »

and
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A. Explicit Derivatives of the FSI Equation

Fyl, (ug, v, p) (Sug, ¥, 20, ) =
pi (I (Sur, ) VoF o — J{(6ur) Vo(Fy ) ()
+ JH()Vo(F Y (Sug)o — JrVo(F )" (Sug, ), 20) g,
+ (Jé’(éuf, )orFy T+ J{(Gue)ol 0V F T+ Ji(Sug)op (Fy 1) (4)
W), (Sug) By + J107 4y (g, ) T+ iy, (Sug) (Fy ) ()
F R (FT) (Gur) + Jio, () (F ) (Gur) + Jrog (F7)" (bug, ), V2 )
+ (Jf (ug, ) tr(Fy ' Vo) + JF(Sug) tr((F7 ) () Vo)
+JH(@) tr((Ff V) (Bup) Vo) + Jr te((Fy 1) (ur, ) Vo), 2) o,
—/)fo<Jf'(5Uf,¢)Ff7TVUTF{ n+ Ji(Sug) (Fy 7)Y () Vo  F T
+JF(Sur) F T Vo  (F7 ) (0)n+ JH ) (Fy ) (Sug) Vol BT
+Tr (BT (Sug, ) Vo Fy o Je (BT (Sue) Vol (Fy >’<¢>n
+I{ W) Fy TV (FTY (Sue)n + Je (BT () Vol (BT (Sug)n
I BT (BT (Sug, ), zv>r :

out

Q¢

as well as the derivatives after the mixed variables, i.e.,

]:'1,1/(11,1)) (ufa Uap) (6Uf, ¢f, 67 vy Zp) =
Pt (Jf((SUf)ng)fF v — Jngf)f( /(5Uf)v
+ J{(Oug) VoF ¢ — JVo(Fp ) (Sug) b, 20)

(TN (D1, O FTT Ty (O, 61, )

10 (0 (01, ) (FFT) (Gur), V2, )
+ (J(Our) tr(Fy 'V o) + Jr te((Fy 1) (6ur) Vr), 2p) g,
= oo (T Oun) BTV of B+ S () (Gun) Vo Fy

+ F VoL (R (Gunn, zv> ,

out

f
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A.2. Form Derivatives

and

f(i},p)u(“? U’p)(év’ dp, b, 2y, Zp) =
pe (JH(W)VOuE v — JyVou(EF Y (1)v
(W) Vo 6o — JVo(F) ()6, 20) g,
+ (Jf’ ()0 ) (0, D) FF T + Tiy 0 (80,60, 8p) ;T
iy (60, D) (7Y (), V20 )
+ (JH(@) tr(Fy Vo) + Jp te((Fy ) (¥)Vov), 2)

— prvg <J§ (O F Vo Frin + (BT () Vool Fin

Qf

+JfFf—Tv5vT(Ff—T)/(zp)n,zq,>r .

A.2.3. Solid

For the structural equation, we have to distinguish between the standard form (2.2) and the
one from the shape optimization problem (9.5). We start with the former one. The first order
derivatives are given as

S;(us, Q)(Q{)Sv Zus) = (v¢szs + Fszg(ﬁbs)a vzus)gs )
S;(’LLS, Q)(6Q> d)s) = - (6Q> ZUS)QS .

For the second order derivatives, only the ones w.r.t. to the state variable remain. This results
in

SV (ug, q)(Sus, ¢s) = (V&uSEg(d)S) + VoY (6us) + F X (dus, ds), Vzus)gs .

Now, the sensitivities of the shape optimization derived. Since the shape optimization problem
has solely been solved with LBFGS as optimization loop, we restrict us to the derivatives of
first order, which are given as

Shhapen(Us: ) (b5, 7,) = (T Vo F ' SF T + TR ESL (¢)Fy T, Vzus)Qs ;
Shhape.q(Us: 1) (04, 2u,) = (JH(6Q) FsFy 'S F, T + JoFy (B (8q)SeFy T
+ JqFSFq—IE;q(dq)Fq—T + JquFq_lzs(Fq_T)/(éq), Vzus)Qs .
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A. Explicit Derivatives of the FSI Equation

A.3. Functionals

Throughout this thesis, several cost functionals have been used. Their respective derivatives
are now presented. We restrict this to the portion of the cost terms that depend on the state,
since the other portion is a standard regularization term. However, we exclude the shape
optimization problem due to Remark 9.1.

Fluid Velocity L?>-Norm

This example has been used for the sensitivity test in Section 5.5. We obtain

BU) = 3 (v.0),.

J{,U(U)(¢f) - (’U, (bf)Qf )
{/,vv(U)(csv’ ¢f) = (dva ¢f)Qf :

Fluid Outflow Velocity

Similar to that, the derivatives for the outflow velocity cost term in Section 8.4 are given as

AU) =~ (w0, .
J{,v(U)(¢f) - - <U7 stf>1"o‘lt >

{/,vv(U)(éva ¢f) = - <(5'U, ¢f>Fout :

Solid Displacement L?>-Norm

This example has been discussed in Section 5.5, Section 6.2 and Section 8.4, with different
tracking values and on different domains. The following form can be easily transferred to all
these cases. Therefore, with a € R, it is

N |

J1(U)

Tu(U)(95)
{/,uu(U)((suSa ¢S) -

(us —a,Us — a)QS )

Us — a, (bS)QS 9
5“’57 ¢S)QS 9

—~
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A.3. Functionals

Solid Displacement in Point A

Finally, the point functional from Section 7.4 is regarded. The derivatives can basically be
seen as Dirac-measure applied to the test function. Thus, for a € R,

1
TU) = Sl (4) — af?,

JI,U(U)/(¢S) = (us,o(A4) — a)¢s 2 (A),
Jl,uu(U>/(5us; ¢s) = 6us,m(A)¢s,x(A)'
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B. Specific Interface Updates

This part of the appendix is dedicated to sensitivities of the interface update forms that
have not been addressed in Section 5.3.3, which includes the relaxed fixed-point method with
dynamic relaxation and the Quasi-Newton Inverse Least-Squares method. To simplify the
notation, we write the interface inner product as

B.1. Relaxed Fixed-Point Method with Dynamic Relaxation

We have v = ((,w) , § = (\, u) and

Ck(ck—l—l’xk)(gk) _ <Q~k+1 TR — (1- wk)ck’ )\k>
k,bk
()t a2
Co(¢H,x")(0°) = (¢' =" TrU% — (1 —w")¢% \7),

where we abbreviated

ak — Ck . Ck*l7 bk — Ck . TI'Uk . Ckfl + TrUk*l'

B.1.1. Adjoint Update

Here, we compute the derivatives w.r.t. v = ({,w) to determine the update for § = (A, ) in
(5.43) and the derivatives w.r.t. U to determine the update for Z in (5.41).

Update for \*

First, the update for A* needs the derivatives w.r.t. ¢**1. Those are

o (CFPLXR)(E,0%) = (€, 49),
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B. Specific Interface Updates

as well as,
7;+17Ck+1 (Ck+2axk+1)(£70k+1) = _(1 - wk+1)<£7 )‘k+1>
pht E41\ k41 2k+1 k+1 k+1 pk+1
— e (6B 4 (a0 )
_2<ak+17bk+1><£’bk+1>> ,
and
c! (Ck+3 k+2)(€ 0k+2) _ _Mk+2 _<€ bk+2><bk+2 bk+2> o <ak+2 £><bk+2 bk+2>
k+27ck+1 » X ’ - (bk+2, bk+2>2 ) ’ ) ’

+2(ak 2, bE2) (g, bk+2>> .

Then, A* is obtained by
A= b (UM ¢ ), 29)
+ (1 - wk+1)<.7)\k+1>

ph! E41\ spk+1 pk+1 k41 E4+1 pk+1
Gy (OB 4 (e

_l’_
2k B (b))

k+2

I
+ - <_<'7 bchr2><bk+27 bk+2> _ <ak+27 -><bk+2, bk+2>

<bl~c+27 bk+2>

+2<ak+2’ bk+2><', bk+2>> )

Update for ;/*

Next, the derivatives w.r.t. w* are given as

LR (CF P (rw, 0%) = rw(Ch — Tr U, NP + rwp®,

k,wk

followed by the update of u* as
ph = (TeU* = ¢F 3B,

Update for Z*

Here, the derivatives w.r.t. the state U* are given as

k

po (1 xF) (@,0F) = —wF(Tr @, 0F) — @;‘w (~(a* T B0,

+2<ak,bk><Tr<1>,b’f>) .
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B.1. Relaxed Fixed-Point Method with Dynamic Relaxation

and

k+1

Ck+2axk+1)(¢’ 9k+1) _ H

<bk+1, bk+1>2

renoe( (a1, Tr @) 41, b+1)

_2<ak‘+1’ bk+1> <T1“ (p, bk+1>> .

Afterwards, the adjoint state update for Z* is computed by

b (UF,¢*q)(@,2%) = wM(Tr &, \F)
k

+ g (T 1) 2l 0y (T )

k+1

“

I T (+<ak+17 Te &) B+, 1y

_2<ak+1’ bk+1><TI, q>’ bk+l>) .

B.1.2. Tangent Update

For the tangent interface update (5.43), the second order derivatives, where the second deriva-
tive is computed w.r.t. 8§ = (A, ) in direction 70 = (7, 7u) are regarded. For the tangent
update for 6U in (5.48), only the new value of ( is needed, but no further derivatives of C.

Update for dw”

Regarding the update for w*, the second order derivatives in direction 7 are needed. This
includes the derivatives w.r.t. (w”, 1i¥)

C//

k wkuk (Ck+17 Xk)(éwka T, Qk) = (kaT/L

and, by setting da* = §¢¥ — §¢*~1 and 6b* = 6¢F — TroU* — 6¢F~1 + Tr 6U*!, we combine
the derivatives w.r.t. (¢¥, u¥), (¢F=1, u¥), (U, u¥) and (UF1, u¥) to receive
]Z,Ck’u,k (CIH_I, Xk)(5<ka T, ek) + ]Z’Ckfl‘uk (<k+17 Xk)((sck_lv T, ak)
+ IZU’“/L’C (<k+17 Xk)(Tl“ 5Uk7 T, 0/@) + ]Zkalp‘k (Ck+17 Xk)(TI‘ 5Uk_17 TH, gk) =
. Tp kE pk\/1k 1k E spk\/pk 1k\ _ o/ k 1k k 1k
o ey (190D 0, ) (o, ) 0515 — 240, ) 60,1 )
Then, we obtain for dw® by

Sk :<bk1bk>2 (05, BB, 54) + (o, 86 (0% 5°) — 2(a, 1) (30" )
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B. Specific Interface Updates

Update for 6¢*

Here, the derivatives in direction (7)) are needed. Those are the ones w.r.t. (w®, AF)
,’C’MM(&“, x®) (6w”, T, 0F) = (6w Tr U* + 5wk ¢k 7)),
the ones w.r.t. (¢¥, \F)
Cht i (T XY (6CH, 7, 0%) = (—(1 = wh)oC, TA),
the ones w.r.t. (CFF1, \F)
g7<k+lAk (<k+17 Xk)(5Ck+17 TAv ak) = <5<k+17 7—)\>7
as well as the ones w.r.t. (U*, \F)

I/f/Uk)\k(Ck+17 Xk)(Tr U, 7, 9’“) — <_wkUk+1’ ).

Afterwards, the update for ¢¥*! reads as

O = WF Tr 6U* + (1 — WF)o¢k + sk Tr UF — suwh¢k.

B.1.3. Dual for Hessian Update

For the dual for Hessian interface update in (5.59), we regard the second order derivatives in
direction 7y = (7, 7w) to obtain the update for 6 = (d\,du). Moreover, for the dual for
Hessian state dZ, the derivatives in direction (7U) are required.

Update for 6)\*

First, we regard the derivatives w.r.t. ¢**1. For that we combine the ones for Cry; w.r.t.
(CF, ¢, (M1, ¢FF), (UF, ¢FFHY) and (UM, ¢

l/€,+17g“k§k+1 (gk+27 Xk:+1)(6<k7 TC) 9k+1) + Cllfl+17fk+1§k+1 (<k+2a Xk+1)(5<k+17 TCa 9k+1)

FC o g (2 XU, 76 05 + Gy i g (2, X QU g, 677 =

k+1

U
RN EDE [<<5ak+l, 7O OB 4+ 2(3aF M (B0 7¢)

+ <7—Ca 6bk+1><bk+1, bk+1> + 2<ak+17 (Sbk+1><bk+l, TC>

= 2(7¢, BFTI (OB DY) — 2(aM Y ) (S0 BE T
—(aM L B (gpF TC>) (BFHL BTy

_ <<5ak+1,bk+1><bk+ljbk+l> T <ak+175bk+1><bk+17bk+1>

e AR A TCN ) PIVALERT
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B.1. Relaxed Fixed-Point Method with Dynamic Relaxation

the ones for Cp o w.r.t. (¢¥, ¢KFY), (¢FF2, ¢hFY) (UFHL ¢F+L) and (UF+2, ¢+

b e e (CFF ) (BCHHY 7€, 0542) 4 Ly i i (CFF2, 38 (66542, 7¢, 0547

g o (€ XU 76 02) 4 g s o (CFF 682 OURH2, 7, 0442) =

k+2

1
o W |:<_<5ak+27 7_<-> <bk+2, bk+2> o 2<bl~€+27 bk+2><bk+27 TC)

— (7, B0F 2 (BM, ) — 2(aM 2, 602 (B2, 7
+ 2<7.<’ bk+2><5bk+2, bk+2> + 2<ak‘+2, TO <5bk+2, bk+2>
F2(aF 2B 52, 7C) ) (B, )

_ (_<5akz+2’bk+2><bk+2’bk+2> _ <ak+2’5bk+2><bk+2’bk+2>

F2(aF 2 B2 (852, 02 ) 48R4, )

the ones w.r.t. ()\k, Ck+1)

wakeren (CFHL XR) (OAF, 7€, 0F) = (7¢,AF),

the ones w.r.t. (\FF1 ¢F+1)

Wtk crn (G2 (O 7¢ 0FFY) = (—(1 — M) rg, A,

the ones w.r.t. (wWht1, ¢F+1)

b o (P2 ) 0, 7 0F51) = 8 (g N,

the ones w.r.t. (uF*!, ¢F+1)

C//

k41, pkt1 chtL (C]H_Qv Xk+1)(5ﬂk+1, ue 9k+1) -

k+1

_ <bk—i(-s'1ubk—i-1>2 (<7_<7 bk+1><bk+1, bk+1> + <ak+17 7—C> <bk+1, bk+1>

—2(@’““,1)’““)(7(,1)’““)) ’

as well as the ones w.r.t. (pF+2 ¢F+1)

C//

k4-2,pk+2 ght1 (<k+3a Xk+2) (5:U’k+2) TCa 0k+2) =

k+2

5” i <_<7—C7 kar2><bk+27 bk+2> - <ak+27 TC) <bk+2’ bk+2>

+ <bk+2 , bk+2>

+2<ak+2’ bk+2><7_<’ bk+2>) :
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B. Specific Interface Updates

Then, the for SAF reads as

GNP = — SN 4 (1 — M) saM!
_ b/C(Uk—&-l’Ck—H’q)(.’de—&-l) _ b/</<<Uk+1,Ck+1’q)(5<k+1’ y Zk+1)
_ b/Z/JC(UIH_I’ CkH,q)((sUkH, . Z]H'l)
_ bgC(Uk—&-l’Ck—&-l’q)(éq’ y Zk+1)

MkH k+1 k+1 k41 E+1 pk41y\ /pk+1
+ [((8aF 1) B, ) 4 2(8ah b ()
+ <'> 5bk+1><bk+1v bk+1> + 2<ak+1a 5bk+1><bk+17 >
_ 2<', bk+1><5bk+1, bk+1> _ 2<ak+17 '><(5bk+1, bk+1>
(b B (a0, ) (b
_ <<5ak+1’bk+1><bk+1’bk+l> + <ak+1’5bk+1><bk+17bk+l>
—2<ak+1, bk+1><(5bk+1, bk+1>) s >}
phte k+2 k42 1k+2 k42 pk+2\ /pk+2
+W [<—<5a A A R I (U AR S CARR)
_ <',5bk+2><bk+2,bk+2> _ 2<ak+2’6bk+2><bk+2’ >
+ 2<_7 bk+2><5bk+2, bk+2> + 2<ak+2’ '><5bk+2, bk+2>
F2(aF B (654 ) (R, 0
_ (_<5ak+2, bk+2><bk+2’ bk+2> _ <akz+27 5bk+2><bk+2’ bk+2>
F2(aF 2, B2 (0542, ) ) 4 (bR, )|
5#’““ prFLy (phtl phtl E+1 prtl phtl
*W(“ JOFFL ) g (@R (B
2t B (b))
outt? pRH2y (pht2_pk+2 k42 Ly pht2 k2
ezl G U L B G Uy

F2(aF B2 (02 )

Update for 6"

Next, the second order derivatives in direction 7w are computed. Thus, we obtain the ones
w.r.t. (UF,wk)
IlclUkwk (CkHa Xk)(‘SUk, TW, 9’“) = (—TwTr sU*, )\k>,

the ones w.r.t. (¢*,w")

n oo () (8%, 7w, 07) = (rwé(h, AF),
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B.1. Relaxed Fixed-Point Method with Dynamic Relaxation

the ones w.r.t. (A, w")
vk (L XP) (6P, 7w, 0%) = (—7w Tr 6U* + 7wiCF, 6A"),
as well as the ones w.r.t. (5uF, w")
C,Z’ka(g’““,xk)(éu’“,m, 0) = Twopk.
Combining these terms, the update for 6u* reads as

Spk = (Tr U* — ¢% 60F) + (Tr sU* — 5¢F, by,

Update for 6 2%

Finally, we require the second order derivatives w.r.t. (state®). For that we combine the
derivatives for Cp, w.r.t. (U* U, (U1, U*), (¢¥,U*) and (¢F~1,U¥)

wokpk (G XM (6UF, @, 0%) + C)f iy o (CFFH XM (UM, @, 6%)

+ O i (¢ x5 (OCH, @,6%) + €Y g (P XM (0¢H, @,6) =
o [(—2<ak S05Y (Tt @, b*)
<bk7bk>3 ) ’
+ 2(a®, Tr @) (6b%, b)
+2<ak,bk>(6bk,Tr<I>>> bk, bk
— (~a®, a6%) (8", )

+2<ak,bk><5b’“,b’“>> 4<b’€,Trc1>>} ,

the ones for Cpyq w.r.t. (UK, U¥), (U1, UF), (¢, U*) and (¢F, U*)
C;’H UkUk(Ck+2 k+1)(5Uk d 0k+1) +Ck+1 Uk+1Uk(Ck+27xk+1)(5Uk+l7q)?ek+1)
+Cp iy Ck+1Uk(Ck+2 xFH) (5ckE L @, R +Ck+1<kUk(<k+2’Xk+1)(5<k+1’(I)’ekJrl) _

k+1
I

kl k+1 k+1

2<akz+l Tr (I)><(5bk+1 bk+l>
2<ak+1 bk+1>< bk:-}—l TI'@>> <bk+1,bk+1>

k+1 5bk+1 bk+1 bk+l>

_2<ak+1’ bk+1><bk+1, bk+1>) 4<bk+1, Tr (I)>:| ’

the ones w.r.t. (u*, U¥)

Sk
CI/C/,#kUk (CkJrla Xk)((slu’k) ¢’ ek) == <bk bk>2 <_<ak’ Tr q)> <bk7 bk) + 2<akv bk><TI‘(I), bk>) )
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B. Specific Interface Updates

the ones w.r.t. (uF*1, UF)
<k+2 Xk—f—l)(é‘ k+1 d 9k+1) _ 5,uk+1
) = T (bR bR

2B (Tr @, 5 )

C//

A (0", Tr @bt b

the ones w.r.t. (w*,U¥)
,’f’,wkUk(CkH,xk)((ka, D, 0%) = (—6w® Tr &, \F),
the ones w.r.t. (\¥, U¥)
]/g/,)\kUk (CkJrlv Xk)((sAka cpa ek) = <_wk Tr (1)7 5)‘k>7
Then, the dual for Hessian state §Z* is computed as
by (U, ¢*, q)(@,02%) = = by (U, ¢*, q) (6U*, @, Z%) — b1, (U*, ¢, q) (5¢", @, Z%)
:]/U(Uka <k7 q)(6Q7 (I)v Zk)
+ WF(ONE Tr @) + 6wk (\F, Tr @)

Lo [(—<5ak T &) (b, bF) — 2(6a", bF) (b, Tv @)
<bk, bk>3 ’ ’ ’ ’

2(a®, 6% (b*, Tr ®)

+ 2(a®, Tr @) (6b%, b)

+2(a¥,b) (86", T @) ) (B, 0F)

- (—<5ak,bk><bk,bk> —(a®, 567 (bF bR

+2(a* bF) (50", b"“>> (0", T&"@}

s

i ; [(<5ak+17Tr B (pFHL L

+ 2<5ak+17 ka) (ka’ Tr )
+ 2(a* L, o0 (F L Tr @)
— 2(aR L, T @) (5B, Y
—o(gk L Ly (spkt Thb)) <bk+1’bk+1>

k+1 bk+1 bk+1 bk+1>

+ <ak+1 5bk+1><bk+l bk+1>

— (kT Ty (sbRH, bk+1>> AP Tr <I>)]

5Mk k k k k k k
Wk, bRy (—<a , T @) (b*, 6°) 4 2(a”, 0") (Tr @, b >)
5/~Lk+1

+ W <<ak'+1’ Tr @> <bk+1, bk+1>

_2<ak+1’bk+1><Tr(I)7bk+1>> ‘
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B.2. Quasi-Newton Inverse Least-Squares

B.2. Quasi-Newton Inverse Least-Squares

We have v = ((,a), 0 = (\, u), Vp = R¥

Cr(CH, xM) (%) =(¢**" - Z o AFy, — R, 0%
k—1
+<Z ok ARE + RF.S "k ARE ),
=0 m=0

Co(¢hx)(0%) =(¢" = (1 = w")¢? = W T U), X7
with AFF = TrU* — TrU? and ARF = TrU* — ¢F — Tr U? + (%

B.2.1. Adjoint Update

Update for \*

For the adjoint interface update \* we need the derivatives of first order w.r.t. ¢¥*t1ie.,

pcern (CFLXR) (8¢, 6F) = (8¢, AF).

and

a+ +1 (SC Z'uk+1ARk+1

Mw

K-1 ' ' .
> € (@ )66 ) = (

j=k+1 0

k
s "rl Z Oé +1ARk+l +Rk+l 5c>

m=0

Mwﬁ

[e=]

1
+ (akﬂ o¢, Z pl AR

j=k+2

TS

J
il (D o, ARS, + R, 6<>> .

m=0
This results in the adjoint interface update

)\k’ - _ b/g(Uk‘-i-l Ck+1 )( Zk‘)

k
+(Za+ Zluk—‘rlARk:—i-l

m:
k k
+ Z H]TC”+1<Z O[fn—&-lAan—i-l + Rk+1, >
m=0

m=0

K-1 j J
- <ak+1 Z P ARLY 4+ 4 () od, AR], + R, .>> .
j 2

m=0
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B. Specific Interface Updates

Update for 1~

The update for ;¥ requires the derivatives w.r.t. o

k—1 k—1
ban (CFF,xF) (60, 0%) = Z Saf, AFR XY + (Y 0k, ARE, Sk ARE)

and is determined by

_ -1 k—1
() bamAF N + (> damARy,, > pb ARE) =0 Vo € R"

m=0

Update for Z*

For the adjoint state update (5.41), we regard the derivatives w.r.t. U*

=
L

k—1 k-1
(L x)(@,07) = (3 ok, + 1)(Tx @, > uk ARE)
= m=0

[
I
el

k—1 k—1
+ 3wk (> ok ARE + RF, Tr @)
m=0 m=0

m=0

-1 j—1
- ( (Tr ®, ZM ARJ, —%(Za{nAR;ﬁRj,Tr@)
j=k+1
1

k— K—
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Afterwards, the adjoint state Z* is computed as

by (U*, ¢* q) (@, Z%) = Z of 4+ 1)(Tr @, Z uk ARE)
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B.2.2. Tangent Update

The tangent interface update (5.49) to obtain 6y = (0¢, da) requires the second order deriva-
tives, where the second derivative is evaluated in direction 660 = (O, op).

Update for 6o

We start with the update for da®, for which the second derivatives w.r.t. u* are collected.
This includes the derivatives w.r.t. (o, u*)

k—1 —
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For the tangent update da* we have therefore
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Update for 6¢F+!

To obtain the update for 6¢*+! we regard the second derivatives w.r.t. \¥. Those are the ones
w.r.t. (CFFL AR
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the combination of ones w.r.t. (U?, \F) and (¢?, \¥)

k—1
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1=0

Afterwards, we obtain the update for §¢*+1 as

k—1 k—1
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B.2.3. Dual for Hessian Update

In the dual for Hessian update (5.59) the derivatives in direction 70 = (7(,7a) are needed
for determining 60 = (d\,0u). For the dual for Hessian state dZ in (5.57), the derivatives in
direction 7state are needed.

Update for 6 )\*

To obtain JA*, the following second order derivatives are needed: The ones w.r.t. (¢¢,¢*1)
and (U7, CF+1)
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the ones w.r.t. (ai, Ck+1)
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The dual for Hessian interface update then is
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Update for op*

The update for §u* depends on the derivatives w.r.t. (¢*,a¥) and (U?, o)

Z Ck Czak CkJrl, Xk)(éci, Ta, Qk)

k—1
+ Z Cl 1o (CPH, xB) (6T 70, 6%) = (3 7k, AGFE, AF)

m=0
k—1 k-1
- <Z Tay, ASRY,, Z 1 ARY,)
Z ok AR, Z uk AGRE ),
m=0
the ones w.r.t. (\*, o)

k—1
g)xkozk (Ck+17 Xk)((S)‘kv TCQ, ek) - <Z TO[anFTIZ, (5>\k>7

m=0

172



B.2. Quasi-Newton Inverse Least-Squares

and the ones w.r.t. (u*, a®)
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Then, §u* is determined by
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Update for 6Z*

For the dual for Hessian update §Z*, we regard the derivatives w.r.t. (¢!, U*) and (¢*,U*)
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Finally, the update for 6Z* reads as
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