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ABSTRACT This paper proposes a model-free robust-adaptive controller for Euler–Lagrange systems with
a quantitative performance analysis in terms of state-errors. The controller has only few parameters, and
the procedure of finding the controller parameters is intuitive and easy to implement. The controller acts
as an adaptive computed-torque controller and consists of two feedback loops: the inner loop evaluates the
robot dynamics to linearize the system and the outer loop is a simple proportional derivative controller.
Input-to-state stability is used to derive the control law and tune the controller parameters. Inverse-optimal
control using the Hamilton–Jacobi–Isaacs equations is utilized to confirm the optimality of the controller.
Robustness of the proposed controller is proved using the H∞ optimality technique. The controller starts
with zero system information and adapts itself to the real system dynamics. Finally, the proposed technique
is validated on a three-degree-of-freedom and a seven-degree-of-freedom robot manipulator.

INDEX TERMS Adaptive control, H∞ optimal control, Hamilton-Jacobi-Isaacs, input-to-state-stability,
computed torque, Euler-Lagrange.

I. INTRODUCTION
After many decades of research, the controller design
for a robot manipulator is still a contemporary field of
research [1]–[5]. The difficulty associated with robot con-
trollers is due to the complexity of the robot dynamics and
the strong coupling between the joints [6], [7]. A well-known
state-of-the-art controller design technique applies feedback
linearization, also known as computed torque method [8], [9].
By using such a controller, a simple proportional-derivative
(PD) controller can be utilized to achieve desired tracking per-
formance. However, computed-torque controllers are model-
based controllers and their performance depends on the esti-
mated system parameters.

Thus high performance is often not achieved using
a computed-torque technique due to un-modeled system
dynamics, disturbances and parameter uncertainties. For
instance, only linear friction models are used in many con-
troller designs [10], [11], and thus many traits of friction
are ignored such as Coulomb’s and static friction. Further,
torque saturation and variation in the actuator gains usually
deteriorate the performance. There are many reasons for
parameter uncertainties, e.g., lumped parameter models or the

effect of temperature variation on friction. Different types of
control methods have been introduced to overcome the above
mentioned issues, such as robust control [5], [12]–[14], adap-
tive control [2], [3], [15], neural network control [16], [17],
observer-based control [18], [19], orbital stabilization based
control [20] and sliding mode control [21], [22].

The dynamics of a robot is given by the Euler-Lagrange
equations. If uncertainties in the system dynamics appear
only in the constant coefficients, e.g. masses or lengths of
joints, we can reformulate the Euler-Lagrange equations into
a state-dependent regressor matrix and an unknown constant
coefficient vector. Many of the existing adaptive controllers
are Lyapunov-based [23]–[29] and take advantage of this fact,
and Lyapunov’s descent property is then used to find the
unknown coefficient vector [23]. Calculation of the regressor
matrix, especially for a high degree-of-freedom (DoF)manip-
ulator, is a complicated task if there are many system param-
eters. The function approximation technique (FAT) approxi-
mates the system dynamics by linear orthogonal basis func-
tions [2], [3] to avoid the evaluation of the regressor matrix.
For Lyapunov-based controllers, tuning of the controller
parameters and implementation on a higher DoF manipulator
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is difficult and requires trial and error to achieve accept-
able performance. These controllers are theoretically sound;
however, practical implementations are difficult because they
focus more on stability and less on performance. Another
class of controllers are sliding mode controllers [22], [30].
Sliding mode controllers have the advantage that they are
simple, robust and usually model-free. A major problem in
sliding mode controllers is chattering. Next, we discuss some
model-free control methods. Zhang and Yan [31] proposed
a multi-dimensional Taylor network inverse-control method
that has a low computational complexity. Fateh et al. [32]
proposed a controller based on a discrete fuzzy estimator.
In [33], an adaptive control method is presented that consists
of two robust adaptive laws for the estimation of the system.
The Lyapunov stability theorem is then used to ensure the
stability of the system.

The controllers discussed so far lack a quantitative perfor-
mance analysis, and there is no optimality mentioned in these
techniques [34]. Therefore next, we discuss techniques that
provide a performance analysis. A model-free robust control
method is proposed in [35] that ensures a prescribed transient
and steady-state performance. The controller uses stable lin-
ear filters that force the states to satisfy the desired perfor-
mance, however, the controller does not give optimal result
and it is only tested on a 2-DoF robot manipulator. Orbital-
stability based controller design [20] uses the transverse
dynamics to control a manipulator. The controller makes sure
that the states of the system remain in an orbit around the
desired trajectory. This is useful for under-actuated system,
but the controller requires knowledge of the system model
for implementation, and there is no discussion on how to
deal with model mismatch or external disturbances. Another
approach is theH∞ optimality, which has been recently used
to enable a quantitative performance analysis and robustness
against disturbances [12], [36]. The major obstacle in this
technique is the need of finding an analytical solution of
the Hamilton-Jacobi-Isaacs (HJI) equation. Fortunately, for
Euler-Lagrange equations, the solution of the HJI equations
was shown to exist [13], [37]. Choi et al. [12] proposed an
inverse-optimal proportional-integral-derivative (PID) con-
troller that is based on the H∞ technique. The controller
is relatively easy to implement while giving optimal perfor-
mance, but an estimate of the system parameters is required
to find the controller parameters. We will show that a specific
case of the controller introduced in this paper is similar to
this robust controller because both act like a PID controller.
However, the performance criteria are different, and it will be
easier and more intuitive to find the controller parameters for
the adaptive controller proposed here.

This paper introduces a model-free robust-adaptive con-
troller design method that sustains a predefined performance.
The performance is guaranteed by keeping the steady-state
joint-error smaller than a threshold value. Like an inverse-
dynamical controller, the proposed controller has two feed-
back loops: the inner loop is adaptive and estimates the
system dynamics for cancellation of the non-linearities and

the outer loop is a PD controller. A simple linear differ-
ential equation is formulated to evaluate the adaptive part.
An advantage of the proposed controller is that it neither
requires an estimated system model nor a regressor matrix
and acts like a model-free adaptive controller. Moreover,
the controller only uses the joint velocities, joint angles and
integrals of joint angles to calculate the control input.

The controller design considers two aspects: first, an H∞
approach is used to ensure the robustness and a prescribed
performance. Second, the adaptation of the estimated system
dynamics towards the real dynamics is ensured without any
initial knowledge about the real system. We represent the
robotic system as anL2-gain system and using HJI equations,
we prove that the controller is robust. We use an inverse-
optimal control method to find the matrices for the HJI equa-
tions, i.e., "given a controller, evaluation of the L2-gain that
satisfies the robustness". Thus, we get a simple controller
with only few controller parameters. The effect of external
disturbances is significantly reduced using input-to-state sta-
bility (ISS). It is also the tool used in this article to derive
a general form of the adaptive controller. Another advantage
of using ISS is that the parameters of the controller can be
determined depending on desired performance specifications.
The estimation of system dynamics is important because it
is then used to linearize the overall feedback system, thus
winding up as an adaptive computed-torque method.

In summary, the state-of-the-art robust/adaptive controllers
have one or more of the following limitations: no optimality,
high computational cost, dependence on system parameters,
no quantitative performance analysis and challenging tuning
of the control parameters. This paper addresses the issues
mentioned above apart from stability, robustness and straight-
forward implementation. However, the primary focus is the
performance and relatively simple implementation of the
controller, especially for high DoF manipulators. The perfor-
mance of the proposed controller is validated by experiments
using a 3-DoF and a 7-DoF robotic manipulator.

The remainder of the paper is organized as follows: the
main contribution of the paper, which is a novel robust-
adaptive controller, is summarized in Sec. II. The robustness
shown by the H∞ inverse-optimal control is discussed in
Sec. III. Sec. IV investigates input-to-state stability of the
proposed controller. Performance and evaluation of controller
parameters is presented in Sec. V. A comparison with state-
of-the-art controllers is summarized in Sec. VI. In Sec. VII,
simulation and experimental results for a 3-DoF and a 7-DoF
robotic arm are shown. Conclusions are drawn in Sec. VIII.

II. ADAPTIVE CONTROLLER
The dynamics of an n-link robot manipulator is expressed by
the following Euler-Lagrange equations:

M(q)q̈+ C(q, q̇)q̇+ G(q)+ Fq̇ = τ , (1)

where M(q) ∈ Rn×n is a symmetric positive definite inertia
matrix,C(q, q̇) ∈ Rn×1 is a matrix of centrifugal and Coriolis
terms, G ∈ Rn×1 contains the gravitational terms acting
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on the robot, F ∈ Rn×n is a diagonal matrix representing
approximate values of viscous friction, q ∈ Rn×1 is a vector
of joint angles and τ ∈ Rn×1 is a vector of input torques
applied at each joint. In the presence of external disturbances,
τ = τ d+ τ in, where τ d is the disturbance term and τ in is the
input torque.

A. BACKGROUND
In an ideal scenario, where τ d = 0 and where the system
dynamics are known, we can use feedback linearization, also
called computed torque [8] for high-performance control. Let
N(q, q̇) = C(q, q̇)q̇+ G(q) and

τ = Mv̈+ N(q, q̇)+ Fq̇. (2)

To achieve a desired transient and steady state response, let

v̈ = q̈d − Kdė− Kpe, (3)

where qd is the reference trajectory, e = q− qd, and Kd and
Kp ∈ Rn×n are PD gains [7]. Substituting (2) and (3) into (1),
we get the error dynamics

ë+ Kdė+ Kpe = 0. (4)

Simple pole-placement techniques can now attain the desired
performance. Unfortunately, the system parameters often are
not precisely known to achieve (4) and also external dis-
turbances and un-modeled parameters are present in a real
system.

B. ADAPTIVE COMPUTED-TORQUE CONTROLLER
The basic idea of the proposed controller is that the system
dynamics can be represented by a vector φ. Theorem 1 is
then used to find an estimate φ̂ of φ, which is later used to
calculate the input torque. The estimated system dynamics φ̂
converges from zero to the real system dynamics, which is
used for feedback linearization. Hence the controller can be
seen as an adaptive computed-torquemethod. A thorough and
complete proof of stability and robustness of the controller is
given in Sec. III and IV. Here, we let φ summarize the system
dynamics:

φ = M(q)q̈+ N(q, q̇)+ Fq̇− q̈− τ d, (5)

where τ d represents external disturbances and un-modeled
dynamics [2], [15].

If the input torque is chosen as follows,

τ in = φ̂ + q̈d − Kdė− Kpe (6)

with the assumption that the desired trajectory is twice dif-
ferentiable, then by using (1), (5) and (6), we obtain the error
dynamics

ë+ Kdė+ Kpe = φ̂ − φ. (7)

To find the input torque τ in, we need to evaluate φ̂, which
will be shown to be a function of only the state of the system
(Sec. III). It is obvious here that if φ̂ = φ, we end up with (4),
which is an ideal response. However,φ, which includes all the

FIGURE 1. Adaptive Feedback linearization of robot manipulator.

system dynamics along with disturbances in a single column
(vector), is not known. The following Theorem provides the
control law to obtain the estimate φ̂.
Theorem 1 (Adaptation): Let φ̃ = φ̂ − φ and

dmφ̂
dtm
= −

m−1∑
i=0

ai
diφ̃
dt i
, (8)

then the control law (6) leads to asymptotic stability of the
joint error e = 0 and estimation error φ̃ = 0 for system (1).

Proof: The stability of the proposed adaptive law is
proved in Sec. V.

The update law (8) does not require a regression matrix
and can be implemented with low computational cost. The
input torque τ in is a function of only the state of the
system (1), which is explained in Lemma 1 and also shown
in (9) and (10). The constant coefficients ai decide the rate of
convergence of φ̂ towards φ, explained in Sec. V-A.

Fig. 1 shows a block diagram representation of the pro-
posed controller. The adaptive controller is applied in the
inner loop and linearizes the overall feedback system. The
reason for defining the controller as adaptive computed-
torque is that, after φ̂ converges to φ, the controller acts as
a feedback linearization method.
Remark 1: For m = 1 and 2, the control laws are found by

combining (7) and (8):

m = 1 : φ̂ = −a0
(
ė+ Kde+ Kp

∫
e dt

)
, (9)

m = 2 : φ̂ = −a1(ė+ Kde+ Kp

∫
e dt)

− a0(e+ Kd

∫
e dt + Kp

∫∫
e dt2). (10)

Remark 2 (High-Frequency Problem): Adaptive con-
trollers, in general, suffer from high-frequency noise during
the transient-response. Fortunately, the motor drives and the
power supplies act like low pass filters, and suppress the
effect of noise.
Remark 3 (Noise): The only purpose of including q̈ in (5)

is to avoid the estimation of joint-acceleration when evaluat-
ing input torques.
Remark 4 (Approximation of φ): For a better estimation

of φ, it is desired to select large m. However, the system
will require large torques during the transient, which will be
shown in the results section (VII). These high torques result in
peaking which can affect the performance, see [38]. For that

51628 VOLUME 6, 2018



R. HAYAT et al.: Robust-Adaptive Controller Design for Robot Manipulators using the H∞ Approach

reason, we have determined that m = 2 along with proper
controller gains is sufficient to achieve desired performance.
Remark 5 (Tuning Parameters): The only tuning parame-

ters are ai,Kp and Kd and it will be shown in Sec. V how to
select these controller parameters while satisfying a desired
performance.
Remark 6: In our previous work [15], a term f (e, ė) was

included on the right-hand-side of (8) that was necessary
for the stability proof. Fortunately, here a modified proof is
presented that does not need this extra term.

III. ROBUSTNESS ANALYSIS
The proposed adaptive control method eventually constitutes
an H∞ robust-optimal controller. For a system to be robust,
theL2-gain from disturbance to the performance index is less
than or equal to some positive constant γ 2.∫

∞

τ
(xTQx+ uTRu)dt∫
∞

τ
||d||2dt

≤ γ 2, (11)

where Q and R are positive definite matrices, x is a vector
of states, u is the input and d is the disturbance. There also
exists a smallest value γ ∗ > 0 such that (11) is satisfied for
all γ > γ ∗.
In this section, we will show that there exist matricesQ and

R such that the system (1) along with the control law (8) sat-
isfies the L2-gain condition (11). From the H∞ perspective,
the main idea is that we consider the system shown in Fig. 1
as a linear system with all the non-linearities, disturbances
and unknown parameters as external disturbances as shown
in Fig. 2. Thus, we can show robustness with respect to the
unknown model. And finally, (8) results in a stable system as
long as the system dynamics φ ∈ L2[0,∞). We start with
a brief introduction of the H∞ control method and the HJI
equations.

A. H∞ CONTROL
Solving the HJI equations for a non-linear system is a tedious
task. Fortunately, if a robot manipulator is expressed in the
following form:

ẋ = Ax C Bu C Dd, (12)

then the HJI equation associated with the L2-gain (11)
reduces to the game-algebraic Riccati equation [39]:

ATS+ SA− SBR−1BTS+ 1/γ 2SDDTS+ Q = 0. (13)

Using S from (13), we obtain a static state feedback

u∗ = −R−1BTSx , −Kx. (14)

B. ROBUSTNESS PROOF
An inverse-optimal control method is used to prove the
robustness of the proposed controller. Thus objective of this
subsection is: given the control law (8), find the matrices S
and Q such that the game-algebraic Riccati equation (13) is
satisfied.

FIGURE 2. Adaptive controller from the perspective of H∞ optimal
controller.

The state-space form of the closed-loop equation for the
Euler-Lagrange representation (7) can be written in the form
of (12):

ẋ = Ax+ Bφ̂ − Bφ, (15)

Based on the value of m in (8), the matrices are

A =
[
0(m+1)n×n I (m+1)n×(m+1)n

0n×n Ln×(m+1)n

]
∈ R(m+2)n×(m+2)n,

L =
[
0n×(m−1)n −Kp − Kd

]
∈ Rn×(m+1)n,

B =
[
0n×(m+1)n In×n

]T
∈ R(m+2)n×1,

x = [
∫
m
eT dtm

∫
m−1

eT dtm−1 . . . eT ėT ]T ,

where
∫
m represents the mth integral with respect to time.

Since φ̂ determines the input torque according to (6), we can
consider −φ as disturbance ‘d’. In the remainder of this
paper, we will use the conventional input symbol ‘u’ and
disturbance ‘d’ variables interchangeably for ‘φ̂’ and ‘−φ’
respectively. The following lemma describes a different rep-
resentation of (8) that will make it possible to apply the
HJI equation on our system.
Lemma 1 (Alternative Form for (8)): Let

φ̂ = −

m+2∑
i=1

(
ai−1Kp + ai−2Kd + ai−3

)
x[i] , −Kx, (16)

where x[i] is the ith element of the state vector, with the
condition

E1: ai = 0 ∀ i < 0, i > m− 1.

Then (16) is equivalent to (8).
Proof: Equation (16) can be rearranged by taking advan-

tage of condition E1 to get the following form:

φ̂ = −

m+2∑
i=1

(
ai−1Kpx[i]+ ai−1Kdx[i+ 1]+ ai−1x[i+ 2]

)
,

φ̂ = −

m∑
i=1

ai−1
(
Kpx[i]+ Kdx[i+ 1]+ x[i+ 2]

)
,

Integrating (7), we get∫
m−i+1

φ̃ = Kpx[i]+ Kdx[i+ 1]+ x[i+ 2]. (17)

Taking the mth derivative, we get the control law (8).
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Q =


K̃b20K

2
p 0 0 0

0 K̃b20(K
2
d − 2Kp)+ K2

p(K̃ − 2b0I) 0 0

0 0 K̃b20 + (K̃ − 2b0I)(K2
d − 2Kp) 0

0 0 0 K̃ − 2b0I

 , b0 =
a0
a1

S =


b0K̃K2

p+b
2
0K̃KpKd b0K2

p+b
2
0K̃Kp+b0K̃KpKd b0K̃Kp+b0KpKd b0Kp

b0K2
p+b

2
0K̃Kp+b0K̃KpKd b20K̃Kd+b0K̃K2

d+K̃KpKd+K2
p b0K2

d+K̃Kp+b0K̃Kd+KpKd − b0Kp Kp+b0Kd

b0K̃Kp+b0KpKd b0K2
d+K̃Kp+b0K̃Kd+KpKd − b0Kp K2

d+b0K̃+K̃Kd Kd+b0I
b0Kp Kp+b0Kd Kd+b0I I


(18)

Remark 7: For second-order (m = 2), the controller (16)
can be written as

d2φ̂
dt2
= −a1

d
dt
(ë+Kdė+Kpe)−a0(ë+ Kdė+ Kpe). (19)

It is obvious from the example m = 1 in (9) and m = 2 in
(10) that φ̂ can be written as a state feedback φ̂ = −Kx with
appropriate choice of K . The general case is treated in lemma
1. This will allow us a comparison of (14) and (16). The
next Theorem gives the optimality of the proposed adaptive
control method for the appropriate choice of R and Q. Here,
only the matrices S andQ are evaluated using inverse-optimal
control.
Remark 8: The matrix R is chosen as

R−1 = αK̃ + I/γ 2 , am−1I, α> 0, K̃ > 0, (20)

which is proved by ISS (Sec. V).
For proving the optimal robustness, m = 2 is assumed.

The reason is that there is no generalized procedure to proof
the robustness for all m. But fortunately, the proof can be
extended for any value of m. Another intuition for m = 2
is explained in Sec. VII-C.
Theorem 2 (Robust-Optimal Controller m = 2): For a sys-

tem (15), the proposed adaptive controller (10) or (19) gives
an optimal solution that satisfies the game-algebraic Riccati
equation (13) under the following conditions:
• A1: a0, a1, Kp and Kd > 0
• A2: K2

d > 2Kp

• A3: a1K̃ > 2a0I
Proof: If the above controller (19) is optimal, that means

it satisfies the L2-gain condition of (11), there exist Q, R and
S symmetric, positive definite satisfying (13).
To find the values of Q and S, we follow the steps below:
• assume Q to be a diagonal matrix
• find the last column/row of matrix S using −Kx =
−R−1BTSx

• find the remaining entries of S and diagonal elements of
Q using (13), see (18), as shown at the top of this page.

From the Q matrix (18), required to be positive definite,
we can deduce conditions A1-A3.
There exists more than one solution for Q and S that

fulfills the positive definiteness criterion, but using the

form (16) and (20), after some mathematical manipulation,
we can evaluate the matrices (18). To facilitate the analysis,
we assume α = 1 as explained in Sec. IV-B.

Since the control law satisfies the Hamilton-Jacobi-
Bellman equation, we can conclude that theL2-gain is always
less than γ . From the definition of the L2-gain problem, it is
also clear that the system remains stable for φ ∈ L2[0,∞)
[39]. In the results section, it will be shown that A2 is a
sufficient condition but not necessary for stability. Form = 2,
K can be written as

K = a1[b0Kp Kp + b0Kd Kd + b0I I], (21)

where b0 = a0/a1. The reason for writing the a1 out of
BTSx is thatR−1 = a1I , see Sec. IV. Disturbance attenuation
depends on the value of γ that is included in the R−1 matrix.
Remark 9 (Special Case): For a first order approxima-

tion, that is m = 1, the robust-adaptive controller pro-
posed in this paper is similar to the H∞ inverse-optimal
Controller [5], [12]. The Q matrix in this case is

Q =

K̃K2
p 0 0

0 K̃(K2
d − 2Kp) 0

0 0 K̃

. (22)

The conditions for this Q matrix are
• B1: a0, Kp and Kd > 0
• B2: K2

d > 2Kp

If we let a0I = R−1 where R−1 is given by equation (20),
then the control law is represented as (9), which is equivalent
to the controller proposed by Choi et al. [12]. Of course
φ̂ 6= τ in, so the controllers are not exactly equal. Because
of that, the performance analysis is different, and we can
show that the mismatch approaches zero. Similar to that
H∞ controller, the proposed adaptive control method can be
applied on a robot manipulator without any knowledge about
the system dynamics.

IV. INPUT-TO-STATE-STABILITY
So far, we have discussed the robustness using the H∞
approach. In this section, we use ISS to derive the proposed
controller (8) along with stability and the matrix R (20),
which we have used in Theorem 2. We start with a brief
introduction to ISS.
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A. BACKGROUND
For a linear system, the bounded-input-bounded-output sta-
bility is not affected by inputs or disturbances provided that
they are bounded. However, for non-linear systems, an inter-
nally stable system can become unstable if certain inputs
are applied. Because of that, Sontag proposed a definition
called input-to-state-stability that also considers inputs to
find the stability of a non-linear system [40]–[42]. Because
disturbances and model uncertainties can be considered as
part of input disturbance, ISS can also be used to find the
stability and robustness of a system.

For a general non-linear control system

ẋ = f (x, d), (23)

where x and d are the state and disturbance vectors, respec-
tively: the ISS stability is defined as

|x(t)| ≤ β(|x(0)|, t)+ γ (||d||∞), ∀t ≥ 0, (24)

where β ∈ KL , γ ∈ K∞ [42] and x(0) is the initial
state. A class K∞ is a function α : R≥0 → R≥0, which is
continuous, unbounded, increasing and satisfies α(0) = 0.
A class KL is a function β : R≥0 × R≥0 → R≥0, such that
β(., t) ∈ K∞ for all t and β(r, t)↘ 0 as t →∞, where r is
a constant.

In case of a linear system, we get

β(t) = |x(0)| ||eAt ||, γ = ||B||
∫
∞

0
||eAt ||dτ . (25)

A result that will later be used to find the control law is given
in [42]: ‘‘A system is ISS if and only if it admits a smooth ISS-
Lyapunov function’’. That means that there exists a positive
definite function V (x) ∈ R and α1, α2 ∈ K∞ such that

α1(|x|) ≤ V (x) ≤ α2(|x|). (26)

ISS stability of (23) can then be concluded from

V̇ (x) ≤ −γ1(|x|)+ γ2(|d|), ∀ x, d, (27)

where γ(.) ∈ K∞. Further, let there exist V (x) such that the
following condition is satisfied for all x and u [36]:

|x| ≥ ρ(|d|)⇒ V̇ (x) ≤ −γ3(|x|), (28)

where γ3 and ρ ∈ K∞. In this case, not only is the system
ISS but also asymptotically stable.

B. DERIVATION OF PROPOSED CONTROLLER
To obtain the control law, the basic idea here is to consider
u = φ̂ and use equation (28) as explained in the next
Theorem.
Theorem 3 (Derivation): For the control law

φ̂ = −
(
αK̃ +

ρ−1(|x|)
|x4|

)
x4, K̃ > 0, (29)

the system (15) is ISS, where ρ ∈ K∞, α > 1/2 and x4 is

b0Kpx[1]+ (b0Kd + Kp)x[2]+ (b0I + Kd)x[3]+ x[4],

which is equal to BTSx. Also there exists an ISS-Lyapunov
function

V (x) =
1
2
xTSx (30)

with S from (18) and if conditions A1-A3 are satisfied.
Proof: For the stability of (15), the derivative of the

Lyapunov function has to satisfy the following condition:

V̇ (x) = ∇VAx+∇VBφ̂ −∇VBφ ≤ 0. (31)

∇VAx from (31) can be rewritten as

∇VAx =
1
2
xT (ATS+ SA)x,

=
1
2

[
K̃xT
4
x4 − xT [4](K̃ − 2b0I)x[4]

− xT [2]
(
K̃b20(K

2
d − 2Kp)+ K2

p(K̃ − 2b0I)
)
x[2]

− xT [3]
(
(K̃ − 2b0I)(K2

d − 2Kp)+ K̃b20
)
x[3]

]
.

(32)

and

∇VxB = xTSB , xT
4
, (33)

V̇ < 0 is thus satisfied if
1
2
K̃xT
4
x4 + x4φ̂ − x4φ

≤
1
2

[
xT [2]

(
K̃b20(K

2
d − 2Kp)+ K2

p(K̃ − 2b0I)
)
x[2]

+ xT [3]
(
(K̃ − 2b0I)(K2

d − 2Kp)+ K̃b20
)
x[3]

+ xT [4](K̃ − 2b0I)x[4]
]
. (34)

From the above equation, if conditions A1-A3 from Theo-
rem 2 are satisfied, then the right-hand side of (34) is positive.
To prove that the Lyapunov function (31) is an ISS-Lyapunov
function, the left-hand side of (34) must be at least negative
semi-definite. Taking advantage of (28), we get:

K̃
2
xT
4
x4 + x4φ̂ − x4φ ≤

K̃
2
xT
4
x4 + x4φ̂ + |x4|ρ−1(|x|).

(35)

To make sure that the above equation is negative defi-
nite or semi-definite, φ̂ is chosen as

φ̂ = −
(
αK̃ +

ρ−1(|x|)
|x4|

I
)
x4. (36)

Remark 10 (Special Case [12]): For m = 1, we get a
similar solution as suggested by Choi et al. [12].

C. EVALUATION OF THE MATRIX R
It is now obvious, how R has to be chosen. Comparing (14)
and (29), we get

R−1 = (αK̃ +
ρ−1(|x|)
|x4|

I). (37)
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To show the H∞ optimality for the proposed controller,
we choose the following performance index [39]:

J =
∫ t

0
xTQx+ uTRu− γ 2dT d dτ (38)

To proof the optimality of the robust-adaptive controller,
we use inverse-optimal control as explained in [36]. For
m = 1, the inverse-optimality is also proved in [5] and [12].
The above performance equation as explained in Sec. III-A
requires the HJI (13) equation to be solved.
Theorem 4 (Optimality [12]): For a control law (36),

applied to a robot manipulator (1), we get an optimal solution
if the following condition is satisfied

ρ−1(|x|)
|x4|

=
1
γ 2 ,

where without loss of generality α = 1 is considered for
simplicity.

Proof: It is already proved under conditions A1-A3 that
matrix Q (18) is positive definite. Condition 2 is evident
because we select R−1 such that 1/γ 2 cancels out the distur-
bance term. TheHJI equations can be used in the performance
equation (38) as:

J (x) = − lim
t→∞

∫ t

0
xT (ATS+ SA− SBK̃BTS)x dτ

+

∫ t

0
uTRu− γ 2dT d dτ,

= −

∫
∞

0
xT (ATS+ SA)x+ 2xTSBu dτ

+

∫
∞

0
uTRu+ 2xTSBu C xTSBK̃BTSx dτ

+

∫
∞

0
−γ 2dT d + 2xTSBd − 2xTSBd dτ

= −

∫
∞

0
2VxAx+ 2VxBu+ 2VxBd dτ

+

∫
∞

0
(u+ R−1BTSx)TR(u+ R−1BTSx) dτ

− γ 2
∫
∞

0
(d −

1
γ 2B

TSx)T (d −
1
γ 2B

TSx) dτ,

−

∫
∞

0
(
ρ−1(|x|)
|x4|

−
1
γ 2 )x

TSBBTSx dτ,

= −2V (x(0))+

−

∫
∞

0
(u+ R−1BTSx)TR(u+ R−1BTSx) dτ

− γ 2
∫
∞

0
(d −

1
γ 2B

TSx)T (d −
1
γ 2B

TSx) dτ,

−

∫
∞

0
(
ρ−1(|x|)
|x4|

−
1
γ 2 )|x4|

2 dτ.

In the last step, we assume that the final state fulfills
V (x(∞)) = 0. Considering u to be equal to (14), we get
the optimal solution with respect to the performance index
mentioned above. Note that

d =
1
γ 2B

TSx

is the worst case disturbance as explained in [39]. To achieve
the minimum cost function, the following should be satisfied:

ρ−1(|x|)
|x4|

=
1
γ 2 .

Hence it is proved that

R−1 = K̃ +
ρ−1(|x|)
|x4|

I = K̃ +
I
γ 2

gives the optimal solution. By considering R−1 = am−1I ,
we get to the proposed controller from Theorem 1.

V. PERFORMANCE ANALYSIS AND STABILITY
In this section, the primary focus is to discuss and quantify
the performance of the controller. Then based on a perfor-
mance criterion, the parameters of the proposed controller are
evaluated. The performance criterion in this paper is an upper
bound on the absolute values of the joint errors at steady state.
This approach is explained in the next Theorem.
Theorem 5 (Performance): For the control law

φ̂ =
(
K̃ +

I
γ 2

)
x4, x4 = BTSx (39)

with the conditions given in Theorem 2, the performance
limitation is given as:

|x|P,L ≤
2SB
λmin
|φmax|, (40)

where

λmin = λmin

(
Q+ (2am−1 − K̃)SBBTS

)
,

and |x|P,L is the maximum allowed error in steady state.
Proof: The derivative of the Lyapunov function (30) is

given as

V̇ =
1
2
xT (ATS+ SA)x+ xTSBφ̃. (41)

The above equation can also be written as

V̇ =
1
2
xT (ATS+ SA− SBK̃BS)x

+
1
2
xTSBK̃BTSx+ xTSBφ̃,

Applying (39), we get

φ̃ = −R−1BTSx−
∫
m

dmφ
dt

.

For the sake of simplicity, let K̃ be a scalar quantity. The
derivative of the Lyapunov function is

V̇ = −
1
2
xT (Q+ (2am−1 − K̃ )SBBTS)x− xTSB

∫
m

dmφ
dt

,

(42)

where am−1I = R−1. To find the performance limitation of
the controller in terms of errors, (42) can be written as

V̇ ≤ −
1
2
λminxT x− xTSBφ. (43)
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According to that, V̇ < 0 is possible if and only if

|x| ≤
2SB
λmin
|φmax|.

This also proofs Theorem 1.
Remark 11: The disturbance term φ is a function of q, q̇

and q̈. It is relatively easy to find the estimate of themaximum
value of |φ|, so to ensure that the joint errors never exceed a
predefined value. For that reason, the above equation must be
satisfied. From equation (43), it can also be concluded that
the proposed control method is indeed ISS.

A. EVALUATION OF CONTROLLER PARAMETERS
After discussing the performance limitation, the next step is
to use (40) for the identification of the control parameters.
Based on the previous Theorem, we can find the minimum
permissible values for the control parameters Kp,Kd and ai.
For m = 1, it is possible to find the parameters analytically,
however, for m ≥ 2, there is no analytical solution, but the
parameters can be determined using numerical techniques for
solving systems of non-linear equations, such as the Newton-
Raphson method. We start with m = 1:

V̇ ≤ −
1
2
xTQx− xTSBφ < 0.

To find an analytical solution for the parameters, the term
−(2am−1 − K̃ )xTSBBTSx is ignored because V̇ < 0 if
am−1 > K̃/2. To satisfy the inequality, the following equa-
tions must hold:

1
2
Q|x| > SB|φmax|

1
2

K̃K2
p 0 0

0 K̃(K2
d − 2Kp) 0

0 0 K̃

 x >
Kp
Kd
I

 |φmax|. (44)

Solving the above system of equations, we get

K̃(i, i) >
2|φmax|

ė(i)
,

Kp(i, i) >
2|φmax|

K̃(i, i)
∫
e(i) dt

,

Kd(i, i) >

√
2Kp(i, i)+

(
|φmax|

K̃(i, i)e(i)

)2
−
|φmax|

K̃(i, i)e(i)
.

Thus, for a given scenario, the control parameters can be
easily identified by specifying the maximum acceptable e, ė
and

∫
edt . As mentioned earlier, −(2am−1 − K̃ )xTSBBTSx

is ignored to find the control parameters. This term can be
used to find the minimum values of parameters that will
satisfy stability criteria for the system. However, there is no
analytical solution in that case. The same procedure can be
used to find the control parameters for m ≥ 2. More about
the parameters of the adaptive controller is presented in the
next section.

B. DISCUSSION ON φ̂→ φ

Another perspective of the proposed controller is to remove
any mismatch during the system estimation. At any time to,
the system dynamics can bewritten in Taylor series expansion
form as

φ(to + h) = φ(to)+ hφ̇(to)+
h
2!
φ̈(to + h)+ · · · , (45)

where h > 0. If h is assumed to be small such that

φ(to + h) ≈ φ(to)+ hφ̇(to), (46)

and we consider the case when the controller order m = 2,
the control law (8) can be written as

d2φ̃(to)
dt2

+ a1
dφ̃(to)
dt
+ a0φ̃(to) = 0. (47)

From basic root-locus technique [43], the values for a0 and
a1 can be chosen such that φ̃ → 0. A similar analogy
can be used for the third-order controller, where the Taylor
approximation will consider even the second-derivative of φ
and thus, the convergence will be faster. The condition (46)
can be satisfied if the gains ai are high enough to converge
during the time h. We have shown the convergence of the
estimated model towards the real model in the simulation
results.

VI. COMPARISON WITH STATE-OF-THE-ART
We consider the following features to compare the pro-
posed controller with the existing robust control meth-
ods: tuning the controller parameters, optimality, computa-
tional cost, robustness, dependence on model estimation, and
practical implementation, especially for high DoF robotic
manipulators. Another critical aspect of comparison is that
most of the existing controllers do not have a performance
analysis that can quantify the steady or transient-response
behavior [5], [34].

Kim et al. [5] and Choi et al. [12] showed that a simple
PID controller gives an optimal solution in terms of H∞
optimality. Here, controller tuning requires knowledge about
the parameters of the system. The proposed adaptive con-
troller addresses all the above limitations discussed in this
subsection. Apart from optimality, easy implementation and
model-free control, there is a performance analysis that forces
the steady-state error to be less than a prescribed value. More
explanations are presented in the results. Table 1 summarizes
all the controllers in a compact form.

VII. RESULTS
A 3-DoF and a 7-DoF robot manipulator (see Fig. 3) is con-
sidered to validate the proposed robust-adaptive controller.
MATLAB Simulink with a sampling rate of 1 ms is used to
implement the controller. The minimum allowed values for
the controller are calculated using equation (44) and thus sat-
isfy the performance criteria. In finding the control parame-
ters, ignoring the term−xTSBBTSxwill still provide us with
the optimal values. Although to find the absolute minimum
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TABLE 1. Comparison:’-’ means not completely true/known.

FIGURE 3. 3-DoF (left) and 7-DoF (right) robot manipulators used in
experiments.

parameters, this term should be included and the Newton-
Raphson method can be used to find the minimum values for
acceptable control parameters. An easy and intuitive way to
find the control parameters is to follow the steps mentioned
below:

1) Find the minimum values for the control parameters
using (40) that satisfy the condition for the maximum
allowed joint-error at steady state.

2) Find the values of Kp and Kd using a performance
criterion like rise-time, settling-time, etc.

3) Take ai such that the gain of (47) is 3-5 times higher
than (4).

The next two subsections present the simulation and exper-
imental results for the 3-DoF manipulator. Because of the
horizontal setup, the planar robot dynamics has no gravity
term. Sec. VII-C discusses the effect of the order and gain
of the controller. The results for the 7-DoF manipulator are
shown in Sec. VII-D.

A. SIMULATION RESULTS
The desired trajectory for the end-effector of the manipulator
is shown in Fig. 4. It was chosen heuristically and is in the
workspace of the manipulator. The end-effector starts on the
x-axis at 0.88 m from the base of the robot and it takes 6.17 s
to complete one rotation. In this study, m = 1 and m = 2 is
investigated. The threshold values for the state-errors are:

xmax1 = [10−3 10−2 10−1]T , (48)

xmax2 = [10−4 10−3 10−2 10−1]T , (49)

where xmax1 and xmax2 are the maximum allowed errors in
steady-state for m = 1 and m = 2, respectively.
The performance of the robot manipulator is shown

in Fig. 5. The controller for m = 2 suffers from peaking and
as a consequence, the trajectory of the end-effector shows a
larger overshoot during the transient phase, see Fig. 5 and 6.
Under the control parameters mentioned in table 1, the max-
imum permissible error after the transient response does not
exceed (48) and (49), see Fig. 7. Because the selected values
for the control parameters are higher than the required values
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FIGURE 4. Top view of the 3-DoF robot manipulator along with the
desired trajectory. The lengths are: l1 = 0.305 m, l2 = 0.208 m and
l3 = 0.370 m.

FIGURE 5. Simulation results: 3-DoF trajectory tracking in Cartesian
space. The end-effector starts from (0.88 m,0 m) in the x-y coordinate
system.

FIGURE 6. Trajectory for the second joint of the 3-DoF manipulator in
simulation. Only the first 1.5 s are shown for clarity.

TABLE 2. Control parameters: (a) ignoring −xT SBBT Sx, (b) including
−xT SBBT Sx, (c) Values used in controller.

for the specified performance, the maximum error emax is
much smaller than the threshold value, which is 0.01 radians
in our case (xmax1 [2] = e and xmax2 [3] = e).

FIGURE 7. Satisfaction of performance criteria in simulation of 3-DoF
robot. (a) m = 1. (b) m = 2. Red line: q1, green line: q2, blue line: q3.

FIGURE 8. Difference between φ̂ and φ. Dashed line: m = 1, solid line:
m = 2.

Fig. 8 shows the mismatch between the real and approx-
imated model. Considering the same convergence rate for
m = 1 and m = 2, the mismatch φ̃ is getting smaller as
we increase the order of the controller. The obvious reason is
that a higher order Taylor approximation gives better results,
see Sec. V-B. However, the limitation of taking a higher order
approximation is the peaking effect during the transient. One
way of dealing with this problem is to start with m = 1
and as the mismatch approaches zero, we shift to a higher
order approximation, because after the transient response,
the torques for any order m are equal.

B. EXPERIMENTAL RESULTS
In simulations, we did not consider input saturation, distur-
bances and un-modeled parameters. Fortunately, they do not
deteriorate the performance during the steady-state because
these disturbances can be considered as part of φ, which
is estimated by the controller during run-time. In experi-
ments, the joint space result for the 3-DoF robot manipulator
(Fig. 3) is shown in Fig. 9, and the trajectory tracking is
shown in Fig. 10. The long transient-response is because of
the torque-saturation; nevertheless, the performance criterion
during steady-state is satisfied for both simulations and exper-
iments. The errors in the joint angles are shown in Fig. 11,
which satisfy the performance criteria (48) and (49).
In the experiments, a comparison between real and approx-
imated dynamics cannot be shown because we do not
know the exact values of the actual system dynamics φ.
As long as φ is bounded, φ̃ will approach zero even in
experiments.
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FIGURE 9. Trajectory for the second joint of the 3-DoF manipulator during
experiment. Only the first 1.5 s are shown for clarity.

FIGURE 10. Experimental results: trajectory tracking in Cartesian space.
Dashed line: m = 1, solid line: m = 2. The end-effector starts from
(0.88 m,0) in the x-y coordinate system.

FIGURE 11. Experimental results for joint errors: (a) m = 1 (b) m = 2. Red
line: q1, green line: q2, blue line: q3. These figures shows that the control
parameters satisfy the performance criteria of (48) and (49).

C. EFFECT OF ORDER AND GAIN OF CONTROLLER
For the proposed adaptive controller, the system dynamics φ
is approximated by a Taylor series of order m−1. Thus, for a
first order approximation, the approximated system dynamics
φ̂ can only approach the true dynamics if φ is constant. How-
ever, φ depends on joint angles, velocities and acceleration,
so unless the desired trajectory is slowly moving or the gain
a0 is high, there will always be a slight difference between φ̂
and φ, as shown in Fig. 12.

By increasing the gain a0, the estimated dynamics will
converge faster, butmore torque is required if the error is high.
Also, if φ is approaching a constant value, the estimated value

FIGURE 12. First order approximation with different a0.

FIGURE 13. Various orders of control law with same convergence rate.

approaches the real system dynamics because the system acts
like a Type 1 system [43]. However, if φ is varying with time,
the first order will never reach the real system dynamics as
shown in Fig. 13.

To sum up, a first order approximation has no error for a
constant φ, a second order has no error for a ramp φ, a third
order approximation has no error for a hyperbolicφ and so on.
However, by selecting a sufficiently high gain ai along with
a second order approximation is quantitatively suitable to
approximate the system dynamics. Fig. 13 shows the response
of various orders for the same convergence rate.

The next point of interest is the effect of the order of the
controller on the input torque. Once the error φ̃ approaches
zero, then the torques will be equal for any order because the
input torque is equal to

τ in = φ̂ + q̈d − Kdė− Kpe. (50)

As long as φ̂ ≈ φ, the torques for different m will remain
equal.

D. EXPERIMENTAL RESULTS FOR 7-DoF ROBOT
The proposed adaptive controller is also used to control
a 7-DoF manipulator, see Fig. 3. The motivation is to show
that the performance criterion of (40) is satisfied for a 7 DoF
robot. We performed experiments under the assumption that
the system parameters are not known, and for that rea-
son, we compared our proposed controller with a couple of
model-free control methods. The performance in terms of
the integral square error for the proposed controller is shown
along with a simple PD and robust controller proposed by
Choi et al. [12]. A more detailed comparison is given in [15].
The values ofKp andKd are the same for the proposed and PD
controllers for the experiment. For the robust controller [12],
a trial and error method is chosen to tune the control parame-
ters because of the assumption that the system parameters are
not available. The integral square error

I (i) =
1

T2 − T1

∫ T2

T1
e(i)2dt, i = 1, 2, .., 7 (51)
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FIGURE 14. Errors in the joint angles: – PD controller, – robust controller [12] and – proposed controller.

TABLE 3. Error in the joint angles (rad).

for the three controllers are shown in table 3. Fig. 14 shows
the error for each joint angle for sinusoidal references of
different frequency and amplitude. During the steady-state,
the integral square error for the proposed controller is much
smaller compared to the other controllers. The order of the
controller is m = 1, and the error reduction can be improved
by taking higher order controller, however, the transient
response will be worse. The gain of parameters of the adap-
tive controller can be reduced during the transient phase for
improved response.

VIII. CONCLUSION AND FUTURE WORK
The main contribution of this paper is to implement an adap-
tive controller that satisfies a predefined performance with
few tuning parameters required. For bounded disturbance,
the controller is shown to be robust using the HJI equations.
An inverse-optimal control method is utilized to evaluate an
optimal cost function for the proposed controller. The control
law is derived by using input-to-state-stability analysis that
also ensures the stability of the system. The parameters of
the proposed controller are identified using a quantitative
performance analysis, which put an upper bound on the abso-
lute values of the joint errors. The adaptive controller also
ensures the removal of mismatch between real and estimated
system model during feedback linearization to get better
performance in terms of joint errors. Once the mismatch is
removed, a PD controller can perform well to get the desired
performance.

The proposed controller gives better results in terms of
steady-state error by limiting the absolute error to a pre-
defined maximum bound. However, there is no quantitative

performance analysis for the transient phase and one way to
improve the transient state is by using a funnel control.
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