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Abstract

By illuminating the scene of interest with electromagnetic signals, Synthetic Aperture Radar
plays an important role in remote sensing for producing up to decimeter resolution images
of earth from airborne and spaceborne platforms with the most unique advantage of the all-
weather capability. By exploiting interferometry of SAR images at different acquisition time
stamps, geophysical parameters, such as heights and displacement rates, can be extracted by
signal processing algorithms.

At the sensor level, spaceborne SAR systems have met an unprecedented growth in recent
years. For instances, X-Band missions like TerraSAR-X [WB10] and COSMO-SkyMed [Cal+14]
can achieve up to 1 m resolution. Aimed for the displacement mapping at a high time fre-
quency, Sentinel-1 satellites [Fle12] have the capability for earth observation by every six
days. Japan’s ALOS-2 satellite [MKS17] can supply "colorful" SAR observations globally by
its full polarization. At the algorithm level, extensive research has been done for geophysi-
cal information extraction from SAR images in decades. With respect to different scattering
cases, i.e. point scatterers and distributed scatterers, prevalent algorithms can be split into
two categories: Persistent Scatterer Interferometry (PSI) and Distributed Scatterer Interfer-
ometry (DSI).

Although the conventional techniques for geophysical parameter estimation do exploit in-
formation from multiple neighbouring pixels, no explicit semantic and geometric informa-
tion that might be preserved in the images has been utilized. Such geometric information
can be the object mask of a building façade where the height and deformation obey certain
prior knowledge, such as continuity and smoothness. Introducing them into the retrieval of
phase history parameters can be of great advantage. Moreover, investigation of property in-
herent in object-based Interferometric SAR (InSAR) data stacks can be further assisted to the
improvement of geophysical parameter estimation.

A general framework for object-based InSAR parameter retrieval, where the parameters of
the whole object are jointly estimated by the inversion of a regularized tensor model instead
of pixelwise, is developed in this thesis. In typical settings without outliers, the proposed
method outperforms the current pixelwise estimators, e.g., periodogram, by a factor of at
least two in the accuracy of the linear deformation estimates.

The inherent low rank property of object-based InSAR phase stacks is further investigated
in this thesis. Based on that, two tensor-decomposition based methods are proposed for
robustly reconstructing object-based InSAR phase stacks. Without requiring the precise seg-
mentation of object masks, the proposed methods can be efficiently exploited for object-
based geophysical parameter estimation. In cases of InSAR data corrupted by outliers, the
methods can improve the accuracy of geophysical parameters estimated via conventional
multibaseline InSAR techniques, e.g. PSI, by a factor of ten to thirty in typical settings.

Last but not least, an extension of robust low rank tensor decomposition to Distributed
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Scatterer (DS) InSAR phase tensors is also proposed. Under the typical parameter setting
of TanDEM-X, the proposed method shows the out-performance of the elevation estimation
by a factor of two compared to other state-of-the-art methods, such as SqueeSAR. With the
application on 3D reconstruction of a mountainous area based on TanDEM-X bistatic InSAR
stack, the performance of the method is further validated.

4



Zusammenfassung

Durch die Beleuchtung der interessierenden Szene mit elektromagnetischen Signalen spielt
SAR (Synthetic Aperture Radar) eine wichtige Rolle bei der Fernerkundung, um eine Auflö-
sung von bis zu Dezimeter zu erreichen Bilder von der Erde von Plattformen in der Luft
und im Weltraum mit dem einzigartigen Vorteil der Allwetterfähigkeit. Durch Ausnutzung
der Interferometrie von SAR-Bildern bei verschiedenen Erfassungszeitstempeln können geo-
physikalische Parameter wie Höhen und Verschiebungsraten durch Signalverarbeitungsalgo-
rithmen extrahiert werden.

Auf Sensorebene haben weltraumgestützte SAR-Systeme in letzter Zeit ein beispielloses
Wachstum erfahren Jahre. X-Band-Missionen wie TerraSAR-X [WB10] und COSMO-SkyMed
[Cal+14] können beispielsweise eine Auflösung von bis zu 1 m erreichen. Sentinel-1-
Satelliten [Fle12] sind für die Verschiebungskartierung bei einer hohen Zeitfrequenz aus-
gelegt und bieten die Möglichkeit, alle sechs Erdbeobachtungen durchzuführen Tage.
Der japanische Satellit ALOS-2 [MKS17] kann durch seine vollständige Polarisierung "far-
benfrohe" SAR-Beobachtungen weltweit liefern. Auf der Algorithmusebene wurden seit
Jahrzehnten umfangreiche Untersuchungen zur Gewinnung geophysikalischer Informatio-
nen aus SAR-Bildern durchgeführt. In Bezug auf unterschiedliche Streuung d.h. Punktstreuer
und verteilte Streuer können die vorherrschenden Algorithmen in zwei Kategorien unterteilt
werden: Persistent Scatterer Interferometry (PSI) und Distributed Scatterer Interferometrie
(DSI).

Obwohl die herkömmlichen Techniken zur geophysikalischen Parameterschätzung Infor-
mationen aus mehreren benachbarten Pixeln ausnutzen, wurden keine expliziten seman-
tischen und geometrischen Informationen verwendet, die in den Bildern erhalten bleiben
könnten. Solche geometrischen Informationen kann die Objektmaske einer Gebäudefas-
sade sein, deren Höhe und Verformung sicher gehorchen Vorkenntnisse wie Kontinuität und
Laufruhe. Einführung in das Abrufen von Phasenverlaufsparameter können von großem
Vorteil sein. Darüber hinaus kann die Untersuchung der Eigenschaften objektbasierter inter-
ferometrischer SAR (InSAR) -Datenstacks weiter unterstützt werden Verbesserung der geo-
physikalischen Parameterschätzung.

Ein allgemeiner Rahmen für den objektbasierten InSAR-Parameter-Abruf, bei dem die Pa-
rameter von Das gesamte Objekt wird stattdessen gemeinsam durch die Inversion eines reg-
ulierten Tensormodells geschätzt von pixelweise, wird in dieser Arbeit entwickelt. Bei typ-
ischen Einstellungen ohne Ausreißer übertrifft das vorgeschlagene Verfahren die aktuellen
Pixelschätzer, z. B. das Periodogramm, um einen Faktor von mindestens zwei bei der
Genauigkeit der linearen Deformationsschätzungen.

Die inhärente Eigenschaft eines niedrigen Rangs von objektbasierten InSAR-
Phasenstapeln wird weiter untersucht in dieser These. Darauf aufbauend werden zwei
auf Tensorzersetzung basierende Verfahren für vorgeschlagen Objektbasierte InSAR-
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Phasenstapel auf robuste Weise rekonstruieren. Ohne die genaue Segmentierung von
Objektmasken zu erfordern, können die vorgeschlagenen Verfahren effizient für die
objektbasierte geophysikalische Parameterschätzung verwendet werden. In Fällen von
InSAR-Daten, die durch Ausreißer beschädigt wurden, können die Verfahren die Genauigkeit
geophysikalischer Parameter verbessern, die mit herkömmlichen Multibaseline-InSAR-
Techniken geschätzt werden, z. PSI um den Faktor 10 bis 30 in typischen Umgebungen.

Nicht zuletzt wird auch eine Erweiterung der robusten Tensorzerlegung mit geringem
Rang auf InSAR-Phasentensoren mit verteilter Streuung (DS) vorgeschlagen. Unter der typ-
ischen Parametereinstellung Bei TanDEM-X zeigt das vorgeschlagene Verfahren die Outper-
formance der Höhenschätzung um den Faktor zwei im Vergleich zu anderen Methoden des
Standes der Technik, wie z. B. SqueeSAR. Mit der Anwendung zur 3D-Rekonstruktion eines
Berggebiets auf Basis von TanDEM-X bistatic InSAR Stack wird die Leistung der Methode
weiter validiert.
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1 Introduction

1.1 Motivation

By illuminating the scene of interest with electromagnetic signals, SAR plays an important
role in remote sensing for producing up to decimeter resolution images of earth from air-
borne and spaceborne platforms with the most unique advantage of the all-weather capabil-
ity. By exploiting interferometry of SAR images at different acquisition time stamps, geophys-
ical parameters, such as heights and displacement rates, can be extracted by signal process-
ing algorithms.

At the sensor level, spaceborne SAR systems have met an unprecedented growth in re-
cent years. For instances, X-Band missions like TerraSAR-X [WB10] and COSMO-SkyMed
[Cal+14] can achieve up to 1 m resolution. Aimed for the displacement mapping at a high
time frequency, Sentinel-1 satellites [Fle12] have the capability for earth observation every
six days. Japan’s ALOS-2 satellite [MKS17] can supply "colorful" SAR observations globally
by its full polarization. At the algorithm level, extensive research has been done for geo-
physical information extraction from SAR images. With respect to different scattering cases,
i.e. point scatterers and distributed scatterers, prevalent algorithms can be split into two
categories: Persistent Scatterer Interferometry (PSI) [FPR01; Ada+03; FPS09; Sou+11; GB12;
Kam06; WZB14; Cos+14; ZDL11; DMFP09] and Distributed Scatterer Interferometry (DSI)
[Fer+11; GA12; WZB12; Jia+15; SE+16; WZ16; CLJ16]. Generally, the key steps of PSI involve
Persistent/Permanent Scatterer (PS) candidate identification and parameter estimation. For
example, PS pixels can be selected according to amplitude dispersion index, which can be
calculated by the ratio between the temporal standard deviation and mean of the amplitudes
[FPR01]. In order to extract geophysical information from non-urban areas with Distributed
Scatterer (DS), interferometry techniques for parameter estimation from such stochastic sig-
nals have been extensively carried out in decades. Normally, Statistically Homogeneous
Pixels (SHP) selection for covariance matrix estimation and optimal phase history retrieval
from such covariance matrices are the two key steps in DS interferometry. As introduced
in [Fer+11], SqueeSAR exploits Kolmogorov–Smirnov (KS) test for selecting SHP with the as-
sumption that the statistics of amplitude data can be seen as a proxy for phase stability.

Although those conventional techniques for geophysical parameter estimation do exploit
information from multiple neighbouring pixels, no explicit semantic and geometric informa-
tion that might be preserved in the images has been utilized. Such geometric information can
be the object mask of a building façade where the height and deformation obey certain prior
knowledge, such as continuity and smoothness. Introducing them into the retrieval of phase
history parameters can be of great advantage, for example, to improve the accuracy of the
estimates, or to reduce the number of images required to obtain a reliable estimation. In one
pioneer work [ZGS15a], Zhu et al. demonstrated that by introducing building footprints from
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1 Introduction

OpenStreetMap (OSM) as prior knowledge of pixels sharing similar heights into frameworks
based on joint sparse reconstruction techniques, a highly accurate tomographic reconstruc-
tion can be achieved using just six interferograms, instead of the typically-required 20-100.

1.2 Objective

The objective of this thesis is to investigate the advanced Interferometric SAR (InSAR) signal
processing methods for geophysical parameter estimation at an object-based level. By inte-
grating prior knowledge, such as total variation (TV), into the geophysical parameter recon-
struction models, the proposed methods in this thesis demonstrate the novelty in threefold:

• Geophysical parameter estimation improvement for both PS and DS signals.

• Reliable estimation results reconstructed with limited number of SAR images.

• Robust geophysical parameter estimation in the existence of outliers.

For reaching those goals, this thesis addresses three separate parts of research.

Object-based multibaseline InSAR geophysical parameter estimation

Development of object-based multibaseline InSAR geophysical parameter estimation frame-
work, with the application of object masks extracted from optical images. Such framework
takes advantage of prior knowledge of the spatial smoothness for the joint optimization of
geophysical parameters and the solver based on Alternating Direction Method of Multipliers
(ADMM) is introduced.

Low-rank analysis in object-based multibaseline InSAR

For objects in urban areas, high-coherence of SAR images along the temporal direction and
pixel similarity along the spatial direction lead to the inherent low-rank nature in multibase-
line InSAR data stacks. Such property is investigated in this chapter and two novel tensor
decomposition methods are also proposed. Moreover, the object-based semantic masks re-
quired for geophysical parameter reconstruction can be loosed, when low rank tensor de-
composition methods are exploited.

Robust low rank tensor decomposition for Distributed Scatterer

Besides the application of tensor decomposition based methods on PS, the corresponding
framework is extended for cases of DS. With a limited number of SAR interferograms (around
six), the proposed method demonstrates the reliable performance of geophysical parameter
reconstruction and outperforms other the state-of-the-art multibaseline InSAR techniques
for DS, such as SqueeSAR [Fer+11] and PD-PSInSAR [CLJ16].

16



1.3 Organization of this thesis

1.3 Organization of this thesis

Chapter 2 briefly introduces basics of SAR imaging, signal models of SAR interferogram pix-
els, tensor and the ADMM optimization framework. Chapter 3 gives an overview of current
technologies for mutlibaseline InSAR technologies. Chapter 4 introduces the framework of
object-based multibaseline InSAR geophysical parameter estimation. Chapter 5 investigates
the low-rank property inherent in InSAR data stacks and propose two novel tensor decom-
position methods for robustly recovering geophysical parameters. Chapter 6 presents the
extension of tensor decomposition based method for DS and demonstrates the superiority
to other methods on the 3D reconstruction of a TanDEM-X bistatic InSAR stack on a moun-
tainous area. Chapter 7 draws a conclusion of this thesis and discusses some potential further
research directions.
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2 Basics

This chapter briefly describes SAR principles, imaging models, acquisition geometries, signal
models of InSAR and basics of tensor and ADMM optimization framework, which provide
a knowledge background for the following chapters. For the detailed introduction of each
topic, the readers are suggested to refer to [BH98; Buc00; Mor+13; Ros+00; KB09; Cic+15;
Boy+11].

2.1 Synthetic Aperture Radar imaging mode

By illuminating the scene of interest with electromagnetic signals, conventional SAR mea-
sures the backscattering coefficients and the location of targets in a two-dimensional image
coordinate system, with one axis along the along-track direction, also called azimuth direc-
tion, and the other axis defined as cross-track direction, also known as range direction. Fig-
ure 2.1 demonstrates its side-looking geometry. In the range direction, SAR system measures
the time it takes a radar pulse to the target and return to the radar and in the azimuth direc-
tion, the location is determined by the Doppler frequency shift whenever the relative velocity
between the target and radar is not zero [Ros+00]. Commonly utilized microwave lengths
of SAR systems are designed as 2.4− 3.8 cm (X-band), 3.8− 7.5 cm (C-band) or 15− 30 cm
(L-band).

Along the range direction, targets are distinguished by measuring the runtime of their re-
flected echos, and the corresponding range resolution:

δr = c

2B
(2.1)

is determined by the bandwidth B of the transmitted signals and the speed of light [Mor+13].
For the azimuth direction, its resolution is limited by the length of the physical antenna and
also the distance from the sensor to the illuminated scene. Through the forward movement
of the sensor and coherent processing of the reflected echos, synthetic aperture in the az-
imuth direction can be built up. By doing so, SAR system can greatly improve the azimuth
resolution, which is only dependent of its physical antenna size dA:

δaz = dA

2
. (2.2)

2.2 SAR signal model

As shown in Figure 2.2, within one resolution cell of a SAR image, the total signal returned
from it is the coherent sum of the returns from all the individual scatterers [Buc00; Ros+00;
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sensor

Z

X
Y

antenna main lobe

Figure 2.1: SAR image acquisition geometry. SAR system measures the time it takes a radar pulse to
the target and return to the radar and in the azimuth direction, the location is determined
by the Doppler frequency shift whenever the relative velocity between the target and radar
is not zero.

R

ΔR

pixel cell

Figure 2.2: Within one resolution cell of a SAR image, the total signal returned from it is the coherent
sum of the returns from all the individual scatterers.
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2.3 InSAR signal model

Mor+13], which can be represented as:

g = AB exp( j (φB − 4π

λ
R)) = exp(− j

4π

λ
R)×

N∑
i=1

ai exp( j (φi − 4π

λ
∆Ri )), (2.3)

where AB and φB are backscatter amplitude and phase of a resolution cell, λ is the wave-
length of the transmitted echo, R is the range between the sensor and the resolution cell, ai

and φi are backscatter amplitude and phase of i th scattering element in the cell, ∆Ri is the
associated differential range, and N is the total number of scattering elements. In particular,
exp(− j 4π

λ R) is the phase contribution by range and
∑N

i=1 ai exp( j (φi − 4π
λ ∆Ri )) is the signal

contribution by the coherent sum of the phases induced by differential ranges and backscat-
ter phases returned from the scattering elements within the resolution cell. The amplitude
and phase of the backscattered signals are dependent on the physical and electrical proper-
ties of the observed targets [Mor+13].

There are normally two cases of scattering elements: point scatterers and DS.If there is one
scatterer remarkably dominating the others in the resolution cell, which leads to the main
contribution of the backscatter phase, we can call that point scatter. If the point scatter is
highly coherent throughout the whole stack of SAR images, it is then known as PS. PS usu-
ally exists in urban areas, especially for man-made objects such as building walls, railway
lines, lamp posts and windowpanes, and also happens for high-resolution systems. DS are
those that can be decomposed into a sufficiently high number of random scattering elements
within the resolution cell, with the assumption that there is no single scattering element dom-
inates the others [BH98]. Based on the central limit theorem, the signal contributed by all the
scattering elements of such resolution cell can be considered as complex circular Gaussian
(CCG) variable with its amplitude following Rayleigh distribution and a uniformly distributed
phase [DR+58]. DS usually happens in non-urban areas and for natural objects in medium
resolution (around 10m) system.

2.3 InSAR signal model

As illustrated in Figure 2.3, by the multiplication of one SAR image taken at position O1 with
the complex conjugate of another SAR image acquired at a nearby position O2, the corre-
sponding interferogram can be generated. Note that co-registration of the two SAR images
is conducted before the interferogram generation, in order to ensure the signals of the corre-
sponding resolution cells are from the same elemental scatterers [Mor+13]. Within each res-
olution cell, its phase is dependent on the corresponding range difference [BH98], described
as:

ϕ= 4π

λ
∆R. (2.4)

After removing the phase contribution due to the reference surface, the flattened interfer-
ometric phase can be represented by:

ϕflat =ϕtopo +ϕdefor +ϕatm +ϕnoise, (2.5)
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Figure 2.3: Across-track SAR interferometry generated by the multiplication of one SAR image taken
at position O1 with the complex conjugate of another SAR image acquired at a nearby po-
sition O2.

where ϕtopo represents the phase contributed by topography, ϕdefor refers to the deforma-
tion phase due to the slight displacement of the targets in the direction of the satellite line-
of-sight (LOS), ϕatm denotes the phase induced by atmospheric effects, which is termed as
atmospheric phase screen (APS) [ZRH97; Han01], and ϕnoise is the phase noise. Specifically,
ϕtopo is determined by −4π

λ
B⊥

R sinθh with perpendicular baseline of two images B⊥, topography
height h and the incidence angle θ. If the two images are acquired at different times,ϕatm and
ϕdefor should be considered.

As an extension to multibaseline InSAR case, the corresponding interferometric phase vec-
tor can be formulated as:

ϕflat =−4π

λ

b

R sinθ
h +ϕdefor +ϕatm +ϕnoise, (2.6)

where b is the vector of perpendicular baselines, ϕdefor is the deformation phase vector, and
ϕatm represents APS phase vector. Normally,ϕdefor can be modeled as a function with respect
to the acquisition time t. APS is usually assumed to be spatially low-frequency and temporally
uncorrelated. The deterministic models described in Equation (2.5) and Equation (2.6) are
applied for the case of PS. If the pixel is DS, both are the expected values of interferometric
phases.

2.4 Single-look InSAR statistics

Coherence is one of the key parameters to measure the decorrelation of DS between two co-
registered SAR images. Such decorrelation can be summarized as follows [ZV92]:
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2.5 Tensor

• Temporal decorrelation: Backscattering property change of the scene between different
acquisition times, especially that the observed areas are vegetated or prone to snow
coverage.

• Spatial decorrelation: Different incidence angles at the two times at which the SAR im-
ages are acquired.

Correspondingly, it has the following formula:

γc =
E[g1g∗

2 ]√
E[|g1|2]E[|g2|2]

, (2.7)

where expected value of a random variable is denoted as E[·]. In practice, it is usually con-
ducted by averaging L adjacent looks with the assumption of local stationarity. The coher-
ence magnitude ranges from 0 to 1, where 0 represents the complete decorrelation and 1
means the full coherence. Correspondingly, the joint probability density function (PDF) of
the interferometric amplitude and phase can be represented as [Lee+94; TBQ95; BH98]:

p|v |,ϕ(|v |,ϕ) = 2|v |
πĪ 2(1−|γc |2)

exp(
2|γc ||v |cos(ϕ− ϕ̄)

Ī (1−|γc |2)
)K0(

2|v |
Ī (1−|γc |2)

), (2.8)

where Ī =
√
E[|g1|2]E[|g2|2], ϕ̄ denotes the expected interferometric phase and K0(·) is the

modified Bessel function. As a generation to multibaseline SAR images of DS, the corre-
sponding joint PDF can be formulated as [GT08; WZ16]:

p(g|C) = 1

πN det(C)
exp(−gH C−1g), (2.9)

where N is the number of SAR images, (·)H indicates the Hermitian transpose operator and
C = E(ggH ) denotes the complex covariance matrix. Likewise, it is usually calculated by aver-
aging L adjacent SHP.

2.5 Tensor

With the emergence of big data, standard flat-view matrix models cannot usually fulfill the
requirements of data analysis. Benefiting from multilinear algebra, high-dimensional data
can be flexibly represented as tensor and more general latent components in the data can be
extracted from tensor-based than matrix-based methods. Tensor-based methods have been
widely exploited in the fields of signal processing, computer vision and machine learning for
the study of videos, hyperspectral images and 3D medical images, etc. [KB09; Cic+15; Sid+17;
PFS17].

A tensor can be considered as a multi-dimensional array. The order of a tensor is the num-
ber of its modes or dimensions. A tensor of order N in the complex domain can be denoted
as X ∈ CI1×I2···×IN and its entries as xi1,i2,··· ,iN . Specifically, vector x is a tensor of order one,
and X can be represented as a tensor of order two. Fibers are the higher-order analogy of ma-
trix rows and columns, which are defined by fixing every index but one. Slices of a tensor are
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Figure 2.4: Third-order tensor (3D array).

Figure 2.5: Fibers.

obtained by fixing all but two indices. Matricization, also known as unfolding, is the process
of reordering the elements of a tensor into a matrix. Specifically, mode-n unfolding of tensor
X is defined by X(n) that is obtained by arranging the mode-n fibers as the columns of the
matrix. An example of a third-order tensor, its fibers and slices are displayed in Figure 2.4,
Figure 2.5 and Figure 2.6, respectively.

2.6 Alternating Direction Method of Multipliers

ADMM is an optimization framework for solving the following problem:

argmin
x,y

f1(x)+ f2(y), s.t . Ax+By = c, (2.10)

Figure 2.6: Slices.
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2.6 Alternating Direction Method of Multipliers

with variables x ∈ Cn and y ∈ Cm , where A ∈ Cp×n , B ∈ Cp×m and c ∈ Cp . Correspondingly, its
augmented Lagrangian form is:

Lρ(x,y,u) = f1(x)+ f2(y)+〈u,Ax+By−c〉+ ρ

2
‖Ax+By−c‖2

2, (2.11)

where ρ is the penalty parameter and u is the dual variable related to the constraint Ax+
By = c. By taking the advantages of splitting one difficult optimization problem into several
subproblems, where each of them has a closed-form solution, Equation (2.10) can be solved
by iterating over the steps:

x(i+1) = argmin
x

f1(x)+ ρ

2
‖Ax+By(i ) −c+ u(i )

ρ
‖2

2, (2.12)

y(i+1) = argmin
y

f2(y)+ ρ

2
‖Ax(i+1) +By−c+ u(i )

ρ
‖2

2, (2.13)

u(i+1) = u(i ) +Ax(i+1) +By(i+1) −c. (2.14)

For a comprehensive understanding of ADMM, the reader is referred to [Boy+11; PB+14].
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3 State of the art in multibaseline InSAR

Multibaseline InSAR technologies have been extensively investigated for decades and pro-
posed to retrieve geophysical parameters (namely elevation and deformation parameters) for
extended areas. As introduced in the last chapter, there are normally two scattering mecha-
nisms, i.e. PS and DS, of the observed areas, Respectively, PSI and DSI are the associated
signal processing techniques for the parameter estimation. Moreover, in regard to the de-
composition of multiple phase centers in each resolution cell, SAR tomography techniques
are the workhorses for tackling the layover problem. The history and state-of-the-art research
for those topics are reviewed in this chapter.

3.1 Persistent Scatterer Interferometry

PSI [FPR01; Hoo+04; Weg+10; Wer+03; Kam06] is one of the most powerful techniques for
geophysical parameter estimation based on multibaseline SAR images. Based on PSs which
are characterized by geometrically and temporally stable phase response, PSI effectively over-
comes the limitations brought by geometrical and temporal decorrelation on the perfor-
mance of geophysical parameter estimation in multibaseline InSAR. Typically, for PSs with
high signal-to-noise ratio (SNR), e.g. 10dB, millimeter precision on the linear deformation
rate estimation can be achieved with around 30 SAR images [FPR01].

3.1.1 Persistent Scatterer candidate identification

As first proposed in [FPR01], pixels are selected as PS candidates according to amplitude dis-
persion index Da , which can be calculated by the ratio between the temporal standard devi-
ation and mean of the amplitudes. [FPR01] has shown the estimation of the phase stability
based on amplitude dispersion maintains very well with high SNR (10dB). Typically, pixels
are chosen as PS candidates when Da is between 0.25 and 0.4 [FPR01; Col+03]. Low spectral
phase diversity is exploited as a proxy for PS candidate selection in [Wer+03]. By exploit-
ing the spatial correlation of phase measurements, stanford method for persistent scatterers
(StaMPS) [Hoo06] is applicable for selecting PS in areas undergoing non-steady deformation
without prior knowledge. Likewise, based on spatial correlation analysis, PS pairs are identi-
fied via the construction of PS arc in [Cos+08]. Sublook coherence approached is proposed
in [Sch+06] for point-like scatterer identification without the requirement of certain number
of temporal SAR images. Other spectral correlation based methods, such as phase variance
approach [Gia+08] and generalized likelihood-ratio test (GLRT) approach [SF+15], are inves-
tigated for PS candidate selection. Also, the evaluation of such coherent scatterer selection
methods is conducted in [WAL18]. By exploring the statistical properties of the eigenvalues
of the covariance matrix, a new PS candidate selection approach is introduced in [NKL18].
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3.1.2 Parameter estimation

Methods for estimating geophysical parameters such as topography height and linear defor-
mation rates from PS have been extensively studied in recent years. With the assumption
that the deterministic signal of PS g corrupted by CCG noise, maximum likelihood estimator
(MLE) of the parameters θ is [RB74; FPR01; WZ16]:

argmax
θ

1

(2πσ2)N
exp(− 1

2σ2 ‖g− ḡ(θ)‖2
2), (3.1)

where θ represents the unknown geophysical parameters, ḡ(θ) is the modeled PS signal, N is
the number of interferograms and σ2 denotes the variance of complex noise. Equation (3.1)
can also be rewritten as:

argmax
θ

| 1

N

N∑
n=1

gn exp(− jϕn(θ))|, (3.2)

which is well-known as temporal coherence [FPR01]. In order to describe the precision of
the estimated parameters, least squares ambiguity decorrelation (LAMBDA), which is origi-
nally developed for the ambiguity resolution of GPS signal, is adapted to parameter estima-
tion for PS signals in [KH04]. To improve the robustness of MLE, M-estimator is proposed in
[WZ16]. Rather than equally treating each temporal observation in Equation (3.1), weighted
functions are exploited in M-estimator to downweight the observations corrupted by outliers
or unmodeled phases. In order to take advantages of large number of useful SAR acquisitions
and avoid spatial decorrelation, small baseline subset (SBAS) algorithm has been proposed
for deformation retrieval in [Ber+02]. For the estimation of non-steady deformation with no
prior knowledge, [Hoo06] first isolates wrapped deformation signals in PSs and proposes a 3D
phase unwrapping method for retrieving their real phases. Based on building arc networks
with no phase ambiguities and least squares estimator, a PS time series modeling method
without phase unwrapping for deformation rate estimation is proposed in [ZDL11]. Recently,
a review of different PSI techniques is given in [Cro+16].

3.2 Distributed Scatterer Interferometry

In order to extract geophysical information from non-urban areas with DS, interferometry
techniques for parameter estimation from such stochastic signals have been extensively car-
ried out in decades. Normally, SHP selection for covariance matrix estimation and optimal
phase history retrieval from such covariance matrices are the two key steps in DS interferom-
etry.

3.2.1 Statistically Homogeneous Pixels selection

For extracting optimal phase histories from sample covariance matrices, SHP should be se-
lected first. Normally those pixels sharing the same statistical behavior are selected based on
their amplitudes. As introduced in [Fer+11], SqueeSAR exploits KS test [Ste70] for selecting
SHP with the assumption that the statistics of amplitude data can be seen as a proxy for phase
stability [FPR01]. Besides, Anderson–Darling (AD) test can be explored as another option for
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3.2 Distributed Scatterer Interferometry

effectively selecting SHP in [WZB12; GA12; GA14]. Composed of KS, AD, Kullback–Leibler
divergence and GLRT, different amplitude-based methods for selecting SHP are evaluated
in [PB11]. Among those, AD has been proved to be the most effective statistical test for se-
lecting two pixels with the same distribution. To overcome the drawback of SHP selection in
non-Gaussian SAR scenes and the biased estimation of sample covariance, a hybrid frame-
work is proposed in [JDL14]. For non-urban areas without man-made structures, the spatial
and temporal variation of the amplitudes returned from scatterers may induce problems for
amplitude-based methods. By directly investigating phase information, [CLJ16] utilizes co-
herence matrices to examine whether the corresponding two pixels are from the same distri-
bution. GLRT for coherence matrices is exploited as a criteria for the GLRT identification. In
a similar vein, such criteria is also deployed for nonlocal self-similarity (NSS) to select homo-
geneous patches and covariance matrix estimation [Del+15].

3.2.2 Single-master phase history retrieval

Estimating optimal phase histories from covariance matrices built by the selected SHP is the
second key step in DSI. The construction of covariance matrices can be considered as the
generation of multimaster (MM) interferograms. In order to link all the available interfero-
metric phases, optimal phase histories, i.e. single-master (SM) phases, are then estimated
from such covariance matrices. It is also well-known as phase linking [GT08] or phase trian-
gulation [Fer+11], where iterative algorithms are proposed for solving the following problem
based on MLE:

argmin
ϕ

ξH ( ˆ|||Γ|||−1 ¯ Γ̂)ξ, (3.3)

where ξ = exp( jϕ), Γ̂ denotes the sample coherence matrix obtained from SHP, | · | is the
absolute operator and ¯ denotes the Hadamard operator.

The approximate solution of such nonlinear optimization problem can also be obtained by
the eigenvalue decomposition of sample covariance matrix Ĉ [For+15] or Γ̂ [CLJ16]. More-
over, multiple scattering mechanisms of DS can be separately analyzed by such method. In a
mathematical point of view, several phase linking methods are analyzed in [CLJ15]. Although
SBAS [Ber+02] has not exploited the full information of all the possible MM interferograms, it
can also be considered as a phase linking method for DS processing based on small-baseline
subsets. SM phase histories are then estimated based on least squares estimator. To improve
the robustness of SBAS in cases of outliers and unwrapping phase errors, minimum L1 norm
criterion is investigated in the inversion of parameters of interest [GA12]. As an extension of
LAMBDA from PS to DS, an integer least squares (ILS) based method is proposed in [SE+16].
By formulating a system of linear observation equations with the full exploitation of covari-
ance matrices, it is capable of the uncertainty study from the observations propagated to the
final estimates. For the DS characteristics deviate from the CCG, M-estimator is applied to es-
timate the SM phase histories [WZ16]. Targeting at InSAR time series processing for big data
in real time, an efficient algorithm containing key steps of signal subspace estimation and
the generation of artificial interferograms [DZLD11], i.e. data compression, is introduced
in [ADZB17]. As a follow-on, an improved phase linking method which takes advantages of
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eigenvalue decomposition and MLE is proposed in [ADZB18]. Its key idea is the introduction
of extra weights in Equation (3.3), in cases of erroneous coherence matrix estimation.

Commonly, based on the methods of phase linking, SM phase histories can be estimated
from time series of SAR data, the corresponding geophysical parameters, such as residual
topography height and linear deformation rate, can then be reconstructed in a similar pro-
cessing chain of PS signals.

3.3 SAR Tomography

Even though PSI and DSI techniques can provide the additional information along the ele-
vation dimension, a single scatterer or a single phase center in each resolution cell is usually
prerequisite. In cases of layover, i.e. multiple scatterers at different elevations superimposed
in the same resolution cell, those techniques cannot be sufficient for reconstructing the real
3D structure of the scene, especially in urban areas with dense buildings. SAR Tomography
(TomoSAR) technique has been proposed for alleviating those limitations by synthesizing an
aperture in the elevation dimension with the multiple acquisitions of SAR images obtained
of the same scene. The signal of nth SAR image can be mathematically modeled as [RM00;
FSS03; ZB10b; For+14]:

gn =
∫

Is

γ(s)exp(− j
4πB⊥n

λR
s)d s, (3.4)

where Is is the elevation support and γ(s) denotes the complex reflectivity profile along the
elevation dimension (s).

3.3.1 Tomographic inversion

In a more compact form, Equation (3.4) can be rewritten as the linear system [FSS03; ZB10b;
For+14]:

g = Rsγ, (3.5)

where Rs is the predesigned discrete Fourier matrix with respect to elevation s. Consider-
ing deformation parameter into the tomographic inversion, Rs should be generalized into
Rs,t , which is the 2D Fourier basis support of elevation s and time t . Such inversion prob-
lem is well-known as Differential SAR Tomography (D-TomoSAR) [Lom05; FRS09]. The lin-
ear inverse problem of Equation (3.5) can be solved by analyzing singular value decompo-
sition (SVD) on Rs and mitigating noise level by restricting the solution space to the sub-
space spanned by the orthogonal vectors with large singular values [FSS03]. By assuming the
uniform distribution of baselines, the tomographic inversion can be viewed as directions of
arrival (DOA) estimation problem and several spectral estimation methods, such as Capon,
amplitude and phase estimation filter (APES) and multiple signal classification (MUSIC), are
analyzed in [LMG03; GL05]. As the extension, multilook modern parametric relaxation spec-
tral estimator (RELAX) and APES algorithms are furthermore investigated for cases of DS.
More comprehensive discussion of spectral estimation methods can be found in [SM+05] and
a review of spectral estimation methods applied in TomoSAR is presented in [GLM02]. Ben-
efiting from the high-resolution SAR systems, e.g. TerraSAR-X [WB10] and COSMO-SkyMed
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3.4 Contributions of this thesis

[Cal+14], a detailed study of tomographic capability of TerraSAR-X spotlight mode is demon-
strated in [ZB10b]. Besides, with Wiener-type regularization, a maximum a posteriori (MAP)
estimator is proposed and several model order selection methods for estimating the num-
ber of scatterers have been compared. Compared to the range (0.6m in TerraSAR-X spotlight
mode) and azimuth (1m) [Ein+09], the resolution of elevation direction is at least an order of
magnitude lower and it is limited by Rayleigh resolution [ZB10b; ZB14]:

ρs = λR

∆B⊥
, (3.6)

where∆B⊥ is the perpendicular baseline range or elevation aperture length. By utilizing com-
pressive sensing (CS) theory [Bar07; Don06], two or more scatterers within the Rayleigh res-
olution can be separated, which makes it invaluable for TomoSAR reconstruction in urban
areas [ZB10a; BES11]. In [ZGS15b], exploiting OSM building footprints as prior knowledge
of pixels sharing similar heights into frameworks based on joint sparse reconstruction tech-
niques, a highly accurate tomographic reconstruction can be achieved using just six inter-
ferograms. Aiming at decreasing the computational cost of normal CS based tomography
methods, a randomized blockwise proximal gradient has been developed for the practical
use in large-scale 3D point cloud generation in urban areas [Shi+18]. Via the combination
of TomoSAR and PSI, the performance of deformation retrieval in layover-affected areas can
be improved [Sid+16], since the phase contributions of multiple scatterers may influence the
deformation estimation in the normal PS processing. Taking advantage of staring spotlight
mode, [Ge+18] demonstrates the density and accuracy improvement of 3D TomoSAR point
cloud generation compared with the conventional sliding spotlight mode of TerraSAR-X.

Most of the above-mentioned techniques are tailored for recovering the elevation profiles
with the assumption that the illuminated scene is constituted by PS. In cases of DS, e.g. for-
est areas, SAR tomography problem is formulated and discussed in [Teb10] with single and
multipolarimetric SAR observations. With parametric and nonparametric spectral estima-
tion methods, [SZ16a] demonstrates the performance of 3D reconstruction in forest areas
based on millimeterwave (Ka-band) SAR system. Covariance matrix estimation plays an es-
sential role in tomogram reconstruction from DS, [DHo+18] has proposed a novel estimation
method based on the spatial and radiometric similarities of nonlocal patches measured with
Riemannian distances [DGH13] and several performance metrics have been analyzed for the
evaluation of 3D TomoSAR point cloud generation.

3.4 Contributions of this thesis

Although some of the above-mentioned techniques do exploit information from multiple
neighboring pixels or patches, the natural semantic and geometric information in SAR im-
ages has not been explicitly employed. Such geometric information can be the object mask
of a building façade where the height and deformation obey certain prior knowledge, such as
continuity and smoothness. Introducing them into the retrieval of phase history parameters
can be of great advantage, for example, to improve the accuracy of the estimates, or to reduce
the number of images required to obtain a reliable estimation.
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3 State of the art in multibaseline InSAR

In a summary, this thesis makes the following contributions to the field of multibaseline
InSAR.

• Extended the multibaseline InSAR signal model of single pixel to an object-level by
means of a tensor representation. By exploiting the prior knowledge of the deformation
pattern of objects, an object-based InSAR parameter inversion technique is proposed
and the optimization procedure based on ADMM is introduced.

• Given object areas, e.g. façades, bridges and roofs, an InSAR phase stack can be rep-
resented by a 3-mode tensor and its multidimensional low-rank property is first inves-
tigated in this thesis. Based on such property, robust low rank tensor decomposition
methods, e.g. Robust Mutibaseline InSAR technique via Object-based low rank tensor
decomposition (RoMIO), are proposed in this thesis, which can efficiently improve the
accuracy of geophysical parameters estimated via conventional multibaseline InSAR
techniques, e.g. PSI. Furthermore, proper regularization terms, e.g. TV, can be also
integrated into the tensor decomposition model, which can both mitigate outliers and
complex Gaussian noise in real dataset.

• As the extension of robust low rank tensor decomposition method for DS processing,
the corresponding framework is proposed in this thesis, based on the low-rank prop-
erty inherent in the multi-looked DS pixels. With a limited number of SAR interfer-
ograms (around six), the proposed method demonstrates the reliable performance of
geophysical parameter reconstruction on a TanDEM-X bistatic InSAR stack of a moun-
tainous area.
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4 Object-based multibaseline InSAR
geophysical parameter estimation

Past research mostly focused on the optimal retrieval of geophysical parameters on the basis
of a single pixel or a pixel cluster. Only until recently, the first demonstration of object-based
urban infrastructure monitoring by fusing InSAR and the semantic classification labels de-
rived from optical images was presented by [Wan+17]. Given such classification labels in the
SAR images, a general framework for object-based InSAR parameter retrieval, where the pa-
rameters of the whole object are jointly estimated by the inversion of a regularized tensor
model instead of pixelwise. In this chapter, single-pixel multibaseline InSAR signal model is
first recapped in Section 4.1. Based on that, the tensor representation of InSAR signal model
for objects is introduced in Section 4.2. Then, the proposed object-based multibaseline In-
SAR inversion is presented in Section 4.3. In Section 4.4, a robust filter is demonstrated for
outlier removal for real InSAR dataset. In order to obtain the semantic masks in SAR images,
SARptical processing [Wan+17] is demonstrated in Section 4.5.1 and the case study of defor-
mation retrieval is illustrated in Section 4.6. A short discussion for the proposed method is
demonstrated in Section 4.7. Most materials in this chapter have been published in [Kan+17].

4.1 Single-pixel multibaseline InSAR signal model

The interferometric phase history of a PS in a multibaseline InSAR stack is determined by
the elevation (topography) of the scatter, as well as its deformation over the observed period.
Correspondingly, a PS signal g(s, p) can be modeled as follows:

g(s, p) = a exp{− j (
4π

λr
s ×b+ 4π

λ
p ×τ)}, (4.1)

where a is the modeled amplitude of the PS, b is the vector of the spatial baseline, τ is the
vector of the deformation model, e.g. τ = tt p for linear motion, and τ = sin(2π(tt p − t0)) for
the seasonal motion model with the temporal baseline tt p , s and p are the unknown elevation
and deformation parameters to be estimated, respectively, λ is the wavelength of the radar
transmitted signals and r denotes the range between radar and the observed object.

As introduced in Equation (3.1), the MLE of the parameters s and p can be formulated as
solving the following problem:

argmin
s,p

‖g−g(s, p)‖2
2, (4.2)

which is equivalent to the periodogram [DMFP09; RB74; WZ16],

argmax
s,p

|g(s, p)H g|. (4.3)
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4 Object-based multibaseline InSAR geophysical parameter estimation

Figure 4.1: InSAR phase tensor example of TerraSAR-X data with a roof area (blue rectangular) of Las
Vegas Convention Center.

where g is the input-observed PS phase vector. Since the complex phase of PSs is mainly
focused on, the amplitude is ignored in the following content.

4.2 Tensor extension of multibaseline InSAR signal model

Given an object area, e.g. roof, as illustrated in Figure 4.1, its interferometric phase stack can
be represented as a 3-mode tensor G ∈CI1×I2×I3 , where I1, I2 represent the spatial dimension
in range and azimuth, respectively, and I3 denotes the number of SAR interferograms. Similar
to equation Equation (4.1), its tensor extension (amplitude dropped) can be expressed as
follows:

Ḡ (S,P) = exp{− j (
4π

λr
S⊗b+ 4π

λ
P⊗τ)}. (4.4)

Here, G is the modeled complex phase tensor of the object, S and P represent the matrices
of elevation and deformation to be estimated, respectively. The symbol ⊗ denotes the outer
product, which plays a role in the dimension extension [Cic+15].

4.3 Object-based multibaseline InSAR inversion

Given the observed complex phase tensor G of a certain object, the goal is to jointly recon-
struct all the parameters. In the proposed method, the prior knowledge of the spatial patterns
of such geophysical parameters is exploited. To this end, the optimization problem of equa-
tion Equation (4.2) is extended to the following expression:

argmin
S,P

α‖G − Ḡ (S,P)‖2
F +µ f (S,P). (4.5)

The first term is the data fidelity term, which calculates the Frobenius norm of the log likeli-
hood between the observed tensor G and the modeled tensor G . f (S,P) denotes the penalty
term which represents the spatial prior of S and P. The regularization parameter µ controls
the balance between these two terms. Therefore, Equation (4.5) can be considered as the
MAP estimator of S and P.
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4.3 Object-based multibaseline InSAR inversion

4.3.1 Object-based multibaseline InSAR inversion with total variation
regularization

One popular smoothness prior is the TV norm, which is widely used in multiple image pro-
cessing problems, e.g. image deblurring, denoising and inpainting [ZC08; TYH09; CP11], and
is also applied for interferometric phase denoising [Den+09; SDT11]. Specifically, TV penal-
izes the perturbations of signal u by limiting its gradient:

TV(u) =
∫
Ω
|∇u|dx. (4.6)

In such case, with the smoothness assumption of deformation pattern, Equation (4.5) can
be rewritten as:

argmin
S,P

α‖G − Ḡ (S,P)‖2
F +µ‖P‖T V , (4.7)

where ‖X‖T V denotes the TV norm with the definition as ‖X‖T V := ∑
i1,i2

|xi1,i2 − xi1−1,i2 | +
|xi1,i2 − xi1,i2−1|. Such optimization problem can be solved with ADMM framework. In doing
so, auxiliary variables are introduced and Equation (4.7) can be rewritten as:

argmin
S,P

α‖G − Ḡ (S,Z)‖2
F +µ‖F‖1, s.t . D(P) = F, P = Z, (4.8)

where D(·) is the first-order difference operator. The corresponding constraint optimization
problem can be converted into an augmented Lagrangian function, yielding

L(S,P,F,Z,Γ1,Γ2) =α‖G −exp{− j (
4π

λr
S⊗b+ 4π

λ
Z⊗τ)}‖2

F +µ‖F‖1+

〈Γ1,D(P)−F〉+〈Γ2,P−Z〉+ ρ

2
(‖D(P)−F‖2

F +‖P−Z‖2
F ),

(4.9)

where Γ1,Γ2 are the introduced dual variables and ρ is the penalty parameter. ADMM takes
advantage of splitting one difficult optimization problem into several subproblems, where
each of them can be solved easily. Accordingly, the minimization of L(S,P,F,Z,Γ1,Γ2) with
respect to each variable can be tackled by solving the following subproblems:

1) S subproblem: By fixing the other variables, the subproblem of L with respect to S is

min
S
α‖G −exp{− j (

4π

λr
S⊗b+ 4π

λ
Z⊗τ)}‖2

F . (4.10)

It can be pixel-wisely solved by exploiting periodogram on each PS phase vector.
2) P subproblem: By fixing the other variables, the subproblem of L with respect to P is

min
P

〈Γ1,D(P)−F〉+〈Γ2,P−Z〉+ ρ

2
(‖D(P)−F‖2

F +‖P−Z‖2
F ). (4.11)

Then, by calculating the gradient of L with respect to P and setting it as zero, the following
linear system is obtained:

(ρI+ρD∗D)P = ρD∗(F)+ρZ−D∗(Γ1)−Γ2, (4.12)

35
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where D∗(·) is the adjoint operator of D(·). According to the block-circulant structure of the
matrix D∗D , its inverse problem can be efficiently solved by exploiting Fast Fourier Transform
(FFT) and its inverse transform [Wan+18; SO14; Ji+16].

3) F subproblem: By fixing the other variables, the subproblem of L with respect to F is:

min
F
µ‖F‖1 + ρ

2
‖F−D(P)− Γ1

ρ
‖2

F . (4.13)

This L1-norm-induced subproblem can be efficiently solved by applying the soft-
thresholding operator defined by Sγ(A) := sign(A)¯max(|A|−γ,0), where |A| = sign(A)¯A.

4) Z subproblem: By fixing the other variables, the subproblem of L with respect to Z is:

min
Z
α‖G −exp{− j (

4π

λr
S⊗b+ 4π

λ
Z⊗τ)}‖2

F + ρ

2
‖Z−P+ Γ2

ρ
‖2

F . (4.14)

Such unconstrained nonlinear optimization problem can be solved by Quasi-Newton
method [Zhu+97; Byr+95]. Note that global optimization can not be guaranteed to achieve
with any choice of initialization point in the solution space for such nonlinear problem. Ini-
tializing the parameters S and Z by the estimation results of periodogram is adopted.

5) Multiplier updating: All the dual variables can be updated by:

Γ1 :=Γ1 +ρ(D(P−F)),

Γ2 :=Γ2 +ρ(P−Z).
(4.15)

The detailed ADMM pseudocode for solving Equation (4.7) is summarized in Algorithm 1.
Using a predefined convergence condition, e.g. 10−3, the solution Ŝ, P̂ can be obtained. Note
that in the proposed algorithm, for simplicity, spatial prior knowledge is imposed on just
deformation matrix P. One can also introduce TV norm on both the parameter matrices and
utilize the same optimization strategy as the above.

4.3.1.1 Convergence analysis

Such ADMM-based optimization strategy utilized in Algorithm 1 can be considered as Block
Coordinate Descent (BCD), whose convergence is theoretically guaranteed as long as each
subproblem is convex [LSG17; WCX15]. In such case, since the subproblems of S and Z are
not convex, the theoretical convergence cannot be guaranteed. However, the convergence of
Algorithm 1 on the simulated data is experimentally analyzed and displayed in Figure 4.2. It
can be demonstrated that the convergence of Algorithm 1 can be achieved around 20 itera-
tions.

4.3.1.2 Visualized comparison

A multibaseline InSAR stack with the ground truth spatial linear deformation rate ranging
from 1 (mm/y) to 2.5 (mm/y) is simulated, as shown in the left figure of Figure 4.3. The spa-
tial and temporal baselines are comparable to those of TerraSAR-X. The number of interfer-
ograms is 30. Uncorrelated complex circular Gaussian noise is added to the simulated stack
with an SNR of 5dB.
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4.3 Object-based multibaseline InSAR inversion

Algorithm 1 Object-based approach (TV) solved by ADMM

Require: G ,µ,ρ,α
1: Initialize S, P, Z, F, Γ1, Γ2

2: for k = 0 to maxIter do
3: Fix other variables to update S in Equation (4.10) by utilizing periodogram.
4: Fix other variables to update P in Equation (4.11) by calculating HP and TP, where

H(k)
P = ρD∗(F(k))+ρZ(k) −D∗(Γ(k)

1 )−Γ(k)
2 ,

TP = |fftn(Dh)|2 +|fftn(Dv )|2.

P(k+1) ← ifftn(
fftn(H(k)

P )
ρ+ρTP

).
5: Fix other variables to update F in Equation (4.13) by element-wise soft-thresholding,

F(k+1) ←S µ

ρ
(D(P(k+1))+ Γ(k)

1
ρ ).

6: Fix other variables to update Z in Equation (4.14) by utilizing Quasi-Newton method.
7: Multiplier update by

Γ(k+1)
1 ←Γ(k)

1 +ρ(D(P(k+1))−F(k+1)),

Γ(k+1)
2 ←Γ(k)

2 +ρ(P(k+1) −Z(k+1)).
8: if convergence then
9: break

10: end if
11: end for
Ensure: (Ŝ, P̂)
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Figure 4.2: The convergence analysis of Algorithm 1 on a simulated data. It can be seen that within 20
iterations, the total loss of the optimization function is converged.
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Figure 4.3: Visualized comparison of PSI, the proposed method and the TV post-processing on the
estimation of deformation rates of the simulated data. As shown from the results, without
considering the prior knowledge of the deformation rates along spatial directions, the re-
sult of PSI is much noisier compared to the results of the other two. The spatial pattern
of the displacement variation cannot be easily recognized from such result. What is more
interesting is the comparison between the proposed method and the TV post-processing
approach. The results show that applying TV filtering afterwards can indeed achieve a cer-
tain level of denoising. However, over-smoothing phenomenon can be found in the map
of residual values. In other words, larger bias is existed in the post-processing result than
the proposed joint optimization method, especially around the areas of value jump.
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Figure 4.4: The compared methods on the step function approximation. As illustrated in the left sub-
figure, the expected values of the estimates by MLE employed in PSI can approximate the
ground truth well. However, compared to the other two methods, its standard deviation
is much larger, since the spatial prior knowledge of parameters is not taken advantage of
in the reconstruction of PSI. In contrast, the standard deviations can be very well sup-
pressed in either joint or separate optimization based method. However, consistently with
the above analysis, bias can be found in the TV post-processing result, especially in the
area of value jump.

The performance is visually compared with those obtained by the pixel-wise periodogram,
which is exploited as parameter estimation method in PSI [FPR01], and the post-processing
of TV denoising on the result of PSI. One may wonder that there is no big difference between
the proposed object-based method and the result achieved by the separate processing of PSI
and the associated variational denoising method. The results are displayed in Figure 4.3,
where the first row is the estimated linear deformation rates of the comparing methods and
the second row is the residual values between those and the ground truth.

As shown from the results, without considering the prior knowledge of the deformation
rates along spatial directions, the result of PSI is much noisier compared to the results of
the other two. The spatial pattern of the displacement variation cannot be easily recognized
from such result. What is more interesting is the comparison between the proposed method
and the TV post-processing approach. The results show that applying TV filtering afterwards
can indeed achieve a certain level of denoising. However, over-smoothing phenomenon can
be found in the map of residual values. In other words, larger bias is existed in the post-
processing result than the proposed joint optimization method, especially around the areas
of value jump. The plausible reason can be the joint optimization strategy can iteratively
take advantage of both the data fidelity and the prior knowledge, given the original observed
InSAR stacks. As a comparison, the TV post-processing approach searches the optimal so-
lution given the initialization of the results obtained by PSI. In other words, the solution of
the TV post-processing approach is strongly dependent on the results of PSI. When there are
unreliable estimates at some points, the biases can be induced in the final result.

4.3.1.3 Step function approximation

In order to indicate how the details can be preserved by the proposed method, the results
of 1000 Monte-Carlo simulations are reported in Figure 4.4 based on the experiment of step
function approximation [Bai18; Bai18]. An InSAR stack with a linear deformation rate jump
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Figure 4.5: The performances of PSI and the proposed method with respect to different SNR on the
simulated step function dataset. It can be seen that with the spatial regularization, the
object-based method can achieve the performance improvement by a factor of two than
PSI.

from −1 (mm/y) to 1 (mm/y) is simulated and SNR is imposed as 5dB. The dashed black lines
indicate the ground truth value of linear deformation rates. Expected values of the estimates
from the three methods are plotted in blue and the shaded areas denote the ± standard devi-
ations around the expected values.

As illustrated in the left subfigure, the expected values of the estimates by MLE employed
in PSI can approximate the ground truth well. However, compared to the other two methods,
its standard deviation is much larger, since the spatial prior knowledge of parameters is not
taken advantage of in the reconstruction of PSI. In contrast, the standard deviations can be
very well suppressed in either joint or separate optimization based method. However, consis-
tently with the above analysis, bias can be found in the TV post-processing result, especially
in the area of value jump. Moreover, with respect to different SNRs, the standard deviations
of residuals are displayed in Figure 4.5. It can be seen that with the spatial regularization, the
object-based method can achieve the performance improvement by a factor of two than PSI.

4.3.1.4 Parameter setting

The two parameters to be tuned in the proposed method are α and µ. Fortunately, one can
be set to constant and the other is tuned accordingly. In the experiments, α is set to be 1

I3
and

tune µ in the range of 1×10−3 to 1×10−2. Based on the simulation of step function, the per-
formance of the proposed method under different parameter settings and SNRs is displayed
in Figure 4.6. It can be seen that as the SNR increases, the optimal value of µ tends to be
decreased, as larger weight should be relatively imposed on the data fidelity term. Moreover,
when SNR approximates 10dB (red plot), the performance is slightly influenced by the choice
of µ. In other words, high-quality observed dataset can finely guarantee the reliable param-
eter estimates, so that the reconstruction performance is not sensitive to the regularization
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Figure 4.6: The performance of the proposed method under different parameter settings. It can be
seen that as the SNR increases, the optimal value of µ tends to be decreased, as larger
weight should be relatively imposed on the data fidelity term. Moreover, when SNR ap-
proximates 10dB (red plot), the performance is slightly influenced by the choice of µ.

parameter tuning.

4.3.2 Object-based multibaseline InSAR inversion with total generalized
variation regularization

TV-based denoising method favors the piece-wise smooth restoration of noisy signals. In or-
der to model the high-order components in the original signals, total generalized variation
(TGV) [BKP10; SST11] has been proposed by considering second order derivatives in the reg-
ularization term with the following definition:

TGVβ(u) = min
v
β1

∫
Ω
|∇u − v |dx +β2

∫
Ω
|∇u +∇vT |dx. (4.16)

In a discrete form, TGV norm [OY13; SO14] can be written as:

‖x‖β1,β2

TGV := min
D(x)=s+t

(β1‖s‖(2,N )
1,2 +β2‖G(t)‖(3,N )

1,2 ), (4.17)

where G(·) is the second-order difference operator and ‖s‖(M ,N )
1,2 =∑N

k=1

√∑M−1
m=0 s2

k+mN is the
mixed norm. In a matrix form, the first- and second-order difference operator can be denoted
as:

D(·) :=
[

Dh

Dv

]
, G∗(·) :=

[
Dh Dv 0
0 Dh Dv

]
, (4.18)

where Dh and Dv are differential filter matrices for horizontal and vertical directions, respec-
tively.

Accordingly, TGV regularized object-based multibaseline InSAR inversion for deformation
reconstruction can be defined as:

argmin
S,P

α‖G − Ḡ (S,P)‖2
F +µ‖P‖TGV. (4.19)
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In this subsection, the proposed ADMM optimization strategy for solving Equation (4.19)
based on multivariable linear system [SO14] is briefly introduced. One experimental result is
carried out and demonstrated in order to address the superiority compared with TV regular-
ization.

To this end, by introducing auxiliary variables, Equation (4.19) can be rewritten as:

argmin
S,P

α‖G −Ḡ (S,Z)‖2
F +β1‖y1‖(2,N )

1,2 +β2‖y2‖(3,N )
1,2 s.t . y1 = D(P)−t, y2 =G(t), P = Z. (4.20)

The corresponding augmented Lagrangian function is formulated as:

L(S,P,Z,y1,y2,t,Γ1,Γ2,Γ3) =α‖G −exp{− j (
4π

λr
S⊗b+ 4π

λ
Z⊗τ)}‖2

F +β1‖y1‖(2,N )
1,2 +β2‖y2‖(3,N )

1,2 +
〈Γ1,D(P)− t−y1〉+〈Γ2,G(t)−y2〉+〈Γ3,Z−P〉+
ρ

2
(‖D(P)−y1 − t‖2

2 +‖G(t)−y2‖2
2 +‖Z−P‖2

F ).

(4.21)
By adopting ADMM optimization strategy, the subproblems with respect to each variable are
described as:

1) S subproblem: By fixing the other variables, the subproblem of L with respect to S is

min
S
α‖G −exp{− j (

4π

λr
S⊗b+ 4π

λ
Z⊗τ)}‖2

F . (4.22)

Periodogram can be adopted to solve this problem.

2) P,t subproblem: By fixing the other variables, the subproblem of L with respect to P and
t is

min
P,t

ρ

2
(‖D(P)−y1 − t+ Γ1

ρ
‖2

2 +‖G(t)−y2 + Γ2

ρ
‖2

2 +‖Z−P+ Γ3

ρ
‖2

F ). (4.23)

By utilizing Karush–Kuhn–Tucker (KKT) condition, this least square problem can be first
rewritten as the following multivariable linear system:

[
ρI+ρD∗D −ρD∗

−ρD ρI+ρG∗G

][
P
t

]
=

[
ρZ+ρD∗(y1 − Γ1

ρ )+Γ3

−ρ(y1 − Γ1
ρ )+ρG∗(y2 −Γ2)

]
, (4.24)

where

D∗D = DT
h Dh +DT

v Dv =∆, G∗G =
[

∆ Dv DT
h

DhDT
v ∆

]
. (4.25)

To conveniently manipulate the above system, other variables can be separated accordingly
as:

t :=
[

th

tv

]
, y1 :=

[
y1h

y1v

]
, Γ1 :=

[
Γ1h

Γ1v

]
, y2 :=

y2h

y2d

y2v

 , Γ2 :=
Γ2h

Γ2d

Γ2v

. (4.26)
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Then, the final multivariable linear system is formulated:ρI+ρ∆ −ρDT
h −ρDT

v

−ρDh ρI+ρ∆ ρDv DT
h

−ρDv ρDhDT
v ρI+ρ∆

P
th

tv

=


ρZ+ρDT

h (y1h − Γ1h
ρ )+ρDT

v (y1v − Γ1v
ρ )+Γ3

−ρ(y1h − Γ1h
ρ )+ρDh(y2h − Γ2h

ρ )+ρDv (y2d − Γ2d
ρ )

−ρ(y1v − Γ1v
ρ )+ρDh(y2d − Γ2d

ρ )+ρDv (y2v − Γ2v
ρ )

 .

(4.27)
It can be efficiently solved by adjugate method in the frequency domain [SO14].

3) Z subproblem: By fixing the other variables, the subproblem of L with respect to Z is:

min
Z
α‖G −exp{− j (

4π

λr
S⊗b+ 4π

λ
Z⊗τ)}‖2

F + ρ

2
‖Z−P+ Γ3

ρ
‖2

F . (4.28)

Similarly with Algorithm 1, Quasi-Newton method 1 is employed to solve this problem.
4) y1,y2 subproblem: By fixing the other variables, the subproblem of L with respect to y1,y2

is:

min
y1

β1‖y1‖(2,N )
1,2 + ρ

2
‖D(P)−y1 − t+ Γ1

ρ
‖2

2,

min
y2

β2‖y2‖(3,N )
1,2 + ρ

2
‖G(t)−y2 + Γ2

ρ
‖2

2.
(4.29)

Such problems can be solved by applying soft-thresholding operator defined by:

Sγ(a)k := ak max{1−γ(
M−1∑
m=0

a2
k+mN )−

1
2 ,0}. (4.30)

6) Multiplier updating: All the dual variables can be updated by:

Γ1 :=Γ1 +ρ(D(P)− t−y1),

Γ2 :=Γ2 +ρ(G(t)−y2),

Γ3 :=Γ3 +ρ(Z−P).

(4.31)

The detailed ADMM pseudocode for solving Equation (4.19) is summarized in Algorithm 2.
In order to clarify high-order components of the original signals can be preserved by TGV,

the results of 1000 Monte-Carlo simulations are reported in Figure 4.7 based on the experi-
ment of sine function approximation. An InSAR stack with a linear deformation rate from −1
(mm/y) to 1 (mm/y) is simulated and SNR is imposed as 5dB. The dashed black lines indicate
the ground truth value of linear deformation rates. Expected values of the estimates from
the two methods are plotted in blue and the shaded areas denote the ± standard deviations
around the expected values.

It can be clearly seen that object-based approach with TGV can better approximate the
nonlinear function than TV. When comes to the high-order variation, e.g. around the trough
and crest areas of the sine function, bias is existed in the result based on TV regulariza-
tion, which does not happen in the result of TGV regularization. The proposed TGV based
approach can be considered as the complementary method to the last one. In the exper-
iments of real dataset, object-based approach with TV can achieve decent performance in
most cases.

1https://de.mathworks.com/help/optim/ug/unconstrained-nonlinear-optimization-algorithms.
html
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Algorithm 2 Object-based approach (TGV) solved by ADMM

Require: G ,ρ,α,β1,β2

1: Initialize S, P, Z, y1, y2, Γ1, Γ2, Γ3

2: for k = 0 to maxIter do
3: Fix other variables to update S in Equation (4.22) by utilizing periodogram.
4: Fix other variables to update P and t in Equation (4.22) by solving the problem of Equa-

tion (4.27) in Fourier domain.
5: Fix other variables to update Z in Equation (4.28) by utilizing Quasi-Newton method.
6: Fix other variables to update y1 and y2 by element-wise soft-thresholding,

y(k+1)
1 ←S β1

ρ

(D(P(k+1))− t(k+1) + Γ(k)
1
ρ )

y(k+1)
2 ←S β2

ρ

(G(t(k+1))+ Γ(k)
2
ρ )

7: Multiplier update by
Γ(k+1)

1 ←Γ(k)
1 +ρ(D(P(k+1))− t(k+1) −y(k+1)

1 ),

Γ(k+1)
2 ←Γ(k)

2 +ρ(G(t(k+1))−y(k+1)
2 ),

Γ(k+1)
3 ←Γ(k)

3 +ρ(Z(k+1) −P(k+1)).
8: if convergence then
9: break

10: end if
11: end for
Ensure: (Ŝ, P̂)
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Figure 4.7: Monte-Carlo simulations for analyzing the performance of TV and TGV regularizations on
sine signals. It can be clearly seen that object-based approach with TGV can better ap-
proximate the nonlinear function than TV. When comes to the high-order variation, e.g.
around the trough and crest areas of the sine function, bias is existed in the result based
on TV regularization, which does not happen in the result of TGV regularization.
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4.4 Robust object-based phase recovery

In real data, the observed data stack G may contain outliers. The proposed MAP is based on
Gaussian noise that cannot robustly reconstruct the deformation matrix. To deal with such
circumstance, the abovementioned approach is extended to a robust version in case outliers
exist. A robust object-based phase recovery step to the observed phase stack G , prior to the
object-based parameter reconstruction, is proposed in this section.

The basic idea is simple: the observed phase tensor G can be decomposed into two parts:
the low-rank tensor part X and the sparse outlier tensor part E , as the outlier-free complex
phase stack X can be considered as a low rank tensor compared to the observed phase tensor
G . Estimating X leads to the following optimization problem, which is also termed as High
order Robust Principal Component Analysis (HoRPCA) [GQ14]:

min
X ,E

‖X ‖∗+γ‖E ‖1 s.t . X +E =G , (4.32)

where ‖X ‖∗ denotes the tensor nuclear norm, ‖E ‖1 is the tensor L1 norm of sparse outliers,
and γ is the regularization parameter. ‖X ‖∗ can be calculated by the sum of the N nuclear
norm

∑
n ‖X(n)‖∗ of the mode-n unfoldings of X , i.e. ‖X ‖∗ =∑

n ‖X(n)‖∗.
Such convex optimization problem can also be solved by ADMM. Specifically, the con-

straint optimization problem Equation (4.32) is converted to its augmented Lagrangian func-
tion:

L(X ,E ,Y ) = ‖X ‖∗+γ‖E ‖1 −〈Y ,X +E −G 〉+ 1

2ρ
‖X +E −G‖2

F , (4.33)

where Y denotes the introduced dual variable and ρ is the penalty parameter. Accordingly,
the minimization of L, with respect to each variable, can be solved by the following optimiza-
tion subproblems:

1) X subproblem: The subproblem of L, with respect to X , can be rewritten as:

min
X

‖X ‖∗+ 1

2ρ
‖X +E −G −ρY ‖2

F (4.34)

It can be solved by the Singular Value Thresholding (SVT) operator [CCS10; GRY11] of mode-
n(n = 1,2, · · · , N ) unfolding of the tensor E −G − ρY , where SVT operator is defined as
Tµ(A) := Udiag(max(σi −µ,0))V with U, V and σi obtained from SVD from the matrix A.

2) E subproblem: The subproblem of L, with respect to the outlier tensor E , has the follow-
ing form:

min
E

γ‖E ‖1 + 1

2ρ
‖X +E −G −ρY ‖2

F (4.35)

This L1-norm-induced subproblem can be efficiently solved by applying the soft-
thresholding operator defined as Sγ(A ) := sign(A )¯max(|A | −γ,0), where ¯ denotes the
element-wise product (Hadamard product) of two tensors, and |A | = sign(A )¯A .

3) Multiplier updating: The multiplier Y can be updated by:

Y =Y − 1

ρ
(X +E −G ) (4.36)
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4 Object-based multibaseline InSAR geophysical parameter estimation

Table 4.1: Numerical performance of the results shown in Figure 4.8

PSI w/o robust phase recovery w/robust phase recovery

standard deviation (mm/y) 1.27 1.10 0.08

mean (mm/y) 0.02 0.03 0.003

The detailed ADMM pseudocode for solving Equation (4.32) is summarized in Algorithm 3.By
the pre-defined convergence condition, the optimal solution X̂ , Ê can be obtained. Then, G

in Equation (4.7) can be replaced by the outlier-free tensor X̂ for deformation parameter
retrieval.

Algorithm 3 Equation (4.32) solved by ADMM

Require: G ,γ,ρ, N
1: Initialize X = E =Y = 0
2: for k = 0 to maxIter do
3: SVT for mode-n unfolding of G +µY −E , mode-n folding as N tensors, and then av-

erage them by N :
X (k+1) ← 1

N

∑N
n=1 Tn,ρN (G(n) +ρY(k)

(n) −E(k)
(n)),

where Tn,ρN (·) := foldn(TρN (·))
4: Element-wise soft-thresholding of tensor G +ρY (k) −X (k+1):

E (k+1) ←Sργ(G +ρY (k) −X (k+1))
5: Y (k+1) ←Y (k) − 1

ρ (X (k+1) +E (k+1) −G )
6: end for

Ensure: (X ,E )

To investigate the proposed object-based approach with the robust phase recovery, outliers
are simulated by replacing 30% randomly selected pixels of the simulated data (SNR=5dB)
used in Figure 4.3 with uniformly distributed phases. The deformation estimates of the meth-
ods including PSI and object-based approach with and without robust phase recovery are
illustrated in Figure 4.8. It can be seen that most noisy points can be suppressed in the re-
sult of object-based approach. However, as shown in the plots of residual values, outliers are
persisted, since the TV regularization tends to preserve sparse changes in signals. As a com-
parison, the proposed robust phase recovery step can effectively remove outliers at first and
the second stage of object-based approach can efficiently recover the deformation parame-
ters. Quantitatively, mean and standard deviations of the residuals between the correspond-
ing results and the ground truth are given in Table 4.1. The existed outliers severely influence
the estimation of standard deviations, while with the robust phase filtering, the proposed
approach can robustly estimate the geophysical parameters.
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4.4 Robust object-based phase recovery
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Figure 4.8: Visualized comparison with/without robust filter on the simulated dataset corrupted by
outliers. It can be seen that most noisy points can be suppressed in the result of object-
based approach. However, as shown in the plots of residual values, outliers are persisted,
since the TV regularization tends to preserve sparse changes in signals. As a comparison,
the proposed robust phase recovery step can effectively remove outliers at first and the
second stage of object-based approach can efficiently recover the deformation parameters.
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Figure 4.9: SARptical processing steps [Wan+17].

4.5 Object detection in SAR images

Due to the complex scattering mechanism and the layover effect in SAR images, the detection
and the semantic classification of objects in SAR images present a greater challenge than in
optical images. Still, several papers have been published in this regard. For example, [Dek03;
TTM07; Tis+04; GHS00; Voi+13] provided a classification of large urban areas in SAR images,
but they did not achieve the classification for each object instance. In [Thi+07; WZS14], the
extraction of buildings and the estimation of their heights were well studied, with the as-
sumptions that the buildings were following specific models or with flat roofs. In [SZ16b],
models of individual buildings were reconstructed that required high quality TomoSAR point
clouds as input, however. Only until recently, the ‘SARptical’ technique [Wan+17] has pro-
vided a promising solution. Instead of using SAR images alone, it combines the semantic
classification labels obtained from optical images with SAR images via a 3D geometric coreg-
istration.

4.5.1 SARptical processing

Object masks in interest are first derived from optical images and then projected to SAR im-
ages using the SARptical method [Wan+17]. SARptical links the pixels between SAR images
and the corresponding optical images. A schematic drawing of SARptical is shown in Fig-
ure 4.9. The basic idea is to co-register the 3D models independently derived from two data
sources, in order to establish a link between the 2D SAR and optical images. Its key steps are
briefly listed as follows:

1. Retrieve 3D point cloud from SAR image stacks, i.e. using PSI or TomoSAR, not neces-
sarily object-based. In this chapter, it has been done by Tomo-GENESIS - Deutsches
Zentrum für Luft- und Raumfahrt (engl. German aerospace center) (DLR)’s tomo-
graphic SAR processing system [Zhu+13; ZB10b].

2. Retrieve 3D point cloud from optical images using stereo matching.
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4.5 Object detection in SAR images

3. Co-register the TomoSAR and optical point clouds, and correct the camera positions of
the optical images w.r.t. the TomoSAR 3D point cloud.

4. Estimate an average height of the target object label from the matched point cloud.

5. Project the object label to SAR image coordinate (range-azimuth).

4.5.2 Bridge extraction in optical images

Based on the above-mentioned pipeline of object detection in SAR images, the corresponding
objects are firstly detected in optical images. In this chapter, as the case study of bridges
in Berlin, bridge extraction approach in optical image is introduced here. For the study of
other objects in urban areas, such as roads, roofs and façades, the associated methods are
extensively established in the papers [Mat+15; LL14; Mar+15] and the survey [CH16].

The proposed bridge detection algorithm is based on the following prior knowledge of
bridges:

1. Bridges are above rivers.

2. One bridge should completely cross and divide the river.

4.5.2.1 Texture feature for river classification

For the first step, considering the homogenous texture of river, the river and the rest pixels
can be classified by using local binary pattern (LBP) [OPH96] as the feature. LBP describes
the local structure within a certain neighborhood. Compared to the intensity of the center
pixel, the neighboring pixels are thresholded and multiplied by the binomial weights. The
rotation-invariant uniform LBP is adopted [OPM02] to describe the texture and generate the
LBP histogram feature for each patch created by a sliding window through the whole image.
A Support Vector Machine (SVM) is employed as the supervised classifier, which is trained
with dozens of training patches.

4.5.2.2 Retrieval of river segments by Active Contour

With the above method, a coarse classification of the river regions can be obtained. It is not
sufficient to precisely determine the discontinuous regions of the rivers (which are bridges).
Therefore, given the initial river mask, the Chan-Vese segmentation [CV99] is then employed
to refine the river segments.

By using the level set formulation C = {(x, y)|φ(x, y) = 0} introduced in [OS88], where C
represents the closed curve and φ(x, y) = 0 is the zero-level set function. It basically solves
the following minimization function [CV99]:

F (c1,c2,φ) =µ
∫
Ω
‖∇H(φ)‖+

∫
Ω

(I (x, y)− c1)2H(φ)d xd y +
∫
Ω

(I (x, y)− c2)2(1−H(φ))d xd y

(4.37)
where c1,c2 are the two unknown constants, I (x, y) is the image pixel intensity with the spa-
tial coordinate (x, y), Ω denotes the domain to be segmented, and H(·) is the Heaviside step
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function. By setting the partial derivatives with respect to the unknown constants c1,c2,φ
to be zeros and updating them recursively, the minimization problem can be solved. More
detailed introductions about Chan-Vese segmentation and implementation can be seen in
[Get12].

4.5.3 Bridge extraction

For bridge extraction, the centroid position of each river segment in the obtained river binary
mask is determined at first. Based on this, a graph of the centroids can be built. By exploit-
ing the minimum spanning tree (MST), each pair of river segments with bridges located in
between can be determined.

Then, an α-shape contour approximation [EKS83] can be exploited to obtain the contours
of river segments and each small piecewise line segment on the α-shape contour can be rep-
resented in a parametric way. The parameters chosen here are the normal direction d and
the coordinate c of the middle point of the line segment. As a result, the bridge edges can be
retrieved based on the following assumptions:

• The pair of line segments is parallel or approximately parallel.

• The pair of line segments is relatively close to each other.

A similarity function expressed in Equation (4.38) is introduced to incorporate the two above-
mentioned criteria.

si mi , j = exp(−| 〈d1(i ),d2( j )〉
‖d1(i )‖‖d2(i )‖ |)×exp(

‖c1(i )−c2( j )‖2
2

max(‖c1(i )−c2( j )‖2
2)

) (4.38)

where d1(i ) denotes the normal direction of the i th line piece of river segment 1, d2( j ) is the
normal direction of the j th line piece of river segment 2, and the first exponential term mea-
sures the normalized similarity of the normal directions of the two line pieces. Similarly, c1(i )
represents the coordinate vector of the middle point of the i th line piece of river segment 1,
c2( j ) denotes the coordinate vector of the middle point of the j th line piece of river segment
2, ‖c1(i )−c2( j )‖2

2 is the Euclidean distance of the two points and the second exponential term
in Equation (4.38) calculates the distance similarity normalized by the maximum distance of
the two line pieces from the pair-wise river segment. Finally, based on the similarity function,
the pair of line pieces under a certain similarity threshold thsi m can be selected as the bridge
edges.

4.6 Deformation retrieval of real data based on object-based
approach

In this test, the central area in Berlin is studied as shown in Figure 4.10, which contains the
target bridges for the proposed object-based deformation reconstruction. Given the bridge
masks obtained based on the proposed pipeline in the optical image, the corresponding
bridge areas in the SAR image can be generated by the ‘SARptical’ framework. For exam-
ple, the top bridge mask in Figure 4.10 projected in the SAR image is shown in Figure 4.11.
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4.6 Deformation retrieval of real data based on object-based approach

Figure 4.10: The classifications of the rivers and bridges by the proposed approach covered with blue
and green masks, respectively. As shown from the result, some building shadows are also
classified as rivers, since they share similar RGB values with those of rivers. Some bridges
do show irregular shapes, especially the top one, since the bridge mask depends on the
boundary of the river segments. Yet, this does not affect the bridge monitoring too much,
since the bridge masks cover most parts of the bridges.

Figure 4.11: The bridge mask (green) in the SAR image obtained by projecting the corresponding mask
from the optical image (SARptical), which is the top bridge shown in Figure 4.10, and the
red rectangular area is used for the robust object-based deformation reconstruction.
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The area extracted for the deformation reconstruction is chosen by the bounding box of the
bridge mask, as indicated by the red rectangle. This area undergoes a seasonal periodic mo-
tion that is primarily caused by the thermal dilation of the steel railways on the bridge. The
estimated amplitudes of this periodic motion using the proposed method and other state-of-
the-art methods are shown in Figure 4.12. The result obtained by the pixel-wise periodogram
(PSI) is at the top-left. Below it is the result from the TV post-processing. The SqueeSAR
[Fer+11] result is located at the top-right.

The PSI shows the most noisy estimates of the amplitude of seasonal motion than the other
methods. SqueeSAR utilizes the similar statistic behaviors of multiple pixels, which indeed
obtains the less noisy result by averaging those pixels, especially in the left part of the bridge.
However, some prominent noise still persists, without exploiting the geometric or semantic
information to jointly reconstruct the deformations. Both the TV post-processing and the
proposed method incorporate geometric information. Consistent with the analysis in the
simulation, the separate TV filtering does filter out the majority of the noise, but it heavily
depends on the results of the pixel-wise periodogram, which can be corrupted by outliers.
Thereby, some large outliers still exist in the left part of the bridge. The separate TV filtering
also tends to over-smooth and underestimate the deformation pattern. As a comparison, the
proposed object-based approach can both mitigate the noise and the outliers, which outper-
forms the other methods.

The estimated amplitudes of the seasonal motion of all the bridges in central Berlin are
shown in Figure 4.13. Except for the top one, the motions of all other bridges are not sig-
nificant enough to draw any obvious conclusions. Interesting to note, however, is that the
motion of the left-most bridge tends to be increasing from the left side to the right side. Its
corresponding orthorectified optical image, with a pixel spacing of 7 cm, is shown at the left
(image is provided by DLR Institute of Robotics and Mechatronics produced by semi-global
matching [Hir08]). As shown by the two highlighted positions with red ellipses, the bridge is
separated from the roads. In this case, there may be one reason that the motion allowances
of the bridge on the two sides are different, i.e. its right side is higher than the left.

4.7 Discussion

In this chapter, a general framework for object-based multibaseline InSAR parameter esti-
mation, i.e. introducing a spatial regularization term based on given object labels. Moreover,
considering the significant amount of outliers existing in real data, a robust InSAR stack filter-
ing approach is introduced by minimizing the rank of the InSAR stack tensor. To demonstrate
the application of the proposed method for bridge monitoring, a bridge detection method in
optical images is also proposed.

The simulation demonstrates that the proposed approach has an outstanding perfor-
mance. The experiments show that the regularization parameter does not sensitively influ-
ence the efficiency of the reconstruction result, especially higher than SNR with 5 dB (Fig-
ure 4.6). Besides, any post-processing based on the pixel-wised reconstruction method, such
as TV filtering on the result, can still carry large bias to the final result. The joint optimiza-
tion of the data fidelity and the regularization term is superior to the former approaches by

52



4.7 Discussion
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4 Object-based multibaseline InSAR geophysical parameter estimation

Figure 4.13: The estimated amplitudes of the seasonal motion of all the bridges in central Berlin by
the proposed robust object-based deformation reconstruction. Except for the top one,
the motions of all other bridges are not significant enough to draw any obvious conclu-
sions. Interesting to note, however, is that the motion of the left-most bridge tends to be
increasing from the left side to the right side. Its corresponding orthorectified optical im-
age, with a pixel spacing of 7 cm, is shown to the left (image is provided by DLR Institute
of Robotics and Mechatronics produced by semi-global matching [Hir08]). As shown by
the two highlighted positions of the red ellipses, the bridge is separated from the roads.
In this case, there may be one reason that the motion allowances of the bridge on the two
sides are different, i.e. its right side is higher than the left.

simultaneously balancing the two terms. It achieves a better efficiency and detail preserva-
tion, which in turn can reduce the number of images required for a reliable estimation. The
proposed approach with robust phase recovery is also proven to be effective against outliers.
It outperforms the non-robust pixel-wise approach by a factor of twenty in terms of the stan-
dard deviation of the estimates, at 5 dB SNR with an outliers percent of 30%. Also, it achieves
more reliable results than the one without the robust phase recovery step. Therefore, in case
outliers exist, this step is necessary for the object-based deformation reconstruction.

To summarize, the proposed robust object-based approach is a novel framework that com-
bines geometric information and multibaseline InSAR methods. It is suited for areas with ho-
mogenous pixels, like SqueeSAR, as well as for urban areas where the pixels are highly noner-
godic. The proposed approach can be efficiently solved by ADMM optimization framework,
which renders it suitable for operational processing. It also demonstrates the advantage of
fusing optical and SAR images, especially for the monitoring of urban areas.
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5 Low-rank analysis in object-based
multibaseline InSAR

As an alternative to the typical single-pixel methods, an object-based multibaseline InSAR
framework is introduced in the last chapter, which enables the exploitation of inherent prop-
erties of InSAR phase stacks on an object level. In this chapter, low-rank modeling technique
and its associated application in research fields are first introduced in Section 5.1. Then, low-
rank property inherent in InSAR phase stacks is studied in Section 5.2. In order to robustly re-
construct object-based InSAR phase stacks, RoMIO method is proposed in Section 5.3. More-
over, by jointly exploiting low-rank and variational prior knowledge, a TV regularized robust
low rank tensor decomposition method is investigated in Section 5.4. Without requiring the
precise segmentation of object masks, the proposed tensor-decomposition based methods
can be efficiently exploited for object-based geophysical parameter estimation. A short dis-
cussion for this chapter is finally presented in Section 5.5.Most materials in this chapter have
been published in [Kan+18].

5.1 Low-rank modeling

Data in many research fields, such as image processing, natural language processing and
remote sensing, often have high dimensionality which brings challenges for the analysis. It is
fortunate that such high-dimensional data are often embedded in low-dimensional subspace
[Zho+15]. In mathematics, such low dimensionality is usually described by the rank of data
matrix, i.e. rank(D) << min(m,n), where each data point is m-dimensional vector di and
the data matrix D is represented by [d1, · · · ,dn]. As demonstrated in Figure 5.1, there are just
several dominant singular values of Lena image with the size of 512×512 and most of them are
near zero. By reconstructing the image based on only 50 singular values, it can be observed
in Figure 5.2 that the main information can be preserved. For a detailed introduction of low-
rank modeling theory, the readers are referred to [MU12; Zho+15].

One of the best known low rank modeling approaches is Principal Component Analysis
(PCA) [WEG87], which finds a low rank version of the matrix by minimizing the approxima-
tion error to the original data matrix in a least-squares sense. It has been utilized for tackling
various problems in remote sensing, such as SAR-image-based change detection [YB13], hy-
perspectral image denoising [CQ11], data feature extraction [YT03], and so on. For applica-
tions in the InSAR field, PCA has recently been utilized for decomposing the scatterer covari-
ance matrix in CAESAR [For+15], in order to separate layovered scatterers within individual
pixels.

However, due to the assumption of independent and identically distributed (i.i.d.) Gaus-
sian samples, PCA is sensitive to the existence of outliers. To robustly recover the low rank
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Figure 5.1: Singular values of Lena image. It can be observed that there are just several dominant
singular values and most of them are near zero.

Figure 5.2: (Left) Original image. (Middle) Reconstructed image based on 50 singular values. (Right)
The residuals. By reconstructing the image based on only 50 singular values, it can be
observed in Figure 5.2 that the main information can be preserved.
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5.2 Low-rank study of InSAR phase stacks

Deformation map

Elevation map

Figure 5.3: One example of an object-based InSAR phase stack, which can be represented by the ten-
sor model in Equation (4.4). It shows the wrapped phase stack, simulated by the synthetic
linear deformation rates and elevations present on its right. The pattern of the simulated
elevation map is comparable to that of urban objects in real scenarios. The simulated de-
formation map shows a more complex pattern, which represents continuously varying dis-
placement in the scene. The elevation and deformation maps are designed to be spatially
uncorrelated.

data matrix, [Can+11] proposed Robust Principal Component Analysis (RPCA) to decompose
the original matrix into a low rank data matrix and a sparse outlier matrix. For instance, RPCA
was deployed for hyperspectral image restoration in [Zha+14], and a RPCA-based approach
for separating stationary and moving targets in SAR imaging was investigated in [BCP13]. To
deal with the data in a multidimensional case, [GQ14] proposed a robust low-rank tensor re-
covery method called HoRPCA, which has been employed in the previous work [Kan+17] as
an outlier filtering step for object-based InSAR deformation reconstruction.

5.2 Low-rank study of InSAR phase stacks

Base on the tensor model of multibaseline InSAR data proposed in Equation (4.4), a simu-
lated example of such a phase stack is illustrated in Figure 5.3. It shows the wrapped phase
stack, and the simulated linear deformation rates and elevations from which the phase stack
is constructed. The pattern of the simulated elevation map is comparable to that of urban
objects in real scenarios. The simulated deformation map shows a more complex pattern,
which represents continuously varying displacement in the scene. The elevation and defor-
mation maps are designed to be spatially uncorrelated.

Such phase tensors in urban areas usually experience an inherent low rank nature, since
it can be generally assumed that S and P follow certain regular structure or homogeneous
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5 Low-rank analysis in object-based multibaseline InSAR

Figure 5.4: Illustration of Higher order Singular Value Decomposition (HoSVD) of a 3-mode tensor
[Cic+15]

pattern, because of the regular man-made structures in urban areas. Moreover, the observed
SAR images of urban object areas are usually highly correlated along the temporal dimension.

Since PCA is the most basic low rank decomposition method for matrices, it will be em-
ployed in this section to demonstrate the low rank property of InSAR phase tensor. PCA
is usually realized by SVD [DL+94]. Given a matrix X ∈ CI1×I2 and its SVD, i.e. USVH , the
rank R approximation of X by truncating S up to R dominant singular values is the matrix
XR = UR SR VH

R , where the R ×R diagonal matrix SR satisfies SR (i , i ) = S(i , i ), i = 1,2, · · · ,R, UR

is composed by the first R columns of U, and VH
R consists of the first R rows of VH . This is also

known as truncated SVD.
As a higher-dimensional extension of SVD, HoSVD, also known as Tucker decomposition

[DLDMV00], can provide a tensor data compression based on the low rank approximation,
as illustrated in Figure 5.4. It decomposes a tensor into a core tensor multiplied by a matrix
along each mode. Specifically, for a 3-mode tensor, X I1×I2×I3 , it has

X =S ×1 U×2 V×3 W, (5.1)

where UI1×R1 , VI2×R2 , and WI3×R3 are the factor matrices that can be considered as the prin-
ciple components in each mode [KB09], S R1×R2×R3 is the so-called core tensor, and symbol
×n is mode-n multiplication between tensor and matrix [Cic+15]. (R1,R2,R3) is the so-called
multilinear rank of X . They fulfill the inequalities R1 É min(I1, I2I3),R2 É min(I2, I1I3), and
R3 É min(I3, I1I2).

A low rank approximation of X can be realized by the truncated HoSVD. Take X I1×I2×I3 as
an example, its tensor approximation can be defined with multilinear rank (K1,K2,K3), where
K1 É R1,K2 É R2,K3 É R3, by the following truncated HoSVD:

X I1×I2×I3 ≈S K1×K2×K3 ×1 UI1×K1 ×2 VI2×K2 ×3 WI3×K3 , (5.2)

where UI1×K1 ,VI2×K2 and WI3×K3 are created by storing the first Ki (i = 1,2,3) singular vectors
of U,V and W and replacing the left Ri − Ki (i = 1,2,3) vectors by zeros, and S K1×K2×K3 is
created in a similar way. Such truncated HoSVD finds a low rank tensor approximation of the
original tensor X in a least-squares sense.
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5.2 Low-rank study of InSAR phase stacks
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Figure 5.5: Plots of the normalized singular values of mode-1, -2 and -3 unfolding matrices of the sim-
ulated example of the complex-valued InSAR phase stack shown in Figure 5.3. For visual-
ization, the first 40 out of all the 128 normalized singular values of mode-1 and -2 unfolding
matrices are plotted. It is demonstrated that the singular values of the three unfolding ma-
trices decay rapidly, which indicates the low rank structure of the original tensor.
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Figure 5.6: The mean squared error (MSE) values of the real-valued residual phases between the low
rank approximated tensor G̃ and the original tensor G i.e. MSE(angle(G̃ ¯ conj(G ))) w.r.t
different threshold values.
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Figure 5.7: Plots of the normalized singular values of mode-1, -2 and -3 unfolding matrices of the
complex-valued InSAR phase stack shown in Figure 4.1. For visualization, the first 29 nor-
malized singular values of mode-1 and -2 unfolding matrices are plotted. It is demon-
strated that the normalized singular values of the three unfolding matrices decay rapidly,
and most of them are below 0.2, which indicates low rank structures of InSAR phase tensors
in real cases.

In order to investigate the low rank property of an InSAR phase tensor, the normalized sin-
gular values (σi /max(σi )) of the mode-1, -2 and -3 unfolding matrices of a simulated noise-
free complex-valued phase tensor G ∈ C100×100×50 (shown in Figure 5.3) are plotted in Fig-
ure 5.5. It can be observed that the singular values of the three unfolding matrices decay
rapidly, which indicates the low rank nature of the original tensor. The low rank tensor ap-
proximation G̃ of G can be obtained by the truncated HoSVD with a predefined threshold. As
shown in Figure 5.6, the MSE values of the real-valued residual phases are calculated based
on the approximated tensor G̃ and the original tensor G , i.e. MSE(angle(G̃ ¯conj(G ))), with
respect to different thresholds, where ¯ denotes the element-wise product and conj(·) is the
complex conjugate operator. According to the plot, the original InSAR phase stack can be well
approximated by the low rank tensor G̃ with acceptable errors. For example, at the thresh-
olding value of 0.21, the MSE value of the real-valued residual phases between G̃ (its multi-
linear rank is (11,12,5)) and G is around 0.01(rad2, which is equivalent to an uncertainty of
0.2(mm/year) in linear deformation rate or 0.69(m) in elevation at the baseline configuration
of the simulated data. Such low rank property is often embedded in images. This is especially
true in urban areas where man-made objects with regular shapes are abundant.

Such low rank property also exists in real data which usually contains full rank noise. To
this end, the normalized singular values of an experimental TerraSAR-X phase tensor with a
roof area (Figure 4.1) are demonstrated in Figure 5.7. The associated phase tensor has the
dimensions of 256×320×29. It can be seen that the normalized singular values decay rapidly
and most of them are below 0.2, which indicates the low rank structure of the InSAR phase
tensor.

5.3 Robust iteratively reweighted tensor decomposition

Different from HoSVD where the approximation error is minimized in a least-squares sense,
robust low rank tensor decomposition minimizes the rank with L0 norm of the approximation
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5.3 Robust iteratively reweighted tensor decomposition

error
{X̂ , Ê } = argmin

X ,E
rank(X )+γ‖E ‖0, s.t . X +E =G , (5.3)

where G is the observed InSAR phase tensor, E models the tensor of sparse outliers, X̂ , Ê
are the recovered outlier-free phase tensor and the estimated outlier tensor, respectively,
rank(X ) refers to the multilinear rank of X , ‖E ‖0 denotes the L0 norm of E , i.e. ‖E ‖0 =
‖vec(E )‖0, and γ is the regularization parameter.

This problem is non-deterministic polynomial-time (NP) hard, due to the minimization of
the multilinear rank and the L0 norm. Regarding this, [GQ14] suggested to replace (5.3) by
HoRPCA demonstrated in Equation (4.32).

In order to better approximate the rank of a matrix and the L0 norm of a vector, [CWB08;
Pen+14] proposed a reweighted nuclear norm and L1 minimization scheme by enhancing
the low rank and sparsity simultaneously during the optimization. The reweighted L1 norm
is defined as ‖w¯x‖1, where w is the weight vector that updates adaptively for enhancing the
sparsity of x. It is worth noting that if each element of w is exactly the inverse absolute value
of the corresponding element of x, i.e. wi = 1

|xi | , the reweighted L1 norm equals the L0 norm

of x, i.e. ‖ 1
|x| ¯x‖1 = ‖x‖0. For the low rank enhancement, the nuclear norm for matrix X is

replaced by a reweighted version ‖w¯σ(X)‖1. Likewise, if it is wi = 1
σi (X) , then the rewighted

nuclear norm turns into the rank of the matrix X, i.e. ‖w¯σ(X)‖1 = rank(X).
Inspired by this, the reweighting scheme can be exploited into the tensor case. By intro-

ducing the weights for enhancing the low rank of X and the sparsity E . The optimization
problem is

{X̂ , Ê } = argmin
X ,E

N∑
n=1

‖wL ,n ¯σ(X(n))‖1 +γ‖WE ¯E ‖1s.t . X +E =G , (5.4)

where wL ,n is the weight vector for the singular values of the mode-n unfolding matrix X(n)

of X , and WE is the weight tensor for E . Note that if all weights are set to 1, Equation (5.4) will
be equivalent to Equation (4.32).

The optimization problem Equation (5.4) can be solved by the ADMM framework. Corre-
spondingly, such constraint optimization problem is firstly converted to its augmented La-
grangian function, yielding

L(X ,E ,Y ) =
N∑

n=1
‖wL ,n ¯σ(X(n))‖1 +γ‖WE ¯E ‖1 −〈Y ,X +E −G 〉+ 1

2ρ
‖X +E −G‖2

F , (5.5)

where Y denotes the introduced dual variable and ρ is the penalty parameter. Accordingly,
the minimization of L with respect to each variable can be solved by optimizing the following
subproblems:

1) X subproblem: By fixing E and Y , the subproblem of L with respect to X can be rewrit-
ten as

min
X

N∑
n=1

‖wL ,n ¯σ(X(n))‖1 + 1

2ρ
‖X +E −G −ρY ‖2

F . (5.6)

This subproblem can be solved by the Nonuniform Singular Value Thresholding (NSVT) op-
erator [Pen+14; Gu+14]. Taking matrix A as an example, given the thresholding weight vector
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5 Low-rank analysis in object-based multibaseline InSAR

w, NSVT is defined as Tw(A) := Udiag(max(σi −wi ,0))V, with U, V and σi calculated by SVD
of A.

2) E subproblem: By fixing X and Y , the subproblem of L with respect to E has the follow-
ing form

min
E

γ‖WE ¯E ‖1 + 1

2ρ
‖X +E −G −ρY ‖2

F . (5.7)

This weighted L1-norm optimization subproblem can be solved by the Nonuniform Soft
Thresholding (NST) operator, which is defined as SW (A ) := sign(A )¯max(|A |−W ,0), with
|A | = sign(A )¯A .

3) Y updating: The dual variable Y can be updated by

Y =Y − 1

ρ
(X +E −G ). (5.8)

4) Weight updating: The weight vector wL ,n ,n = 1, . . . , N and the weight tensor WE can be
updated by

wL ,n = 1

σ(X(n))+εL
, WE = 1

|E |+εE
, (5.9)

where εL and εE are the predetermined positive constants.
The detailed ADMM pseudocode for solving Equation (5.4) is summarized in Algorithm 4.
Using a predefined convergence condition, the solution (X̂ , Ê ) can be obtained, i.e. the

outlier-free InSAR phase tensor and the sparse outlier tensor, respectively. To this end, by
applying conventional multipass InSAR techniques, e.g. PSI [FPR01], on X̂ , the geophysical
parameters can be robustly retrieved.

Algorithm 4 RoMIO solved by ADMM

Require: G ,γ,µ, N ,εL = εE = 1×10−3

1: Initialize X (0) = E (0) =Y (0) = 0
2: for k = 0 to kmax do
3: NSVT on the mode-n,n = 1, . . . , N unfolding of G +µY (k) −E (k), then, folding mode-n

tensors and averaging them by N X (k+1) ← 1
N

∑N
n=1 Tn,µN w(k)

L ,n
(G(n) +µY(k)

(n) −E(k)
(n)), where

Tn,µN w(k)
L ,n

(·) := foldn(T
µN w(k)

L ,n
(·)),

4: NST on the the tensor G +µY (k) −X (k+1): E (k+1) ←S
µγW (k)

E
(G +µY (k) −X (k+1)),

5: Y (k+1) ←Y (k) − 1
µ (X (k+1) +E (k+1) −G ),

6: Updating weights: w(k+1)
L ,n = 1

σ(X(k+1)
(n) )+εL

, W (k+1)
E

= 1
|E (k+1)|+εE

,

7: if convergence then
8: break
9: end if

10: end for
Ensure: (X̂ , Ê )

Note that the objective function of Equation (5.4) is not a convex optimization problem and
the convergence of the algorithm is not theoretically guaranteed. However, its convergence
on the simulated data is experimentally analyzed and displayed in Figure 5.8.
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Figure 5.8: Convergence analysis of Algorithm 4.

5.3.1 Performance analysis on simulations

Two multibaseline InSAR phase stacks of 128×128 pixels by 25 images with different spatial
patterns are simulated. The corresponding linear deformation and elevation maps are shown
in Figure 5.11. Note that the two geophysical maps of Simulation 1 are spatially uncorrelated,
while those of Simulation 2 are highly correlated. Their linear deformation rates both range
from−15(mm/year) to 15(mm/year) and elevation values are from−50(m) to 50(m). The spa-
tial baseline and the temporal baseline were chosen to be comparable to those of TerraSAR-X.
Uncorrelated complex circular Gaussian noise was added to the two simulated stacks with an
SNR of 5 dB, i.e. according to PS model. To simulate sparse outliers in the stacks, 30% of pixels
randomly selected from the phase tensor were replaced with uniformly distributed phases.

For visualizing the performance of the proposed method, one interferogram from the re-
covered phase tensor X̂ is chosen and visually compared it with those obtained by NL-InSAR
[DDT11] and HoRPCA [Kan+17] in Figure 5.9. Since NL-InSAR is designed for denoising one
interferogram, whereas the others make use of the full image stack, to achieve a relatively fair
comparison, the NL-InSAR result was obtained by averaging the results from 25 simulations
of InSAR phase stacks. In the proposed method, the spatial size of the tensor is set as 128×128
(i.e. the whole stack as one tensor), γ is set to be 4.4×10−4 and ρ is kept constant at the value
10× std(vec(G )). The experiments for the associated parameter setting will be introduced in
the following subsection. The search window size and the patch size in NL-InSAR is 21×21
and 5×5, respectively. In addition, the phase profile marked by the short yellow line segment
in Figure 5.9, are plotted in Figure 5.10. For a quantitative evaluation, the MSE values of the
real-valued residual phases between the recovered phase tensor and the ground truth, i.e.
MSE(angle(X̂ ¯conj(X ))), in cases of 30%, 40% and 50% percentages of outliers, are listed in
Table 5.1.

Furthermore, the estimated results of geophysical parameters by PSI and the proposed
RoMIO + PSI, using the simulated data are compared. The outlier percentage was set to 30%
and SNR was 5 dB.αwas set to 5×10−3. The results are illustrated in Figure 5.11. The first two
rows are the estimates of linear deformation rates of the two simulations and the last two rows
are the corresponding elevation estimates. In addition to the experiments based on the full
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5 Low-rank analysis in object-based multibaseline InSAR

Ground truth Corrupted Interferogram NL-InSAR HoRPCA RoMIO

S
im

u
la

ti
o

n
 1

S
im

u
la

ti
o

n
 2

Figure 5.9: Plots of one interferogram in the two simulated InSAR phase stacks, generated by the cor-
responding geophysical parameters shown in Figure 5.11, as well as the corrupted phases
with an SNR of 5dB and 30% outliers, and the recovered results by three methods. Al-
though the NL-InSAR result can maintain the smooth fringes very well, the edges of rect-
angle in the middle are more blurred compared to the other two results. This can be clearly
observed at the two cropped parts in Figure 5.10. Compared to HoRPCA, the proposed
method can better keep the original structure of the interferogram, since it can better cap-
ture the low rank structure of the data and model the sparse outliers by enhancing the low
rank and the sparsity.

Table 5.1: MSE performances of NL-InSAR, HoRPCA and RoMIO on the simulations shown in Fig-
ure 5.9

Simulation 1 Simulation 2
NL-InSAR HoRPCA RoMIO NL-InSAR HoRPCA RoMIO

MSE
(rad2)

30% outliers 0.03 0.04 0.03 0.03 0.04 0.04
40% outliers 0.05 0.07 0.04 0.05 0.06 0.05
50% outliers 0.12 0.12 0.06 0.07 0.12 0.06

stack of 25 SAR images, experiments using only 9 images were conducted in order to test the
RoMIO’s capability to handle small stacks. For the associated quantitative evaluation, both
bias and standard deviations of the results are calculated and displayed in Table 5.2. To study
the minimum number of images for RoMIO to achieve a reliable estimation, the standard de-
viations of the deformation estimates obtained by RoMIO + PSI are displayed in Figure 5.12,
with respect to a decreasing number of SAR images down to 7.

According to the results shown in Figure 5.9, although the NL-InSAR result can maintain the
smooth fringes very well, the edges of the rectangle in the middle are more blurred compared
to the other two results. This can be clearly observed by the plots in Figure 5.10. Compared
to HoRPCA, the proposed method can better keep the original structure of the interferogram,
since it can better capture the low rank structure of the data and model the sparse outliers
by enhancing the low rank and the sparsity. Consistently, the evaluation in Table 5.1 shows

64



5.3 Robust iteratively reweighted tensor decomposition

1 2 3 4 5 6 7 8 9 10 11 12

number of bins

-3

-2.8

-2.6

-2.4

-2.2

-2

an
gl

e 
in

 r
ad

ia
n

phase values in one profile

ground truth
NL-InSAR
HoRPCA
RoMIO

Figure 5.10: Profiles of the estimated phases marked by the short yellow line segment in Figure 5.9.
It is obvious to show that the estimations of this area are blurred in the NL-InSAR result
compared with the others.

Table 5.2: Quantitative study of the results in Figure 5.11

Deformation [mm/year] Elevation [m]
SD bias SD bias

simulation 1

PSI (25 images) 2.68 −0.01 8.18 0.42
PSI (9 images) 7.41 −0.04 31.56 7.02

RoMIO+PSI (25 images) 0.27 0.01 0.39 −0.05
RoMIO+PSI (9 images) 0.29 −0.02 1.59 0.01

simulation 2

PSI (25 images) 2.76 0.02 7.27 0.07
PSI (9 images) 9.16 0.05 21.12 0.21

RoMIO+PSI (25 images) 0.31 0.01 0.98 0.02
RoMIO+PSI (9 images) 0.31 −0.01 1.17 0.13
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Figure 5.11: The simulated ground truth linear deformation rates and elevations of the two simula-
tions, along with the estimated results by PSI and RoMIO + PSI with 25 and 9 SAR images.
The results of PSI contain outliers. This is especially true for the result from a subset of
the stack. The reason is that periodogram method in PSI is only asymptotically optimal,
which means large bias is very likely to occur at low number of images. In contrast, the
proposed method can robustly recover the parameters both using the full stack and a
subset of the stack. That is to say the proposed method can in turn effectively reduce the
number of images required for a reliable estimation.
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5.3 Robust iteratively reweighted tensor decomposition

Figure 5.12: Plot of SDs of deformation estimations with respect to different numbers of SAR images
for reconstruction. The proposed method can achieve a SD around 0.3[mm/year], which
can improve the estimation accuracy of PSI more than ten times. It shows the accuracy of
RoMIO + PSI can maintain at a better and more constant level compared to the PSI whose
efficiency decreases linearly w.r.t. the number of images. At the number of images down
to 7, the accuracy of RoMIO + PSI still keeps at a sub millimeter range which is about 30
times better than PSI. This creates an opportunity of multipass InSAR geophysical param-
eter reconstruction using very small stacks.

that under 30% percentage of outliers, both NL-InSAR and RoMIO can achieve reliable re-
sults. However, when the data is severely corrupted by outliers, e.g. 50% outliers, RoMIO can
achieve a more robust performance than NL-InSAR.

Combining multibaseline InSAR techniques, e.g. PSI, with RoMIO can greatly improve the
accuracy of parameter estimates. As illustrated in Figure 5.11, the results of PSI contain out-
liers. This is especially true for the result from a subset of the stack. The reason is that the
periodogram used PSI is only asymptotically optimal, which means large bias is very likely
to occur at low number of images. In contrast, the proposed method can robustly recover
the parameters both using the full stack and using a subset of the stack. That is to say the
proposed method can in turn effectively reduce the number of images required for a reliable
estimation. For the quantitative performance, as illustrated in Table 5.2, it can be seen that
the proposed geophysical parameter retrieval method — RoMIO + PSI — can improve the ac-
curacy by a factor of ten to thirty comparing to PSI. This is also transferable to real data, as the
simulation closely resembles real TerraSAR-X data. However, some artifacts are observed in
the middle of the deformation estimates, which may be caused by choosing a large patch size
(128×128) for optimization. Since the spatial information of phase tensors is utilized in the
proposed approach, it is experimentally found that with large patch sizes, over-smoothing
artifacts may exist, especially in geometrically complex areas.

As shown in Figure 5.12, according to the results of the deformation reconstruction with
decreasing numbers of SAR images, the proposed method can achieve a standard devia-
tion around 0.3(mm/year), which can improve the estimation accuracy of PSI more than ten
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Figure 5.13: Plot of the MSE values of the real-valued residual phases between the phase tensor (Sim-
ulation 1) recovered by RoMIO and its ground truth, with respect to different parameter
(α) values. As shown in the figure, even under a high percentage of outliers, e.g. 30%,
the operative range of α still keeps relatively wide. Of course, this range decreases as the
percentage of outliers increases. Also, the parameter can also be tuned using the L-curve
method [HO93; Kan+17]. Still, for a particular dataset, the optimal α for different per-
centages of outliers is similar (around 5×10−3 in the simulation), which means that no
assumptions about the amount of outliers is required.

times. Figure 5.12 shows the accuracy of RoMIO + PSI can maintain at a better and more
constant level compared to the PSI whose efficiency decreases linearly w.r.t. the number of
images. As the number of images down to 7, the accuracy of RoMIO + PSI still keeps at a
sub millimeter range which is about 30 times better than PSI. This creates an opportunity of
multibaseline InSAR geophysical parameter reconstruction using very small stacks.

5.3.2 Parameter selection

The two parameters of RoMIO are ρ and γ, where ρ comes with the introduced Lagrange mul-
tiplier term, and γ controls the balance between the low rank tensor X and the outlier tensor
E . As introduced in [GQ14], ρ can be set constantly with the value 10× std(vec(G )). For tun-
ing γ, γ is first rewritten as γ=α×λ∗, where a good choice for λ∗ can be set as 1p

max(I1,I2,··· ,IN )
according to [Can+11; GQ14], and α is a factor for tuning. To show the influence of α, Fig-
ure 5.13 presents MSE values of the real-valued residual phases of the phase stack recovered
by RoMIO with respect to α (from 0.5×10−3 to 1×10−2), under different percentages of out-
liers. As shown in the plot, even under a high percentage of outliers, e.g. 30%, the operable
range ofα still keeps relatively wide. Of course, this range decreases as the percentage of out-
liers increases. Still, the parameter can be tuned using the L-curve method [HO93; Kan+17].
For a particular dataset, the optimal α for different percentages of outliers is similar (around
5×10−3 in the simulation), which means that no assumptions about the amount of outliers
is required.
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Figure 5.14: (Left) The TerraSAR-X test image of one bridge area in Berlin as cropped by the yellow
rectangle. The red point is the reference point for the elevation and seasonal motion
reconstruction in this area. (Middle) The associated orthorectified optical image, gen-
erated using semi-global matching [Hir08]. (Right) The streetview image from Google
StreetView.

Table 5.3: Lamppost height estimations of the two methods with 20 SAR images, along with the refer-
ence of LiDAR point cloud.

Unit (m) Lamppost1 Lamppost2 Lamppost3 Lamppost4
LiDAR height 7.42

PSI mean 6.76 7.70 8.82 10.03
PSI SD 1.39 2.17 0.26 2.56

RoMIO+PSI mean 7.13 7.69 8.91 8.01
RoMIO+PSI SD 1.30 1.74 0.28 0.46

5.3.3 Validation on real data

The first TerraSAR-X test area is a bridge in Berlin which is marked by the yellow rectangle
shown in Figure 5.14 (Left), where the reference point for the elevation and seasonal motion
reconstruction is plotted in red. To its right, the corresponding orthorectified optical image
[Hir08] and a streetview image from Google StreetView are also displayed. The InSAR stack
contains over a hundred images. However, in order to test the performance under low num-
ber of images, 20 and 9 SAR images were selected from the full stack, respectively. They were
selected to be similar in their distributions and spans of the temporal and spatial baselines,
so that the Cramér-Rao bounds of the estimates are comparable. The baselines were also
chosen to be close to uniform distribution. The 2D baseline distribution of the selected im-
ages can be seen in Figure 5.15. The estimated amplitudes of the seasonal motion and the
elevation by PSI and RoMIO + PSI are demonstrated in Figure 5.16.

As shown in Figure 5.16, consistent with the simulations, the proposed method can achieve
a more robust estimation result than the classical PSI. In particular, in case of limited number
of images, the interpretation of the parameters retrieved by PSI is severely influenced by out-
liers. The results of the proposed method are more interpretable. One can observe that the
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Figure 5.15: The 2D distribution of spatial and temporal baselines of the selected 20 and 9 measure-
ments for reconstruction. The baselines were also chosen to be close to uniform distri-
bution.

amplitudes of the motion tend to increase from one side to the other. One plausible reason is
that the deformation allowances on the two sides of the bridge are different. To verify this, a
very high resolution image of the bridge is shown in Figure 5.14 (Middle). The yellow ellipses
in the image show that there exists certain mechanical clearance between the bridge body
and the road it attaches to. Interesting to note is that in the elevation maps in Figure 5.16,
there are four elevated regions which correspond to the four lampposts on the bridge. The
corresponding profiles of height estimates from the results of PSI and RoMIO + PSI are plotted
in Figure 5.18. Obviously, the four lampposts are well distinguishable in the result of the pro-
posed method. In order to quantitatively evaluate the performance of the proposed method,
the result in Figure 5.18 is compared to a centimeter-accuracy LiDAR point cloud shown in
Figure 5.17. As InSAR is relative measurement, the height of bridge surface to match that
in the LiDAR point cloud are robustly adjusted, and then the height of lampposts to those
in the LiDAR point cloud can be compared. To obtain the height of bridge surface as well
as the height of lampposts in the two InSAR point clouds and the LiDAR point cloud, the
points within the yellow polygons shown in Figure 5.16 are robustly averaged. According to
the incidence angle (θ = 36.1◦), the estimated heights of the four lampposts based on the two
methods are shown in Table 5.3. On one hand, for such high SNR areas, PSI can achieve a
reliable estimation result, while the proposed method indeed increases the height estimates
with smaller bias and standard deviation. On the other hand, as illustrated in Figure 5.18 and
Figure 5.16, for those areas with low SNR such as bridge surface, the proposed method can
also obtain much more robust estimates than PSI.

Another TerraSAR-X test dataset is the Las Vegas convention center, as shown in Figure 5.19.
The total number of SAR images is 29. Since the building structure is complex and its spatial
area is relatively large (800× 850 pixels), the four parts of the whole InSAR phase stack as
cropped with the red dashed rectangles shown in Figure 5.19 (Left) are separately processed.
To its right, the associated optical image from Google Earth is also provided. Similar to the
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PSI with 20 SAR images PSI with 9 SAR images RoMIO + PSI with 20 SAR images RoMIO + PSI with 9 SAR images
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Figure 5.16: Geophysical parameter estimations (amplitudes of the seasonal motion and elevations)
of the area by PSI and RoMIO + PSI with 20 and 9 SAR images. Consistent with the simula-
tions, the proposed method can achieve a more robust estimation result than the classical
PSI. In particular, under limited number of images, the interpretation of the parameters
retrieved by PSI is severely influenced by outliers. The results of the proposed method are
more interpretable. One can observe that the amplitudes of the motion tend to increase
from one sider to the other. One plausible reason is that the deformation allowances on
the two sides of the bridge are different. To verify this, a very high resolution image of the
bridge is shown in Figure 5.14 (Middle). Interesting to note is that there are four elevated
regions which correspond to the four lampposts on the bridge. The corresponding two
profiles from the results of PSI and RoMIO + PSI are plotted in Figure 5.18.

71



5 Low-rank analysis in object-based multibaseline InSAR

76

3.8936

3.8935

3.8934

78

3.8933

UTM coordinate x

10
5

3.8932

80

3.8931

H
e

ig
h

t 
(m

)

3.893 5.8203
5.82031

UTM coordinate y

10
6

5.82032
5.82033

5.82034
5.820353.8929

82

5.82036
5.82037

LiDAR point cloud of Berlin bridge

84

70

75

80

85

Figure 5.17: light detection and ranging (LiDAR) point cloud of the study Berlin bridge
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Figure 5.18: The extracted two profiles of height estimates located at the yellow arrow positions of the
results of PSI and RoMIO + PSI, along with the lamppost height profile of LiDAR. Obvi-
ously, the four lampposts (shown by the black dash ellipses) are well distinguishable in
the result of the proposed method.
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Figure 5.19: (Left) The TerraSAR-X test image of the Las Vegas convention center. Since the building
structure is complex and its spatial area is large (800× 850 pixels), the four parts of the
whole InSAR phase stack as cropped with the red dashed rectangles in the figure are sep-
arately processed. (Right) The associated optical image from Google Earth.
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Figure 5.20: The 2D distribution of spatial and temporal baselines of the total 29 measurements is
demonstrated, along with those of the selected 9 measurements for reconstruction. The
baselines were also chosen to be close to uniform distribution.
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Figure 5.21: Geophysical parameter estimations (linear deformation rates and elevations) of Las Ve-
gas convention center by PSI and RoMIO + PSI with 9 SAR images (29 images in total).
The proposed method can mitigate incorrectly estimated geophysical parameters much
better than PSI. Meanwhile, it is worth noting that geometric structures of the building
can be preserved well.
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Figure 5.22: The estimated elevation profiles of the two methods, which are selected by the yellow
arrows in Figure 5.21. The proposed method can preserve resolution by demonstrating a
more obvious elevation step jumping than PSI, and simultaneously mitigate incorrectly
estimated points.

previous experiment, the geophysical parameters are estimated by PSI and by the proposed
method with a substack (9 SAR images), which were selected according to the same baseline
criteria described in the previous paragraph. In Figure 5.20, the 2D distribution of spatial and
temporal baselines of the total 29 measurements is demonstrated, along with those of the
selected 9 measurements for reconstruction. The results are shown in Figure 5.21. Besides,
50% outliers are manually added to the stack and the parameters retrieved by PSI and RoMIO
+ PSI with 29 SAR images are displayed in Figure 5.23.

In the results of Las Vegas convention center shown in Figure 5.21, the proposed method
can mitigate the incorrectly estimated geophysical parameters much better than PSI, under
limited SAR images. Besides, it is worth noting that the geometric structure of the object
can be well preserved. For instance, as shown in Figure 5.22, the elevation profiles indicated
by the yellow arrows from the two results are plotted in Figure 5.21. The proposed method
can preserve resolution by displaying a more obvious elevation step jumping than PSI, and
simultaneously mitigates outliers. Moreover, when the data is synthetically corrupted by 50%
of outliers, the geometric structures of the building cannot be well interpreted by the results
of PSI as shown in Figure 5.23. In contrast, the proposed method can achieve much more
reliable results.

In order to demonstrate the superior performance of the proposed method in façade area,
TerraSAR-X test area of Bellagio hotel is exploited for the experiment, as illustrated in Fig-
ure 5.24. For the elevation reconstruction in this area, both PSI and the proposed method
based on only 9 images are utilized. The corresponding baselines are also chosen to be close
to uniform distribution. As the spatial size of this area is 500×500 pixels, a sliding window
manner with the patch size of 100× 100 pixels is adopted for the reconstruction based on
RoMIO + PSI. Furthermore, the estimated profiles on the facade area of the two methods
are plotted in Figure 5.25. As illustrated in the results, by utilizing just 9 images, much more
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Figure 5.23: Geophysical parameter estimations (linear deformation rates and elevations) of Las Vegas
convention center by PSI and RoMIO + PSI under the stack corrupted by 50% outliers.
The geometric structures of the building cannot be well interpreted by the results of PSI.
In contrast, the method can achieve much more reliable results than PSI.
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PSI with 9 images RoMIO + PSI with 9 imagesBellagio hotel area

Figure 5.24: Elevation estimation of Bellagio hotel area by PSI and the proposed algorithm with 9 PSI
images. By utilizing just 9 images, much more wrongly estimated points exist in the result
of PSI, especially on the façades. As a comparison, the façade structures can be more
easily interpreted in the result of the proposed method.
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Figure 5.25: The two selected profiles of the results shown in Figure 5.24 (white arrows). Compared
with PSI, most incorrectly estimated points can be mitigated by the proposed method.
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wrongly estimated points exist in the result of PSI, especially on the façades. As a comparison,
the façade structures can be more easily interpreted in the result of RoMIO + PSI.

5.4 Total variation regularized robust low rank tensor
decomposition

As introduced before, a general framework for object-based InSAR deformation reconstruc-
tion based on a tensor-model with a regularization term is proposed in Chapter 4, which
makes use of external semantic labels of various objects like bridges, roofs and façades, as
an input for the support of the TV regularizer. However, it requires explicit and fairly accu-
rate semantic labels for a reliable performance. Therefore, the inherent low rank property of
multipass InSAR phase tensors is first investigated in this chapter, which allows loose seman-
tic labels, such as a rectangle covering major part of an object, for object-based geophysical
parameter reconstruction in urban areas.

As a follow-on work, a novel method for parameter retrieval from multipass InSAR data
stacks by jointly considering the variational prior and the low rank property of InSAR stacks is
developed. Correspondingly, a TV regularized robust low rank tensor decomposition method
in complex domain is proposed in this section, in order to recover outlier-free InSAR data
stacks.

Given the observed InSAR data tensor G , it can be decomposed into two parts: a low rank
tensor X and a sparse outlier tensor E . To maintain smoothness structure of InSAR stacks,
the decomposition can be regularized by a TV term. Correspondingly, the proposed TV regu-
larized robust low rank tensor decomposition method is described by:

{X̂ , Ê } = argmin
X ,E

α‖X ‖3DT V +β‖X ‖∗+γ‖E ‖1s.t . G =X +E , (5.10)

where ‖X ‖3DT V is the 3D TV term for the three-mode tensor, ‖X ‖∗ denotes the tensor nu-
clear norm, ‖E ‖1 is the tensor L1 norm of sparse outliers and α, β and γ are the associated
parameters for controlling the balance of the three terms. ‖X ‖∗ can be calculated by the sum
of the N nuclear norms of the mode-n unfoldings of X , i.e. ‖X ‖∗ = ∑

n ‖X(n)‖∗. The 3D TV
term can be defined as:

‖X ‖3DT V := ∑
i1,i2,i3

|xi1,i2,i3 −xi1,i2,i3−1|+ |xi1,i2,i3 −xi1,i2−1,i3 |+ |xi1,i2,i3 −xi1−1,i2,i3 |. (5.11)

In order to solve the optimization problem with a TV term, auxiliary variables Z and F are
first introduced, and Equation (5.10) can be rewritten as:

{X̂ , Ê } =argmin
X ,E

α‖F‖1 +β‖X ‖∗+γ‖E ‖1

s.t . G =X +E ,

X =Z , D(Z ) =F ,

(5.12)

where D(·) = [Di1 (·);Di2 (·);Di3 (·)] is the three-dimensional difference operator and Din (·)(n =
1,2,3) is the first-order difference operator with respect to the in dimension of InSAR data
stack.
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The corresponding constraint optimization problem can be converted into an augmented
Lagrangian function, yielding

L(X ,E ,F ,Z ,T1,T2,T3) =α‖F‖1 +β‖X ‖∗+γ‖E ‖1+
〈T1,G −X −E 〉+〈T2,X −Z 〉+〈T3,D(Z )−F 〉+
ρ

2
(‖G −X −E ‖2

F +‖X −Z ‖2
F +‖D(Z )−F‖2

F ),

(5.13)

where T1,T2,T3 are the introduced dual variables and ρ is the penalty parameter. Ac-
cordingly, the minimization of L(X ,E ,F ,Z ,T1,T2,T3) with respect to each variable can be
solved by optimizing the following subproblems: X subproblem: By fixing the other vari-
ables, the subproblem of L with respect to X is:

min
X

β‖X ‖∗+ ρ

2
‖X − 1

2
(G −E +Z + T1 −T2

ρ
)‖2

F , (5.14)

which can be solved by the SVT operator.
Z subproblem: By fixing the other variables, the subproblem of L with respect to Z has the

following form:
min

Z
〈T2,X −Z 〉+〈T3,D(Z )−F 〉+
ρ

2
(‖X −Z ‖2

F +‖D(Z )−F‖2
F ).

(5.15)

Then, by calculating the gradient of L with respect to Z and setting it as zero, it has:

(ρI+ρD∗D)Z =T2 −D∗(T3)+ρX +ρD∗(F ), (5.16)

where D∗(·) is the adjoint operator of D(·). According to the block-circulant structure of the
matrix D∗D , this inverse problem can be efficiently solved by exploiting 3D FFT and its in-
verse transform.

F subproblem: By fixing the other variables, the subproblem of L with respect to F can be
written as:

min
F

α‖F‖1 + ρ

2
‖F −D(Z )− T3

ρ
‖2

F . (5.17)

This L1-norm-induced subproblem can be efficiently solved by applying the soft-
thresholding operator.

E subproblem: By fixing the other variables, the subproblem of L with respect to E is:

min
E

γ‖E ‖1 + ρ

2
‖E −G +X − T1

ρ
‖2

F . (5.18)

Likewise, this subproblem can also be solved by soft-thresholding operator.
Multiplier Updating: All the dual variables can be updated by:

T1 =T1 +ρ(G −X −E ),

T2 =T2 +ρ(X −Z ),

T3 =T3 +ρ(D(Z )−F ).

(5.19)
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Using a predefined convergence condition, the solution (X̂ and Ê ) can be obtained, i.e.
the outlier-free InSAR data tensor and the sparse outlier tensor, respectively. To this end, by
applying conventional multipass InSAR techniques, e.g. periodogram, on X̂ , the geophysical
parameters can be robustly retrieved.

Algorithm 5 Problem Equation (5.12) solved by ADMM

Require: G ,α,β,γ, N
1: Initialize X = E =Z =F =T1 =T2 =T3 = 0, µmax = 1010, η= 1.1, µ= 10−2

2: for k = 0 to maxIter do

3: Update X (k+1) by SVT for mode-n unfolding matrix of 1
2 (G −E (k) +Z (k) + T (k)

1 −T (k)
2

µ ),
then mode-n folding of the results as N tensors and average them by N :

X (k+1) ← 1
N

∑N
n=1 Sn,βN /µ( 1

2 (G(n) − E(k)
(n) + Z(k)

(n) +
T(k)

1(n)−T(k)
2(n)

µ )), where Sn,βN /µ(·) :=
foldn(SβN /µ(·)).

4: Update Z (k+1) by calculating HZ and TZ , where
HZ =T (k)

2 −D∗(T (k)
3 )+µX (k+1) +µD∗(F (k)) and

TZ = |fftn(D1)|2 +|fftn(D2)|2 +|fftn(D3)|2,
Z (k+1) ← ifftn( fftn(HZ )

µI+µTZ
).

5: Update F (k+1) by element-wise soft-thresholding of tensor D(Z (k+1))+T (k)
3 /µ:

F (k+1) ←Rα/µ(D(Z (k+1))+T (k)
3 /µ).

6: Update E (k+1) by element-wise soft-thresholding of tensor G +T (k)
1 /µ−X (k+1):

E (k+1) ←Rγ/µ(G +T (k)
1 /µ−X (k+1)).

7: Update T (k+1)
1 , T (k+1)

2 and T (k+1)
3 by

T (k+1)
1 ←T (k)

1 +µ(G −X (k+1) −E (k+1)),

T (k+1)
2 ←T (k)

2 +µ(X (k+1) −Z (k+1)),

T (k+1)
3 ←T (k)

3 +µ(D(Z (k+1))−F (k+1)).
8: Update µ by µ← min(ηµ,µmax).
9: if convergence then

10: break
11: end if
12: end for
Ensure: (X̂ , Ê )

5.4.1 Validation on real data

One study area is in Berlin, as shown in Figure 5.26. The InSAR stack totally contains in total
41 TerraSAR-X interferograms, with the spatial dimension of 3000×2500 pixels. A substack
with 15 interferograms were selected from the full stack and the associated baselines were
plotted in Figure 5.27. Likewise, the patch size used in the sliding-window processing is cho-
sen as 200× 200 pixels. For this area, the parameters of the proposed method were set as
α= 0.12, β= 3 and γ= 0.5. The estimated elevations and amplitudes of seasonal motions by
PSI, RoMIO and the proposed method are displayed in Figure 5.28 and Figure 5.30, respec-
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Figure 5.26: The study area of Berlin shown by the mean amplitude (log scale) of a TerraSAR-X InSAR
stack.

-200 -100 0 100 200 300 400 500 600

spatial baselines (m)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

te
m

p
o
ra

l 
b
a
s
e
lin

e
s
 (

y
e
a
r)

2D distribution of spatial and temporal baselines

Figure 5.27: The 2D distribution of spatial and temporal baselines of the selected 15 interferograms
for reconstruction. The master baseline is shown in red.
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Figure 5.28: Estimated elevation maps by PSI, RoMIO and the proposed method with 15 interfero-
grams of one area in Berlin. Besides the reconstruction of flat areas as Las Vegas, the
proposed method can also achieve the robust retrieval of this complex area composed by
building blocks and high-rise buildings. For a better comparison of the three methods,
one zoom-in area and one road profile are displayed in Figure 5.29 and 5.31, respectively.
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Figure 5.29: The cropped zoom-in areas of the results in Figure 5.28 by the dashed white rectangu-
lar. Compared to PSI, most outliers can be mitigated by the tensor-decomposition-based
methods.
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Figure 5.30: Estimated amplitudes of seasonal motions by PSI, RoMIO and the proposed method with
15 interferograms of one area in Berlin. Smoothness structure can be well maintained in
the reconstructed deformation map by the proposed method.
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Figure 5.31: The extracted elevation profiles from the results shown in 5.28 (indicated by red curve).
Obviously, the proposed TV regularized tensor decomposition method can better pre-
serve piecewise smoothness for the 3D reconstruction of roads than RoMIO.

Table 5.4: Quantitative study for the results of Berlin data. The parameters estimated by the proposed
method on the full InSAR stack were regarded as the reference, in order to compare the
results of the three methods applying on a smaller InSAR stack with 15 interferorgams.

Deformation [mm] Elevation [m]
SD bias SD bias

PSI 4.45 −0.06 36.04 10.94
RoMIO 2.87 0.02 23.66 4.30

Proposed 0.80 0.03 5.26 −0.06
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Figure 5.32: PDF of temporal coherence based on the estimated results by PSI and the proposed meth-
ods

tively.
From the study area shown in Figure 5.26, it is mainly composed by building blocks and

high-rise buildings. As demonstrated in Figure 5.28 and one zoom-in area in Figure 5.29,
more outliers appear in the 3D reconstruction by PSI than RoMIO and the proposed method.
Compared to RoMIO, the proposed method can better reconstruct road areas, since smooth-
ness structure is able to be preserved by TV regularization. As an example shown in Fig-
ure 5.28 (Middle), one road profile indicated by the red curve is extracted from the results
of RoMIO and the proposed method, respectively, and displayed in Figure 5.31. Obviously,
piecewise smooth property can be better maintained in the proposed method than RoMIO.
Moreover, Figure 5.30 shows that the proposed method can produce the smoothest map of
deformations than RoMIO and PSI, which indicates that incorrectly estimates can be miti-
gated by the proposed method. Consistent with the previous experiment, the filtered InSAR
stack by the proposed method can best fit the model among the three comparing methods,
which is displayed by the histograms of temporal coherences in Figure 5.32. Besides, the
numerical analysis is done in the same manner as the above experiment. As illustrated in Ta-
ble 5.4, the estimates from the proposed method are much closer than the other two methods
given the estimates from the full stack.

5.5 Discussion

This chapter studied the low rank property of object-based InSAR phase stacks and proposed
RoMIO. RoMIO can be combined with conventional multibaseline InSAR techniques to im-
prove the estimation accuracy of geophysical parameters. Taking PSI as an example, the
chapter demonstrated that in typical condition of very high resolution spaceborne InSAR
data, e.g. object size of 10m, 5dB SNR and 10−20 SAR images, the proposed approach can
improve the estimation accuracy of geophysical parameters by a factor of ten to thirty, espe-
cially in the presence of outliers. These merits can in turn efficiently reduce the number of
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SAR images for a reliable estimation.
Based on the experiments, the spatial sizes of tensors can influence the efficiency of the

proposed method. On one hand, with large spatial sizes, the low rank property of the phase
tensor is generally more prominent, which gives a wide operable range of the regularization
parameters in the optimization. But, over-smoothing artifacts may exist, especially in some
geometrically complex areas. On the other hand, with small spatial sizes, although it can be
a benefit for preserving small detail, the regularization parameters must be carefully tuned.
Otherwise, the reconstructed phase tensor may have the risk to be turned into a rank-1 tensor.
Therefore, the tensor size should be large enough to promote low-rankness of the true phase
and the sparsity of outliers, but small enough to exclude complicated structures. According
to the experiments in the chapter, the typical patch size utilized is around 100×100 pixels,
and this can be improved by exploiting adaptive window.

Besides, the proposed approach is suitable for operational processing, as the only parame-
ter that needs to be tuned, i.e. α, was shown to usually lie in the range from 1×10−3 to 1×10−1

based on both the simulated and real data experiments. Besides, the approach can easily be
parallelized by carrying it out patch-wisely.

Furthermore, a novel tensor decomposition method in complex domain based on the prior
knowledge of the low rank property and smoothness structure in multibaseline InSAR data
stacks is also proposed in this chapter. By integrating TV into the tensor decomposition
model, the estimation of geophysical parameters based on the proposed method can be fu-
ture improved than RoMIO. The proposed method introduces three parameters to be set, i.e.
α, β and γ. They do not need to be tuned simultaneously, since one parameter can be set as
a constant and adjust the other two with respect to it. Based on the experiments, γ can be se-
lected as a constant of 100/

p
I1I2, the optimalα lies in the range from 0 to 10, and the optimal

β can be selected from 0 to 0.2. From the results of the real data, the proposed method is not
only favorable for 3D reconstruction of flat urban areas, such as Las Vegas, but also promis-
ing for complicated European cities, such as Berlin. Moreover, for large-scale processing, the
proposed method can be easily parallelized and operated in a sliding window manner.
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6 Robust low rank tensor decomposition for
Distributed Scatterer

Multibaseline InSAR techniques, such as PSI and TomoSAR, have been the workhorse for de-
formation monitoring and 3-D reconstruction. However, because of the moderate SNR of
spaceborne SAR images, as well as the property of the estimators, e.g. periodogram, em-
ployed in those techniques, they usually require a fairly large stack of SAR images (usually in
the order of tens), in order to achieve a reliable estimate of the parameters. This renders them
costly and sometimes infeasible for large-area processing. This challenge has been tackled by
low rank phase tensor decomposition in the previous chapters. However, when it comes to
DS, its stochastic nature and the correlation among interferograms are not considered in low
rank decomposition. Directly applying low rank decomposition on DS InSAR phase stacks
does not lead to the reliable results as applying on PS. Therefore, in this chapter, an exten-
sion of robust low rank tensor decomposition to DS InSAR phase tensors is proposed. In
Section 6.1, optimal phase history retrieval for DS based on phase linking technique is first
introduced. Then, the proposed pipeline for DS processing is demonstrated in Section 6.2.
Simulated and real experiments are conducted in Section 6.3. At last, a short discussion of
this chapter is in Section 6.4.

6.1 Phase linking

In non-urban areas, such as mountains, multibaseline SAR data vector at a given pixel can
be modeled with the zero-mean, multi-dimensional circular complex Gaussian distribution
as introduced in Equation (2.9). Typically, in order to estimate the corresponding covariance
matrix C, SHP are adaptively selected via statistical similarity test such as KS [Fer+11] or AD
test [WZB12]. Then, C can be estimated by the sample mean of SHPs:

Ĉ = 1

M

∑
p∈Ω

gp gH
p , (6.1)

where Ω denotes the set of SHPs with respect to the pixel. In order to retrieve the absolute
phase history with respect to the master image given Ĉ, phase triangulation methods, such as
MLE or eigenvalue-decomposition, have been proposed in [CLJ16; Fer+11; For+15; ADZB17].

Recently, a phase triangulation method based on ILS estimator was proposed in [SE+16].
As pointed out by [SE+16], ILS can achieve more accurate performance than MLE, given the
estimated covariance matrix Ĉ, since the small numerical biases in coherence matrix estima-
tion can be amplified during the matrix inversion required by MLE [ADZB17]. By introducing
integer ambiguity term anm ∈ {−1,0,1}, all the N (N−1)

2 wrapped interferometric phases φnm

87



6 Robust low rank tensor decomposition for Distributed Scatterer

of Ĉ can be modeled in a linear form by:

E(φnm) =


ϕ0m −ϕ0n +anm(2π) if n,m 6= 0

ϕ0m if n = 0

−ϕ0n if m = 0

, (6.2)

and its matrix notation can be represented as:

E





ϕ01
...

ϕ0(N−1)
...

ϕnm
...

ϕ(N−2)(N−1)


︸ ︷︷ ︸

y



=



0 . . . 0
...

. . .
...

0 . . . 0
2π

. . .

2π


︸ ︷︷ ︸

A



a12
...

anm
...

a(N−2)(N−1)


︸ ︷︷ ︸

a

+



1
. . .

1
...

−1. . .1
...

−1 1


︸ ︷︷ ︸

B

 ϕ01
...

ϕ0(N−1)


︸ ︷︷ ︸

b

, (6.3)

where n and m (n = 1. . . (N−2), m = 2. . . (N−1)) denote the radar image indices, E(y) ∈R N (N−1)
2

is the vector of all multi-look wrapped interferometric phases ϕnm , A and B are the two

design matrices, a ∈Z N 2−3N+2
2 and b ∈RN−1 are the integer and real unknown parameters to be

estimated. The solution of (6.3) can be given by solving the following weighted ILS problem:

â, b̂ = argmin
a∈Z,b∈R

‖E(y)−Aa−Bb‖2
W, (6.4)

where W denotes the weight matrix and ‖·‖2
W := (·)H W(·) is the associated quadratic norm. W

can be selected as a generic weight matrix defined by the Fisher information index [Ric03].

Based on such procedure, the deterministic signal can be retrieved from SHPs. Afterwards,
the optimal complex phase history ĝ, i.e. ĝ = exp( j b̂) can be exploited as the input for robust
low rank tensor decomposition.
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Figure 6.1: The overall workflow for applying robust tensor low rank tensor decomposition on DS.
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Figure 6.2: Simulated ground truth elevation map and the estimated results by PSI, SqueeSAR and the
proposed method. By performing adaptive filtering, SqueeSAR can mitigate most of the
incorrectly estimated points. This is mainly because of the pixels are simulated according
to a perfect DS model which allows an optimal performance of the homogeneous sam-
ple selection via AD test. However, it can be still seen that noisy points exist in the result
from SqueeSAR, which is mainly due to the outliers. By exploiting likelihood ratio test of
coherence matrices for identifying homogeneous patches, PD-PSInSAR can also take ef-
fect on mitigating outliers, while some outliers still present in the result. As a comparison,
most pixels can be correctly estimated and around 87% estimates can reach errors less
than 1(m).

6.2 Processing pipeline for Distributed Scatterer

To this end, as extension of the proposed method to DS, a novel framework for geophysical
parameter reconstruction based on robust low rank tensor decomposition is introduced. It
mainly contains two parts: optimal phase history retrieval for DS by multi-looking and phase-
linking, and the follow-up robust phase tensor decomposition. In particular, the proposed
workflow can be illustrated in Figure 6.1 and described as follows:

1) SHP utilized for multi-looking are selected by AD test to calculate the sample covariance
matrix.

2) The phase history of each pixel can be then retrieved by ILS estimator.

3) Apply robust low rank tensor decomposition to the retrieved phase tensor.

4) Reconstruct geophysical parameters based on the outlier-free InSAR phase stacks via
spectral estimation methods, such as periodogram.
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coherence matrix for the simulation
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Figure 6.3: Coherence matrix for DS simulation.

Table 6.1: Percentages of reliable estimates shown in Figure 6.2

Residual error <=
1m

PSI SqueeSAR PD-PSInSAR Proposed

Percentages 20.76% 61.63% 80.91% 87.15%

Table 6.2: Numerical analysis of the results shown in Figure 6.2

PSI SqueeSAR PD-PSInSAR Proposed
SD [m] 195.90 32.06 10.76 2.50
mean [m] -31.36 -1.13 -0.16 -0.02
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6.3 Validation

6.3 Validation

6.3.1 Simulation

A multibaseline InSAR phase stack of 512× 512 pixels by 7 images with the elevation pat-
tern shown in Figure 6.2 (Left) is simulated. The spatial baseline was chosen to be similar
as TanDEM-X bistatic interferograms used for DEM generation, i.e. 40-60m. DS were gener-
ated from the ground truth phase with the coherence matrix as illustrated in Figure 6.3. Also,
sparse outliers were added to the stack by randomly replacing 30% of pixels from the stack
with uniformly distributed phases. The elevations were estimated by PSI, SqueeSAR, PD-
PSInSAR [CLJ16] and the proposed method. A visual comparison of their results are shown
in Figure 6.2. In both SqueeSAR and the proposed method, the threshold of AD test and
boundary size for SHP selection were kept identically. For identifying homogeneous patches
in PD-PSInSAR, the threshold for log likelihood ratio test is designed as −18. The low rank
decomposition in the proposed method was processed in a sliding window manner with the
patch size of 200×200 pixels. For setting γ, γ can be rewritten as γ = α×λ∗, where a good
choice for λ∗ can be set as 1p

max(W,N )
according to [Can+11; GQ14], and α is a factor for tun-

ing. α was set as 0.75 for this experiment. The detailed parameter setting of α is discussed
in the following subsection. For a quantitative analysis, the percentages of the reliable esti-
mates (residual error <= 1m) are displayed in Table 6.1. Moreover, the standard deviations
and mean values of the residuals are calculated, given the ground truth elevation map and
the associated numerical analysis is demonstrated in Table 6.2.

According to the results shown in Figure 6.2 and Table 6.1, only around 20% pixels can be
correctly estimated. By performing adaptive filtering, SqueeSAR can mitigate most of the in-
correctly estimated points. This is mainly because of the pixels are simulated according to a
perfect DS model which allows an optimal performance of the homogeneous sample selec-
tion via statistical test. However, it can be still seen that noisy points exist in the result from
SqueeSAR, which is mainly due to the outliers. By exploiting likelihood ratio test of coherence
matrices for identifying homogeneous patches, PD-PSInSAR can also take effect on mitigat-
ing outliers, while some outliers still present in the result. As a comparison, most pixels can
be correctly estimated and around 87% estimates can reach errors less than 1m. As demon-
strated by the performance analysis in Table 6.2, the proposed method can outperform other
methods by more than a factor of three to ten in the accuracy of the elevation estimates.

6.3.1.1 Parameter Selection

There are three parameters to be set in the proposed method, i.e. the window size W , the
penalty parameter α and the introduced Lagrange multiplier parameter ρ in (4.33). As stud-
ied in [GQ14], ρ can be kept constant with the value 10×std(vec(G )), where std(·) is the stan-
dard deviation calculator. For testing the efficiency of the proposed method with respect to
W and α, standard deviations of the elevation estimates with respect to different W (ranging
from 16 to 256) and α (ranging from 0 to 1) are calculated and shown in Figure 6.4. It can be
seen that the optimal α stably lies in between 0.7 and 0.8 for most patch sizes, which means
that it does not need to be tuned much with different parameters of patch size. Moreover,
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Figure 6.4: The efficiency study of the proposed method with respect to the choices of patch size and
α. It can be seen that the optimal α stably lies in between 0.7 and 0.8 for most patch sizes,
which means that it does not need to be tuned much with different parameters of patch
size.

optimal patch size is around 200 for this simulation.

6.3.2 Application on 3D reconstruction of mountainous areas

For testing the proposed method on real data, experiments of two TanDEM-X InSAR stacks
with 7 interferograms were performed. As illustrated in Figure 6.5, the first study area is
shown by the mean amplitude image (log-scale) with the size of 900×1000 pixels and the cor-
responding optical image from Google Earth. It can be seen that this area mainly composes
of big mountains and a long valley in-between. The reconstructed results of the heights by
PSI, SqueeSAR, PD-PSInSAR and the proposed method are present in Figure 6.6. The param-
eter setting of AD test utilized in SqueeSAR and the proposed method was the same with the
simulation. The threshold for log likelihood ratio test was set to −30 in PD-PSInSAR. For the
proposed approach, the patch size and α were 300×300 pixels and 0.85, respectively. For a
detailed comparison, the results of the zoom-in area on one mountain are displayed at the
bottom row of Figure 6.6. Besides, the height profiles from the results are extracted and the
associated zoom-in areas are shown in Figure 6.7 and Figure 6.8, correspondingly.

A larger mountainous area for testing is shown by the mean amplitude image (log-scale)
and the corresponding optical image from Google Earth in Figure 6.9. The spatial size of this
area is 1659× 2000 pixels. This area is mainly composed of one relatively flat part on the
left and rugged mountains on the right. Based on the elevations retrieved from the proposed
method, the associated 3D model of this area can be constructed and displayed in Figure 6.10.

6.3.2.1 Performance Analysis

As shown in Figure 6.6, the performance of the three algorithm on real data is consistent with
the simulation in the previous section. For most parts in the scene, PSI cannot reconstruct re-
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6.3 Validation

Figure 6.5: The first study mountain area of TanDEM-X dataset shown by the mean amplitude (log
scale) and the corresponding optical image from Google Earth.

PSI SqueeSAR ProposedPD-PSInSAR

Figure 6.6: The elevation reconstruction results by PSI, SqueeSAR, PD-PSInSAR and the proposed
method. For most parts in the scene, PSI cannot reconstruct reliable elevations from DSs.
Although SqueeSAR can retrieve the elevations of most parts in the scene, many points
are still incorrectly estimated. Not surprisingly, SqueeSAR does not perform as ideally as
in the simulation, because many pixels do not perfectly follow a DS model. In compari-
son, the proposed method can robustly recover the height map of nearly the whole scene
by efficiently exploit the neighborhood information using low rank tensor decomposition.
Improvements are particularly prominent for the pixels on large slopes and on the valley.
As shown from the zoom-in parts, the proposed method can demonstrate clearer pattern
of height variation than the other methods.
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Figure 6.7: Plot of selected height profiles from the estimated results shown in Figure 6.6. It can be
observed that the proposed method shows obviously much fewer outliers.

Figure 6.8: Zoom-in plot of the profiles from PD-PSInSAR and the proposed approach shown in Fig-
ure 6.7. In a detailed comparison with PD-PSInSAR, it can be indicated that staircasing
may exist in the result of PD-PSInSAR, as pointed out by the black arrows. As a compari-
son, the proposed method can better avoid that phenomenon.
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Figure 6.9: The second study mountain area of TanDEM-X dataset shown by the mean amplitude (log
scale) and the corresponding optical image from Google Earth.

Figure 6.10: The final 3D reconstruction based on the result of the proposed method for the area of the
second dataset. Contours of mountainous areas and the sinuous river lying on the plain
area can be clearly seen in the result, which indicates that the over-smoothness does not
happen in the proposed method.
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Figure 6.11: Probability density functions of temporal coherences obtained from the three compar-
ing methods. Most points can achieve a temporal coherence above 0.8 in all the three
methods. The proposed method sightly outperforms the other two methods.

SqueeSAR PD-PSInSAR Proposed

Figure 6.12: Temporal colinearity maps of the comparing methods. As the cropped areas (black rect-
angles) for example, the proposed method can achieve the best homogeneity among the
comparing methods. Correspondingly, it can be observed that the elevation changes of
such areas in the optical image (Figure 6.5) are smooth. In turn, to some extent, temporal
colinearity can reflect the quality of the filtered multibaseline InSAR phases.
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Figure 6.13: Probability density functions of temporal colinearity from the three methods. The best
homogeneity of the filtered InSAR phase time-series can be obtained by the proposed
method. In consistence with the height reconstruction in Figure 6.6, the incorrectly esti-
mated points can severely influence the quality of temporal colinearity assessment.

liable elevations from DSs. Although SqueeSAR can retrieve the elevations of most parts in the
scene, many points are still incorrectly estimated. Not surprisingly, SqueeSAR does not per-
form as ideally as in the simulation, because many pixels do not perfectly follow a DS model.
In comparison, the proposed method can robustly recover the height map of nearly the whole
scene by efficiently exploit the neighborhood information using low rank tensor decompo-
sition. Improvements are particularly prominent for the pixels on large slopes and on the
valley. As shown from the zoom-in parts, the proposed method can demonstrate clearer pat-
tern of height variation than the other methods. In addition, Figure 6.7 shows two height
profiles (pointed out by the blue arrow in Figure 6.6 from the three comparing results. It
can be observed that the proposed method shows obviously much fewer outliers. In a de-
tailed comparison with PD-PSInSAR, the zoom-in profiles illustrated in Figure 6.8 indicate
that staircasing may exist in the result of PD-PSInSAR, as pointed out by the black arrows. As
a comparison, the proposed method can better avoid that phenomenon.

Besides the visual inspection, two metrics are furthermore explored for the analysis of the
comparing reconstruction results: Temporal Coherence and Temporal Colinearity proposed
in this chapter.

1) Temporal Coherence: Temporal coherence [FPR01; Fer+11; ADZB17] is widely exploited
for measuring the fitness between the observed and estimated InSAR phase time-series.

As shown in Figure 6.11, the histograms of temporal coherence based on the comparing
methods for the first study area are displayed.

2) Temporal Colinearity: Based on the colinearity criterion introduced in [PPMA12], it can
be extended from evaluating one interferogram to InSAR phase time-series, called as Tempo-
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ral Colinearity. The corresponding formula is as represented as follows:

Ci =
|∑p∈Mi

exp( jφi )H exp( jφp )|
N (M 2 −1)

×
∑

p∈Mi
|exp( jφi )H exp( jφp )|

N (M 2 −1)
, (6.5)

where i is the index of the pixel to be assessed, p ∈ Mi denotes the close neighborhood pixels
surrounding the i th pixel, the local window size M is set as 3 in this chapter and | · | denotes
the absolute value of the complex number. This criterion measures the similarity of the phase
history of the study pixel with respect to its surrounding ones. It is a measurement of homo-
geneity or smoothness given the neighboring pixels of InSAR phase stacks. Higher values
indicate the better homogeneity of the filtered InSAR phase time-series. To some extent, it
can be regarded as a quality assessment for multibaseline InSAR phase stacks, especially for
the areas with homogeneous geophysical parameters.

As presented in Figure 6.11, most points can achieve a temporal coherence above 0.8 in
all the three methods. The proposed method sightly outperforms the other two methods.
However, the temporal colinearity map and the corresponding histograms of Figure 6.12 and
6.13 show that the best homogeneity of the filtered InSAR phase time-series can be obtained
by the proposed method. In consistence with the height reconstruction in Figure 6.6, the
incorrectly estimated points can severely influence the quality of temporal colinearity as-
sessment. As the cropped areas (black rectangles) in Figure 6.12 for example, the proposed
method can achieve the best homogeneity among the comparing methods. Correspondingly,
it can be observed that the elevation changes of such areas in the optical image (Figure 6.5)
are smooth. In turn, to some extent, temporal colinearity can reflect the quality of the filtered
multibaseline InSAR phases. However, there are still pixels which cannot be correctly esti-
mated in the result of the proposed method, especially along the contour lines of mountains.
This is mainly due to the layover effect in those areas and it can be mitigated by using higher
order spectral estimator like tomographic inversion.

6.4 Discussion

In this chapter, a novel method for 3D reconstruction in complex mountainous areas based
on the low rank property inherent in the complex InSAR data stack is proposed. According to
the simulated experiments under typical settings, the proposed method can achieve reliable
estimates even with a limited number of SAR images (less than ten) and outperforms the
state-of-the-art methods such as PD-PSInSAR and SqueeSAR by a factor of more than two in
terms of the accuracy of the height estimates.

According to the experiments, the proposed method is insensitive to the parameter selec-
tion. There are totally two parameters to be tuned for performing the proposed low rank
tensor decomposition, i.e. the patch size W and the penalty parameter α. According to the
simulations, the optimal α is found to be stable in a certain range, regardless of different
settings of patch size W . In other words, the two parameters can be independently tuned.
Besides, based on the experiments, the proposed approach is suitable for operational pro-
cessing on large areas, as it can be easily parallelized by carrying out patch-wisely to avoid
highly computational costs induced by the low rank decomposition of large 3D tensors.
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7 Conclusion

7.1 Summary

In a summary, this thesis investigates the potential possibilities of advanced algorithm devel-
opment for geophysical parameter retrieval from InSAR data stacks based on object level.

• A general framework for object-based multibaseline InSAR parameter estimation, i.e.,
introducing a spatial regularization term (TV or TGV) based on given object labels, is
proposed. Correspondingly, the optimization ADMM solver is introduced. Moreover,
considering the significant amount of outliers existing in real data, a robust InSAR stack
filtering approach is introduced by minimizing the rank of the InSAR stack tensor. To
demonstrate the application of the proposed method for bridge monitoring, a bridge
detection method in optical images is also proposed. The proposed approach with
robust phase recovery is proven to be effective against outliers. It outperforms the non-
robust pixel-wise approach by a factor of twenty in terms of the standard deviation
of the estimates, at 5 dB SNR with an outliers percent of 30%. Also, it achieves more
reliable results than the one without the robust phase recovery step.

• Moreover, the low rank property of object-based InSAR phase stacks is investigated and
RoMIO is proposed in Chapter 5. RoMIO can be combined with conventional multi-
baseline InSAR techniques to improve the estimation accuracy of geophysical parame-
ters. Taking PSI as an example, the thesis demonstrated that in typical condition of very
high resolution spaceborne InSAR data, e.g. object size of 10m, 5dB SNR and 10−20
SAR images, the proposed approach can improve the estimation accuracy of geophys-
ical parameters by a factor of ten to thirty, especially in the presence of outliers. These
merits can in turn efficiently reduce the number of SAR images for a reliable estima-
tion. Furthermore, a novel tensor decomposition method in complex domain based
on the prior knowledge of the low rank property and smoothness structure in multi-
baseline InSAR data stacks is also proposed in this chapter. By integrating TV into the
tensor decomposition model, the estimation of geophysical parameters based on the
proposed method can be future improved than RoMIO.

• As the extension for DS processing, a novel method for 3D reconstruction in complex
mountainous areas based on the low rank property inherent in the complex InSAR data
stack is proposed. According to the simulated experiments under typical settings, the
proposed method can achieve reliable estimates even with a limited number of SAR im-
ages (less than ten) and outperforms the state-of-the-art methods such as PD-PSInSAR
and SqueeSAR by a factor of more than two in terms of the accuracy of the height esti-
mates.
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7.2 Outlook

There exist several aspects to further the research conducted as part of this thesis.

Atmosphere signal removal

The atmosphere signal behavior is partly satisfied to the proposed tensor-decomposition
based models, i.e. spatially correlated and temporally uncorrelated, it would be interesting
to systematically investigate the performance of atmosphere signal removal based on such
tensor-decomposition based method.

Improvement of land-cover classification based on time-series SAR images

This thesis demonstrates that the proposed methods can effectively improve the geophysical
parameter estimation. In other words, the geophysical feature inherent in time-series SAR
images can be enhanced by the proposed methods. Moreover, [D+18] systematically inves-
tigates specific TomoSAR features can be exploited for land-cover classification. Therefore,
it would be interesting to further research on the potential improvement of time-series SAR
image filtering methods for land-cover classification.

3D TomoSAR point cloud inpainting

In principle, the methods proposed in this these can be considered as "inpainting" technolo-
gies for multidimensional data set. One of the most important advantages of InSAR process-
ing is to reconstruct large-scale 3D point clouds in urban areas. It would be also interesting to
research on 3D point cloud inpainting problem based on different kinds of prior knowledge,
e.g. smoothness or semantic consistence. Other sources of information, such as the semantic
information from optical images can be a plus to tackle this problem.

Joint geophysical parameter reconstruction on graphs

The methods proposed in this thesis are based on tensor model, where similarity between
pixels belonged to different objects is not considered. After all, pixels on different urban ob-
jects cannot be given the same weight in the optimization procedure. The similarity between
pixels of multibaseline InSAR data stacks can be further studied and integrated into the joint
geophysical parameter reconstruction, which leads to the optimization problem on graphs,
such as graph TV problem.
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