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In recent years, vehicular communication systems have received increasing attention 

in the field of traffic engineering. The wireless information exchange between vehicles 

and infrastructure enables an advancement from current Intelligent Transportation 

Systems (ITS) to Cooperative Intelligent Transportation Systems (C-ITS). On a large 

scale, vehicular information such as speed, acceleration and heading is communicated, 

while infrastructure provides information about current or predicted control actions, for 

example signal phase and timing information. The comprehensiveness and the level 

of precision of the shared data outperforms the data collected with stationary detec-

tions by far. Therefore, existing ITS systems can be improved or new ITS functionalities 

can be established to increase the safety and efficiency of the transportation network 

and lower the negative impacts of traffic. 

In order to enable the information exchange between vehicles and traffic infrastructure, 

the dedicated communication standard IEEE 802.11p has been developed alongside 

with message formats such as the Cooperative Awareness Message (CAM). However, 

the performance of field tests of C-ITS systems is often impossible or restricted to 

small-scale tests due to the lack of equipped vehicles. Therefore, microscopic traffic 

flow simulation is often used to evaluate the effects of C-ITS functionalities. To increase 

the reliability of the evaluation results, vehicular communication can be used to repre-

sent the imperfections of vehicular communication. A number of well-established com-

munication models exist and can be distinguished into physical and probabilistic mod-

els. Models of the first category can reproduce detailed physical behaviour such as 

reflections and interference of signals, while models of the second category are limited 

to less detail. However, the lower level of detail also reduces the computational effort 

of the communication simulation. 
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The purpose of the thesis is to analyse the imperfections of vehicular communication 

in an urban scenario based on microscopic traffic simulation. With this intention, com-

munication models and a traffic signal control algorithm for cooperative public transport 

priority will be coupled with a microscopic traffic simulation tool in order to evaluate the 

direct effects of packet losses on the performance of the signal priority. This shall be 

done for both a physical communication model as well as a probabilistic communica-

tion model to allow for a comparison of the different approaches.  

The objectives can be outlined more specifically as follows:  

i. Implementation of a cooperative public transport priority control scheme for 

a single intersection to generate the scenario for the use-case.  

ii. Comparison of the implications of imperfect communication on the effective-

ness of the public transport prioritization. Loss-free communication, physi-

cally modelled communication and probabilistically modelled communication 

shall be compared, also regarding their computational effort.  

iii. Different influencing factors on the system, such as density of obstructing 

buildings, distance of the priority request point to the intersection, penetra-

tion rate of vehicles and packet generation rate shall be evaluated in order 

to facilitate transferability to other use-cases. Especially the last two influ-

encing factors require a strong focus on the probabilistic modelling of inter-

ference and collisions to generate meaningful results. 
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Abstract 

The present Master’s thesis seeks to develop a better understanding of how to evaluate the 

performance of vehicular communication networks with realistic vehicle mobility impacts. As 

a starting point, vehicular communication network technologies and different performance 

assessment methodologies as the fundamentals were carefully studied. In particular, this 

thesis argued that from the perspectives of efficiency and scalability it is possible to exploit 

more potentials and opportunities from analytical approaches in analysing the performance 

of vehicular communication networks. Despite the extensive body of research on statistical 

models in vehicular communication networks, unrealistic assumptions, oversimplifications 

and ignorance of realistic vehicle mobility impacts lead to their limited usage. Thus, on the 

basis of both a study of the literature and improvements of an existing analytical model, this 

thesis established an interlink between vehicle mobility and wireless communication network 

with a focus on the performance analysis. Extending upon Hassan and Vu’s (2011) model, a 

new integrative analytical module was developed, which merges realistic vehicle mobility 

impacts and wireless channel characteristics. As a result, an integrative module was tested, 

compared and validated on urban scenarios with a widely used hybrid simulator, in order to 

prove its effectiveness of providing rich insights in the performance assessment of vehicular 

communication networks. 
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1 Introduction 

In recent decades, the vehicular communication networks have become one of the key re-

search areas in the Intelligent Transportation Systems (ITS). The vehicular communication 

networks are integrated networks for supporting intelligent traffic management and intelligent 

dynamic information service. It is a large-scale distributed system for wireless communication 

and information exchange between vehicles and infrastructures according to agreed com-

munication protocols (Chen, Xu, Liu, Hu, & Wang, 2014). With the help of Vehicle-to-

Everything (V2X) technologies, vehicular communication networks aim to improve the traffic 

flow by assisting drivers and infrastructures with useful and real-time information. The main 

driving force of vehicular communication networks is to improve traffic safety and efficiency. 

According to Global Status Report on Road Safety 2015 (World Health Organization, 2015), 

1.25 million road traffic deaths occur per year. The information sharing of vehicles with other 

vehicles and infrastructure, provides more precise and comprehensive knowledge of the traf-

fic situation across the entire road network, thus helping cut accident numbers and improve 

traffic efficiency (Edwards, Hankey, Kiefer, Grimm, & Leask, 2011). The vehicular communi-

cation networks are also beneficial to alleviate emission problems (Suthaputchakun, Sun, & 

Dianati, 2012). 

Vehicular communication networks outperform traditional traffic-data acquisition technologies 

in terms of accessing diverse data types (including position, speed, acceleration etc.), en-

hancing detection rate, lowering error rate, and continuous tracking. Traditional local detec-

tors usually suffer from limited lifetime, while there is no such concern for wireless vehicular 

communication since the data exchange takes place “in the air”. In addition, wireless com-

munication networks are able to overcome adverse weathers with a difficult visual safety 

check (TSUGAWA, 2005), by extending the vehicles’ ability to detect surroundings and sup-

porting drivers with situational awareness. From the perspective of traffic management, ve-

hicular communication networks interlinks centralized and decentralized decision makings, 

further providing strategies for efficient control, e.g. by applying real-time dependent signal 

plans to incorporate the actual traffic situations (Görmer, Jana, et al., 2011). From the view-

point of drivers and other road users, vehicular communication networks can inform them of 

the current situation without considerable delay and location limitation (Schmidt-Eisenlohr, 

2010). 

Due to the characteristics of fast-moving vehicles, high vehicle densities, and data synchro-

nization requirement, the primary building block of vehicular communication is the periodic 

transmission of status information by individual vehicles and other components (Schmidt-

Eisenlohr, 2010). This information is often called beacon message, which has specific and 

unusual communication properties. First, every connected vehicle transmits the beacon 

message. Second, beacon messages are transmitted in a periodic manner, i.e. several times 

per second. Third, the beacon messages are transmitted in a broadcast way, and there is no 

specific recipient. Numerous articles have made efforts in simulating and investigating the 



Introduction 

2 

performance and challenges of the vehicular communication networks for further deployment 

in reality. There are two major challenges in this field: how to integrate the vehicle mobility 

and how to exactly estimate the characteristics of the wireless channel (Dressler, Sommer, 

Eckhoff, & Tonguz, 2011). Although Field Operational Tests (FOT) are able to show the real-

istic performance and are helpful to explore new and unexpected aspects, they are too time 

and cost-intensive for evaluation (Eckhoff, 2016). The widely used solution is to integrate a 

simulator that models the vehicular communication network and some vehicle mobility mod-

els. However, there is the need to have mobility models that are more realistic in incorporat-

ing microscopic vehicle behaviour and macroscopic traffic flow behaviour (Dressler et al., 

2011), because of the significant impacts of vehicle mobility on communication network. 

From the side of traffic engineering, an efficient performance assessment approach of vehic-

ular communication networks is more attractive, in case of conducting road-traffic impact 

analysis of vehicular communication networks applications in urban area. When coupled with 

road-traffic simulators, the existing communication network simulators consume too much 

computational effort especially under scenarios with complicated urban environments, due to 

the high road traffic density and the presence of many obstacles (buildings, foliage, over-

passes etc.). Another possible solution is to use analytical approaches to show fundamental 

dependencies of the communication network, and further evaluate the systems and imple-

ment with realistic road-traffic simulators. Compared to communication network simulators, 

analytical approaches are more flexible, scalable. To the best of the author’s knowledge, a 

well-developed analytical approach that describes the vehicular communication network un-

der realistic conditions has not yet existed, as the majority are under idealized or limited con-

ditions with some unrealistic assumptions and simplifications. 

In such a situation, an analytical approach is developed and coupled with a microscopic sim-

ulation tool in this study. The key objective of this study is to offer new opportunities for eval-

uating the performance of vehicular communication networks. This study also establishes 

analyses of the influencing factors and their impacts on some performance metrics. For the 

concern of reliability, the analytical approach is compared with a widely used communication 

network simulator. The comparison shows a promising result, which indicates that the analyt-

ical approach can be an alternative to the communication network simulators with an appro-

priate level of details. The analytical approach is also implemented with a microscopic road-

traffic simulator with the intention of considering the realistic vehicle mobility. Aside from in-

ter-vehicular communication, the analytical approach is capable of modelling Vehicle-to-

Infrastructure (V2I) communication as well. 

The remainder of this study is organized as follows. Chapter 2 gives some fundamental in-

formation of vehicular communication networks. Chapter 3 presents the method and proce-

dures of the analytical approach. Chapter 4 provides an example of how to couple the analyt-

ical approach with microscopic vehicle mobility simulators and demonstrates the sensitivity 

analysis of the selected performance metrics. The case study of cooperative intelligent 

transportation systems is depicted in Chapter 5. Chapter 6 outlines the capabilities, poten-

tials and limitations of the analytical approach, including a comparison with a simulator and 
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loss-free scenario. Finally, the outcome of this study and several future research directions 

are concluded in Chapter 7. 
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2 Fundamentals 

In general, vehicular communication systems are networks in which vehicles, infrastructures 

and other road users are the communicating nodes, dynamic exchanging each other with 

real-time information, such as safety warnings, road traffic information etc. The vision for ve-

hicular communication systems is that such rich set of data and communications will support 

a new generation of active safety applications and comprehensive traffic management strat-

egies. As the basis of vehicular communication systems and interlink between different us-

ers, the wireless communication network requires particular attention. Except the wireless 

communication network, there are also necessary devices at the user ends for deploying 

vehicular communication systems. The components of vehicular communication networks 

are listed as follows. 

 Wireless communication network: 

 Vehicular Ad-hoc Networks (VANETs)  

 Infrastructure-based cellular network  

 Devices: 

 On Board Unit (OBU) in vehicles 

 Road Side Unit (RSU) at infrastructure side 

This chapter will first describe basic concepts of the wireless communication networks in ve-

hicular environment, and then introduce the devices in the systems. 

2.1 Wireless communication network in vehicular environment 

The existence of multiple radio access technologies brings opportunities towards meeting the 

requirements of vehicular communication networks applications. However, communication 

technologies initially developed for other purposes cannot meet the demanding requirements 

of applications with vehicular communication networks (Sepulcre & Gozalvez, 2011), such as 

mobility support, communication area coverage and low latency. Therefore, the development 

of the Dedicated Short-Range Communication (DSRC) technology is motivated, which ena-

bles primarily Vehicle-to-Vehicle (V2V) but also V2I communication. While long-range infra-

structure-based cellular communication technology can be used for V2I purposes. 
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Feature Wi-Fi 802.11p/DSRC UMTS1 LTE2 LTE-A3 

Channel width 20 MHz 10 MHz 5 MHz 1.4, 3, 5, 

10, 15, 20 

MHz 

Up to 100 

MHz 

Frequency band(s) 2.4 GHz, 

5.2 GHz 

5.86 – 5.92 

GHz 

700 - 

2600 MHz 

700 - 

2690 MHz 

450 MHz- 

4.99 GHz 

Bit rate 6 – 54 

Mb/s 

3 – 27 Mb/s 2 Mb/s Up to 300 

Mb/s 

Up to 1 

Gb/s 

Range Up to 100 

m 

Up to 1 km Up to 10 

km 

Up to 30 

km 

Up to 30 

km 

Capacity Medium Medium Low High Very High 

Mobility support Low Medium High Very High 

(up to 350 

km/h) 

Very High 

(up to 350 

km/h) 

QoS4 support EDCA EDCA QoS and 

bearer 

selection 

QCI5 and 

bearer 

selection 

QCI and 

bearer  

selection 

Broadcast/multicast 

support 

Native 

broadcast 

Native broad-

cast 

Through 

MBMS6 

Through 

eMBMS7 

Through 

eMBMS 

V2I support Yes Yes Yes Yes Yes 

V2V support Native (ad 

hoc) 

Native (ad 

hoc) 

No No Potentially, 

D2D8 

Market penetration High Low High Potentially 

high 

Potentially 

high 

Tab. 2.1 Main candidate wireless technologies for vehicular communications (Araniti et al., 2013) 

                                                
1
 Universal Mobile Telecommunications System 

2
 Long Term Evolution 

3
 Advanced LTE 

4
 Quality of Service 

5
 QoS Class Identifier 

6
 Multimedia Broadcast/Multicast Service 

7
 Evolved Multimedia Broadcast/Multicast Service 

8
 Device to Device communication 
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Fig. 2.1 Vehicular networking scenario using IEEE 802.11p and LTE (Mir & Filali, 2014) 

Some candidates of wireless technologies for the vehicular communication networks are giv-

en in Tab. 2.1. Additionally, the option of integrating both communication technologies also 

exists (Papadimitratos, La Fortelle, Evenssen, Brignolo, & Cosenza, 2009). An example of 

vehicular networking scenarios with an integration of IEEE 802.11p and LTE is demonstrated 

in Fig. 2.1. In the following parts of this section, detailed descriptions of DSRC technology 

and infrastructure-based cellular technologies are demonstrated. 

2.1.1 Vehicular Ad hoc NETworks (VANETs) 

In VANETs system, vehicles are able to communicate with each other using DSRC technol-

ogy without the infrastructure assisted channel access mechanism. In North America, the 

IEEE 802.11p is an amendment standard based on IEEE 802.11, published by Institute of 

Electrical and Electronics Engineers (IEEE) body for supporting vehicular data exchange by 

means of implementing WLAN communication in the 5.9 GHz DSRC spectrum bands. In 

Europe, the spectrum allocated by European Telecommunications Standards Institute (ETSI) 

has a range of 5.875-5.925 GHz. There are two types of channels in DSRC: the Control 

Channel (CCH) and the Service Channel (SCH), with a width of ten MHz for each channel. 

Fig. 2.2 shows the 75 MHz of spectrum at 5.850-5.925 GHz that used exclusively for 

VANETs, allocated by IEEE 802.11p. The CCH is used to broadcast status beacons and 

emergency messages etc., while the SCHs are used for infotainment or commercial applica-

tions (Eckhoff, 2016). Safety-related messages cannot be missed or lost as the vehicles syn-

chronize the switching between the CCH and the SCHs (Hafeez, Zhao, Ma, & Mark, 2013). 
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Fig. 2.2 DSRC frequency band and channels in IEEE 802.11p  

Aside from IEEE 802.11p, there are other standards concerned with vehicular communica-

tion networks that are included in IEEE Wireless Access in Vehicular Environment (WAVE) 

family, as displayed in Fig. 2.3. For instance, IEEE 1609.4, which is an extension to the 

WAVE Medium Access Control (MAC) that defines Quality-of-Service (QoS) strategies and 

multi-channel operations such as alternating access (Eckhoff, 2016). 

The major concern of VANETs is that the specified wireless channel has to be shared by all 

users, including every individual vehicle, which causes unbounded delays before channel 

access and collisions on the channel. The following paragraphs in this section introduce the 

medium access schemes in VANETs and further explain the reasons of collisions and chan-

nel access delays. 

The two layers: MAC layer and Physical (PHY) layer are the main application fields of IEEE 

802.11p standard, as shown in Fig. 2.3. In principle, the MAC layer is for accessing the me-

dium in a coordinated way, and PHY layer deals with the details of medium transmission and 

reception (Schmidt-Eisenlohr, 2010). The IEEE 802.11p PHY layer adopts an Orthogonal 

Frequency-Division Multiplexing (OFDM) transmission technique that is similar to 802.11a, 

but the bandwidth of a single channel is half as 802.11a (Han, Dianati, Tafazolli, Kernchen, & 

Shen, 2012). As mentioned earlier, the key problem of the ad-hoc mode is that all the users 

share the same frequency band to communicate. IEEE 802.11p uses Carrier Sense Multiple 

Access/Collision Avoidance (CSMA/CA) as a solution: through carrier (i.e. the medium) sens-

ing, the channel is only accessed if the PHY layer does not observe any ongoing activity, 

thus the transmission only take place when the channel is sensed to be idle before (Schmidt-

Eisenlohr, 2010). If the medium is sensed as busy, the transmission will be postponed for a 

certain time and then another trial for the same packet transmission starts. 

Though CSMA/CA requires each individual vehicle to listen to the channel before transmit-

ting any packets for avoiding collisions, there are still possibilities of packets collisions. For 

instance, collisions occur when two or more packets are transmitted concurrently. In addition, 

because of the limitation of the communication range and carrier sensitivity, it is impossible 

that all vehicles are able to hear from each other. This leads to packets collisions from re-

mote vehicles, as they may transmit packets to a common vehicle that within their communi-

cation ranges, without the awareness of the transmitting status of the other remote transmit-

ting vehicles. 
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Fig. 2.3 The IEEE WAVE architecture (IEEE Standards Association. (2013)) 

The channel access mechanism within individual vehicles is handled by Enhanced Distribut-

ed Channel Access (EDCA) with contention-based prioritized QoS support, and the logical 

function EDCAF determines when a packet that is in the transmit queue with the associated 

Access Category (AC) is permitted to be transmitted (IEEE standards, 2016). The EDCAF 

originates from Distributed Coordination Function (DCF), as shown in Fig. 2.4. The medium 

is indicated busy if the carrier sensing power level is higher than a certain threshold, thus 

observing a valid packet transmission. The Inter Frame Space (IFS) is the time duration that 

the medium has to be indicated as idle before the access. A shorter inter frame space (SIFS) 

is required as the waiting packet has a higher priority. A regular data packet needs to wait 

longer than SIFS after the medium is sensed to be idle, for the duration of a Distributed Inter 

Frame Space (DIFS). 

 

Fig. 2.4 IEEE 802.11 DCF (Schmidt-Eisenlohr, 2010) 
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Fig. 2.5 EDCA mechanism of IEEE 802.11p 

As shown in Fig. 2.5, EDCA mechanism defines four ACs with different priorities of data 

transmission support. For each AC, there is one transmit queue and one function EDCAF. 

The EDCAF maintains a back off counter and determines the AC’s own Arbitration Inter 

Frame Space Numbers (AIFSNs) and Contention Window (CW) size. The relevant parame-

ters are shown in Tab. 2.2. The AC with a smaller AIFS has a higher priority to access the 

channel. The duration of AIFS[AC] is a duration derived from the value AIFSN [AC] by the 

relation, 

𝐴𝐼𝐹𝑆[𝐴𝐶] = 𝐴𝐼𝐹𝑆𝑁[𝐴𝐶] × 𝑎𝑆𝑙𝑜𝑡𝑇𝑖𝑚𝑒 + 𝑎𝑆𝐼𝐹𝑆𝑇𝑖𝑚𝑒 (Han et al., 2012) (2.1) 

where 

𝐴𝐼𝐹𝑆𝑁[𝐴𝐶] is the value set by MAC protocol in Tab. 2.2; 

𝑎𝑆𝑙𝑜𝑡𝑇𝑖𝑚𝑒 is the duration of a slot time, as shown in Tab. 2.3; 

𝑎𝑆𝐼𝐹𝑆𝑇𝑖𝑚𝑒 is the length of SIFS, as shown in Tab. 2.3. 
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AC No. Access class CW min CW max AIFSN 

0 Background Traffic (BK) aCWmin aCWmax 9 

1 Best Effort (BE) aCWmin aCWmax 6 

2 Video (VI) (aCWmin +1)/2-1 aCWmin 3 

3 Voice (VO) (aCWmin+1)/4-1 (aCWmin +1)/2-1 2 

Tab. 2.2 Default EDCA parameter set on the CCH in IEEE 802.11p from (IEEE standards, 2016) 

 

Slot time SIFS 

13µs 32µs 

Tab. 2.3 Standard settings for IEEE WAVE protocols (IEEE standards, 2016) 

When the medium is sensed busy, a random back-off period for an additional deferral time 

before transmitting is generated, unless the back-off counter already contains a non-zero 

value, in which case the selection of a random number is not needed (IEEE standards, 

2016). This process minimizes collisions during contention among multiple users that have 

been deferring to the same event. After the channel is sensed being idle for a period equal to 

DIFS or SIFS without interruption, the back-off counter is counted down and it will be sus-

pended whenever the medium is determined busy, that is, the back-off timer shall not dec-

rement for that slot (IEEE standards, 2016). When the back-off counter reaches zero, the 

packet will be transmitted in the following slot (IEEE standards, 2016; Schmidt-Eisenlohr, 

2010). 

Backoff Time = Random() ∗ 𝑎𝑆𝑙𝑜𝑡𝑇𝑖𝑚𝑒  (2.2) 

where 

Random() is a pseudorandom integer drawn from a uniform distribution over the interval [0, 

CW], where CW is an integer within the range of values of the PHY characteristics as a 

CWmin and aCWmax, aCWmin ≤ CW ≤ aCWmax (IEEE standards, 2016).  

The CW shall be initialized to the value of the parameter CWmin[AC], for the EDCAF’s AC. 

The CW shall be reset to aCWmin after every successful attempt to transmit a packet or 

reaching the retry counter limit. If a packet is requested to be transmitted, when the back-off 

counter for that queue was zero and the medium was busy, the CW remained to be the 

same. Otherwise, the CW shall take the next value in the series every time an unsuccessful 

attempt to transmission and once it reaches aCWmax, the CW shall remain the value of 

aCWmax until the CW is reset: 

 If CW[AC] is less than CWmax[AC], CW[AC] shall be set to the value 
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(𝐶𝑊[𝐴𝐶] + 1) × 2 − 1 (2.3) 

 If CW[AC] is equal to CWmax[AC], CW[AC] shall be left unchanged. 

2.1.2 Infrastructure-based cellular networks 

VANETs solutions fit well in safety services that require fast transmission, but they suffer 

from routing problems in long distance transmissions where multi-hop techniques might be 

used (Santa, J. and Gómez-Skarmeta, A.F., 2008). DSRC/WAVE established the foundation 

for V2X communications, though the performance of ad-hoc medium access mechanism 

tends to degrade as the vehicle density increases. Severe communication congestion comes 

forth with higher beaconing frequency and higher vehicle mobility (Mir & Filali, 2014). Be-

sides, effective communication range depends heavily on the nearby vehicle density and the 

radio propagation environment. V2X applications have kept evolving since the inception 

stage of DSRC/WAVE. Yet, currently, there is no significant effort to evolve the DSRC tech-

nology to keep up with the more advanced use cases. In such a situation, cellular network 

steps in and become a promising foundation for V2X going forward. More researchers and 

developers argue that network technologies such as UMTS/LTE/LTE-A offer new capabilities 

than VANETs. 

For instance, the LTE is a wireless broadband technology that provides high data rate and 

low latency to mobile users. Like all cellular systems, it benefits from covering a large area, 

high market penetration rate, and high-speed terminal support (Araniti, Campolo, Condoluci, 

Iera, & Molinaro, 2013). Recently, there is a warming discussion on extending its usage to 

support vehicular communication networks. The high-bandwidth demands and QoS strate-

gies – sensitive requirements of vehicular information and entertainment applications (known 

as infotainment) -can be reached by LTE and fifth-Generation (5G) technology, but for traffic 

safety and efficiency is still an open issue (Araniti et al., 2013). 

The main concern of centralized cellular architecture is that communications have to traverse 

the entire core network, even with localized V2V data exchange, which increases latency on 

beacon transmission (Araniti et al., 2013). Besides, the latency increases as the network load 

increases (Mir and Filali, 2014). Yet, (Liu, Xu, Li, & Wang, 2014) introduced the Device to 

Device (D2D) communication in LTE-A cellular networks that allows User Equipment (UE) in 

proximity to directly communicate with each other without the relay of cellular evolved nodeB 

(eNB), thus improving the overall system performance, such as throughput and power con-

sumption. 

LTE has the potential of addressing the V2X use cases with low-latency and high-reliability 

requirements in a complementary manner to DSRC. Compared to DSRC, the cellular vehicu-

lar communication network has a larger area coverage and higher stability. Additionally, the 

existing LTE infrastructure can be used to support Cellular-V2X applications either through 

an LTE-A enabled OBU or using smartphones with LTE connectivity. However, in the pres-

ence of higher cellular network load, current Cellular-V2X is tough to meet the stringent la-

tency requirements (Mir & Filali, 2014). According to (5G americas, 2016), maximum latency 
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of a message transfer by LTE technology between two UEs is 100ms, and for messages 

sent via a network server is 1000ms. 5G-based V2V systems are expected to shorten end-

to-end latency between vehicles to 5ms or less and provide over 99% packet delivery reliabil-

ity within a short to medium range (80-200m). 

The study of 5G-based V2X has already begun in 3GPP9. Cooperating with 5GAA (5G Au-

tomotive Association) partners including Audi, BMW, China Mobile, Daimler, Vodafone, 

Huawei, Qualcomm, etc., 3GPP is actively driving the Cellular V2X (C-V2X) standardization 

efforts to pioneer C-V2X technologies. There are two kinds of modes in LTE C-V2X technol-

ogy: LTE Direct D2D and LTE Broadcast (via the network). The following two paragraphs are 

the description of the two modes from (5G americas, 2016): 

 Direct communication uses the LTE PC5 interface, which is based on Release 12’s 

proximity services (ProSe) communications feature, with enhancements to the adap-

tion of high speeds/Doppler Effect, high vehicle density, improved synchronization 

and decreased latency. This mode is suitable for proximal direct communications 

(hundreds of meters) and for V2V safety applications that require low latency (e.g., 

ADAS-advanced driver assistance system, situational awareness). This mode can 

work both in and out of network coverage. 

 Network-based communication uses the LTE-Uu interface from the UE located in the 

vehicle and the evolved Node B/base Station (eNB). UEs send unicast messages via 

the eNB to an application server, which in turn rebroadcasts them via evolved Multi-

media Broadcast Multicast Service (eMBMS) for all UEs in the relevant geographical 

area to receive. This mode uses the existing LTE Wide Area Network (WAN) and is 

suitable for more latency-tolerant use. 

2.2 OBU and RSU devices 

The wireless communication network provides the connection bond within the vehicular 

communication networks, while OBUs and RSUs are the devices on the vehicle and infra-

structure side respectively, as displayed in Fig. 2.6. The OBUs are used to describe the func-

tions performed within the vehicle in addition to the radio transmission element. An OBU is 

logically composed of a radio transceiver, a GPS system, an application processor and inter-

face systems to vehicle/human. The OBUs transmit status/safety messages to other vehicles 

and infrastructures (P. Gaspar, Z. Szalay, et.al., 2014). From the infrastructure domain, 

RSUs comprise the subsystems relevant to the infrastructure services. RSUs can be mount-

ed at interchanges, intersections and other locations, providing the service to vehicles within 

communication range. An RSU is composed of a radio transceiver, an application processor, 

a GPS receiver and interface to the V2I/ Infrastructure-to-Vehicle (I2V) communication net-

work (P. Gaspar, Z. Szalay, et.al., 2014). 

                                                
9
 3

rd
 Generation Partnership Project 
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Fig. 2.6 OBU and RSU (Uzcategui & Acosta-Marum, 2009) 

2.3 Vehicular communication networks simulation 

Generally, there are three main kinds of methodologies to perform assessments of vehicular 

networks: FOT, simulation and analytical model. Due to a limited number of equipped vehi-

cles and the expensive cost, FOT have not been widely used for evaluating the performance 

of vehicular communication networks. In view of long-term run and scalability, simulations 

and analytical models prevail over FOT. Though analytical models are easy to implement 

and require less computational effort than simulations, some researchers consider the ana-

lytical models as unqualified, because the analytical models are based on many assump-

tions. In the last decade, simulation has become the most popular tool for the performance 

evaluation of vehicular network applications, technology, and protocols (Eckhoff & Sommer, 

2015). A large number of studies focused on IEEE 802.11p protocol simulation and some of 

them (Boban, 2013; Schmidt-Eisenlohr, 2010) included performance validation of the wire-

less network with FOT. However, most of the existing communication network simulators and 

FOTs are manipulated with small-scale highway scenarios while lacking appropriate consid-

eration in vehicle mobility impacts. Urban scenarios are easily ignored to some degree due to 

the complicated environment. In this section, an overview of the vehicular communication 

network simulators is presented. The simulators of vehicular communication networks are 

commonly classified into 3 categories: vehicle mobility simulators, communication network 

simulators, and hybrid simulators (Martinez, Toh, Cano, Calafate, & Manzoni, 2011). 

2.3.1 Vehicle mobility simulator 

High mobility is one of the most representative characteristics of vehicular communication 

networks, and it heavily influences the communication network topology. Therefore a reliable 

mobility model is the basis of scientifically sound performance evaluation of vehicular net-

works (Eckhoff & Sommer, 2015). Vehicle mobility simulators are usually classified into sub-

microscopic, microscopic, mesoscopic and macroscopic, depending on the details of the 
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simulation, thus based on the smallest entity that the simulator considers. Exemplary, mac-

roscopic traffic simulation considers the traffic flow as an entity, while microscopic traffic sim-

ulation is based on each individual vehicle composing the traffic stream (Barceló, 2010). Us-

ing microscopic traffic simulation is an adequate approach for vehicle mobility in vehicular 

network simulation because every individual vehicle is taken as a node and the simulation of 

the components of vehicles and the status of the components are not relevant. 

One of the most well-known microscopic traffic simulators is Simulation for Urban MObility 

(SUMO) (Krajzewicz, Daniel, et al., 2002). It tightly connects modified version of space-

continuous and time-discrete car-following model by (Krauß, 1998) and lane-changing model 

by (Krajzewicz, 2009) that capture decisions on whether and when a vehicle changes lane. It 

also includes a graphical application that provides 2D graphical visualization of traffic simula-

tion and procedures for dynamic traffic assignment. It is available as “open source”, both as 

source code and in compiled, executable form for multiple Windows and Linux platforms 

(Barceló, 2010). 

Another popular microscopic traffic flow simulation model is VISSIM (Lownes, N. E., & Ma-

chemehl, R. B., 2006). It includes a rule-based lane-changing model and the Wiedemann 

psychophysical driver behaviour model (Wiedemann & Reiter, 1992) that considers the influ-

ence of driver’s perception of velocity control. Besides, VISSIM uses a structure of one-way 

links connected with connectors, leading to a more flexible and precise way to construct road 

structures. VISSIM also offers many functionality options for modelling traffic signal control-

lers. Dynamic traffic assignment and various vehicle types (e.g. two-wheeled vehicles, trams) 

are allowed in VISSIM. In addition, it can cooperate with external hardware controllers which 

provides possibilities for adjustments of vehicle properties (Maciejewski, 2010). 

There are other microscopic simulations as well, such as Dynameq (Florian, Mahut, & Trem-

blay, 2006), Aimsun (Barcelo, Ferrer, & Montero, 1989), Paramics (Cameron & Duncan, 

1996), etc. 

2.3.2 Communication network simulator 

Communication network simulators are used to simulate and analyse the effects of various 

parameters on communication network performance (Sluijsmans, 2011). It not only saves the 

time and cost in setting up an entire communication network for testing new communication 

network protocols but also enables to implement in a controllable and reproducible way (Mar-

tinez et al., 2011). Communication network simulators are based on discrete event simula-

tion, in which events are the cores of the simulation as only the impacts of the events are 

important, thereby saving simulation time. The existing and popular network simulators such 

as NS-2/NS-3 (Font, Juan Luis, et al., 2010), JiST (Barr, Haas, & van Renesse, 

2005)/SWANS (Barr, 2004), OMNeT++ (Varga, 2001), and OPNET (Modeler, 2009) use 

simplified stochastic radio models for highly dynamic networks. These models rely on the 

statistical properties of the chosen environment, with limited consideration of obstacles and 

mobility influences. The reason for using simplified stochastic radio models is that reasona-
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ble approximations can be achieved with low computational cost. For example, NS-35
 is 

based on simple statistical models (e.g., free space, long-distance path loss) that are used 

indiscriminately for all environments where the communication occurs. Obviously, these 

models cannot capture the characteristics of vehicular communication channels, changes in 

delay and Doppler Effects that caused by high vehicle mobility and complicated environment. 

On the other hand, topography-specific, highly realistic channel models that are in accord-

ance with the reality require much more computational power and are bound to a specific 

location (Boban, Vinhoza, Ferreira, Barros, & Tonguz, 2011). It can be said that the main 

shortcoming of the network simulators is the lack of consideration of vehicle mobility, due to 

the fact that vehicle mobility models are not included in network simulators (Paikari, 2014). 

2.3.3 Hybrid simulator  

A hybrid simulator is known as the software or an integrated framework that allows changing 

the behaviour of vehicles and influencing travel patterns, based on the additional situational 

awareness from data sharing. The current hybrid simulators usually implement vehicle mobil-

ity and communication network in two separated simulation tools (Sluijsmans, 2011). Both 

simulators are running the same simulation and are continuously exchanging state infor-

mation. As the microscopic vehicle mobility simulator provides vehicles movement to com-

munication network simulator as topology dynamics; in return, the communication network 

simulator feeds back control and sensor data to the vehicle mobility simulator (Eckhoff & 

Sommer, 2015). 

Several examples of hybrid simulators are iTETRIS (Rondinone et al., 2013), Veins (Eckhoff, 

D., & Sommer, C., 2012) and VSimRTI (Schünemann, 2011). iTETRIS was funded by the 

European Commission, which is a platform that integrates NS-3 and SUMO, with the aim of 

evaluating solutions based on ETSI ITS G5. Veins is an open source framework for running 

vehicular network simulations, integrating simulators of communication networks and road 

traffic, thus OMNeT++ and SUMO respectively. VSimRTI couples different simulators and 

enables the simulation of the various aspects of ITS. 
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3 Method and Procedures 

For performance assessments of vehicular communication networks in urban scenarios, it is 

highly recommended to investigate the wireless channel characteristics with influences of 

vehicle mobility. In the field of performance assessment for vehicular communication net-

works, communication network simulators and analytical models are commonly used rather 

than large-scale FOT, due to the lack of equipped vehicles. The communication network 

simulators are able to evaluate the performance assessment with an appropriate level of de-

tails, because of a suite of inner models that are specific to vehicular network simulation. 

However, when it comes to coupling with vehicle mobility simulators for generating realistic 

road-traffic impact analysis, the required computational resources for using communication 

network simulators are significantly high. This restricts communication network simulators to 

be used on specific small-scale communication network scenarios (Sommer, German, & 

Dressler, 2011). Compared with communication network simulators, analytical models take 

much less computational effort yet still provide valuable analysis results. From the viewpoint 

of traffic engineers, analytical models can be the most efficient tool for evaluating the impacts 

of vehicular communication networks. However, the reliability is the main demerit of analyti-

cal models, because of its oversimplification and unrealistic hypothesis. 

(Bianchi, 2000) analysed the performance of a saturated communication network using a 

Markov chain model. (Malone, Duffy, & Leith, 2007) extended the model to the unsaturated 

case. The Markov chain model is a memoryless model, which is not suitable for depicting the 

back off process when deferring packet transmission. Additionally, they only considered 

unicast communications and ignored the hidden terminal problem by assuming a fully con-

nected scenario, i.e. there are no hidden terminals. However, (Hassan, Vu, & Sakurai, 2011) 

pointed out that the hidden terminal problem is the principal reason for the low packet deliv-

ery rate, and they also developed an analytical model for unsaturated broadcast networks 

with consideration of the hidden terminal problem. Recently, more researchers study in hid-

den terminal problems, for instance (Yao, Rao, Liu, & Zhou, 2013) proposed a 2D Markov 

chain model for MAC access delay distribution of broadcast communication. (Hafeez et al., 

2013) also used Markov chain to analyse the communication network performance for a 

highway scenario with the integration of self-developed mobility model. To the best of my 

knowledge, an analytical model that suits both saturated and unsaturated cases for realistic 

urban traffic scenarios has not yet existed. To fill this gap, a reliable and efficient module for 

evaluating the performance of VANETs is developed in this study, with sufficient considera-

tions of both saturated and unsaturated cases in urban traffic scenario. 

Generally, different applications of VANETs have different particular performance metrics 

requirements, for instance, end-to-end delay for traffic safety applications, total collision 

probability for traffic efficiency applications, and throughput for infotainment applications. 

With the intention of evaluating VANETs performance in traffic efficiency applications, the 

proposed module is designed with a focus on the total collision probability. Besides, this 
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module is able to provide analyses of some other performance metrics, such as channel 

busy time and delay. 

Before deriving the total collision probability, the causes of collisions should be analysed. 

Collisions happen when packets arrive at the same receiver (the receiving vehicle) within 

certain time overlap. Both nearby and remote vehicles of the transmitter (the transmitting 

vehicle) can trigger collisions. For nearby vehicles, IEEE 802.11p uses CSMA/CA to try to 

avoid collisions, however, concurrent transmissions can still occur, resulting in direct colli-

sions at the same receiver. Recall that CSMA/CA highly depends on the carrier sensing sen-

sitivity, which means for vehicles that are out of each other’s sensing range, it is unable to 

avoid collisions among them. Hence, for remote vehicles those are unable to hear from the 

transmitter, they can trigger hidden terminal collisions. In summary, to ensure successful 

reception of the transmitting packets, there are three conditions to be fulfilled: 

i. The receiving signal power level of the packet is higher than the receiving power level 

threshold, which is denoted as 𝑃𝑡ℎ. 

ii. No other vehicles within the communication range of the transmitter send packets at 

the same time slot as the transmitter does. Thus, there is no other transmission from 

nearby vehicles while the transmitter is sending a packet. 

iii. For remote vehicles that are within the interfering range of the transmitter, they should 

not start transmission during the vulnerable period of the transmitting packet since 

CSMA/CA requires this period to be quiet for the successful reception at the receiver. 

The interfering range refers to the area that is out of the transmitter’s communication 

range while within the receiver’s communication range. The remote vehicles within 

the interfering range of the transmitter are called hidden terminals. 

Based on above requirements, the total collision probability for each packet can be calculat-

ed. The following parts of this chapter show the complete procedures and inner channel 

models of the proposed module. Section 3.1 provides a general view of the structure of the 

proposed module with a flowchart as shown in Fig. 3.1. Section 3.2 and Section 3.3 describe 

the receiving power model and collision probabilistic model respectively. 
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Fig. 3.1 Module structure 
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3.1 Module structure 

The proposed module has five inputs, which can further be classified into three categories: 

vehicle-related, communication-related and external data. Vehicle-related data is the Vehicle 

Positions, which can be extracted from the microscopic vehicle mobility simulator. Transmit-

ting Power, Packet Length and Packet Frequency are in the second category, as they are 

related to the communication network’s side. Building Geometry is from the external source 

data, such as OpenStreetMap. By combining Building Geometry with Vehicle Positions data, 

the Current Road Network Layout is created. 

Based on the network layout, every potential communicating pair is checked whether there 

are buildings obstructing the transmission. If there is no building between the transmitter and 

the receiver, the radio ray is transmitted via Line of Sight (LOS), or else it is a Non-Line of 

Sight (NLOS) transmission, as shown in Fig. 3.2. The white rectangles represent vehicles 

and grey rectangles represent buildings. The link type of transmission affects the applied 

receiving power level model. The receiving power level of a packet is first calculated by Two 

Ray Interference Model (Rappaport, 2002) as long-distance path loss model. This module 

also provides Nakagami-m fading model (NAKAGAMI, 1960) as the small-scale fading mod-

el, with the concern of multi-path environment. For NLOS transmission, Obstacle Model 

(Sommer, Eckhoff, German, & Dressler, 2011) is used as an additional attenuation model for 

shadowing effects. Section 3.2.1 gives an explicit description of the receiving power model. 

The inputs for Receiving Power Model are the transmitting power of the packet 𝑖, the posi-

tions of the transmitter and receiver, and the building geometry. After the calculation of the 

radio propagation models, the receiving power level of the packet 𝑖, 𝑃𝑖 is obtained. 

 

Fig. 3.2 Transmission link types of V2V communication 

The next step is to compare the receiving power level 𝑃𝑖  with the receiving power level 

threshold - 𝑃𝑡ℎ. If 𝑃𝑖 is smaller than 𝑃𝑡ℎ, which means the receiving power level is too low for 

decoding, the packet is considered as lost. For packets with higher receiving power levels, 

they will be processed with the Collision Probabilistic Model, which takes the Vehicle Posi-



Method and Procedures 

20 

tions, Packet Length and Packet Frequency as inputs. The Vehicle Positions are used for 

getting the number of neighbours and the number of hidden terminals. Recall that the neigh-

bours are nearby vehicles of the tagged transmitter, whose distances from the tagged trans-

mitter are within the communication range. Recall that hidden terminals are the remote vehi-

cles that cannot communicate with the transmitter, yet still able to communicate with the re-

ceiver. Therefore, the number of hidden terminals is calculated by filtering the common 

members in two respective neighbour groups of the transmitter and the receiver. Except in-

terference from the vehicles, the Collision Probabilistic Model also considers the influences 

of packet length and packet sending frequency. The detailed deduction of Collision Probabil-

istic Model is in Section 3.2.2. After this, the Packet Reception Probability of Packet 𝑖, 𝑃𝑅𝑃 is 

obtained. The total collision probability is calculated using the following formula: 

𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 − 𝑃𝑅𝑃 (3.1) 

Note that in the case that the receiving power level is lower than the threshold, 𝑃𝑅𝑃 is deter-

mined as zero, thus the total collision probability is one. 

3.2 Receiving power model  

This section presents models to describe and characterize radio wave propagation. Radio 

wave propagation forms the basis for wireless communication and follows the underlying 

physical principles. First, the basic concepts of wireless channels are given, which can be 

characterized from the view of physical phenomena occurring to electromagnetic waves. The 

channel represents a resource that is used to establish a connection between a transmitter of 

information and a receiver of this information (Schmidt-Eisenlohr, 2010). (Matolak, Sen, & 

Xiong, 2006) stated that “one can define the channel as the complete set of parameters for 

all paths that transmitted electromagnetic waves in the frequency band of interest take from 

transmitter to receiver over the spatial region of interest”. The signals in vehicular communi-

cation environments will face many challenges like absorption, reflection, refraction, diffrac-

tion and scattering, due to obstacles on the road such as heavy trucks, buildings, foliage, and 

overpasses. Absorption is one of the most common reactions of wireless signals facing other 

materials when a material converts the signal’s energy into heat. Reflection is the phenome-

non in which after striking the reflecting surface the radio waves return to the same medium. 

The reflecting surface can be buildings, ground etc. Refraction involves a change in the di-

rection of waves as they pass from one medium to another, and it is accompanied by a 

change in speed and wavelength of the waves. Diffraction occurs when waves encounter an 

obstacle and travel around it, in which case both the wave’s direction and intensity change. 

Scattering occurs when signals scatter with the presence of dust, humidity, unevenness and 

other qualities in a material. 

To describe the effects of the environment on the signals, three types of channel models are 

used in this module: long-distance path loss, shadowing or large-scale fading, and small-

scale fading. Long-distance path loss relates to the physical phenomenon of wave radiation 
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in the far field. Shadowing or large-scale fading occurs whenever the radio waves have to 

pass solid material, e.g. walls that absorb some of the energy. Due to the dynamic mobility of 

VANETs, shadowing conditions may quickly vary over time and it is difficult to precisely re-

flecting the individual situation and corresponding shadowing effects. Small-scale fading de-

scribes the fast changing and variations of reception conditions due to surrounding changes. 

A usual way to calculate the receiving power level of a signal lies in subsequently applying 

mathematical description of these phenomena to the transmitted signal: first, the signal at-

tenuation due to the long-distance path loss is calculated, then, shadowing effects are addi-

tionally considered, and finally, the effects of fading are applied (Schmidt-Eisenlohr, 2010). In 

addition, antenna gains at the transmitter and the receiver should be considered. Generally, 

the calculation of the receiving power level is calculated as follows. 

𝑃𝑟[𝑑𝐵𝑚] = 𝑃𝑡[𝑑𝐵𝑚] + 𝐺𝑡[𝑑𝐵] + 𝐺𝑟[𝑑𝐵] − ∑𝐿𝑖[𝑑𝐵]  (3.2) 

where 

𝑃𝑟 is the receiving power level; 

𝑃𝑡 is the transmitting power level; 

𝐺𝑡 , 𝐺𝑟 are antenna gains of the transmitter and the receiver; 

𝐿𝑖 is the attenuation component, which includes deterministic and probabilistic attenuation 

effects. 

Two Ray Interference Model is selected as the path loss model, which captures the effect of 

constructive/destructive self-interference effects caused by reflection of the signal from the 

ground and effect of lowering signal strength over distance (Eckhoff & Sommer, 2015), as 

shown in Fig. 3.3. According to experiments conducted by (Sommer, C., & Dressler, F., 

2011), the proposed two-ray interference model predicts a more accurate result than the 

simplified two-ray ground model and free-space path loss model. This is the main reason of 

choosing this model in the proposed module. Additionally, buildings as obstacles that attenu-

ate the signal also influence radio propagation. Buildings that block the LOS transmission 

between the transmitter and the receiver degrade the received power level. This shadowing 

effect is captured by an Obstacle Model developed by (Sommer et al., 2011). For small-scale 

fading effects, Nakagami-m Fading Model is available to apply as the small-scale fading 

model. It takes the receiving power level determined by deterministic propagation models 

(two-ray interference model and obstacle model) as input, and it models multi-path fading 

effects based on Gamma distribution. 
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Fig. 3.3 Conceptual model of two-ray interference model (Sommer, Joerer, & Dressler, 2012) 

𝑃𝑟[𝑑𝐵𝑚] = 𝑃𝑡[𝑑𝐵𝑚] + 𝐺𝑡[𝑑𝐵] + 𝐺𝑟[𝑑𝐵] − 𝐿𝑡𝑟𝑖[𝑑𝐵] − 𝐿𝑛𝑘𝑔[𝑑𝐵] − 𝐿𝑜𝑏𝑠[𝑑𝐵] (3.3) 

𝐿𝑡𝑟𝑖[𝑑𝐵] = 10𝑙𝑜𝑔10 (4𝜋
𝑑

𝜆′ |1 + Γ⊥𝑒𝑖𝜑|
−1

)
2
 (3.4) 

𝐿𝑛𝑘𝑔[𝑑𝐵]~𝑁𝑎𝑘𝑎𝑔𝑎𝑚𝑖 (𝑚,
𝑃𝑟

′

𝑚
)  (3.5) 

𝐿𝑜𝑏𝑠[𝑑𝐵] = 𝛽𝑛 + 𝛾𝑑𝑚  (3.6) 

where 

𝐿𝑡𝑟𝑖 ,  𝐿𝑛𝑘𝑔, 𝐿𝑜𝑏𝑠, are attenuation components from Two-Ray Interference Model, Nakagami-m 

Fading Model, and Obstacle Model respectively; 

𝑑 is the distance between the transmitter and the receiver; 

𝜆′ is the radio wave length; 

Γ⊥ is the reflection coefficient, which depends on fixed permittivity of the ground and the inci-

dence angle 𝜃𝑖; 

𝜑 is the phase difference between the LOS and the reflection component (ground), depend-

ing on the length of the two rays and the wave length; 

𝑁𝑎𝑘𝑎𝑔𝑎𝑚𝑖(𝑚,
𝑃𝑟

′

𝑚
) is the Nakagami-m distribution function, with shape of 𝑚 (multi-path) and 

scale of 
𝑃𝑟

′

𝑚
 ; 

𝑃𝑟
′ is the receiving power level after deterministic model calculation; 

𝛽 represents the attenuation that a transmission experiences due to the exterior wall of a 

building, which is given in dB per wall; 

𝑛 is the number of times that the border of obstacle is intersected by the LOS; 
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𝛾 serves as a rough approximation of the internal structure of a building, which is given in dB 

per meter; 

𝑑𝑚 is the total length of the obstacle’s intersection with LOS. 

When the receiving power level 𝑃𝑟 of a packet has been obtained, the next step is to deter-

mine whether the packet is decodable, which is done usually by evaluating the Signal-to-

Interference-plus-Noise Ratio (SINR) in channel modelling part of communication network 

simulators. 

𝑆𝐼𝑁𝑅(𝑖) = 10𝑙𝑜𝑔10 (
𝑃𝑟

𝑁𝑜𝑖𝑠𝑒+∑ 𝑃𝑗𝑖≠𝑗
) , (3.7) 

where  

𝑁𝑜𝑖𝑠𝑒 is the background noise, unit in 𝑚𝑊; 

∑ 𝑃𝑗𝑖≠𝑗  is the sum of the power levels of all packets other than the tagged packet on the 

channel, thus, the interference from other vehicles, unit in 𝑚𝑊. 

The probability of failing to decode one bit (bit error rate) is computed with SINR, and it de-

pends on the used modulation scheme (QPSK, BSK …). In the case of QPSK and under the 

assumption of an Additive White Gaussian noise channel, the Bit Error Rate (BER) is calcu-

lated as: 

𝐵𝐸𝑅 =  
1

2
erfc√𝑆𝐼𝑁𝑅 (Eckhoff & Sommer, 2015) (3.8) 

where 

erfc represents the complementary error function. 

The probability of a packet can be decoded successfully is computed by: 

𝑃𝑠𝑢𝑐𝑐 = (1 − 𝐵𝐸𝑅)𝑝𝑎𝑐𝑘𝑒𝑡 𝑙𝑒𝑛𝑔𝑡ℎ[𝑏𝑖𝑡𝑠] (3.9) 

In communication network simulations, the reception of a packet is decided by drawing a 

random number 𝑅𝑁𝐺 ∈ [0, 1) and then comparing it with the 𝑃𝑠𝑢𝑐𝑐. The packet is handed over 

to the MAC layer if 𝑅𝑁𝐺 <  𝑃𝑠𝑢𝑐𝑐 (Eckhoff & Sommer, 2015). This is the main reason of high 

computational resource demand for communication network simulations. While in the pro-

posed module, an analytical model is presented to calculate the interference from other vehi-

cles, i.e. the Collision Probabilistic Model. The following section explains the analytical model 

explicitly. 
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3.3 Collision Probabilistic Model 

The analytical models that attempt to characterize the performance of vehicular communica-

tion networks are usually not as competent as simulators, because of the oversimplifications 

and impractical assumptions. The challenge of the analytical models lies in describing the 

complicate MAC mechanism of the protocol in a probabilistic manner. The majority of analyt-

ical models are only able to focus on conditioned performance evaluation, for instance, only 

on unsaturated or saturated situations. Here, saturated and unsaturated situations describe 

the density level of connected vehicles. However, some existing analytical models offer the 

possibility of developing a further comprehensive statistical solution to performance assess-

ment of vehicular communication networks. This Collision Probabilistic Model takes (Hassan 

et al., 2011) model as the basis. One thing should be mentioned is that the original model 

from (Hassan et al., 2011) is claimed to be used only for unsaturated situations. With some 

extension and modification, the Collision Probabilistic Model for both saturated and unsatu-

rated situation is developed. The rest of this section demonstrates it in detail. 

The Collision Probabilistic Model is developed based on several necessary assumptions, 

listed as follows: 

i. Vehicles on the road are represented as a collection of random and statistically iden-

tical nodes in a mobile ad-hoc network. Vehicles are stationary during the communi-

cation interval, as the interval is so small that the distance the vehicle has driven can 

be ignored (Hassan et al., 2011). 

ii. The transmitting and interfering range for each vehicle are not equal or deterministic. 

Instead, they are based on the vehicle locations and the surrounding environment. 

For each individual vehicle, its potential receivers are determined based on the pack-

et receiving power levels at them. 

iii. Data packets are generated at each vehicle according to a Poisson process with rate 

λ [in packets per second] (Hassan et al., 2011). The IEEE 802.11p recommends that 

the packets transmitted in the CCH shall be sent with a frequency of ten Hz, i.e. ten 

packets per second. 

iv. With aforementioned assumptions, each vehicle is modelled as an M/G/1 queue with 

an infinite transmitting buffer size, thus no packet loss due to buffer overflow. Recall 

that for each AC, there is a queue of packets that are waiting to be transmitted. The 𝜌 

is defined as the queue utilization, expressed as  

 𝜌 =  𝜆 ∗ 𝐸[𝑆] (Hassan et al., 2011) (3.10) 

where 

𝜌 represents the queue utilization; 

𝜆 is the number of packets each vehicle generated per second; 

𝐸[𝑆] is the average service time per packet. 

As mentioned earlier, there are two kinds of collisions that cannot be avoided by CSMA/CA. 

One is defined as direct collisions, which occur when two or more vehicles that are close to 
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each other coincidentally transmit their packets at the same time. Section 3.3.1 depicts the 

deduction process of the direct collision probability. The other is called hidden terminal colli-

sions, caused by the fact that not all vehicles are able to hear from each other. Section 3.3.2 

presents the hidden terminal collisions in details. 

3.3.1 Direct collision probability 

Because of the CSMA/CA that requires every vehicle to listen to the channel before transmit-

ting packets, a considerable number of collisions are avoidable. However, there are still con-

current transmissions that lead to direct collisions within nearby vehicles. In this section, the 

direct collision probability without consideration of hidden terminals is deducted. Before de-

ducting the direct collision probability, the scenarios when a new packet is generated from a 

vehicle are listed as follows (Hassan et al., 2011): 

i. A packet is generated at an empty buffer and the channel is sensed as idle for a DIFS 

period. 

ii. A packet is generated at an empty buffer and the channel is sensed as busy. 

iii. A packet is generated at a non-empty buffer. 

An empty buffer means that there are no packets waiting in the queue, thus the newly gener-

ated packet can be transmitted once it is allowed to. Otherwise, except a potential back-off 

process, this packet shall wait until it reaches the first place of the queue. 

For the first case, a collision occurs only when there are other packets generated at other 

vehicles within the propagation delay. As the propagation delay time within the transmitting 

range is negligible (Wang, Z., & Hassan, M., 2009), this type of collisions can be ignored. 

From the standard M/G/1/∞ queuing theory, the probability that the buffer is empty is ex-

pressed as 1 − 𝜌. The probability that the channel is sensed as busy when a new packet 

generates at the tagged transmitter is denoted as 𝑝𝑏. Assuming independence between an 

empty buffer and a busy channel, the probability of finding an empty buffer and sensing the 

channel idle is (1 − 𝜌) ∗ (1 − 𝑝𝑏). In the second case, the joint probability of a packet is gen-

erated at an empty buffer and the channel being busy due to transmission by other vehicles 

is (1 − 𝜌) ∗ 𝑝𝑏. For the last case, the probability of a packet is generated at a non-empty buff-

er is 𝜌. Recall that the queue utilization is expressed as 𝜌, which depends on the average 

service time of the packet and the packet generation rate. For the last two cases, the packet 

must undergo a back off process before its transmission. After the back off counter reaches 

zero, the transmitter sends the packet in the following slot, and if another nearby vehicle 

sends a packet simultaneously, a direct collision occurs. Given there is only one packet in 

the queue, the probability that a vehicle attempts to transmit a packet in an arbitrary slot is 

denoted as 𝜏, which is assumed to be the same for every slot and relates to the reciprocal of 

mean time of back off period, as shown in (3.11). 

𝜏 =
1

𝑊𝑚+1
 (Hassan et al., 2011) (3.11) 
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where 

𝜏 is the probability that a vehicle attempts to transmit the packet in an arbitrary slot, given that 

there is one packet in the queue; 

𝑊𝑚 is denoted as the average number of back off slots preceding a transmission. 

For any vehicle other than the transmitter, the probability of transmitting a packet in an arbi-

trary slot is 𝜌 ∗ 𝜏 . Let   𝑁  be the number of vehicles within the transmission range of the 

tagged transmitter. The probability of the event that no nearby vehicle transmits a packet in 

an arbitrary slot is (1 − 𝜌 ∗ 𝜏)𝑁−1. The complementary event of this is that one or more near-

by vehicles transmit a packet in an arbitrary slot, which is denoted as 1 − (1 − 𝜌 ∗ 𝜏)𝑁−1. As 

stated earlier, a direct collision occurs when any of the nearby vehicles transmit in the same 

slot as the tagged transmitter, given that the tagged transmitter is in either of the last two 

cases. Recall that the first case has a probability of (1 − 𝜌) ∗ (1 − 𝑝𝑏), thus the combined 

probability of the last two cases is 1 − (1 − 𝜌) ∗ (1 − 𝑝𝑏). Therefore, the direct collision prob-

ability is expressed as: 

𝑝𝑑𝑐 = (1 − (1 − 𝜌) ∗ (1 − 𝑝𝑏)) ∗ (1 − (1 − 𝜌 ∗ 𝜏)𝑁−1) (Hassan et al., 2011) (3.12) 

where 

𝑝𝑑𝑐 is the direct collision probability; 

𝑝𝑏 is the sensed channel busy probability when a new packet is generated at the tagged 

transmitter; 

𝑁 is the number of vehicles within the transmission range of the tagged transmitter, including 

the tagged transmitter. 

Next, 𝑝𝑏 is deducted in a way that: first assuming there is no collision, all the packet trans-

missions from nearby vehicles other than the tagged transmitter should take (𝑁 − 1) ∗  𝜆 ∗ 𝑇 

time per second; however, with the direct collision probability 𝑝𝑑𝑐, a number of (𝑁 − 1) ∗  𝜆 ∗

𝑝𝑑𝑐  packets will be involved in collisions. When only considering collisions between two 

packets, the transmission time for sending the packets involved in collisions would be (𝑁 −

1) ∗  𝜆 ∗ 𝑇 ∗ 𝑝𝑑𝑐/2. Therefore, the sensed channel busy probability when a new packet gener-

ated at the tagged transmitter can be calculated as follows. 

𝑝𝑏 = (𝑁 − 1) ∗  𝜆 ∗ 𝑇 ∗ (1 − 𝑝𝑑𝑐/2) (Hassan et al., 2011) (3.13) 

where 

𝑇 is the complete transmission time of a packet, including one DIFS period.  

In (3.13), 𝑝𝑏 is calculated based on quantifying the communication traffic load on the channel, 

thus under unsaturated situations, the collision would only occur between two packets. How-
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ever, in reality, there could be more than two packets involved in one collision under more 

saturated situations. Though the original model claims that it only considers unsaturated sit-

uations, this study finds that there is a potential in extending the model to apply in saturated 

situations. The extension is done by means of giving a general formula to express the aver-

age number of packets involved in one collision, denoted as 𝐾. In terms of timing, here one 

collision refers to the time that the concurrent transmission occupies for one packet length 

time. First, assuming that there is no direct collision, all the packets from the neighbouring 

vehicles transmissions would take (𝑁 − 1) ∗  𝜆 ∗ 𝑇 per second. Recall that the total number of 

packets involved in direct collisions is(𝑁 − 1) ∗  𝜆 ∗ 𝑝𝑑𝑐, with a direct collision probability 𝑝𝑑𝑐. 

With the assumption that on average there are 𝐾 packets involved in one collision, the num-

ber of direct collisions should be (𝑁 − 1) ∗  𝜆 ∗ 𝑝𝑑𝑐/𝐾. Based on the definition of one collision 

in terms of timing, each direct collision actually only occupies one packet length time 𝑇 so 

that all direct collisions take (𝑁 − 1) ∗  𝜆 ∗ 𝑝𝑑𝑐/𝐾 ∗ 𝑇 time per second. Thus, when considering 

collisions with an average number of involved packets 𝐾, the extra-calculated transmission 

time for sending the packets involved in collisions would be (𝑁 − 1) ∗  𝜆 ∗ 𝑝𝑑𝑐/𝐾 ∗ (𝐾 − 1) ∗ 𝑇. 

Therefore, the extended version of sensed channel busy probability formula for both unsatu-

rated and saturated situations is expressed as follows: 

Pb = (𝑁 − 1) ∗  𝜆 ∗ 𝑇 ∗ (1 − 𝑝𝑑𝑐/𝐾 ∗ (𝐾 − 1)) (3.14) 

The rest of this section deducts the average number of packets involved in one collision 𝐾. 

Based on the assumptions that packets generations at each vehicle’s buffer follow a Poisson 

process and the arbitrary slots are homogeneous, the combined packets generations at all 

vehicles also follow Poisson process with rate 𝜆 ∗ 𝑁 [in packets per second]. In such a way, 

the probability 𝑃𝐴 of the event that n packets are generated from all the vehicles during 𝑇 

period is expressed as 

𝑃𝐴 = 𝑃(𝑁(𝑇) = n) =
(𝜆𝑁𝑇)𝑛∗𝑒−𝜆𝑁𝑇

𝑛!
  (3.15) 

Thus, the expectation of number of packets generated during T period is expressed as: 

𝐾𝑔 = ∑
(𝜆∗𝑁∗𝑇)𝑛∗𝑒−𝜆𝑁𝑇

𝑛!
∗ 𝑛𝑁

0 = 𝜆 ∗ 𝑁 ∗ 𝑇  (3.16) 

It is assumed that the packet transmission by each vehicle occurs continuously and inde-

pendently at a constant average rate. Based on this, the time intervals between combined 

packets transmissions from all the vehicles follow an exponential distribution, with rate 𝜆 ∗

𝑁[in packets per second]. Thus, given that there are 𝐾𝑔 generated packets from all vehicles, 

the probability 𝑃𝐵 that there is no packet transmission during 𝑇 period is expressed as: 

𝑃𝐵 = 𝑃(𝑋 > 𝑇) = 𝑃(𝑁(𝑇) = 0) =
(𝜆𝑁𝑇)0∗𝑒−𝜆𝑁𝑇

0!
= 𝑒−𝜆𝑁𝑇  (3.17) 

Given there are 𝐾𝑔 generated packets from all vehicles, the probability  𝑃𝐵
̅̅ ̅̅  that there is at 

least one packet transmitted during 𝑇 period is denoted as: 
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𝑃𝐵
̅̅ ̅ = 𝑃(𝑋 ≤ 𝑇) = 1 − 𝑃(𝑁(𝑇) = 0) = 1 − 𝑒−𝜆𝑁𝑇  (3.18) 

Therefore, the number of packets transmitted during T period can be written as:  

𝐾𝑡𝑟 = 𝐾𝑔 ∗ 𝑃𝐵
̅̅ ̅ = (𝜆 ∗ 𝑁 ∗ 𝑇) ∗ (1 − 𝑒−𝜆𝑁𝑇) (3.19) 

However, it needs at least two packets to form one collision, which means the formula (3.19) 

needs a bit modification: 

𝐾 = 2 + (𝜆 ∗ (𝑁 − 2) ∗ 𝑇) ∗ (1 − 𝑒−𝜆(𝑁−2)𝑇)  (3.20) 

3.3.2 Hidden terminal collision probability 

In VANETs, all vehicles listen to the shared channel. No new packet transmission is initiated 

when the channel is sensed busy. This requires that all vehicles can hear from each other’s 

signals. However, due to radio propagation factors like fading and path loss, a vehicle may 

not be able to sense a transmission by another remote vehicle. As illustrated in Fig. 3.4, ve-

hicle B is the common receiver of vehicle A and vehicle C, as B is in the far edge of both 

transmitters’ communication range. C and A cannot communicate with each other due to the 

limitation of their transmission ranges. In such a case, the hidden terminal collision happens 

at vehicle B when A and C transmit their own packets with a time overlap. This kind of colli-

sion is unavoidable with current technologies, and an increasing number of studies (Cassidy 

et al., 2012; Hafeez et al., 2013, 2013; Ma, Yin, Wilson, & Trivedi, 2013) have stated that it 

has a strong impact on the total collision probability. 

 

Fig. 3.4 Hidden terminal collision concept  

There are two necessary conditions must be satisfied to avoid hidden terminal collisions 

(Hassan et al., 2011):  

i. When the tagged transmitter starts its packet transmission, none of the hidden 

terminals should be in the transmitting state. This event is denoted by 𝐻1. 

ii. After the tagged transmitter starts its transmission, none of the hidden terminals 

should start transmitting until the tagged vehicle is finished. This event is denoted 

by 𝐻2. 

The event 𝐻1
̅̅̅̅  is the complement of event 𝐻1, thus finding at least one hidden terminal in the 

transmitting state at the same slot that the tagged transmitter starts transmission. The num-
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ber of hidden terminals is denoted as 𝑁ℎ. First, it is assumed that within these hidden termi-

nals, there is no direct collision. With this assumption, all the packets transmissions within 

hidden terminals would take 𝑁ℎ ∗ 𝜆 ∗ 𝑇 time per second. However, due to direct collisions 

within hidden terminals, some packets transmissions would have time overlaps. By using the 

direct collision probability 𝑝𝑑𝑐, the number of overlapping packets is denoted as 𝑁ℎ ∗ 𝑝𝑑𝑐 ∗ 𝜆 

per second. Similar to the deduction of sensed channel busy probability at the direct collision 

part, an average number of packets involved in one collision 𝐾ℎ𝑖𝑑 within hidden terminals is 

used in the expression at (3.21). Thus, the probability of event 𝐻1 is expressed as follows. 

𝑃(𝐻1) = 1 − 𝑃(𝐻1
̅̅̅̅ ) = 1 − (𝑁ℎ − 1) ∗  𝜆 ∗ 𝑇 ∗ (1 − 𝑝𝑑𝑐/𝐾ℎ𝑖𝑑 ∗ (𝐾ℎ𝑖𝑑 − 1)) (3.21) 

where 

𝑃(𝐻1) denotes as the probability of event 𝐻1;  

𝑁ℎ represents the number of vehicles within the interfering range of the tagged transmitter, 

including the tagged transmitter; 

𝐾ℎ𝑖𝑑 is the number of packets involved in one collision within the hidden terminals, expressed 

as follows. 

𝐾ℎ𝑖𝑑 = 2 + (𝜆 ∗ (𝑁ℎ − 2) ∗ 𝑇) ∗ (1 − 𝑒−𝜆(𝑁−2)𝑇)  (3.22) 

For event 𝐻2, it should be noted that the packets that are generated in the last time portion of 

a DIFS period by hidden terminals would not collide with the tagged transmitter’s packet be-

cause they still need to defer for one DIFS period when the tagged transmitter finishes its 

transmission. Therefore, condition 𝐻2 is fulfilled if no packet is generated at any of the hidden 

terminals during 𝑡𝑑𝑎𝑡𝑎 − 𝑡𝐷𝐼𝐹𝑆 period. With the assumption that the combined packets trans-

missions from all the hidden terminals also follow Poisson process with rate 𝜆 ∗ 𝑁ℎ [in pack-

ets per second], the probability of event 𝐻2 is expressed as 

𝑃(𝐻2) = 𝑃(𝑁(𝑡𝑑𝑎𝑡𝑎 − 𝑡𝐷𝐼𝐹𝑆) = 0) = 𝑒−𝜆∗𝑁ℎ∗(𝑡𝑑𝑎𝑡𝑎−𝑡𝐷𝐼𝐹𝑆 ) (Hassan et al., 2011) (3.23) 

where 

𝑃(𝐻2) denotes as the probability of event 𝐻2;  

𝑡𝑑𝑎𝑡𝑎 is the data transmission time of a packet; 

𝑡𝐷𝐼𝐹𝑆 is the duration of a DIFS period. 

The total collision probability of a packet that includes both direct collisions and hidden termi-

nal collisions is expressed as 

𝑝𝑐 = 1 − (1 − 𝑝𝑑𝑐) ∗ 𝑃(𝐻1) ∗ 𝑃(𝐻2) (Hassan et al., 2011)  (3.24) 
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3.3.3 Expressions for the delay  

This section explains the expression for the packet delay with probabilistic arguments, basing 

on the work from (Hassan et al., 2011). The total delay experienced by a packet of the 

tagged transmitter includes the waiting time of the packet in the queue, the channel access 

delay, and the complete packet transmission time. The channel access delay is the time in-

terval between the instant that the packet reaches the head of the queue and the instant 

when the packet transmission starts. The total delay of a packet is denoted as 

𝐷 = 𝑄 + 𝑆 = 𝑄 + 𝐴 + 𝑇 (Hassan et al., 2011) (3.25) 

where 

𝐷 is the total delay time; 

𝑄 represents the queuing delay; 

𝑆 is the service time, which is defined as the sum of channel access delay and complete 

transmission time of a packet; 

𝐴 represents the channel access delay; 

𝑇 is the sum of the one deferred DIFS period and the total data transmission time. 

The channel access delay 𝐴 is determined basing on the three scenarios determined in the 

direct collision part: 

i. A packet is generated at an empty buffer and finds the channel being idle for a DIFS 

period with probability (1 − 𝜌) ∗ (1 − 𝑝𝑏). The access delay in this case is zero as the 

packet is transmitted without a back off stage. 

ii. A packet is generated at an empty buffer and finds the channel being busy, with 

probability (1 − 𝜌) ∗ 𝑝𝑏 . The packet must wait until the ongoing transmission is fin-

ished and then perform a back off process before transmission. 

iii. A packet is generated at a nonempty buffer, with probability 𝜌. The packet must wait 

until it reaches the head of the queue and then perform a back-off process before 

transmission. 

So the channel access delay according to the aforementioned three cases is expressed as 

𝐴 = {

0, 𝑤. 𝑝. (1 − 𝜌) ∗ (1 − 𝑝𝑏)

𝐵 + 𝑇𝑟𝑒𝑠, 𝑤. 𝑝. (1 − 𝜌) ∗ 𝑝𝑏

𝐵, 𝑤. 𝑝. 𝜌
 (Hassan et al., 2011) (3.26) 

where 

𝐵 denotes the total back off duration, including periods when the back off process is sus-

pended; 
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𝑇𝑟𝑒𝑠 is the residual lifetime of an ongoing packet transmission. 

It is assumed that every back off slot can be interrupted at most once. This assumption 

needs more consideration in the future work, as under extremely saturated situation, the 

back off slot may have multiple interruptions. For current stage, this assumption is used. The 

total back off duration B is expressed as a random sum 

𝐵 = ∑ (𝜎 + 𝑌)𝑈
𝑛=1  (Hassan et al., 2011) (3.27) 

where 

𝜎 represents the duration of a back off slot; 

𝑌 is the interruption period per slot; 

𝑈 is the back off counter value, which is uniformly distributed in the range [0, CW]. 

In case of no other vehicles transmit packets in a given slot, 𝑌 is equal to zero, thus, there is 

no interruption. When there are other packets transmissions in a given slot, the tagged 

transmitter will suspend its back off process for a period of the complete packet transmission 

time, i.e. 𝑇. 

𝑌 = {
0, 𝑤. 𝑝. (1 − 𝜌 ∗ 𝜏)𝑁−1

𝑇, 𝑤. 𝑝. 1 − (1 − 𝜌 ∗ 𝜏)𝑁−1 (Hassan et al., 2011) (3.28) 

where 

1 − (1 − 𝜌 ∗ 𝜏)𝑁−1 is the probability that a slot is sensed busy due to transmissions by other 

vehicles. 

As the channel access delay 𝐴 and the transmission time delay 𝑇 are independent, the aver-

age service time of the packet is denoted as 

𝐸[𝑠] = 𝐸[𝐴] + 𝐸[𝑇] (Hassan et al., 2011) (3.29) 

With the assumption that all packets have the same packet length, the transmission time 

delay is expressed as 

𝐸[𝑇] = 𝑇 (Hassan et al., 2011) (3.30) 

From (3.26), the mean of 𝐴 can be written as 

𝐸[𝐴] = (1 − 𝜌) ∗ 𝑝𝑏 ∗ (𝐸[𝐵] + 𝐸[𝑇𝑟𝑒𝑠]) + 𝜌 ∗ 𝐸[𝐵] (Hassan et al., 2011) (3.31) 

To calculate 𝐸[𝑇𝑟𝑒𝑠], the mean of the residual lifetime of an ongoing transmission 𝑇𝑟𝑒𝑠, the 

probability distribution function of 𝑇𝑟𝑒𝑠 should be first determined. Based on the assumption 

that the packets generation at each vehicle follows a Poisson process, the interval time of 

packets generated at each vehicle follows a memoryless exponential distribution. Thus, the 
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time interval of packets transmissions also follows an exponential distribution with the same 

rate. Therefore, the interval between the starting time of an ongoing transmission and the 

generation of a new packet at the tagged transmitter can be seen as the difference between 

two exponential distributions with the same rate 𝜆, and it is defined as 𝑋~1 −
1

2
𝑒−𝜆𝑡.  

However, the original model made a math mistake during derivation of the probability distri-

bution functions of 𝑌. They implemented a wrong expression of the difference between two 

exponential distributions: 𝑋~1 − 𝑒−𝜆𝑡. The following expressions are implemented with the 

correction of this part. 

The probability distribution of 𝑇𝑟𝑒𝑠 is represented as the remaining transmission time 𝑌 = 𝑇 −

𝑋, which is conditioned on 𝑋 ≤ 𝑇. The probability distribution function of Y can be expressed 

as  

𝐹𝑌|𝑋≤𝑇(𝑦) =
𝑃(𝑌≤𝑦|𝑋≤𝑇)

𝑃(𝑋≤𝑇)
=

𝑃(𝑇−𝑦≤𝑋≤𝑇)

𝑃(𝑋≤𝑇)
= 1 − 𝐹𝑋|𝑋≤𝑇(𝑇 − 𝑦) =

1

2
( 𝑒−𝜆(𝑇−𝑦)−𝑒−𝜆𝑇)

1−
1

2
𝑒−𝜆𝑇

  (3.32) 

Differentiating (3.32), the probability density function is expressed as 

𝑓𝑌|𝑋≤𝑇(𝑦) =
1

2
𝜆𝑒−𝜆(𝑇−𝑦)

1−
1

2
𝑒−𝜆𝑇

  (3.33) 

Then the mean of 𝑇𝑟𝑒𝑠 can be expressed as  

𝐸[𝑇𝑟𝑒𝑠] = 𝐸[𝑌|𝑋 ≤ 𝑇] = ∫ 𝑦𝑓𝑌|𝑋≤𝑇(𝑦)𝑑𝑦
𝑇

0
=

1

2
(𝜆𝑇−1)+

1

2
𝑒−𝜆𝑇

(1−
1

2
𝑒−𝜆𝑇)∗𝜆

   (3.34) 

The mean of a total back-off duration B, it follows from (3.27) 

𝐸[𝐵] = (𝜎 + 𝐸[𝑌]) ∗ 𝐸[𝑈] (Hassan et al., 2011) (3.35) 

As 𝑈 is a random variable that is uniformly distributed in the range [0, CW], 

𝐸[𝑈] = 𝑊 =
𝑊

2
=

𝐶𝑊

2
 (3.36) 

For interruption time 𝑌, the mean can be calculated from (3.28) 

𝐸[𝑌] = (1 − (1 − 𝜌 ∗ 𝜏)𝑁−1) ∗ 𝑇 (Hassan et al., 2011) (3.37) 

Thus, (3.10), (3.12), (3.14), and (3.29) constitute a nonlinear system of equations that can be 

iteratively solved to calculate 𝜌,  𝑝𝑑𝑐,  𝑃𝑏 and 𝐸[𝑆]. 

3.3.4 Summarization and validation 

Based on the work from (Hassan et al., 2011), the Collision Probabilistic Model is developed. 

The Collision Probabilistic Model extends the applied situation of the original model, by 
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providing a general formula of the average number of packets involved in one collision. This 

change contains the consideration of both saturated and unsaturated situations. It should be 

stated that this factor not only influences the calculation of direct collision probability but also 

has impacts on the hidden terminal case, as direct collisions occur within hidden terminals as 

well. Moreover, the modification described in Section 3.3.3 increases the level of plausibility. 

The Collision Probabilistic Model corrects the math mistake in calculating the residual lifetime 

of an ongoing transmission. In this section, for the concern of validation, the Collision Proba-

bilistic Model is compared with the original model and a communication network simulator. 

Veins is selected as the communication network simulator and the benchmark of the valida-

tion work. The main reasons for choosing Veins include the wide usage in many researches, 

a bunch of inner available models that are able to capture the performance of vehicular 

communication channel, and it is under continuous development. Furthermore, it also com-

bines the communication network simulation with a microscopic vehicle mobility simulator. 

This means it takes into account the impact of realistic vehicle mobility and provides the op-

portunity for future validation and comparison of the proposed module when coupling with 

realistic road traffic scenario. 

For validating Collision Probabilistic Model, a static communication network is created in 

Veins. Here, the effects of vehicle mobility are excluded. The communication network part of 

Veins is operated in OMNeT++ simulator, with an implementation of IEEE 802.11p for the 

PHY and MAC layers and radio-propagation channel models. At this step, no vehicle mobility 

simulations or radio-propagation channel models are involved, because the collision proba-

bility is the focus. The validation work is divided into two parts, with the first part focusing on 

the direct collision probability and the second part on the total collision probability. For the 

direct collision probability part, all vehicles are static and located in a dense area so that all 

vehicles can hear from each other, thus, there is no hidden terminal collision problem in this 

network. The simulation time is 0.1 second. For reducing the randomness effects of the 

simulations, each simulation repeats for 50 times. The influence of vehicle density on com-

munication network performance is the pivot of this validation work. Thus, each simulation is 

based on the number of vehicles in the road network, starting from 20 to 1000, with incre-

mental steps of 20 vehicles. The other influencing factors are fixed, as shown in Tab. 3.1. 

 

Packet Length Transmitting Power Sending Frequency 

2000bits 20mW 10 packets per second 

Tab. 3.1 Fixed influencing factors in Veins simulation 

Fig. 3.5 shows a boxplot of the direct collision probability from Veins’ results. The x-axis is 

the number of vehicles in the network, starting from 20 to 1000. The y-axis shows the direct 

collision probability, in range of [0, 1]. On each box, the central mark is the median of the set 

of data, and the edges of the box are the lower hinge (25th percentile) and the upper hinge 

(75th percentile). The circles are the outliers. With a lower number of vehicles, the spread of 
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direct collision probability distribution is more dispersed, compared to that with a higher num-

ber of vehicles. This is because of the randomness effect with fewer vehicles. With increas-

ing number of vehicles, the direct collision probability gradually approaches 1.0. This makes 

sense because more vehicles in the network imply that more vehicles are competing for the 

channel access opportunity, which results in higher direct collision probability. 

 

Fig. 3.5 Boxplot of the direct collision probability in Veins’ result 

Fig. 3.6 is the comparison graph between Veins’ result and the original model, with the same 

values of packet length, transmitting power and packet sending frequency, as listed in Tab. 

3.1. Hassan’s formulas are coded in python and the result 𝑝𝑑𝑐 is plotted with green colour. 

Here, the x-axis again is the number of vehicles, from 20 to 1000. The y-axis is the direct 

collision probability, in range of [0, 1.4]. The blue boxplot is again the Veins’ result. From Fig. 

3.6, it can be said that under unsaturated situations, Hassan’s model matches Veins’ result 

to a certain degree, for instance when the vehicle number is less than 100. However, when it 

comes to more saturated situations, the green curve starts to shift away from Veins’ result. 

After the vehicle number reaches 400, the direct collision probability of Hassan’s model even 

exceeds one (denoted with a red horizontal line), which should not happen. This also verifies 

that the reliability of Hassan’s model is limited to unsaturated conditions. 

Using same fixed inputs, the direct collision probability 𝑝𝑑𝑐 of the Collision Probabilistic Model 

in the proposed module is shown in Fig. 3.7. The magenta curve in this figure is the pro-

posed model’s result, and the boxplot represents the Veins’ result. For comparison purpose, 

the same x and y-axis as in Fig. 3.6 are used. It shows clearly that the magenta curve fits the 

boxplot of Veins’ result quite well, not only for unsaturated situations but also for saturated 
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situations. It is observed that in some parts of the plot, the magenta curve even matches the 

median value of Veins’ result. 

 

Fig. 3.6 Comparison between Veins and Hassan’s model in direct collision probability  

 

Fig. 3.7 Comparison between Veins and the proposed model in direct collision probability 
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Compared to Hassan’s model, the Collision Probabilistic Model in the proposed module 

shows a much better performance in terms of direct collision probability. From a mathemati-

cal view, the Root Mean Square Error (RMSE) between the simulation result and analytical 

models is calculated. The RMSE represents the sample standard deviation of the differences 

between observed values and predicted values. Generally, a lower RMSE value indicates a 

better fit of the predicted values. The formula of RMSE is expressed as: 

𝑅𝑀𝑆𝐸 = √
∑ (𝑓−𝑜)2𝑁

𝑖=1

𝑁
 (3.38) 

where 

𝑅𝑀𝑆𝐸 is the root mean square error; 

𝑓 is the forecast value, i.e. the analytical models’ results; 

𝑜 is the observed value, i.e. the Veins’ results; 

𝑁 is the number of paired values. 

The RMSE between the Veins’ result and Hassan’s model is 0.314, while the RMSE between 

the Veins’ result and the Collision Probabilistic Model is just 0.008. It is obvious that the re-

sults of the Collision Probabilistic Model show a much better fit to the simulation data than 

that of Hassan’s model. 

After the validation of the direct collision probability part, the next step is to validate the hid-

den terminal collision part. However, the hidden terminal case should not be conducted sep-

arately, as direct collisions also take place within the hidden terminals. This indicates it will 

be troublesome to consider the hidden terminal collision as an independent part. Instead, it is 

better to validate the total collision probability. In order to keep the validation work simple and 

clear, part of the Veins’ results in direct collision probability test is used in validating the total 

collision probability, but in a different way. Recall that in direct collision probability test there 

are 50 repetitions of each simulation, starting from 20 vehicles to 1000 vehicles, with every 

incremental step of 20 vehicles. Each repetition with the same vehicle number is independ-

ent. Thus, it can be assumed that every two repetitions of the same vehicle density simula-

tion comprise two groups of vehicles, in which the vehicles in one of the groups are not 

aware of the existence of the other group’s vehicle. In such a way, the hidden terminal prob-

lem is created artificially. If any two or more transmitted packets have time overlaps, a colli-

sion occurs, and the involved packets are considered as lost without discriminations of direct 

collisions or hidden terminal collisions. 

For a better explanation, a figure of collision packets on timescale is presented. As shown in 

Fig. 3.8, the grey and blue rectangles represent the packets from two groups of vehicles re-

spectively. There are two collisions in this figure. The first collision involves packets: #1, #4, 

#5, and the second collision involves packets: #7 and #3. According to the above statements, 

the second collision only includes hidden terminal collision, as they are from different groups, 
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without awareness of each other’s existence. Yet, the first collision includes both a direct 

collision and a hidden terminal collision. Before #1 packet’s transmission is finished, #4 and 

#5 coincidentally start transmission at the same time slot, thus all the three packets are lost 

in the same collision. However, it should not be said that packet #4 is lost only because of 

the hidden terminal or direct collision, as both are involved. This explains that it is not wise to 

consider the hidden terminal collision as an independent part. 

 

Fig. 3.8 Concept of colliding packets on timescale 

The total collision probability results of Veins simulation are shown in Fig. 3.9, based on the 

above collision concept and the simulation results of vehicle numbers in the range of [20, 

500]. As stated earlier, every two repetitions of the simulations with same vehicle number 

comprise a total collision probability test, which means the number of vehicles will be double 

that of the relevant direct collision probability test. The x-axis represents the number of vehi-

cles in the network, starting from 40 vehicles to 1000 vehicles, with incremental steps of 40 

vehicles. The y-axis shows the total collision probability, in the range of [0, 1]. The total colli-

sion probability grows more rapidly than the direct collision probability in Fig. 3.5. This also 

indicates that the hidden terminal collision is the main contributor to the total collision proba-

bility. Besides, the number of vehicles in the system strongly influences the randomness of 

the result, as with fewer vehicles the total collision probability shows a more dispersed 

spread. 

In the Collision Probabilistic Model, the same range of the number of vehicles as that in the 

Veins simulation network is used, from 40 to 1000 vehicles, with incremental steps of 40 ve-

hicles. In each step, the vehicles are separated into two groups. The vehicles within the 

same group are able to hear from each other, while the vehicles from different groups cannot 

communicate with each other. The values of the packet length, the transmitting power and 

the packet sending frequency stay the same. Fig. 3.10 shows the comparison of the total 

collision probability between Collision Probabilistic Model and Veins’ results. The results of 

Collision Probabilistic Model are coloured in magenta. The majority of the magenta curve is 

well-matched with the median values of the boxplot (Veins’ result). The RMSE value for the 

total collision probability between the Veins’ results and the probabilistic model is 0.01. Now, 

it can be stated that the validation work for the Collision Probabilistic Model in the proposed 

module is finished with a convincing result. The next chapter will give a brief overview of how 

to couple the proposed module with vehicle mobility simulators and relevant  result analyses, 



Method and Procedures 

38 

with the intention of providing a platform for generating realistic road-traffic impact analysis of 

vehicular communication networks. 

 

Fig. 3.9 Boxplot of the total collision probability in Veins 

 

Fig. 3.10 Comparison between Veins and the proposed module in terms of total collision probability 
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4 Coupling with Road Traffic Simulation 

A realistic road-traffic impact analysis of vehicular communication networks requires the co-

operation of both the communication network and the road traffic network. Most studies 

tended to focus on only one part of them, either on the communication network with limited 

consideration of impacts from road traffic or on the road traffic network with an assumption of 

perfect communication network implementation. Only a few researches provide opportunities 

for coupling the communication network and the road traffic simulator, but with a limitation to 

small-scale networks because of the high demand for computational power. In such a con-

text, the proposed module is designed to consider the impacts from both sides of realistic 

communication networks and realistic vehicle mobility, for a comprehensive view of evaluat-

ing vehicular communication networks. Additionally, since the proposed module is an analyti-

cal approach, it has the intrinsic characteristic of less required computational effort, hence, 

the potential of implementing it with large-scale networks. In this chapter, first, the process of 

coupling the proposed module with SUMO is outlined and then the analyses of the impacts of 

influencing factors on two performance metrics are demonstrated. After that, the coupling 

result of the proposed module with SUMO is compared with Veins’ result. 

4.1 Coupling process 

For the coupling case, Luxembourg SUMO Traffic (LuST) scenario from (Codeca, Frank, 

Faye, & Engel, 2017) was chosen as the study scenario. The authors of LuST scenario 

aimed to provide a scenario able to meet the common requirements in terms of size, realism 

and duration for vehicular networking research. This scenario has a standard topology com-

mon in mid-size European cities, with real information concerning traffic demands and mobili-

ty patterns of 24 hours. In the scenario, a Region of Interest (ROI) area is picked, which is at 

the city centre, with a size of 2.5 × 1.5 km2 roughly. Fig. 4.1 shows the LuST scenario with 

the ROI area. The red shaded areas in the figure represent the buildings, and the black 

curves are the roads. The green rectangle area denotes the ROI area. One second during 

the afternoon peak hour is chosen as the simulation time window, denoted as [61700, 61701] 

second in SUMO. In real time, this is at around 05:08 P.M. The simulation step length is set 

as 0.1 second, which is aligned with the recommendation of the packet sending frequency for 

vehicles in the communication protocol. 

To explain the coupling process in a better way, the coupling flowchart is presented in Fig. 

4.2. The first step of the coupling is to connect SUMO with the proposed module, with TraCI 

(Wegener, Axel, et al., 2008) used as the interface of SUMO. After a warming up session of 

500 seconds, the coupling starts. As depicted in Section 3.1 Module Structure, the road traf-

fic simulation provides the vehicle positions data. For each simulation time step, a current 

road network layout is built with the positions of vehicles and the building geometries within 

the ROI area. From the current road network layout, the number of neighbours and number 
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of hidden terminals for the tagged communicating pair can be obtained. Every two vehicles 

are checked if they can hear from each other. As long as the receiving power level between 

the two vehicles exceeds the threshold, the two vehicles comprise a communicating pair. 

The calculation of the receiving power level depends on the link type of transmission. If there 

are buildings blocking the LOS of a communicating pair, the transmission link type of the 

communicating pair is NLOS. Otherwise, the link type is LOS. With a LOS transmission, only 

the two-ray interference model is used. With an NLOS transmission, except two-ray interfer-

ence model, an additional shadowing model – obstacle model is used. The small-scale fad-

ing model is excluded here because of its nondeterministic effect that can lead to difficulties 

in the comparison and validation work with Veins. For each communicating pair, the collision 

probabilistic model will calculate the total collision probability of the packets transmitted with-

in them, with consideration of both direct collisions and hidden terminal collisions. After pro-

cessing all the communicating pairs in the current time step, SUMO takes the control back 

and runs for another simulation time step. When the simulation time limitation is reached, the 

connection between SUMO and the proposed module closes. 

 

Fig. 4.1 LuST with the ROI area 
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Fig. 4.2 Flowchart of coupling with a traffic simulation tool 
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The initial simulation running time of the coupling work was around 7 hours, which was too 

much for the practical use of generating road-traffic impact analysis. One of the potential bot-

tlenecks that require high computational effort is the building geometry traversal process. As 

explained earlier, for each communicating pair, the building geometry and vehicles positions 

determine whether the link type of transmission is via LOS or NLOS. For NLOS transmission, 

obstacle model requires the number of exterior intersecting walls and the intersecting dis-

tance of the buildings as inputs. As the study scenario is an urban area, the number of build-

ings is rather large, which significantly increases the computational effort. In order to speed 

up this process, each building is denoted as a bounding box that contains its four boundary 

points, thus the left bottom, the left top, the right bottom and the right top points. The current 

communicating pair is also represented as a bounding box, which is formed by the (x, y) co-

ordinates of the transmitter and the receiver. Each bounding box of buildings is given an R-

tree index. R-trees are tree data structures used for spatial access methods, for indexing 

multi-dimensional information such as geographical coordinates, rectangles or polygons 

(Guttman, 1984). A rough checking of intersection between bounding boxes of buildings and 

the communicating pair is executed. This gives the R-tree indexes of all potential intersecting 

candidates of building bounding boxes. Then all candidate buildings are checked accurately 

if any of them intersects with the LOS of the transmitting and receiving vehicles. 

Another bottleneck lies in obtaining the number of neighbours and hidden terminals for each 

communicating pair. The initial idea is that after getting all the communicating pairs, for every 

pair, the neighbours of both the receiver and the transmitter are checked, and the hidden 

terminals are the ones that are not in the transmitter’s group of neighbours but in the receiv-

er’s group of neighbours. This means that the computational complexity is N3, given that the 

number of vehicles is N. For speeding up this process, instead of checking the transmitter 

and the receiver of every communicating pair, the number of neighbours of every vehicle that 

involved in communicating pairs is calculated first. In such a way, the complexity reduces to 

N2. The number of neighbours and number of hidden terminals are accessed through the 

saved data structure of the transmitter and the receiver. 

Significantly, with these two solutions, the simulation running time reduces to roughly 10 

minutes. It should be stated that other improving solutions also exist, such as parallel pro-

gramming. Parallel programming and the design of efficient parallel programs are well estab-

lished in high-performance computing for many years (Rauber & Rünger, 2013). Parallel 

programming is a type of computation in which many calculations or the executions of the 

processes are carried out simultaneously. A more detailed explanation will be presented in 

Chapter 6. 

The available outputs for the coupling study include: current simulation time, the transmitting 

vehicle ID, the receiving vehicle ID, the receiving power level of the packet, the positions of 

the transmitter and receiver, the distance between them, the number and vehicle IDs of 

neighbours, the number and vehicle IDs of hidden terminals, and the total collision probability 

of the packet. Based on the outputs, the impact analyses of the influencing factors on two 

performance metrics will be presented in the following two sections. The two performance 
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metrics are the receiving power level and the total collision probability. Section 4.2 focuses 

on the receiving power level. Section 4.2 demonstrates investigation on the total collision 

probability. 

4.2 Analysis of the receiving power level 

The influencing factors of the receiving power level include the distance between the trans-

mitter and the receiver, the intersecting wall distance, and the intersecting wall numbers. This 

section focuses on the impact of vehicles’ distance on the receiving power level. As two-ray 

interference model is used as the path loss channel model in the proposed module, it is as-

sumed that the relationship between the vehicles’ distance and the receiving power level 

should be similar to the red curve in Fig. 4.3. 

 

Fig. 4.3 Received Signal Strength vs. Distance between transmitter and receiver (Sommer, C., & 
Dressler, F., 2011)  

The analysis result of the vehicles’ distance vs. the receiving power level is shown in Fig. 4.4. 

The x-axis is the distance between the transmitter and the receiver, and the y-axis repre-

sents the receiving power level of the packet, with units in [dBm]. According to (IEEE stand-

ards, 2016), the receiving power level threshold is set as -89[dBm], denoted as the red hori-

zontal line in Fig. 4.4. Comparing Fig 4.3 and Fig. 4.4, it can be said that the trends of the 

curves are similar, but the values vary to a certain extent, due to the fact that they are in dif-

ferent scenarios with different building geometry and vehicle mobility. It shows clearly that 

with a longer distance between the transmitter and the receiver, the receiving power level is 

lower. There are two scattered curves in Fig. 4.4, one is narrow with high receiving power 

levels, and the other one is broader with lower receiving power levels. They are comprised of 

transmissions via LOS and NLOS respectively. This indicates that the receiving power level 

is highly influenced by the intersecting buildings. Additionally, Fig. 4.4 shows that most of the 

packets transmitted via NLOS cannot be sensed by potential receivers, as a consequence of 

low receiving power levels. 
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Fig. 4.4 Distance vs. Receiving Power Level of coupling result 

With regard to the intersecting wall distance, a more detailed and categorized plot of vehi-

cles’ distance vs. the receiving power level is shown in Fig. 4.5. The data are categorized 

into eight groups, based on the wall distance, starting from zero (LOS transmission) to 600 

meters, with incremental steps of 100 meter. This figure also proves that the scatter dots of 

thinner curve in Fig. 4.4 are transmitted via LOS. For most of the packets that are transmitted 

via LOS, they have higher receiving power levels than the threshold (the red horizontal line), 

thus with higher packet reception probabilities. With longer intersecting wall distance, the 

receiving power level of the packet is lower. Another factor, the intersecting wall number in 

obstacle model, shows similar influences on the receiving power level, as shown in Fig. 4.6. 

The maximum intersecting wall number in the result is 90. For sure with such a number of 

intersecting walls, the receiving power level of the packet will be lower than the threshold (the 

red horizontal line). Nevertheless, for a complete view of the result, the data is also coloured 

to different groups based on the intersecting wall number, and in this figure, there are six 

groups. The blue curve is denoted as the LOS transmitted packets again. 

Both Fig. 4.5 and Fig. 4.6 show a clear relationship between the obstacles and the receiving 

power level of the packet, thus shadowing effects from obstacles decrease strongly the re-

ceiving power levels. One thing should be noticed is that vehicles and foliage are not consid-

ered as obstacles in calculating the receiving power levels. Though heavy trucks, foliage, 

overpasses etc. can make differences in calculating the receiving power levels, the infor-

mation of these obstacles are not available and the level of difficulty in including these factors 

is much higher. Therefore, their impacts are excluded in this study. 
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Fig. 4.5 Distance vs. Receiving Power Level of coupling result (categorized by Wall Distance) 

 

Fig. 4.6 Distance vs. Receiving Power Level of coupling result (categorized by Wall Numbers) 
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4.3 Analysis of the total collision probability 

The total collision probability is considered as the focus of this study, because most of the 

analytical models cannot fulfil its reliability requirement and it is the simulators’ bottleneck of 

required computational effort. This section gives detailed analyses of it. First, the influence of 

distance between the vehicles on the total collision probability is analysed in Fig. 4.7. The x-

axis shows the distance between the transmitter and the receiver, and the y-axis represents 

the total collision probability. This figure includes all possible communicating pair packets, 

regardless of the constraint of receiving power levels. For packets with receiving power lev-

els lower than the threshold, they are considered as lost packets and given a 1.0 value for 

the total collision probability. From this figure, it is observed that as the distance increases, 

the total collision probability shows an upward tendency. This can be explained as with a 

longer distance between the transmitter and receiver, there could be more obstructing build-

ings and more interference from other vehicles. 

 

Fig. 4.7 Distance vs. Total Collision Probability of coupling result 

Based on the collision probabilistic model, there are two kinds of direct influencing factors on 

the total collision probability. One is the number of neighbours, and the other one is the num-

ber of hidden terminals. Recall that the neighbours of the transmitter have a strong impact on 

direct collisions, while the hidden terminals bring forth hidden terminal collisions. Here, the 

lost packets with lower receiving power levels are not included. Only the packets with higher 

receiving power levels than the threshold are included in the following analyses. 

The impacts of neighbours on the total collision probability are demonstrated in Fig. 4.8 and 

Fig. 4.9. In Fig. 4.8, the x-axis is the vehicles’ distance, and the y-axis shows the total colli-
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sion probability, in a range of [0, 1]. The data is classified into five groups, based on the 

number of neighbours, starting from [0, 10] to [40, 50], as the maximum number of neigh-

bours in the result is 42. The total collision probability in this plot is distributed in the range of 

[0, 0.35]. Recall that the number of neighbours is determined in such a way: the neighbours 

are able to sense the packet sent by the transmitter, thus the receiving power levels at the 

neighbours are higher than the threshold. However, the coloured dots locate rather disorderly 

in this figure. The figure indicates that the classification of the number of neighbours does not 

help much in evaluating the impacts of it on the total collision probability. Therefore, another 

analysis that excludes the influence of distance is shown in Fig. 4.9. 

 

Fig. 4.8 Distance vs. Total Collision Probability of coupling result (categorized by Number of 
Neighbours) 

Fig. 4.9 displays the relationship between the number of neighbours and the total collision 

probability, regardless of the influences of vehicles’ distance. The x-axis is the number of 

neighbours and the y-axis represents the total collision probability. Same with Fig. 4.8, only 

packets that with higher receiving power levels than the threshold are presented in Fig. 4.9. It 

can be seen from Fig. 4.9 that the lower bound of the total collision probability shows a rising 

tendency with increasing number of neighbours. This indicates that there is a positive corre-

lation between the number of neighbours and the total collision probability. The spread of the 

total collision probability shows a decreasing tendency with increasing number of neighbours. 

In addition, it also confirms that CSMA/CA plays an important role in controlling interferences 

from nearby vehicles. Otherwise, there will be a more evenly distributed total collision proba-

bility through the x-axis. 
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Fig. 4.9 Number of Neighbours vs. Total Collision Probability of coupling result 

Fig. 4.10 and Fig. 4.11 describe the impacts of hidden terminals on the total collision proba-

bility. The maximum number of hidden terminals in the result is 35. The data is categorized 

into four groups based on the number of hidden terminals. The vehicles’ distance and the 

total collision probability are the x and y-axis respectively. Again, only packets with higher 

receiving power levels than the threshold are taken into account. From this figure, it shows a 

clear hierarchical y-position of the coloured dots. This means that the total collision probabil-

ity heavily depends on the number of hidden terminals. For receivers with less than ten hid-

den terminals, the total collision probability at them is distributed in the range of [0, 0.1], col-

oured in blue dots. The orange dots represent the total collision probability at receivers with 

hidden terminals of [10, 20]. The green and red dots represent the groups with hidden termi-

nals of [20, 30] and [30, 40] respectively. Fig. 4.11 presents a plot excluding the distance 

influence, only involves the hidden terminals and the total collision probability. In this graph, 

the x-axis is the number of hidden terminals, and the y-axis shows the total collision probabil-

ity. There is a significant rise in the total collision probability due to the growing number of 

hidden terminals. This supports the statement that the hidden terminals’ existence is the 

main reason for high total collision probability. 
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Fig. 4.10 Distance vs. Total Collision Probability of coupling result (categorized by Hidden Termi-
nals) 

 

Fig. 4.11 Number of Hidden Terminals vs. Total Collision Probability of coupling result 
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4.4 Compare with Veins 

A comparison of the coupling result between the proposed module and Veins is depicted in 

this section, with the intention of validating the proposed module that includes the realistic 

vehicle mobility impacts. The two aforementioned performance metrics are the focusing indi-

cators of this comparison work. The base scenario LuST used here is the same as in Section 

4.1. 

Before explaining the comparison work, it should be stated that the impact of different types 

of antennas is ignored in the proposed module. Antennas are the actual interface of vehicles 

and wireless channels. As stated by (Eckhoff, Brummer, & Sommer, 2016), a slight change 

in antenna’s angle can have considerable influences on the receiving power level and the 

transmission range. They also claimed that the packets reception of vehicles with realistic 

antenna patterns strongly depends on the attenuation caused by the angle of the antennas. 

Compared to the isotropic antennas, vehicles with realistic antenna patterns received con-

siderably fewer packets from directions other than the front or the back of the vehicle (Eck-

hoff et al., 2016). Although the proposed module provides the option of including the antenna 

gains of vehicles, it cannot model the real antennas used in vehicular communication net-

works, which were shown to be anything but omnidirectional (Kwoczek et al., 2011). This is 

the intrinsic defect of analytical models. Therefore, for the concern of comparison, the influ-

ence of antenna patterns in both Veins and the proposed module are excluded. 

For comparison of the receiving power level, it is necessary to check if the vehicle mobility in 

Veins and the proposed module are the same. The simulation time for the comparison of the 

receiving power level is one second, the same as in Section 4.1. This is done by adding de-

fault outputs of vehicle positions in Veins. It is expected that the vehicle mobility of Veins and 

the proposed module are not exactly the same. This is because Veins operates communica-

tion network in a discrete event simulation (OMNeT++), while the proposed module is based 

on time-driven simulation (SUMO). In other words, an event is recorded at the moment when 

a packet is transmitted in Veins, and this moment is unlikely to be the same as the exact time 

interval in SUMO. Thus, it is improbable to get the exact same receiving power level of each 

packet in the proposed module as in Veins, due to differences in event time and relevant 

vehicle positions. Fortunately, the differences of vehicle coordinates are still tolerable for 

comparison purpose. Fig. 4.12 shows the histograms of the receiving power level differences 

between Veins and the proposed module in ten-time steps, with 0.1-second intervals. The x-

axis is the receiving power level difference, with units in [dBm]. The y-axis represents the 

number of transmitted packets. In the comparison work, only packets with higher receiving 

power levels than the threshold are considered. From this figure, it shows that there is no 

huge difference between the radio propagation calculation in Veins and the proposed mod-

ule, as a majority of the packets show very limited difference in terms of the receiving power 

level. There are few packets with relatively high differences, which can be explicated that the 

fast-moving vehicles may lead to changes of the link type of transmission or the intersecting 

wall number and intersecting wall distance, thus, causing a higher difference between the 

receiving power levels. 
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Fig. 4.12 Histograms of receiving power level differences between Veins and the proposed module 
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For comparison of the total collision probability, the base scenario is also LuST, but with dif-

ferent chosen time: 05:00, 06:00, 07:00, 09:00, 12:00 and 19:00. In every scenario, SUMO 

runs for ten seconds. The ROI area in this comparison is the same as in Section 4.1 and 

Section 4.2. The numbers of vehicles within the ROI area are listed in Tab. 4.1. It is assumed 

that all vehicles within the ROI area are connected vehicles, with the same packet sending 

frequency, transmitting power and packet length, as in Tab. 3.1. Within these scenarios, the 

scenario with the maximum number of vehicles is in the afternoon peak hour, at 19:00, while 

the scenario with the minimum number of vehicles is in the early morning, at 05:00. 

 

Real time Number of connected vehicles within the ROI area 

05:00 17 

06:00 63 

07:00 173 

09:00 201 

12:00 83 

19:00 259 

Tab. 4.1 Number of connected vehicles within the ROI area with different scenarios in SUMO 

The comparison graphs between Veins and the proposed module are displayed in Fig. 4.13 

and Fig. 4.14, with focus on the impacts of number of vehicles within the ROI area on the 

total collision probability. Fig. 4.13 excludes the influences of buildings as obstacles, while in 

Fig. 4.14, the buildings as obstacles are included in the analyses. The x-axis represents the 

number of vehicles in each scenario, and the y-axis denotes the total collision probability, 

starting from zero to one. Veins’ results are presented in boxplot, and the proposed module 

data is coloured in magenta. It shows clearly that the total collision probability grows with 

increasing of the number of connected vehicles. This finding is in accordance with the previ-

ous result in Section 3.3.4. This figure can also be a reference for the impacts of penetration 

rate of the connected vehicles on the total collision probability. Besides, Fig. 4.14 with build-

ings as obstacles demonstrates lower total collision probability than Fig. 4.13 without build-

ings as obstacles. This could be explained that buildings as obstacles in general lower the 

receiving power levels of packets with NLOS links, reducing the number of neighbours and 

the number of hidden terminals, thus resulting in lower total collision probabilities. 
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Fig. 4.13 Number of Connected Vehicles vs. Total Collision Probability of Veins (boxplot) and the 
proposed module, without buildings as obstacles 

 

Fig. 4.14 Number of Connected Vehicles vs. Total Collision Probability of Veins (boxplot) and the 
proposed module, with buildings as obstacles 

Significantly, the magenta curves in both figures fit well with the Veins data, which implies 

that when taking the vehicle mobility and building geometry into account, the proposed mod-
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ule still shows a convincing result in the comparison and validation work with Veins, in terms 

of total collision probability. In addition, another interesting finding is that the proposed mod-

ule slightly overestimates the total collision probability when compared to the Veins’ result. 

This is because in Veins collisions do not always mean packets lost, instead, even when a 

collision occurs, the packets involved in the collision may still survive at some receivers, if 

they have higher SINR values able to be decoded by the receivers. While in the proposed 

module, a collision means that the involved packets are lost, indicating that the total collision 

probability calculated by the proposed module has to be a bit higher than the Veins’ result. 

In summary of this chapter, the performance of the proposed module in coupling with micro-

scopic vehicle mobility simulators is well presented. Except the distance between the receiv-

er and the transmitter, buildings as obstacles also have a significant impact on the receiving 

power level. The total collision probability strongly depends on the number of neighbours and 

hidden terminals. In the comparison work with Veins, the proposed module shows a satisfy-

ing result in terms of the receiving power level and the total collision probability. It can be 

said that the proposed module as an analytical approach that focuses on the performance 

assessments of vehicular communication networks is able to be an alternative to simulators 

in this field, with a high reliability. 

 



Case Study of Cooperative Intelligent Transportation Systems 

55 

5 Case Study of Cooperative Intelligent Transportation Sys-

tems  

Over recent years, the emphasis in ITS has turned to Cooperative ITS (C-ITS) (also known 

as connected vehicle technology in the United States), in which vehicles are allowed to 

communicate with other vehicles and infrastructure. C-ITS offer the road users a more com-

fortable and safer task, providing more information on the surrounding road traffic conditions 

and environment. The technologies considered are not just limited to V2V, V2I and I2V, but 

could be anything V2X. With the help of wireless networks, they are expected to significantly 

improve traffic safety, efficiency and the comfort of driving. While in reality, the performance 

of C-ITS technologies highly depends on local conditions and vehicle mobility effects. 

Consequently, a realistic C-ITS implementation requires the participation of adequate as-

sessment of vehicular communication network performance with particular attention. In this 

chapter, a case study in C-ITS framework is presented, focusing on the implementation of 

the proposed module for evaluating the performance of V2I communication networks. Except 

V2V communication, the proposed module is also capable of evaluating V2I applications. 

Here, the public transport priority request on cooperative transport control scheme is taken 

as an example of V2I communication. In the rest of this chapter, a more detailed overview 

and new potentials of traffic signal systems with public transport priority are presented, fol-

lowed by an explanation of the case study with relevant sensitivity analysis. 

5.1 Traffic signal systems with public transport priority 

Before discussing traffic signal systems with public transport priority, the reasons of choosing 

public transport priority application as the case study will be firstly explained. Public transport 

requires a particular consideration in transportation systems, because of its fundamental im-

portance for operating high proportion of passenger traffic. However, the attractiveness of 

public transport is not as high as private vehicles, due to the low riding comfort and long 

travel time. The scheduled stops, limited start-up acceleration and braking deceleration lead 

to considerably lower travel speeds than private vehicles. Moreover, the varying dwelling 

times at stops result in varying arrival times at the traffic signals. Because of that, traditional 

green wave designed for private vehicles are not effective for public transport, especially af-

ter passing through several intersections (Verkehrswesen & Innerorts, 2003). Delays in-

curred by public transport vehicles at signalized intersections typically account for ten to 20 

percent of travel time (Evans & Skiles, 1970), which means public transport priority at traffic 

signals can make a significant contribution in reducing travel time. Through tracking the real-

time information of public transport via vehicular communication networks, C-ITS can im-

prove the riding comfort and reduce the travel time of public transport by providing suitable 

green waves along intersections. Public transport vehicles with OBU devices continuously 
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transmit their speed, position, acceleration etc. to traffic signals, in this way they can be allo-

cated on request an additional portion of green time at all intersections of a section. 

Next, an overview of traffic signal system will be given. The traffic signal systems can be cat-

egorized into three control schemes: fixed-time control, traffic-actuated control and adaptive 

control. The fixed-time control uses a fixed plan with constant cycle time, and according to 

the current traffic situation, different plans can be selected. The traffic-actuated control (rule-

based) takes advantage of loop detectors to detect the vehicle’s presence, and based on the 

vehicle actuation logic it allocates the minimum or maximum phase timing interval. It has 

been widely used in Germany especially in context with public transport priority (Brilon & 

Wietholt, 2013). The adaptive control provides a fully real-time feedback of the traffic signal 

to dynamic variation of the traffic demand for each cycle at an intersection (Shaghaghi, Jab-

barpour, Noor, Yeo, & Jung, 2017). 

For fixed-time traffic signal programs, only long green periods of the green wave for public 

transport are recommended when considering public transport priority. Due to the low flexibil-

ity and strongly negative impacts on other road users, it is seldom used. For traffic-actuated 

and adaptive control program, the precondition is the spatial and temporal detection of indi-

vidual public transport vehicles. The common way of capturing vehicles’ information is by 

taking advantage of loop detectors and video based traffic monitoring cameras etc. 

(Shaghaghi et al., 2017). However, the ability of the latter two kinds of traffic signal systems 

to optimize public transport flows is limited by the detection capabilities of current detecting 

technologies (Mahendran, PI, Hebert, & Xie, 2014). The currently used technologies cannot 

distinguish the vehicle types, yet this distinction is of high importance when deploying public 

transport priority (Mahendran et al., 2014). C-ITS technologies can easily distinguish be-

tween different vehicle types, even providing more details about the vehicles, thus, offering 

unique opportunities to optimize public transport flows in urban environments. 

5.2 Case study with sensitivity analysis 

According to Guidelines for Traffic Signals (Verkehrswesen & Innerorts, 2003), if public 

transport requests a demand phase, the request signal has to be sent out as early as possi-

ble before the stop line is reached. Depending on speed and local conditions, the request 

point may be located between 250 and 500m before the stop line. Additional inquiry criteria 

are necessary if intersections or stops are closely spaced. Based on this principle, a case 

study of cooperative public transport priority control scheme is implemented with the pro-

posed module. 



Case Study of Cooperative Intelligent Transportation Systems 

57 

 

Fig. 5.1 Concept of cooperative public transport priority control scheme 

The concept of the control scheme is presented with a flow chart, as shown in Fig. 5.1. First, 

the pre-processer includes two parts of work: one is the calculation of the reference signal-

timing plan, based on historical data; the other one is for accessing intersection’s traffic sta-

tus, with the help of extra connected-vehicle data and loop detectors. After the pre-

processing, it is determined whether there is a public transport priority request, which will be 

sent via DSRC. This is considered as the pre-request point, where a public transport priority 

request signal is sent. Once the control scheme receives a public transport priority request, 

the individual public transport vehicle information will be updated, including speed, heading, 

location, acceleration etc. By taking advantage of this information, the arrival time of individ-

ual public transport vehicle at the intersection or its distance from the intersection is calculat-

ed. Based on the arrival time prediction, the signal plan is prepared for adaption of public 

transport demand phases. Before the implementation of public transport demand phases, it 
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is essential to confirm that the individual public transport vehicle is close to the intersection. If 

it is still in the far-end of the intersection, the public transport information in the control 

scheme keeps updating. Once the individual public transport vehicle approaches the inter-

section within a certain distance (considered as the main-request point), the public transport 

demand phase is called. When the intersection receives a signal indicating that the individual 

public transport has passed through, the public transport priority request will be cleared. This 

is considered as the clear-request point. It should be noted that in the whole process, the 

public transport individual vehicle continuously sends its information with a fixed frequency, 

which ensures that the control scheme keeps tracking its status. 

Based on this concept, the proposed module is implemented with V2I communication. The 

centre of the attention in this case study is not the algorithm of public transport priority control 

scheme, but the performance of C-ITS technology in such a scenario. The impacts of poten-

tial influencing factors on the V2I applications’ performance are investigated. The same base 

scenario is used as in previous chapters, but the main difference is that the proposed module 

will not focus on each communicating pair of vehicles but on the communication of public 

transport vehicles to traffic signals. Three intersections in the ROI area are selected as the 

infrastructure side of V2I communication, and the position of the intersections are obtained 

from SUMO. 

 

Fig. 5.2 ROI area with selected intersections 

The three selected intersections are shown in Fig. 5.2, labelled as A, B and C. These inter-

sections are located at the main bus routes of the scenario. The SUMO simulation runs for 

ten seconds as in real time, with a step length of 0.1second. The transmitting power level, 

packet length, receiving power level threshold and packet sending frequency stay the same 

as in previous chapters. Here, the results are analysed basing on the three intersections, as 

shown in Fig. 5.3, Fig. 5.4 and Fig. 5.5. It is assumed that all vehicles in the scenario are 
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equipped with DSRC devices and keep broadcasting their status information with the same 

fixed frequency. 

The first plots in the three figures display the impact of the distance on the receiving power 

level of packets. The x-axes represent the distances between the public transport individual 

vehicle and the traffic signal. The y-axes are the receiving power levels, and the red horizon-

tal lines are used for denoting the receiving power level threshold. Again, the receiving power 

level threshold determines whether the packets can be received by the traffic signals. The 

curves in the first plots are not as clear as in Chapter 4, which is because the public transport 

vehicles only occupy a small portion of the vehicles, while in Chapter 4 all the vehicles in the 

scenario are included. The highest receiving power levels at each intersection are different. 

Among the three intersections, intersection C has the highest receiving power level, as it has 

the lowest building density. 

The second, third and fourth plots in each figure demonstrate the influences on the total colli-

sion probability from the distance, number of hidden terminals and number of neighbours 

respectively. Due to the limited amount of public transport individual vehicles, these plots do 

not show clear and well-presented relationships between the factors and the performance 

metric. However, some correlations between these factors and the total collision probability 

are still observable. The second plots indicate that within 200m, the total collision probability 

stays in the range of [0, 0.2], which is still tolerable for traffic signal adaption applications. 

From the third plots, the total collision probability shows a firm upward tendency with increas-

ing number of hidden terminals. The influence of neighbours on the total collision probability 

is not as significant as the number of neighbours, as shown in the fourth plots. Apart from 

that, intersection C shows a better result on the total collision probability than the other two 

intersections. The results of the real world tests conducted by (Stahlmann, Möller, Brauer, 

German, & Eckhoff, 2017) also confirms the findings of the total collision probability results in 

this case study. 

By comparing the three figures, it is obvious that the differences between building geometry 

lead to the variance of these intersections’ result analyses. With a lower building density, the 

receiving power level and the total collision probability of intersection C shows better results 

than those of intersection A and B. Hence, the performance of vehicular communication net-

works is strongly environmental-dependent, which means that even for the same scenario it 

is critical to generate individual analysis on different intersections. A granted perfect assump-

tion on the performance of vehicular communication networks is unrealistic and meaningless. 
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Fig. 5.3 Intersection A result analysis 

 

Fig. 5.4 Intersection B result analysis 
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Fig. 5.5 Intersection C result analysis 

Though the protocol recommends a maximum frequency of ten Hz for status message gen-

eration, this study also investigates in the influence of packet generation rate on the total 

collision probability, as shown in Fig. 5.6. For a better visualization, the three plots in Fig. 5.6 

exclude the packets with lower receiving power levels than the threshold, which are consid-

ered as lost packets with 1.0 value for the total collision probability. The x-axes represent the 

packet generation frequency, with units in [Hz]. The y-axes are the total collision probability. 

From the three plots, it can be said that the packet generation rate has limited influences on 

the total collision probability. However, the results observed in these three figures show big 

difference to the ones observed by other studies: it is expected that a higher packet genera-

tion rate, thus a more intensive request for channel sources leads to an increase of total col-

lision probability (Schmidt-Eisenlohr, 2010). This can be explained that with a limited number 

of connected vehicles, i.e. under unsaturated situations, packet generation rate will not signif-

icantly change the total collision probability, as the channel is still able to transmit such a 

number of packets. 
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Fig. 5.6 Packet Generation Frequency vs. Total Collision Probability  

Additionally, this case study gives some insights for developing an efficient cooperative pub-

lic transport priority control scheme. When the public transport vehicle uses DSRC technolo-

gy to send its priority request within 200 meters from the traffic signal, there is a much higher 

probability that the traffic signal can react with this request than that of farther distance, in 

terms of both the receiving power level and the packet reception probability. When the public 

transport is far away from the intersections (distance is longer than 200 m), infrastructure-

based cellular-networks are recommended to use for status information updates, due to its 

wider coverage. Such an integration of DSRC-based and infrastructure-based wireless net-

works can give rise to extended wireless coverage, reduced employment cost and perfor-

mance enhancement of C-ITS applications. Furthermore, by exclusively increasing the 

transmitting power level of the public transport vehicles, it is believed that the packet recep-

tion rate of public transport at the traffic signals can be enhanced. 
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6 Discussion 

The performance assessment of vehicular communication networks is of high importance. It 

gives a first view on the feasibility of C-ITS applications and provides advices on measures of 

performance enhancement. Currently, the most commonly used methodology for evaluating 

the performance is by using simulators. Yet, from the side of traffic engineering, using an 

integration of communication network simulators with road-traffic simulation tools seems not 

as attractive as using analytical models, because of the required computational effort and the 

complexity. Moreover, the existing analytical models cannot provide a reliable solution to this 

challenge. In such a context, traffic engineers tend to obtain road traffic data directly from 

vehicle mobility simulators for generating road-traffic impact analysis of C-ITS applications. 

With unrealistic assumption of a perfect performance of vehicular communication networks, 

they define the communication range of the vehicles as a circular area with the transmitter as 

the centre of the circle and a default distance as the radius, in which packets are transmitted 

without delay or loss. While in reality, due to radio propagation factors and interferences, only 

in a tiny minority cases loss-free scenario could happen. Thus, this study focuses on evaluat-

ing the realistic performance of vehicular communication networks through analytical ap-

proaches. In this chapter, first, the loss-free scenario, simulators and the proposed module 

are compared in Section 6.1, in terms of plausibility, flexibility, complexity and scalability. 

Section 6.2 presents a discussion about the contributions, limitations, and potentials of the 

proposed analytical approach. 

6.1 Comparison between loss-free, simulators and proposed module 

In this section, the proposed module is compared with Veins and loss-free scenario in four 

perspectives: plausibility, flexibility, efficiency, and scalability, as shown in Tab. 6.1. The loss-

free scenario is defined as the scenario that in which the vehicular communication networks 

performs perfectly within a circular area (a transmitter as the centre of the circle, a default 

distance as the radius) and the road traffic data can be easily accessed through vehicle mo-

bility simulators without any delay or influences of packet losses. The simulators represent 

the sequential simulators for analysing vehicular communication networks. The proposed 

module is an analytical approach that integrates the realistic vehicle mobility impacts and 

wireless channel characteristics, and it has been tested with Veins for validation. 
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Features Loss-free Simulators Proposed Module 

Plausibility Low High High 

Flexibility High Medium High 

Efficiency High Low Medium 

Scalability High Low High 

Tab. 6.1 Characteristics comparison between loss-free, communication network simulators and the 
proposed module 

In respect of plausibility, the loss-free scenario is unrealistic because many investigations as 

well as this study have proven that vehicular communication networks can be anything but 

perfect, particularly in urban scenarios with the presence of a multitude of obstacles and in-

terferences. Not only the packet reception probability but also the transmission ranges heavi-

ly depend on the surrounding environment, and none of them is deterministic, identical or 

consistent. For communication network simulators with consideration of realistic vehicle mo-

bility and realistic wireless channel characteristics, they show a high plausibility in terms of 

performance evaluation. For example, Veins, a widely used framework, provides reasonable 

analysis for simulating vehicular communication networks. The proposed approach, on the 

basis of both a study of relevant literature and extension of an existing analytical model, 

shows a convincing result when compared with Veins, in terms of receiving power level, 

transmission range and total collision probability. Therefore, one can say that both Veins and 

the proposed module have a high plausibility. 

Concerning flexibility, it is defined as the easiness of implementing with different vehicle mo-

bility simulators and for different kinds of V2X communications. Due to its characteristic as 

analytical approaches and limited required inputs from vehicle mobility simulators, the core of 

the proposed module is a bunch of formulas, which results in easy implementation with dif-

ferent microscopic vehicle mobility simulators. In addition, except V2V communication, the 

proposed module also demonstrated its capabilities in analysing V2I communication, as 

shown in Chapter 5. It is believed that I2V communication analysis can also benefit from the 

proposed module, with slight adjustment. For the loss-free scenario, the road traffic data can 

always be directly accessed from various vehicle mobility simulators, with high flexibility while 

sacrificing plausibility. In general, communication network simulators show a lower flexibility, 

as most of the simulators are bound to one specific vehicle mobility simulator, and for differ-

ent kinds of V2X communications, they are required to use different modules and inherent 

models. 

From the perspective of efficiency, i.e. required computational resources, there is no addi-

tional computational effort from the loss-free scenario because it does not consider any real-

istic vehicular communication network performance. This certainly saves computational re-

sources, however, at the cost of plausibility. While the simulators and the proposed module 
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require additional computational effort. In particular, the sequential simulators consume a 

large number of computational resources because they simulate the mechanism of the pro-

tocol and the wireless channel characteristic. Compared to simulators, the proposed module 

shows lower requirements of computation time and memory space, as it demonstrates the 

wireless communication network in a statistical way. Additionally, for V2I or I2V communica-

tion, the proposed module demands much less effort than that of V2V communication. 

On the side of scalability, it is obvious that the loss-free scenario can be applied in any size 

of networks since it has no requirements of additional computational resources. However, for 

simulators such as Veins, they are constrained to small-scale networks, because of the lack 

of processing resources as sequential simulators. Therefore, a city-scale vehicular communi-

cation simulation network has not yet existed. The proposed module provides a new oppor-

tunity for this problem. It is believed that by means of proper improvements such as parallel 

programming, the proposed module will be able to solve city-scale vehicular communication 

networks, which will be discussed explicitly in the next part. 

6.2 Contributions, limitations and potentials 

By developing the proposed module and coupling it with a microscopic road-traffic simulation 

tool, new potentials for evaluating the C-ITS road-traffic impact analysis are offered. The in-

fluencing factors and their impacts on the communication network performance are analysed, 

emphasizing the receiving power level and the total collision probability. The obstacles and 

distances between the transmitters and the receivers decrease the receiving power levels of 

the packets, implying that under different surrounding environments, the performances of 

vehicular communication networks vary. The neighbours and hidden terminals, especially the 

latter ones, have significant impacts on the total collision probability of the packets. The anal-

yses also illustrate that the total collision probability has a strong dependence on the con-

nected-vehicles density. These findings raise the awareness of evaluating the performance 

of vehicular communication networks for generating road-traffic impact analysis of C-ITS ap-

plications. 

For the purpose of further implementation, the proposed module has been validated with a 

well-developed and widely used vehicular communication network framework - Veins. By 

coupling with microscopic vehicle mobility simulator (SUMO), the validation work takes into 

account the realistic vehicle mobility impacts. It is found that with a larger number of con-

nected vehicles (also considered as higher penetration rate of connected vehicles) there is a 

more intensive request for channel resources resulting in an increase of total collision proba-

bility. The validation result also shows that the proposed module can be an alternative ap-

proach for assessing the performance of inter-vehicular communication networks, not only 

under unsaturated but also saturated situations. This is a breakthrough for analytical models, 

as the existing analytical models are often criticized due to their unrealistic assumptions and 

conditioned applying scenarios. 
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Moreover, the proposed module is easy to implement not only in the field of V2V communica-

tion but also V2I communication, which indicates the high flexibility and extendibility of the 

proposed module. The case study of C-ITS shows the capabilities of the proposed module in 

V2I communication, and the concept design of the traffic signal control scheme offers a new 

opportunity of implementing public transport priority with the help of C-ITS technology. It also 

gives insights on the requirements and notifications when developing efficient C-ITS control 

scheme. The distance between the public transport individual vehicles and the intersection 

determines the reception of the public transport status packets at intersections to a certain 

degree. Other influencing factors include building density, the number of hidden terminals 

and neighbours. Although packet generation rate is believed to have an important influence 

on the total collision probability, this study has found that it has limited impacts in unsaturated 

situations. In order to ensure enough time of signal adaption preparation for public transport 

demand phase, it is recommended to integrate the DSRC and infrastructure-based wireless 

networks, with the benefit of extended area coverage. Besides, for an absolute public 

transport priority, the exclusive increase of the transmitting power level of public transport 

can be helpful. 

There are also limitations of the proposed module. First, it is not capable of modelling the 

impacts of different antenna patterns on the receiving power level of the packet, which is a 

significant influencing factor in reality (Eckhoff et al., 2016). Second, only buildings are con-

sidered as the obstacles, even though in urban areas foliage, overpasses and heavy trucks 

can also block the LOS transmission. Third, the Quality of Service strategies and multi-

channel operations such as alternating access are not included in the proposed module. 

Fourth, the computational effort of the proposed module is still a hindrance for promotion, 

because some well-developed simulators may even consume less computational effort than 

the proposed module. The bottleneck of computing time may lie in the processing of building 

geometry traversal. 

Although the current version of the proposed module does not present strong advantages in 

terms of required computational effort, it shows more potential when using parallel simulation 

and implementing with city-scale networks. Currently, none of the existing simulators that 

focus on modelling real-time vehicular mobility and inter-vehicular communication is imple-

mented as parallel or distributed networks (Ahmed, M. S., Hoque, M. A., & Pfeiffer, P., 2016), 

because most of them are implemented as sequential programs, for instance, Veins. Fur-

thermore, scalability is the other important limitation of simulators. Due to the lack of pro-

cessing resources, sequential simulations are constrained to small-scale urban environments 

(Ahmed, M. S., Hoque, M. A., & Pfeiffer, P., 2016). However, the proposed module can 

benefit from parallel programming and further operate city-scale networks, as it has the po-

tential parallelism. By dividing the proposed module into smaller independent parts, like dif-

ferent communicating pairs of vehicles, the smaller parts or tasks can be solved at the same 

time because they can access the same memory of vehicle locations and building geometry 

concurrently, and the data dependency between each communicating pair is quite limited. If 

the parallel programming is achieved, the execution of the proposed module can be finished 

in a shorter wall-clock time. As a consequence of executing the proposed module efficiently, 
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parallel programming can scale with the network size, thus it can solve larger problems (Or-

tega-Arjona, 2010). This will provide a new vision of evaluating C-ITS applications with city-

scale networks. 
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7 Conclusion 

The main motivation of C-ITS is to improve traffic safety and efficiency. With such intention, 

the performance assessment of the used technology should not be ignored. It should be 

considered as a pre-requirement and an inherent part from the very start, as the performance 

assessment determines the feasibility of C-ITS applications. With such awareness, this study 

has developed an analytical approach for the performance evaluation, which is more reliable 

and comprehensive than some other analytical models. Compared to communication net-

work simulators, the analytical approach is more efficient, flexible and scalable, and it can 

even be an alternative to some communication network simulators. The coupling of the ana-

lytical approach with the microscopic traffic simulation tool SUMO for both V2V and V2I 

communication has proved that the performance of vehicular communication networks is 

highly affected by the distances and obstacles between the transmitter and the potential re-

ceivers, as well as the interferences from others. The impacts of the multiple influencing fac-

tors on the two selected performance metrics (the receiving power level and the total collision 

probability) are also analysed explicitly in this study. The analyses have shown that it is not 

wise to consider the performance of vehicular communication networks as perfect in reality, 

especially in urban scenarios with dense buildings and high penetration rate of connected 

vehicles. 

The developed analytical approach has offered a new possibility for a detailed performance 

analysis in vehicular communication networks and opened several future research directions. 

The parallel programming of the analytical approach will be beneficial to reduce the required 

computational resources and further implement in city-scale communication networks, which 

has not yet been realised with current simulators, analytical models or FOT. Another open 

research direction is that the development of more realistic wireless channel models, which 

should be validated with FOT. For instance, obstacles such as heavy trucks, overpasses and 

foliage should be taken into account. Besides, the future participation of pedestrians and cy-

clists in C-ITS applications is also interesting, which requires more attention from the side of 

realistic mobility. There is also a demand of analysing the realistic impacts of I2V communi-

cation on road traffic efficiency. 

The integration of realistic road traffic mobility and realistic wireless network is the precondi-

tion for evaluating the impacts of C-ITS applications. With this conception in mind, this study 

contributes to the researches of C-ITS with new possibilities. 
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