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Abstract

This work is an extensive research on model predictive control for electric drives. Fol-
lowing are its main contributions: several typical conventional model predictive control
strategies for electric motors with both finite control setsand continuous references are
compared and analyzed; based on traditional finite control set predictive control, two
quasi-continuous predictive control strategies are introduced, which maintain the cost
function while generating continuous voltage references for SVPWM; a series of control
set minimization strategies are proposed, which can simplify the control and reduce calcu-
lation efforts; a disturbance observer for torque disturbance inhibition are designed and
investigated on different predictive control systems; twosolutions of predictive control
without weighting factor, which are easier for implementation and conceptually intuitive,
are realized.

Index Terms—Predictive control, continuous, finite control set, disturbance observer,
weighting factor, voltage source inverter, electric drives.
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Zusammenfassung

Diese Arbeit ist eine umfassende Untersuchung der modellprädiktiven Regelung für
elektrische Antriebe. Folgende sind ihre wesentlichen Beiträge: Eine Reihe von prädik-
tive Regelungsstrategien für Elektromotoren mit sowohl endlichen Steuerungssätzen als
auch kontinuierlichen Referenzen werden verglichen und analysiert. Basierend auf der
herkömmlichen modellprädiktiven Regelung mit endlichen Steuersätzen werden zwei
quasi-kontinuierliche modellprädiktive Regelungsstrategien eingeführt, die die Kosten-
funktion aufrechterhalten und gleichzeitig kontinuierli che Spannung für Raumzeiger-
modulation (SVPWM) erzeugen. Eine Reihe von Strategien zur Minimierung von Sollw-
erte, die die Regelung vereinfachen und den Rechenaufwand reduzieren, werden vorgeschla-
gen. Einen Störungsbeobachter für die Unterdrückung der Drehmomentswelligkeit wird
entgeworfen und auf verschiedenen modellprädiktiven Regelungsystemen untersucht.
Zwei Lösungen zur prädiktiven Regelung ohne Gewichtungsfaktor, die einfacher zu im-
plementieren und konzeptionell intuitiv sind, werden realisiert.
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CHAPTER 1

Introduction

In 1834, the first electric machine prototype was invented bythe German-speaking Prus-
sian Moritz Hermann Jacobi. Since then, this machine has been serving to convert electrical
and mechanical energy from each other at all industrial and domestic areas [1]. After almost
two centuries’ development, various types of electric machines have been invented. With re-
spect to different machines and application requirements,and as the continuous improvement of
controllers and electronics components, the system (i.e. electric drive system) as well as corre-
sponding control techniques of electric machines have beenan everlasting interest of electrical
engineers and control scientists.

The history of the electric drives has experienced the following evolutions:

• Change 1- From Analog Control Era to Digital Control Era.
Before the micro control unit (MCU) was applied as the controller of electric machine,
all regulations in electric drive systems are realized by operational amplifiers (OPA). The
analog control system is conceptually intuitive and its control signal flow is easy to to
be understood. However, the fixed and complex circuit makes it inflexible and non-
universal. Moreover, the control performance is sensitiveto the component characteristics
and physical environmental factors such as temperature, humidity, voltage and mechani-
cal vibration. In contrast, the MCU-cored digital control system contains hardware circuit
with high standardization, low cost of manufacturing, and is insusceptible to temperature-
caused component characteristic drift. Its software nature of control makes it more flex-
ible, stable and reliable. What’s more, it enables the complicated logic judgement and
other operations. The application of digital control of electric drives, as computer based
control, requires discretization and A/D and/or D/A conversions. Simultaneously, pe-
ripheral control hardware and technology corresponding todigital control, such as pulse
width modulator (PWM), are therefore designed and developed[2]. Discrete power con-
vertors with high frequency switching components, such as IGBT and MOSFET based
voltage source inverter (VSI) and current source inverter (CSI) are invented and applied.
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• Change 2- From Differentiated Control to Unified Control.
As we know that direct current (DC) motors have seperate torque(armature) and flux(field)
producing windings, thus the control of DC is linear and simple. Alternative current (AC)
motors had not been capable of adjustable or smooth speed varying control until the
1970s, when field oriented control (FOC), which decouples theair-gap flux and electro-
magnetic torque producing components, was introduced by Hasse and Blaschke [1, 3].
This was realized by reference frame transformation and electric circuitry equivalence [4].
Since then, the control of AC machines has become as easy as the control of DC machines
and it is equivalent to the control of DC machines under FOC. Thus, the controls of DC
and AC machines were unified [5]. As a result, AC motors are widely used and serve as
the main machines for high performance servo control systems nowadays [6].

• Change 3- From Open Loop Control to Close Loop Control.
The transform process from open loop to close loop control happens parallelly with the
discovery of decoupled torque and flux producing components. And it bases also on the
space vector notation as well as the theories of reference frame transformation of the
machine variables. The coupled sinusoidal currents that contain both torque and flux
information could not be fed back to the system. Instead, frequency proportional voltage
signal can be controlled in open loop manner to achieve speedvariation, which is named
the ’V/f control’ [7,8]. This control satisfies the situations when rough control is enough,
such as fans and pumps. However, when faster torque and speedresponse is required,
close loop control should be applied. With the direct and quadratic current components
corresponding to flux and torque producing currents in the synchronous reference frame,
which are constant in steady state, both the currents and rotor speed/position are fed
back to the control system. Thus, for most high performance varying speed regulation
(VSR) and all servo drives systems, current sensors are necessary and speed encoders are
optional, depending on whether the close loop control is encoderless [9–12].

• Change 4- From Linear Control to Nonlinear Control.
In close loop control system, the essence of control is to realize a convergence mecha-
nism enabling the real machine to track its reference, whichis either torque, speed, or
position. PI and PID controller are typical and classic controllers that can realize this
tracking process in linear way but with limited bandwidths [13, 14]. For cascade con-
trols such as FOC, in order to guarantee the best control performance, the inner PI control
loops should behave at least 10 times faster than the outer PIcontrol loop. Thus, the linear
based methods, though simple in concept, have limitations.Moreover, the P,I and D pa-
rameters require tuning efforts, which is tedious and irregular for inexperienced workers.
An alternative is nonlinear hysteresis based control such as direct torque control (DTC)
proposed by Depenbrock and Takahshi in 1984 [15–17], which has faster torque response
and is less sensitive to parameter variation. However, it has larger total harmonics distor-
tion (THD) and large torque ripples. In the past two decades,the development of modern
control theories in industrial control bring more different nonlinear control methods into
the areas of electric drives. This includes artificial intelligence (AI) based control such
as fuzzy logic control and neural network control [18–20]. Self-adaptive based control
and sliding mode variable structure control [21, 22]. Most of these are optimized control
strategies or compensation methods based on the fundamental structures of FOC or DTC,
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and have complex algorithms. Model predictive controls (MPC) including genetic pre-
dictive control (GPC) [23] and deadbeat control [24,25] is a class of emerging nonlinear
control methods with distinct basic structures as FOC or DTC[26, 27]. Because electric
machines are highly nonlinear systems, for nonlinear controls, no matter they are ’white
box’ based such as DTC and MPC or ’black box’ based such as AI controls, require
correct design to enable the precise control fitting to the real system model.

A typical close loop digital control system of electric drives is shown in figure. 1.1 [6].

Real Time 

Digital Controller

Discrete Actuator

(Inverter)

Control Plant

(Electric Machine)

Sensors

(Current, Voltage, Speed, Temperature)A
D

A
D Observa!on

(Oscilloscope)

Reference

Measurement

Output

-

Control   Signals Power

+

Figure 1.1: Close Loop Control System for Electrical Machine

Figure. 1.1 shows that except the controlled electric machine, there are three parts in the sys-
tem: digital controller, actuator and sensors. Controllersare usually based on MCU, DSP or
FPGA. Actuator refers to inverter which realizes the DC-AC conversion. Sensors are used to
measure real machine output indexes such as speed, currents, voltage, and temperature, which
may not be all compulsory. These signals, after DA conversion, are compared with the refer-
ence. Their error is taken as the feedback to the controller for further regulation and adjustment.
In some situation, analog signals are needed for user observation. This work is not interested
in the control of generators, so the term ’electric machine’, if not separately clarified, refers
merely to motor.

The main problems and therewith trend in the control of electric drives are:

• 1. Calculation burden reduction.
As the development of semi-conductor industry, the calculation speed of micro controllers
is increasing exponentially. However, the demanding control performances with various
functions and advanced algorithms are still challenging the calculation ability of hard-
ware. Thus,within the current hardware limit, and to realize highest performance with
lowest cost, from the system control point of view, control strategies considering calcula-
tion optimization are required to reduce calculation redundancy [28–30].

• 2. Growing concerns on reliability.
To enable wide and durable operation of the drives in modern servo control systems,
reliability should be guaranteed. This refers to both the controllability with respect to
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varying switching points of inverter and the stability against parameter deviations. As a
result, control system with model of adaptivity and robustness is also under research [31–
33].

• 3. Demanding steady and dynamic control performances.
To achieve steady operation and precise control of electricmotors, and assure high indus-
trial indexes such as wide speed ratio and short regulation time, control system, that is
less sensitive to disturbances influence, especially with varying load rejection ability, is
required [34–36].

• 4. Combination of multiple control strategies.
Due to the wide application conditions and tremendous quantity, electric drive systems
should be used in harsh environments with low cost and high efficiency. A typical ex-
ample is the trend on electric drives without encoder. Thus,in many literatures [37–39],
encoderless control is also applied and combined with the core control strategy of this
work,i.e.MPC.

With the analysis of the history and trend of modern electricdrive controls, and in order to
further fill in the blanks of MPC. In this work, MPCs, especiallyfinite control set predictive
current control (FCS-PCC) [40,41] is selected as the research target. Further improvements and
extensions are made into the controller design. Meanwhile,novel concepts of implementation
are introduced for both the control systems with and withoutPWM and the system with and
without cost function.

This work is organized as follows: in the consecutive chapter, the fundamental components
in electric drive systems,two AC machines as well as their conventional control methods are
reviewed, and MPC is introduced. In chapter 3, conventionalMPC methods are compared and
the mostly used ones are shown and analyzed. Chapter 4 introduces two variations of continuous
FCS-MPC with PWM. Chapter 5 shows several realizations of FCS-MPCs with reduced control
set for calculation reduction and simplicity. In chapter 6,to improve system torque disturbance
rejection ability, disturbance observer is further added to both FCS-MPC and continuous MPC.
And chapter 7 is the highlight of this work, i.e. two ways of FCS-MPCs without weighting
factor in cost function. Finally, the work is concluded and future prospect is given in chapter 8.
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CHAPTER 2

Background and Motivation

In order to prepare related background for this work and unify conventions, in this chapter,
fundamentals of electric drive theories including controlreference frame transformation with
machine variable space vectors, machine and inverter equivalent mathematics model expres-
sions as well as conventional and novel machine control strategies are reviewed and explained.

2.1 Three-phase System Notation and Its Space Vector Equiv-
alence

The coils of three phase AC electrical motors are equivalently displaced in space as depicted
in figure 2.1 [1], with120◦ interval in phase from each other. Stator currents are used as an
example.

Re
ia

Imib

ic

is

120°

−120°

ω0

Figure 2.1: Space-vector notation of three-phase currents
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These three phase component, with an electrical angular speed ofω0, is defined in the stator
fixed stationary reference frame as:

ia = I · sin(ω0 · t) (2.1)

ib = I · sin(ω0 · t+
2π

3
) (2.2)

ic = I · sin(ω0 · t+
4π

3
) (2.3)

Their synthetic vector is gained with the introduction of the a-operator as follows:

is = ia + a · ib + a2 · ic (2.4)

a = ej·
2π
3 =

−1

2
+ j ·

√
3

2
(2.5)

These three phase components are further expressed within arectangular two-phase coor-
dinate system in figure 2.2, when the real and imaginary axises are noted asα andβ. This
is realized by space vector equalization by replacing three-phase components to the two-phase
ones as shown in (2.6). Thus, theα-β expression of stator currents are derived as (2.7) and (2.8).

α
ia

βib

ic

is

id

iq

iα

iβ

dq

θe

Figure 2.2: Space-vector notation of two-phase currents

is = iα + j · iβ (2.6)

iα =
2

3
· (ia −

1

2
· ib −

1

2
· ic) (2.7)

iβ =
2

3
· (
√
3

2
· ib −

√
3

2
· ic) (2.8)
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When written in the matrix form, Clarke transformation is obtained.

(

iα

iβ

)

=
2

3

(

1 −0.5 −0.5

0 0.5
√
3 −0.5

√
3

)

·







ia

ib

ic






(2.9)

Its inverse form, inverse Clarke transformation, is shown in(2.10):






ia

ib

ic






=







1 0

−0.5 0.5
√
3

−0.5 −0.5
√
3






·
(

iα

iβ

)

(2.10)

It should be noticed that (2.9) and (2.10) are not the only forms of Clarke transformation en-
countered in literature. Hereinbefore mentioned form is based on the vector magnitude equiv-
alence criteria. However,when based on the magnetomotive force (MMF) balance criteria, the
matrices (2.9) and (2.10) are multiplied by1.5 and 2

3
respectively. And when based on the

apparent power balance criteria, the matrix (2.9) and (2.10) are multiplied by
√

3
2

and
√

2
3

respectively.
In order to transform AC components of the current vector in the stator frame into DC signals,

formulas of further transformation to a field-fixed revolving reference frame, i.e. Park transfor-
mation, are provided in (2.11). The revolving reference frame,d-q frame, is also illustrated in
figure 2.2, withθe as the angle difference against theα-β frame. This angle is chosen to be
rotor flux angle, withe representing "excitation".

(

id

iq

)

=

(

cos(θe) sin(θe)

− sin(θe) cos(θe)

)

·
(

iα

iβ

)

(2.11)

Similarly, it also has inverse form:
(

iα

iβ

)

=

(

cos(θe) − sin(θe)

sin(θe) cos(θe)

)

·
(

id

iq

)

(2.12)

Other vectors of variables such as voltages, flux linkages can be transformed similarly.

2.2 AC Electrical Motors and Their Mathematical Models

Three different AC motors are introduced and implemented inthis work. Below is a review
of their mathematics models in bothα-β andd-q reference frames.

2.2.1 Induction Machine (IM)

Figure 2.3 is a simplified physical model of a three phase squirrel-cage asynchronous machine
(ASM) or induction machine (IM) [7]. It only has windings on the stator, and the rotor back
electromotive field (EMF) is induced through the stator windings. Thus, the rotor cage bars can
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Figure 2.3: Squirrel-cage induction machine model

be equivalently considered as windings having same distribution as the stator, with a slightly
speed lag to the stator field.

IM model inα-β frame is expressed with following classic set of equations [42]:

vs = Rsis +
dψs

dt
(2.13)

0 = Rrir +
dψr

dt
− jωeψr (2.14)

ψs = Lsis + Lmir (2.15)

ψr = Lrir + Lmis (2.16)

Te =
3

2
p (ψs × is) =

3

2
p (ψαsiβs − ψβsiαs) (2.17)

(2.13) and (2.14) are the stator and rotor voltages equations. Because the rotor bars are short-
circuited, rotor voltage is 0.ωe is the rotor electrical speed, which is different from mechanical
speedωm with a multiplication of pole pairs numberp as in (2.18):

ωe = p · ωm (2.18)

(2.15) and (2.16) are the stator and rotor fluxes equations including the self inductance and
mutual or magnetic inductance. (2.17) calculates the mechanical electromagnetic torque, which
is independent of the reference frame of quantities.

Considering the load torque and inertia of rotor, the mechanical differential equation connects
the electrical system to the mechanical system. The difference between output electromagnetic
torque and input load torque to the rotor shaft decides the acceleration of rotor speed as:

J
dωm

dt
= Te − Tl (2.19)
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2.2.2 Surface-mounted Permanent Magnet Synchronous Machine (SPMSM)

Figure 2.4 is a simplified physical model of a surface-mounted permanent magnet syn-
chronous machine (SPMSM). As can be seen from this figure, thepermanent magnet is mounted
on the outer surface of the rotor. It has extreme small value of magnetic permeability, i.e. large
magnetic reluctivity, which is closed to the value of air. Therefore, the magnet can be equally
considered as a pair of air-core field windings. With the N direction as theα direction, the rotor
inductance in vector form, namely, the inductance tensor, can be expressed as:

Lss =

[

Ls 0

0 Ls

]

(2.20)

whereLs is the stator inductance.

A
×

X·
B×

Y ·

C
×

Z·
α

A

ψpm

β

B

C

ω

θN

S

Figure 2.4: Surface-Mounted Permanent Magnet SynchronousMachine

SPMSM model is also represented inα-β frame with following stator voltage and flux equa-
tions [43]:

vs = Rsis +
dψs

dt
(2.21)

ψs = Lsis +ψ
s
pm (2.22)

Since rotor side is permanent magnet, its voltage equation is not required for control purpose.
And the permanent magnet fluxψs

pm is transformed from rotor coordinate valueψr
pm to its stator

correspond as:

ψs
pm = Cψr

pm =

[

cos(θe) − sin(θe)

sin(θe) cos(θe)

][

ψpm

0

]

(2.23)

The electromagnetic torque is not machine type sensitive, therefore, its equation is same
as (2.17).



10 CHAPTER 2. BACKGROUND AND MOTIVATION

2.2.3 Interior Permanent Magnet Synchronous Machine (IPMSM)

Figure 2.5 is a simplified physical model of an interior permanent magnet synchronous ma-
chine (IPMSM). Similar as SPMSM model, the magnet can also beequally considered as a pair
of air-core field windings. However, being different from SPMSM, the stator inductance is not
equally distributed because the iron core’s magnetic permeability is much larger than air and
permanent magnet. Therefore, the air gap reluctivity in theN pole magnetic direction, i.e. d
axis, is larger than that of q axis, renderingLd < Lq.

A
×

X·
B×

Y ·

C
×

Z·

d

A

ψpm

q
B

C

ω

θ
N

S

Figure 2.5: Interior Permanent Magnet Synchronous Machine

Because of this non-sinusoidal distribution of stator inductance in the circular area, for control
simplicity, IPMSM model is represented ind-q frame with following set of stator voltage and
flux equations [44]:

{

ud = Rs · id + d
dt
ψd − ωe · ψq

uq = Rs · iq + d
dt
ψq + ωe · ψd

(2.24)

{

ψd = Ld · id + ψPM

ψq = Lq · iq
(2.25)

Similarly, because the expression of mechanical electromagnetic torque is independent of the
reference frame and machine type, based on (2.17) and (2.25), it is given as:

Te =
3

2
p (ψdiq − ψqid) =

3

2
· p[ψf iq + (Ld − Lq)idiq] (2.26)

2.3 Two-level Voltage Source Inverter (VSI) and Its Model

The power module to be controlled in this work is the simplestbut mostly applied three phase
VSI. It is constructed with three half-bridge inverter circuits, each of which corresponds to one
phase and is called an arm in the VSI topology as shown in figure2.6 [45].
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Figure 2.6: Three-phase Two-level VSI.

As is shown in figure 2.6, each arm consists of two switches andeach switch is made of
an insulated gate bipolar transistor (IGBT) and an anti-parallel freewheeling diode. The load
is three phase electrical machines, each phase of whom can besimplified as a pair of series
connected resistorR and inductorL. Sx, x ∈ (a, b, c) and their inverse represent both the IGBT
and the complementary switching states of the upper and lower switches on the same arms. And
they are given 1 for "on" state and 0 for "off" state. For example, whenSa = 1, then it must
beSa = 0. In real hardware, to prevent short-circuit, dead time is added between the switching
actions of upper and lower switches, because of the non idealcharacteristics of transistors. The
state changing from "on" to "off" mode of each switching process is as follows: after upper
switchSa is switched off, the lower freewheeling diodeDa is conducted to let the current flows
until it declines to 0. When the current reverses, the lower switch Sa is switched on. This is
because of the inductive characteristic of the load. The larger the load’s impedance angle is, the
longer the turn on time of freewheeling diode is.

Review the three-phase to space vector transformation, and according to the vector magnitude
equivalence criteria based Clark transform as mentioned in previous sections, a single synthetic
space voltage vector can be derived as follows:

vout =
2

3
Vdc(Sa + aSb + a2Sc) (2.27)

For different switching state combinations,the voltages between the switch and neural point,
i.e. phase voltage, and corresponding voltage vectors are shown in table 2.1.

As can be seen from the table, there are two switching states for null vectors. Therefore, only
7 different switching states exist. And from this table, a diagram of spacial voltage vectors of
VSI in a hexagon form is shown in figure 2.7. In this figure, the digits in bracket beside each
voltage vector represent the switching states of three phases.

Table 2.1 also implies that with different switching states, two non-zero levels (Vdc/3 and
2Vdc/3) of values for both positive and negative phase voltages aregenerated by VSI. As a
result, three phase half-bridge voltage source inverter isalso named as three-phase two-level
voltage source inverter.
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Table 2.1: Voltages for Different Switching States

Sa Sb Sc van vbn vcn vout

0 0 0 0 0 0 0

0 0 1 −Vdc/3 −Vdc/3 2Vdc/3
2
3
Vdce

j 4π
3

0 1 0 −Vdc/3 2Vdc/3 −Vdc/3
2
3
Vdce

j 2π
3

0 1 1 −2Vdc/3 Vdc/3 Vdc/3
2
3
Vdce

j 2π
3

1 0 0 2Vdc/3 −Vdc/3 −Vdc/3
2
3
Vdc

1 0 1 Vdc/3 −2Vdc/3 Vdc/3
2
3
Vdce

j 5π
3

1 1 0 Vdc/3 Vdc/3 −2Vdc/3
2
3
Vdce

j π
3

1 1 1 0 0 0 0

α

β

V0(000) V7(111)

V1(100)

V2(110)V3(010)

V4(011)

V5(001) V6(101)

I

II

III

IV

V

VI

Figure 2.7: Voltage Vectors for VSI.

2.4 Conventional Control Strategies for Electrical Drives

For AC electric drives with high control requirements, two conventional closed loop control
strategies have been widely applied by inverter manufacturers in commercial products: Field
Oriented Control (FOC) or: Vector Control, and Direct Torque Control (DTC).

2.4.1 Field Oriented Control

From the previous sections, it is known that AC electric machines are highly nonlinear with
coupled variables. Therefore, rotor FOC that can achieve separate control of electromagnetic
torque and rotor flux, i.e. be equalized to the control of a separately excited DC machine is
found [1, 3, 4]. This method orients the AC machine variablesonto the rotor flux coordinate,
making the torque and rotor flux related control quantities to be decoupled [7]. In contrast to
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Figure 2.8: FOC Block Diagram.

scalar control, FOC is also called "vector control", because it is the first method that controls
machine quantities with their two axis components based vector equivalent circuit model instead
of with machine’s original three phase physical model.

The schematic of an FOC electric drive system including all control variables are shown in
figure 2.8. It is a multiple loops cascaded position control system. The outer loop is rotor angle.
For speed control, only the outer position control loop should be removed. For some industrial
applications, in which only torque control is concerned, the middle speed control loop can be
further removed. As can be seen from figure 2.8, to maintains three phases balance of the
machine, only two phases currents are needed to be calculated because the sum of three phase
balanced currents are null in light of Kirchhoff laws. And the stator currents are transformed
to the rotor flux reference frame through Park transformation. Therefore, the controls are all
manipulated in the rotor flux synchronous rotating frame. When the voltage reference values
are achieved, an inverse Park transformation is conducted to turn the quantities back to the stator
stationary reference frame. Depending on the PWM strategiesto be applied, eitherαβ voltage
references or three phase voltage references after furtherinverse Clark transformation are given
to PWM module to calculate switching signals for VSI to offer deserved power to the machine.

In the following implementation of this work, only speed control is researched and applied
to different control strategies.

The basic derivations of the mostly applied FOC method will be explained as follows.
Take the FOC of IM as an example and transform the machine intoa rotating reference frame.

In order to orient the rotating frame’sd axis of the machine variables to the rotor flux vector,
the following requirements should be always met:

ψrd = |ψr| (2.28)

ψrq = 0 (2.29)

Substitute the above limitations into (2.13) to (2.16), thed quantity of rotor fluxψrd, i.e. rotor
flux magnitude|ψr| is derived as:
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dψrd
dt

+
Rr

Lr
· ψrd =

Rr

Lr
Lm · isd (2.30)

As can be seen from (2.30), the rotor flux is only proportionally and derivatively related to
the stator currentd component.

Since torque is coordinate reference frame independent andreview (2.29). (2.17) can be
rewritten in thedq frame as follows:

Te = −3

2
p (ψdriqr − ψqridr) = −3

2
pψdriqr (2.31)

Moreover, from (2.14) and (2.29), rotor currentq component is gained:

irq = −Lm
Lr

isq (2.32)

Combine (2.31) with (2.32), the torque of machine is achieved:

Te =
3

2

Lm
Lr

pψdriqs (2.33)

(2.33) shows that the torque is only proportional to the rotor currentq component. Therefore,
the control of rotor flux magnitude and electromagnet are decoupled through orientating the
machine variables onto the rotor flux aligned rotating reference frame.

Because the reference frame transformation requires the rotor angle, and flux control re-
quires rotor flux magnitude, rotor flux should be estimated for FOC. There are several ways of
rotor flux estimations: closed-loop estimation, which is robust but complicated; and open-loop
estimation, which is easier and is mostly used. Open-loop estimation can be further divided
into voltage model (or: stator model) based method and current model (or: rotor model) based
method [46].

Voltage model combines (2.13) with (2.15), and calculates the rotor flux as:

ψr =
Lr

Lm
·ψs −

(

LrLs

Lm
+ Lm

)

· is (2.34)

Current model combines (2.13) with (2.16), thus, the rotor flux is derived as:

ψr +
Lr
Rr

dψr

dt
= Lmis + jωeψr

Lr
Rr

(2.35)

For IM, because there is angular slip between rotor mechanical angle and rotor flux angle,
instead of direct measuring, rotor flux angle should be calculated with flux components as:

ϕ = arctan

(

ψrβ

ψrα

)

(2.36)

For PMSM, rotor flux angle is exactly rotor angle, therefore,it can be gained through encoder.
In figure 2.8, it is seen that proportional (PI) linear controllers are applied as controllers

in all control loops. Therefore, FOC electric drive system is linear controlled. Usually PID
controllers should be applied. However, since all controller outputs for the electric drive system
under research have only proportional or integral relations to the controlled quantities as the
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controller inputs, only PI controllers are adopted. This matches exactly the principles of the
applicable range of PID controllers: the inputs and outputsof PID controllers should have one
or more relationships of proportion, derivative and/or integral.

For the position PI control, this requirement is met throughthe simple relation of:

ωr =
dθr
dt

(2.37)

For the speed PI controller, this is confirmed by (2.19).
Moreover, steady state quantities are only and must be needed to calculate the reference val-

ues. Therefore, for the torque and flux PI controllers, the principles are met by (2.33) and (2.30),
respectively as below:

i∗qs =
2

3

Lr
pLm

T ∗
e

|ψr|∗
(2.38)

i∗ds =
|ψr|∗
Lm

(2.39)

For the two currents’ PI controllers, this can be understoodfrom (2.13), in which except
stator currents, stator flux is also required for the calculation of stator voltage references. How-
ever, since for control references, only steady state quantities are considered. Therefore, the
principles still work for single control input of stator currents.

Moreover, by properly reducing the reference of the rotor flux reference, flux weakening can
be applied for operations that of higher speed than the rated.

2.4.2 Direct Torque Control

Direct torque control (DTC) is another early control method for AC drives that can separately
control flux and torque [17, 45]. Figure 2.9 shows the schematic of basic DTC. Instead of
controlling rotor flux as in FOC, it controls stator flux magnitude.

Different from FOC, and through the control decision making strategy, DTC selects directly
the switching states and output the gating signals to VSI. Therefore, PWM calculation module
is no more required.

Similar to FOC, electromagnetic torque is gained with an outer speed PI controller. For
inner torque and stator flux control, hysteresis controllers are applied. Hysteresis controller is
a typical nonlinear controller for coupled nonlinear systems which output discrete values for
continuous input values. It is simply a two-bands regulatorthat limits the errors of torque or
stator flux magnitudes within predefined ranges of band. As a result, it is also intuitively named
as "Bang-bang" control to mimic the sounds when the control actions lead the controlled values
hitting the bands. The widths of the band are the error tolerances. When these band widths
are reduced, the oscillation magnitudes of both control quantities will be reduced. However,
smaller band widths lead to higher switching frequency and loss as well as reducing the system
operation efficiency. Moreover, the higher switching frequency has higher requirements of
switching power electronics components. Therefore, the band values of hysteresis controllers
in DTC should be correctly tuned for proper overall performance.
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Figure 2.9: DTC Block Diagram.

The outputs from torque and flux hysteresis controllers, together with the sector information
of stator flux vector, are given to a 3-D look-up table to select the switching voltage vectors.
Similar as FOC, stator flux (both magnitude and angle) and torque are also estimated. The
stator flux is estimated with voltage model (2.13) and torqueis calculated with (2.17). Assume
the control bands of torque and flux magnitudes are[−∆T,∆T ] and[−∆ψs,∆ψs]. The most
common rules of setting the hysteresis controller outputs are as follows:

hT =











−1, eT < −∆T , torque should be decreased

0, eT < −∆T , torque should be kept at the current value

1, -∆T ≤ eT < 0 andhT > 0, or 0 ≤ eT ≤ ∆T andhT ≤ 0,torque should be increased
(2.40)

hψs =











−1, eψs > ∆ψs, flux should be decreased

1, eψs < −∆ψs, flux should be increased

same as last value, -∆ψs ≤ eψs ≤ ∆ψs, flux should be kept at the current value
(2.41)

The torque control is dominant and has higher priority, therefore, compared to flux control,
it has one more "0" output signal level. This "0" action can alleviate the severe variations of
torque, i.e. reduce the magnitude of torque ripples.

To judge the location of stator flux, the vector complex planeis equally divided into six
consecutive angles with the VSI feasible voltage vectors lying on the angle bisectors, and as
shown in figure 2.7. Assume the first sector of(−30◦, 30◦) is named asS1, the other sectors are
S2 to S6 in the angular increase direction.

With above rules, the decision making look-up table for optimal voltage vector selection is
illustrated in table 2.2. The explanation of the mechanism in this table will be clarified in the
following derivations.
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Table 2.2: Lookup table for DTC

hψs ht S1 S2 S3 S4 S5 S6

1 1 110 010 011 001 101 100
1 0 111 000 111 000 111 000
1 −1 101 100 110 010 011 001

−1 1 010 011 001 101 100 110
−1 0 000 111 000 111 000 111
−1 −1 001 101 100 110 010 011

From the voltage model (2.13), when the rotor speed is high enough for neglecting the voltage
drop on stator resistance, the stator flux error, after the first order Eular forward discretization
as shown in (2.42), has and only has the linear relation with the stator voltage as (2.43).

dx

dt
=
x(k + 1)− x(k)

Ts
(2.42)

ψs(k + 1)−ψs(k) = Ts · vs (2.43)

Replace theis in the (2.17) with the combined derivation of (2.15) and (2.16), torque
equation can be rewritten as:

Te =
3

2
p · Lm

σLsLr
· (ψr ×ψs) =

3

2
p · Lm

σLsLr
· |ψr| |ψs| sin (ǫ) (2.44)

whereǫ represents the angle between the rotor and the stator fluxes.
From (2.15) and (2.16), the rotor current can be calculated as:

ir =
1

σLr
(ψr − ksψs) (2.45)

where the coefficientks = Lm/Ls and leakage factorσ = (LsLr − L2
m)/(LsLr).

Substitute (2.45) into rotor voltage equation (2.16), it derives:

ψr =
ks

σ · τr · s+ 1
·ψs (2.46)

whereτr = Lr/Rr is the rotor time constant.
From (2.46), it is found that if the stator fluxψs changes, the rotor flux response legs the

stator flux changes. So in the dynamic control, as long as the control response time is much
faster than the rotor time constant, the rotor fluxψr can be considered as invariant in a single
control period. Moreover, for an extreme small angle, its sinusoidal is small enough to be
considered as the same as the angle itself. As a result,torque can be considered as proportional
to the angular increment of stator flux vector as:

Te ∝ ∠ (ψs(k),ψs(k + 1)) (2.47)
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Figure 2.10 takes the DTC control process for the first control sector as an example to describe
the working principles of DTC and to understand table 2.2.

δ
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30°
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β

α

100011

110010

101001
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000

Figure 2.10: Determination of the DTC lookup table for sector 1

When the controller output of hysteresis controllers arehT = 1 andhψs = 1, and the current
stator flux vector is in sectorS1. From the controller output values and when refer to (2.47)
and (2.43), the applied stator voltage vector should firstlymake the stator flux vector’s angle
of next step larger than the angle of current vector. Therefore, the selection range is limited to
stator voltage vectors 011, 010 and 110. Meanwhile, the nextstep’s stator flux should also has
larger amplitude than the current’s value, thus, the selection range is vectors 011, 100 and 101.
As a result, the only mutual vector 011 of both sets is the optimal and is chosen by the LUT as
the reference. IfhT = 0, whatever valuehψs is, a null value should be selected, because voltage
control always has higher priority. When choosing the null vectors, the switching number/loss
minimization is considered, so either 000 or 111 can be chosen depending to the previous state.

Review figure 2.9, the flux weakening is also shown with the rotor speed as the input for a
nonlinear function of stator flux reference calculation.

As can be seen from the previous section, the decision of the stator flux and torque actions
shown in LUT depend on the values of stator flux value of next control cycle. Therefore,
except being a direct control strategy, DTC can be also considered as the initial form of another
important control strategy for electric drives–model predictive control (MPC), with the decision
making based on the rough location and magnitude of stator flux vector. In another word, it is
an qualitative machine model based predictive control. In contrast, most MPC is quantitative
based control when considering the decision making criteria. This will be described in details
in the consecutive section.
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2.5 Model Predictive Control: A Cutting-edge Drive Strat-
egy

Though DTC strategy, given its merits such as simple structure, fast torque response as well
as the elimination of PWM and inner current PI controllers, iswidely adopted in industry, it has
drawbacks caused by its rough Bang-bang manner of control with limited states subjecting to
predefined look-up-table (LUT). For example, it contains large torque ripples. And its switching
frequencies are not fixed and it is torque and flux hysteresis controllers’ bands dependent [47].

Predictive control (PC) is a class of control strategies which generates the future system
outputs based on its past and currents states through certain controllers. It can be generally
classified as: hysteresis PC, trajectory PC and model PC (MPC).

MPC as the most popular form among PCs, has been started to be researched for indus-
trial applications since 1960s [48]. The basic mechanism ofMPC is to pre-calculate (or:
predict/estimate) the concerned physical systems’ variables for control by its dynamic mod-
els (usually linear empirical ones) in advance, and utilizes these future behavior information
containing variables to select an optimal control signal asthe input for the control plant’s actua-
tor through an optimization evaluation criterion in receding horizon (or: time window) manner.
It can be easily used for systems, whose physical models are known. Moreover, it can also
handle multiple-variable systems and their constraints problems. However, a feature of MPC is
its comparative high calculation burden. Therefore, it used to be widely but limitedly applied to
slow process industries such as petrol chemical and oil refineries engineering since 1980s [26].

Thanks to the exponentially developing of semiconductors techniques and microprocessors
such as digital signals processor (DSP), complex programmable logic device (CPLD) and field-
programmable gate array (FPGA), the calculation amount of MPC is acceptable for faster real-
time industrial applications such as power system balancing, control of power converters and
electrical drives [49,50]. Since 1980s, MPC has become an emerging and ever-advancing non-
linear model based control strategy for electric drives andpower electronics [51,52]. According
to the application requirements and situations, MPC have many variations and therefore can be
implemented both with and without modulation modules.

Figure 2.11 shows the general block diagram of MPC for electric drives. Following
the signal flow direction, it is seen that the values of control targets, e.g. rotor position,
speed or electromagnetic torques is set to the outer controller, which is usually a propor-
tional–integral(–derivative) (PI(D)) controller, for rough control. The output of outer controller
is further sent to the the inner MPC controller, which is either hysteresis, trajectory or cost
function-based, for precise control of intermediate states such as torque, flux or/and currents.
Therefore, either the continuous reference voltage or switching states of inverter’s finite feasible
voltage set are generated through the corresponding predictive control mechanisms. A modu-
lator is here optional: if the reference voltage is generated, a modulator (e.g. sinusoidal pulse
width modulation (SPWM) or space vector modulation (SVM)) isrequired to generated the
switching states; if switching states are generated, it is directly given to the inverter as control
input. In this figure, a VSI is chosen as example. Modulator, together with the VSI, is treated
as actuator, i.e. power supply for the electric machines. The machine output states including
speed, currents and voltages are measured and given as the feedback to the controllers.
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Figure 2.11: General Block Diagram of MPC for Electric Drives.

Compared to conventional control methods for electric drives, MPC has in general the fol-
lowing advantages:

1. The control of nonlinearities is enabled with the models of the nonlinear control plants,
i.e. electric machines.

2. Multiple control terms such as flux, torque and/or currents can be simultaneously con-
trolled with different weightings (i.e. importances).

3. System constraints such as switching loss reduction, voltage and current limitations can
be realized and control with priorities through cost function.

4. Modulators that causes extra cost and nonlinearities, are not a necessity for system.

5. Compared to DTC, MPC has even simpler concept of design and faster dynamics. Com-
pared to linear control systems such as FOC, it replaces the inner PI current controllers
with nonlinear controllers, rendering the current controlbandwidth to be infinite.

Therefore, nowadays, MPC is becoming a promising advanced control methods for electric
drives, and for this reason, it is chosen as the control strategy under research in this work.

2.6 Test Bench Description

The test of this work is conducted on a system consisting of two machines as illustrated
in figure 2.12. It consists of an SPMSM, an SRM, and a DS1007 dSPACE based fast proto-
type controller that can generate real-time control code ofthe algorithms directly from MAT-
LAB/Simulink models. Except the main control program, an extra interrupt program triggered
by the malfunction signals from the drive’s IPM interfaced board is executed in parallel for the
purpose of software protection.

The output switching signals for drive switches’ triggers can be sent with two different modes
through two different output boards: DS5101 DWO board of 7-sectors-based SVPWM0/5 V
signal generator; CLP4003 direct I/O board direct switchingsignals generation for FCS-MPC.
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Figure 2.12: Test Bench.

Measured currents and DC voltages signals are sampled with the 16-channels DS2004 AD
signal conversion board. An Omron 1024 PPR encoder is adopted and its signal is fed to the
controller through a DS3002 incremental encoder board.

Because application or design of more advanced topologies ofpower converters is not in
the scope of this work, the most popular SEW user-defined switching triggered 2-level 3-phase
voltage source inverter (VSI) with hardware interlock protection against short-circuit is ap-
plied. The AC machines experimented on test bench in this work are the SPMSM and IM,
though IPMSM is also simulated. The load is applied through the SRM driven by another SEW
commercial Inverter. A torque meter is used for comparison and monitoring purpose. All con-
trol variables and parameters can be supervised and modifiedonline in real-time through the
Control Desk GUI platform. If not specially mentioned, both sampling frequency and PWM
frequency are set to be10 kHz in simulations and experiments. The detailed control plants’
data and system parameters are shown in table 2.3.
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Table 2.3: Data of Eletrical Drive Systems.
Parameters Symbols Rated Values

Control
Sampling period Ts 100 µs

Prediction horizon Ns 1
VSI

DC-Link voltage Udc 560 V
SPMSM

Rated power Pnom 14.5 kW
Rated speed ωnom 157 rad/s
Rated torque Tnom 29 Nm

Pole pairs number p 3
Inertia J 0.0352 kg ·m2

Stator resistance Rs 0.15 Ω
Stator resistance Ls 3.40 mH

IPMSM
Rated power Pnom 1.8 kW
Rated speed Nnom 1500 rpm
Rated torque Tnom 12 Nm

Pole pairs number p 3
Inertia J 0.0175 kg ·m2

Stator resistance Rs 0.3083 Ω
Stator direct axis resistance Ld 4.50 mH

Stator quadrature axis resistance Lq 7.85 mH
IM

Rated power Pnom 2.2 kW
Rated speed Nnom 2772 rpm
Rated torque Tnom 7.5 Nm

Pole pairs number p 1
Inertia J 0.005 kg ·m2

Stator resistance Rs 2.68 Ω
Rotor resistance Rr 2.13 Ω
Stator inductance Ls 283.4 mH
Rotor inductance Lr 283.4 mH
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2.7 Motivation and Contribution of This Work

In spite of the various merits of MPC mentioned in chapter 2.5, for its more economic and
stable and therefore wider application to the extent of practical and industrial level, two main
aspects should be further and continuously improved:

Control Performances -including dynamic performance such as sufficiently fast response of
control targets, and steady performance such as acceptabletorque ripples, speed oscillations and
current THDs. If the comparable performance of MPC with better dynamics can be achieved,
it will take the place of FOC and DTC in drive controls in near future.

Calculation Efficiency - not only the calculation time should be reduced, but the concept
of this reduction should be also intuitive with lower requirement and cost for micro-controllers
without deterioration to the control performances. This isactually a more crucial problem
limiting the wide application of MPC, especially for the cases of long predictive horizons and
multilevel inverters.

For the above two purposes, different control algorithms aspossible solutions are proposed,
derived, verified and analyzed based on the aforementioned test bench in the following chapters
as follows:

Chapter 3: as fundamental, it reviews, explains and compares conventional MPC strategies
according to their classifications. Their working mechanisms, mutual features as well as differ-
entiations are presented. Moreover, the essences of MPC aretherewith discussed. Supportive
simulations and experimental results are demonstrated.

Chapter 4: gives a novel solution of continuous Increased FCS-MPC withboth PWM and
cost function, which combines the advantages of FOC with FCS-MPC, such as fixed switch-
ing frequencies and can be applied to the situations where continuous voltage references are
required, e.g. continuous voltage signal injection. Though it requires comparative high calcu-
lation efforts, it maintains both the advantages of FCS-MPC with cost function and has com-
parable performance as FOC. Two variations of the strategy are proposed and verified through
simulation and experiments.

Chapter 5: aims at reducing the calculation efforts, it presents five variations of reduced
FCS-MPC methods that can reduce the size of finite control set for voltage vectors. The number
of voltage vectors is therewith reduced from 7 to 0. Moreover, switching loss minimization is
also considered in one of these methods reducing switching frequencies. All strategies have
simulation and experimental verifications.

Chapter 6: introduces disturbance observer (DO) to inhibit torque variations and distur-
bances, therefore, the system response and reliability arefurther improved. Moreover, the tun-
ing work of PI parameters is reduced. And it is implemented onboth continuous and FCS-MPC.
Meanwhile, maximum torque per Ampere (MTPA) control is included to improve the efficiency
and reliability through reduction of current value and therefore heat loss.

Chapter 7: discovers the potentials of two recent proposed FCS-MPC strategies without
weighting factor adjustments: sequential FCS-MPC and a parallel FCS-PTC. Without weight-
ing factors in cost functions, system complexity and uncertainty are further decreased. Thus, it
is less dependent on experiences, and quantitative restrictions for control terms can be included.

Chapter 8: summarizes this work and proposes future topics of MPCs for electric drives.
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Contributions of this work are:

1. Both continuous MPC and FCS-MPC are researched and their applications with various
performance improving and calculation optimizing strategies are conducted on different
AC machines for different operation conditions. The effectiveness of proposed strategies
and system performances are shown through test results.

2. Control performances are improved with application of DO in dynamics and guaranteed
with increased FCS-MPC at both dynamics and steady states with extensive nonlinear
control capabilities.

3. Calculation efficiency is ensured through calculation andtime reduction strategies. And
the improvement are verified under test conditions.

4. Control is eased with reduced number of parameters to be adjusted with the application
of DO and sequential/parallel FCS-MPC.
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CHAPTER 3

MPC for Electrical Drives

3.1 Classification and Comparison of MPC

The classification of PC of electric drives has been generally mentioned in chapter 2.5. Table
3.1 is a detailed summation and comparison of PC for electricdrives including all classes of
MPCs [53,54].

Table 3.1: Classification of Predictive Controls for ElectricDrives.
Predictive Control (PC)

Classes Hysteresis PC Trajectory PC Continuous MPC FCS-MPC

Horizons one step one step/long horizon
Features no modulator no modulator with modulator no modulator

varying switching varying switching fixed switching varying switching
simple non-cascaded has constraints optimized

Examples DTC GPC, FCS-MPC,
explicit MPC, deadbeat

deadbeat MPC, FCS-MPC,
IFCS-MPC modulated

VSP-MPC

The left two in table 3.1 are two primitive classes of PC. Hysteresis PC restrains errors of
control variables within a hysteresis predefined boundaries. Therefore, DTC is a hysteresis
PC. There are also other forms of hysteresis PCs for electric drives, such as predictive current
controller proposed in [55]. Trajectory PC forces the control terms to track their predefined
trajectories, such as the direct speed controller in [56].

The right two in table 3.1 belong to the class of MPC, which can be divided into continuous
MPC and finite-control-set MPC (FCS-MPC) [57,58]:
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Continuous MPC generates continuous or quasi-continuous reference voltage vectors as ac-
tuator inputs. Since until now all inverters for electric drives can only realize voltage vectors
in discrete form instead of arbitrary space voltage vectors, a PWM module is always required
for continuous output reference from controller. Therefore, fixed switching frequencies are
achieved with continuous MPC. A typical and early form of continuous MPC for electric drives
is GPC [59, 60] proposed in 1987. GPC obtains reference voltages by solving analytical equa-
tions and has good performance. However, it is complex to be implemented and its concept
is comparatively sophisticated to understand, so it is usually not preferred. Other forms of
continuous MPC are the explicit MPC [61] and model inverse deadbeat MPC [62] as well as
increased-finite-control-set (IFCS)-MPC [63–65], among which the later two will be introduced
in details in the following parts of this chapter and chapter5.

Finite-control-set model predictive control (FCS-MPC), also named as Finite-set MPC (FS-
MPC), belongs to the control family of predictive direct control methods. In contrast to con-
tinuous MPC, it utilizes the discrete nature of inverters’ feasible output voltages. Therefore,
it directly introduces a cost function. In contrast to continuous MPC, FCS-MPC selects the
switching states for inverters and no PWM is needed. FCS-MPC calculates the reference volt-
age vectors in a numerical manner by introducing a referencevoltage vectors deciding cost
function and substituting all feasible discrete voltage vectors of inverter into this cost function.
The voltage vector leading to minimize value of cost function is considered as the optimal vec-
tor, thus the reference. Though FCS-MPC has no fixed switchingfrequencies, it is on another
hand an advantage to achieve variable average switching frequencies. No modulator is required,
but modulated strategies are still extendable, such as the cases of various modulated or varying-
switching-point (VSP) MPCs [66]. FCS-MPC, according to the terms to be tracked through
inner MPC controllers, has two branches [40]: FCS-Predictive Torque Control (FCS-PTC) and
FCS-Predictive Current Control (FCS-PCC), which are the base control strategies for all the
rest variations and extensive controls in this work. Therefore, these two FCS-MPCs will be
explained in details in the following parts of this chapter.

Both FCS-PTC and FCS-PCC, when implemented in model inverse manner, i.e. instead of
substituting candidates voltage vectors into cost function to find out the optimal when compared
to the references, calculating directly the optimal reference voltage vectors with references.
Thus, the corresponding continuous MPC: Deadbeat PTC and Deadbeat PCC is achieved, which
will be explained in details in later parts of this chapter.

Both Continuous MPC and FCS-MPC can be implemented in one-step and multiple-step
(long horizon) manners, according to the number of steps forpredictions in advance [67–69].
And the switching state at the nearest step should be implemented in the next control period.
In next control period, the predictive controller moves onestep forward with fixed number of
predictions in a time receding horizon way. As a result, the number of prediction iterations will
increased exponentially with the increased prediction horizon. The total number of possibili-
tiesN with m different switching states of each possibility to be evaluated for ann horizon
predictive control is:

N = mn (3.1)

Actually, all PCs are model-based, because they all utilize the system mathematical models.
However, they are differentiate through above names based on their error elimination methods,
except MPC that are designed with a error minimization process with reference control signal
prediction and evaluation. Therefore, in more generalizedsense, DTC and model inverse dead-
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beat MPC, an even earlier form of FCS-MPC, can also be classified as MPC. For simplicity and
clarity, in this work, only FCS-MPC and deadbeat MPC are in name of "MPC".

In the following parts of this chapter, several conventional MPCs will be reviewed and com-
pared. The consecutive sub-chapters will introduce and derive the two main FCS-MPCs: FCS-
PTC and FCS-PCC; and one typical continuous MPC: Deadbeat MPC. Forthe comprehen-
siveness of verification results, all simulations are conducted on an IPMSM model, and all
experiments are conducted on an SPMSM. The parameters of both machines are given in table
. Moreover, because both IM and SPMSM equations can be considered as special cases of that
of IPMSM, therefore, if applied to IM or SPMSM, their corresponding equations can be easily
modified based on the equations of IPMSM.

3.2 Time Order and Compensation

To better understand the discrete time implementation of these control strategies and in gen-
eral model predictive controls, the time order and the concept of time compensation should be
firstly explained.

For conventional FCS-MPC, in each control period, only one fixed switching state is given
to inverter for the whole control period. Therefore, in a control system, the optimized voltage
reference cannot be predicted and applied to the plant in thesame control/sampling period.
This is actually a intrinsic conflict of all predictive basedcontrol that not merely exists in digital
control system [70]. This can be understood through figure 3.1 [40,62] , in which the switching
state corresponding to reference voltage for control period time k isv∗s(k). This value must be
readily calculated no later than the end of the control period k-1, and applied to the system at
the beginning of control period k. From the later predictionequations in chapter 3.3, we will
see that to obtainv∗s(k), T

∗
e (k + 1) should be predicted, which is the predicted torque value at

the end of period k (i.e. the beginning of period k).

Similarly and taken predictive torque control as example, when the time window is shifted
one period/step forward, if we want to obtain the desired reference voltage,v∗s(k + 1), of next
control period,k+1, we should in the present control period, k, predict the torque T*(k+2) corre-
sponding to its real value at the end of the k+1 period (i.e. beginning of k+2 period) in advance.
Therefore, the predictions should consists of two steps: 1.predictT ∗

e (k + 1) with i(k) and
existingv∗s(k−1) , and predicti(k+1); 2. predictT ∗

e (k+2) with i(k+1) and candidatev∗s(k).
Therewith,v∗s(k) can be obtained.

Above is exactly the concept of "time compensation" —one morestep forward prediction of
desired control variables for the next step’s voltage reference.

Time compensation is especially important. Because it enables the control to be closer and
preciser with consideration of time order. And it is proved to be crucial in experimental imple-
mentations, which ensures the control order is correctly manipulated. In the following chap-
ters, all "one-step" predictions are essentially this kind of "two-steps" predictions with time
compensation. With this pre-knowledge, the algorithms of three different MPCs with one-step
prediction will be explained as example in the following sub-chapters.



28 CHAPTER 3. MPC FOR ELECTRICAL DRIVES

time
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(i.e. control cycle)

Measurement and
prediction:

k
[starting point of samplek]
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[corresponding to
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Figure 3.1: Time Order and Compensation of FCS-MPC.

3.3 Finite-control-set Predictive Torque Control

For the control of IPMSM in most applications such as electric vehicles and railway loco-
motion, torque response time and ripples should be controlled in a suitable range to achieve
good dynamics and performance. For this purpose, some extended DTC, e.g. DTC with PWM
or direct mean torque control (DMTC) have been investigated to improve conventional DTC
respecting to high torque ripples, but they all increase thesystem complexity. FCS-PTC has
been proven to be a very promising MPC method for motors [57, 71], and has smaller torque
ripples than DTC and even has comparable performances with those of the FOC method [72].

Therefore, FCS-PTC is a good alternative that can both reducethe torque ripples and maintain
a fast system dynamics, and with simple design and implementation. The schematic of FCS-
PTC for IPMSM is shown in figure 3.2. It consists of three parts: stator flux and current
estimation and prediction; torque and current prediction and current Park transformation from
αβ to dq frame; and cost function optimization.

3.3.1 Estimation and Prediction

For PTC, stator flux should be firstly estimated and discretized from stator voltage equation
(2.13). Afterward, both stator flux magnitude and electromagnetic torque should be predicted.
To achieve this, (2.13) is again applied and discretized, sothat the next step stator flux linkage
can be predicted as:

{

ψ̂α(k + 1) = ψα(k) + Ts · [uα(k)−Rs · iα(k)]
ψ̂β(k + 1) = ψβ(k) + Ts · [uβ(k)−Rs · iβ(k)]

(3.2)

Instead of using the measured value, the voltage reference,i.e. voltage of last cycle’s optimal
is applied in calculation for this work. Transform the stator currentsiα,β and voltageuα,β to its
rotor flux reference frame formid,q andud,q through Park transformation, and combine (2.24)
and (2.25), the current derivative is obtained:

{

d
dt
id = (ud −Rs · id + ωe · Lq · iq)/Ld

d
dt
iq = (uq −Rs · iq − ωe · Ld · id − ωe · ψpm)/Lq

(3.3)
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Figure 3.2: FCS-PTC for IPMSM.

The discrete stator predicted currents are therefore derived:











îd(k + 1) = id(k) +
Ts
Ld

· [−Rs · id(k) + ωe(k) · Lq · iq(k) + ud(k)]

îq(k + 1) = iq(k) +
Ts
Lq

· [−Rs · iq(k)− ωe(k) · Ld · id(k) + uq(k)− ωe(k) · ψpm]
(3.4)

For this work, three-phase two-level VSI is applied and for the conventional FCS-MPC, and
all 7 available VSI VVs are substituted into the above currents equations for further evalua-
tions to select the 1-out-of-7 optimal VV, i.e.u∗

s(k), which is the complex vector of thedq
components,ud(k) anduq(k).

After transformingid,q(k + 1) to their stator frame correspondenceiα,β(k + 1), the stator
flux and current predictions are finished and electromagnetic torque prediction can be therewith
calculated. However, since the optimal voltage vector (VV)(or: reference VV) can only be
applied in the next control period asv∗s(k+1) when predicting the next of next step to increased
control precision and system dynamics, time compensation,i.e. a further step’s stator flux
prediction is conducted as:

{

ψ̂α(k + 2) = ψ̂α(k + 1) + Ts · [uα(k + 1)−Rs · îα(k + 1)]

ψ̂β(k + 2) = ψ̂β(k + 1) + Ts · [uβ(k + 1)−Rs · îβ(k + 1)]
(3.5)

And the magnitude of predicted stator current is calculated:

‖ îs(k + 2) ‖=
√

î2α(k + 2) + î2β(k + 2) (3.6)
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Transformψ̂α,β(k+1) to their rotor flux frame correspondencesψ̂d,q(k+1). And from (2.25),
the discrete stator currents’ prediction indq frame are:

{

îd(k + 2) = (ψ̂d(k + 2)− ψ̂pm)/Ld

îq(k + 2) = ψ̂q(k + 2)/Lq
(3.7)

Therefore, with (2.26), the prediction of electromagnetictorque is derived:

T̂e(k + 2) =
3

2
· p[ψ̂d(k + 2) · îq(k + 2)− ψ̂q(k + 2) · îd(k + 2)] (3.8)

For SPMSM, the only difference lies in machine equations is:Ld = Lq.

3.3.2 Cost Function Optimization

With the predicted values, for single step PTC, the control system’s cost function can be
designed with torque and flux-related current error terms as:

gj = |T ∗
e − T̂e(k + 2)j|+ λg · |i∗d − îd(k + 2)j|+ Im(k + 2)j (3.9)

j refers to the 7 different switching states. BecauseT ∗
e has proportional-integral relation with

the speed errors, it is obtained with the outer speed PI controller. i∗d is the stator current d axis
reference, which is for simplicity of control set withi∗d = 0 for neither rotor flux weakening nor
increasing operation.λg is the weighting factor. According to experiences, it is usually set to
be the ratio of control terms’ rated values ,i.e.λg = Tnom/ ‖ is ‖nom, for a fair control between
torque and flux corresponding terms, whose attributes are different.Im(k + 2)j is the predicted
current magnitude judgement term for overcurrent protection, which is defined as:

Im(k + 2) =

{

0 if ‖ îs(k + 2) ‖≤‖ imax ‖
γ >> 0 if ‖ îs(k + 2) ‖>‖ imax ‖

(3.10)

where‖ imax ‖ is a predefined current limit, whose value can not only realize protection, but
also roughly adjust the average magnitude of current. More system constraints similar asIm and
nonlinear control terms can be further added into cost function according to the requirements.

3.3.3 Simulation and Experimental Verification

FCS-PTC is simulated on IPMSM model and experimented on SPMSMat different speed
ranges and load conditions. The simulations and experimental results are shown and analyzed
in the following parts.

Simulation 1 is to find out the speed step startup and reversalprocess.
Figure 3.3 shows speed, torque, current and flux of this process. The speed reference is given

in ramp form. As can be seen from the figure, the motor under FCS-PTC has fast response for
speed tracking (within0.5 s for 3000 rpm variation). During both speed startup and reversal
processes, the output electromagnetic torque is controlled with its maximum feasible value
(rated value of12 Nm) to offer fastest acceleration and deceleration. Moreover, because the
current limitation term in cost function, the stator one phase currentisa’s maximum is also
maintained around10 A, which is within the nominal limit of13.8 A.
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Figure 3.3: Simulation: IPMSM Rated speed start up and reversal under FCS-PTC.

Figure 3.4 shows torque and flux related currentid’s tracking performance. From both the
sub-figures, it is seen that both torque and current predictions can track their references, which
shows the effectiveness of the FCS-PTC. It is also seen that thereal value has one control pe-
riod’s delay than the predicted value, which is self-evident, because the IPMSM model’s output
with the reference calculated in current step is actually given to inverter one step later than
controller’s prediction in the current step (otherwise it is not feasible and there exists algebraic
loop). This shows the successful realization of time compensation. For experiments, the pre-
diction and real values may be not so highly matched because of the various extents of model
deviations.
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Figure 3.4: Simulation: IPMSM Torque and Flux Tracking Performance under FCS-PTC.
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Figure 3.5: Simulation: IPMSM FCS-PTC Performance under Torque Variations.

Simulation 2 is to find out the speed performance under torquevariations.

Figure 3.5 shows speed, torque, current and flux of this process. Since low speed range is
the most difficult control range of IPMSM with torque control, it is constantly controlled with
speed reference of300 rpm (20% of rated). A sudden rated loadTl = 12 Nm is added and hold
for 0.2 s. It is shown in figure that the system can instantly track the load and its removal, with
only a slight speed drop of2 rpm under load conditions. This speed variation is caused by the
non-optimal speed PI parameters, because these parametersare operation point sensitive that
should be adjusted with respect to different speeds and loads. Many researches have been done
for the self-adjustment of PI parameters, such as self-adaptive online parameters and wavelet
PI adjustments. In the later chapter 6, a strategy with DO, which is essentially a model based
PI parameters adjustor in manner of feed-forward compensation will be proposed to solve this
problem as well as increase the torque dynamics. Similar as the speed startup and ramp down
transients in the previous simulation, maximum torque is output to track the torque variations
instantly in several mini seconds.

Figure 3.6 zooms in the torque and switching states during torque variation transient. Vector
number 0 to 6 represent the switching states of 000 to 111 as shown in table 2.1. As can be
seen from this figure, the torque can track its reference quickly within 0.5 ms, which shows a
fast response. When the torque is loaded, more null vectors are applied. This is because higher
torque requires larger stator current. However, large current is closer to the current control limit
set in cost function. Therefore, the selection of referencevoltage is more "conservative" with
more null vectors instead of active vectors leading to largecurrent ripples that will exceed the
current limits.
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Figure 3.6: Simulation: IPMSM Torque and Voltage Vectors ofFCS-PTC under Torque Varia-
tions.

Simulation 3 tests the robustness of FCS-PTC. The maximum as well as minimum values
of the parameters’ deviation ranges are chosen with the criteria that no obvious deterioration
is found in the current and torque values, when compared withthe situation without parameter
deviations. Figure 3.7 to figure 3.9 show the system performances against the variations ofRs,
Ld andLq. The motor is operated at half rated speed (750 rpm) with half load (6 Nm). It
can be seen from the figures that FCS-PTC controlled IPMSM system is very robust against
parameters variations. AndRs, which is sensitive for most model based control and observers,
shows a wide range of robust range of deviations of [10%,1000%], whileLd andLq have similar
ranges around [60%,120%].

The similar experiments are conducted on the SPMSM. Figure 3.10 shows the speed step
startup and reversal performance in experiment. Similar asIPMSM’s simulation, the startup
and reversal processes take within0.5 s. Since the step startup requires faster acceleration than
the ramp reversal, keeping on the rated value of40 Nm, the startup required torque is larger
than the reversal one. And the current is proportional to theoutput torque. In this figure and
all following experiments results, the flux related current, which is constantly controlled with
id = 0, is shown.
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Figure 3.7: Simulation: IPMSM FCS-PTC performance with Rs Variations.
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Figure 3.8: Simulation: IPMSM FCS-PTC performance with Ld Variations.
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Figure 3.9: Simulation: IPMSM FCS-PTC performance with Lq Variations.
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Figure 3.10: Experiment: SPMSM Rated speed startup and reversal under FCS-PTC.

Figure 3.11 is the torque and flux current tracking performance. The predicted value tracks
the reference well, therewith, the (filtered) real value also highly aligns with the reference.

The system under load variations are tested. In figure 3.12, the load torque are given in steps
for both directions and the machine works at both generator and motor modes. The torque
tracks its reference fast, and as a result, the speed drop is comparatively small.
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Similarly, the robustness of system parameters are also tested. Figure 3.13 shows the stator
resistance value has almost no sensitivity when it has50% increase and decrease.
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Figure 3.11: Experiment: SPMSM Torque and Flux Tracking Performance under FCS-PTC.
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Figure 3.12: Experiment: SPMSM FCS-PTC Performance under Torque Variations.

For parameter sensitivity tests, figure 3.13 shows the Rs robustness in experiment.
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Figure 3.13: Experiment: SPMSM FCS-PTC Performance under Rs Variation.

Figure 3.14 shows that the stator inductance variations also lead to minor miscontrol.

LsLs 0.5Ls 1.5Ls

Figure 3.14: Experiment: SPMSM FCS-PTC Performance under LsVariation.

However, the system is sensitive but only in short time to permanent magnet variable vari-
ations with30% mismatch in parameters. For example, in figure 3.15, when thepermanent
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magnet flux in control is decreased to 0.7 of the real value, the control is therefore disturbed
and speed increases above reference. As a result the torque control force the torque reference
(red line in figure) to reduce thereafter to balance this speed variation. However, the real torque
is only instantly increased. After around0.2 s, the new balance with the deviated torques ref-
erence and real values is achieved, thanks to the self adjustment of the close loop. Since the
permanent magnet flux value doesn’t change frequently, thisrobustness is acceptable.

ψpmψpm 0.7ψpm 1.3ψpm

Figure 3.15: Experiment: SPMSM FCS-PTC Performance underψpm Variation.

3.4 Finite-Control-Set Predictive Current Control

FCS-PCC method was firstly proposed in 2007 [73]. It is also named as FCS-PFOC [62],
because its reference currents are firstly given in the dq frame, which is similar as FOC, and
then transferred back toαβ frame terms for the cost function. The schematic of FCS-PCC for
IPMSM is shown in figure 3.16. Except the outer speed PI controller, FCS-PCC’s inner current
controllers consist of three parts: stator flux and current estimation and prediction; current
prediction and Park inverse transformation from dq toαβ frame; and cost function optimization.

3.4.1 Estimation and Prediction

FCS-PCC also requires the estimation and prediction of statorflux and prediction of stator
currents. Its calculation is actually similar and comparatively simpler than FCS-PTC. The pre-
diction steps are the same as that of FCS-PTC from (3.5) to (3.7). After that, the predicted
currents are further transformed into the statorαβ frame through Park transformation as:
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Figure 3.16: FCS-PCC for IPMSM.

{

îα(k + 2) = cos(θe) · îd(k + 2)− sin(θe) · îq(k + 2)

îβ(k + 2) = sin(θe) · îd(k + 2) + cos(θe) · îq(k + 2)
(3.11)

whereθe is the electrical angle of rotor. And similarly, the reference currents from dq frame
is also transformed into stator reference frame as:

{

i∗α = cos(θe) · i∗d − sin(θe) · i∗q
i∗β = sin(θe) · i∗d + cos(θe) · i∗q

(3.12)

wherei∗d is still set as 0 for simplicity of control and fair comparison between FCS-PCC with
the previous FCS-PTC.i∗q is directly obtained through PI speed controller, because whenid = 0,
and according to (2.26),i∗q is proportional toT ∗

e .

3.4.2 Cost Function Optimization

The design of cost function differentiates the control of FCS-PCC from FCS-PTC, where the
currents instead of torque and flux are set as the control terms as:

gj = |i∗α − îα(k + 2)j|+ |i∗β − îβ(k + 2)j|+ Im(k + 2)j (3.13)

Im(k + 2)j is defined the same as in FCS-PTC. No weighting factor is required in FCS-PCC
for fair control, because both current control terms are of same attribute.

One thing should be noticed here is that currents should be controlled inαβ frame instead
of dq synchronous reference frame. Otherwise, FCS-PCC is controlling the torque related and
flux related terms, and therefore it is essentially still FCS-PTC instead of FCS-PCC.
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3.4.3 Simulation and Experimental Verification

Similar to FCS-PTC, FCS-PCC is also simulated on IPMSM and experimented on SPMSM
at different speed ranges and load conditions. The simulations and experimental results are
shown and analyzed in the following parts. For easiness of control, the operation conditions
and speed PI parameters of FCS-PCC are set to be the same as FCS-PTC in both simulations
and experiments.

Simulation 1 is to find out the speed startup and reversal process.
Figure 3.17 shows speed, torque, current and flux of this process. Compare this figure with

figure 3.3, it is seen that the dynamics as well as steady stateperformance of FCS-PCC are
almost identical as FCS-PTC, except the torque ripples’ rangeof FCS-PCC is slightly larger
than that of FCS-PTC, which is consistent of the phenomenon found on the comparison tests
on IM conducted in [40].
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Figure 3.17: Simulation: Rated speed start up and reversal ofFCS-PCC.

Figure 3.18 shows currents’ tracking performance, which isas good and precise as the torque
and flux tracking performance in FCS-PTC.

Simulation 2 is to find out the speed performance under torquevariations.
Figure 3.19 shows speed, torque, current and flux of this process, similar as the same simu-

lation of FCS-PTC, there is a slight speed drop. Since the discussion of PI parameters compen-
sation is not in the scope of this chapter and this problem also exists in FOC and other control
strategies, it will not be considered as a drawback for the predictive control itself.

The zoomed-in torque and switching states during torque variation transient are shown in
figure 3.20, whose torque response is similar to the case of FCS-PTC in figure 3.6, but the band
of ripples are larger because of FCS-PCC’s indirect control of torque leads to larger ripples than
the case in FCS-PTC with direct control of torque.
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Figure 3.18: Simulation: Current Tracking Performance of FCS-PCC.
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Figure 3.19: Simulation: FCS-PCC Performance under Torque Variations.

Simulation 3 tests the robustness of FCS-PCC.
Figure 3.21 shows the system performance against the variations ofRs. Compared to FCS-

PTC, FCS-PCC has a much larger robust range ofRs of [1%,150%].
Figure 3.22 shows the system performance against the variations ofLd. Compared to FCS-

PTC, FCS-PCC has a slightly smaller robust range ofLd.
Figure 3.23 shows the system performance against the variations ofLq. Compared to FCS-

PTC, FCS-PCC has a similar robust range ofLq.
The robustness differences between FCS-PTC and FCS-PCC are also consistent with the test

results found in the FCS-MPC of IM [40].
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Figure 3.20: Simulation: Torque and Voltage Vectors of FCS-PCC under Torque Variations.
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Figure 3.21: Simulation: FCS-PCC performance with Rs Variations.

Experiments of FCS-PCC is also conducted on SPMSM.

Figure 3.24 is the speed startup and reversal performance. The step startup process is slightly
faster than FCS-PTC because the current limit is increased. And the ramp reversal is also well
tracked therefore having the same reversal time. Same as theprevious simulation results, FCS-
PCC contains larger torque ripples, which can be considered as a tradeoff of better current
performance (i.e. less ripples).

Figure 3.25 is the zoomed-in current tracking performance at the starting short transient of
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Figure 3.22: Simulation: FCS-PCC performance with Ld Variations.
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Figure 3.23: Simulation: FCS-PCC performance with Lq Variations.

speed reversal. Similar as FCS-PTC, the predicted and therefore the real current tracks the
reference well. Though the predicted and real current ripples are not small, which is intrinsic in
light of the small stator inductance.

From the torque variation experimental result in figure 3.26, the torque and current (including
the flux related current) relation are the consistent to the previous experiment.

Figure 3.27 shows FCS-PCC’s similarly good Rs robustness as in FCS-PTC.
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Figure 3.24: Experiment: Rated speed startup and reversal ofFCS-PCC.
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Figure 3.25: Experiment: Current Tracking Performance of FCS-PCC.

And figure 3.28 shows FCS-PCC’s similar Ls robustness as in FCS-PTC.
In figure 3.29, compared to the correspond in figure 3.15, FCS-PCC has slightly betterψpm

robustness as in FCS-PTC in light of its smaller speed change when the same values of sudden
ψpm variation is conducted in control.

3.5 Deadbeat MPC

As mentioned in chapter 3.1, FCS-MPC, when implemented in the model inverse way,
achieves its corresponding deadbeat form, i.e. deadbeat MPC (DBMPC). Since PCC has in
general less calculation effort, simpler control algorithms when compared to PTC, so as to
deadbeat PCC (DBPCC). As a result, DBPCC for IPMSM is designed and verified in this
sub-chapter as example for continuous and deadbeat MPCs.

The schematic of DBPCC of this work is shown in figure 3.30. It is similar as FCS-PCC,
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Figure 3.26: Experiment: FCS-PCC Performance under Torque Variations.
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Figure 3.27: Experiment: FCS-PCC Performance under Rs Variation.

except the cost function optimization is replaced by a deadbeat controller that calculates the
continuous reference voltages by equating the current references and predictions in analytical
manner instead of selecting discrete voltage vectors from finite candidate set through cost func-
tion optimization in numerical manner.
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Figure 3.28: Experiment: FCS-PCC Performance under Ls Variation.

Figure 3.29: Experiment: FCS-PCC Performance underψpm Variation.

3.5.1 Continuous Reference Voltages Prediction

The derivation of DBPCC is very simple and intuitive, based on the previous equations for the
derivations of FCS-PTC and FCS-PCC. Review the sub-chapter 3.3, instead of using predicted
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Figure 3.30: DBPCC.

flux equation to predictid(k + 2) andiq(k + 2) as in (3.7), the current prediction is obtained
with one step forward as in (3.4):











































îd(k + 2) = îd(k + 1) +
Ts
Ld

· [−Rs · îd(k + 1)+

ωe(k + 1) · Lq · îq(k + 1) + ud(k + 1)]

îq(k + 2) = îq(k + 1) +
Ts
Lq

· [−Rs · îq(k + 1)−

ωe(k + 1) · Ld · îd(k + 1) + uq(k + 1)

− ωe(k + 1) · ψpm]

(3.14)

In fact, during experimental implementation, the next step’s electrical speedωe(k + 1) is
replaced by the value of its current control cycle,ωe(k), because the speed prediction requires
the measurement of the real load torque, which increases hardware cost with extra torque meter.
Actually, this approximation is ignorable in light of the large time constant of electrical angular
speedωe of IPMSM that is proportional to rotor mechanical speedωr. It is found in (3.14) that
the reference voltagesud(k + 1) anduq(k + 1) are exclusively dependent on the stator currents
predictionŝid(k + 1) and îq(k + 1). Therefore, the continuous reference voltages for the next
control period is predicted through the calculation by substituting current referencesi∗d andi∗q
into to (3.14) to replacêid(k + 1) andîq(k + 1) as following:











































u∗d(k + 1) =
Ld
Ts

· [i∗d − îd(k + 1)] +Rs · îd(k + 1)

− ωe(k) · Lq · îq(k + 1)

u∗q(k + 1) =
Lq
Ts

· [i∗q − îq(k + 1)] +Rs · îq(k + 1)

+ ωe(k) · Ld · îd(k + 1)

+ ωe(k + 1) · ψpm

(3.15)
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Figure 3.31: Simulation: Rated speed start up and reversal ofDBPCC.

3.5.2 Simulation and Experimental Verification

All simulation and experiments of DBPCC are conducted with thesame sampling/control
frequency (10kHz) on the same IPMSM and SPMSM with the same speed PI controllerparam-
eters as the previous two FCS-MPCs. The PWM frequency is set to bethe same as sampling
frequency.

Simulation 1 is to find out the speed startup and reversal process.
Figure 3.31 shows speed, torque, current and flux of this process. Compare this with fig-

ure 3.17 with the previous same simulation results for both PTC and PCC, it is found that
DBPCC system have better torque and current performance with smaller ripples. But the dy-
namics (i.e. response time) are very similar. This shows that DBPCC has comparable dynamics
and better steady state performance as FCS-MPC at same sampling frequency. This is because
the precise alignment of the stator currents on their references through deadbeat control and the
adoption of PWM (SVPWM, or: SVM is used in this work as PWM) for a fixed higher average
switching frequency than the FCS-MPCs. However, in light DBPCC has SVM in system, which
means higher switching frequency and therewith "smoother" values of variables as in FOC, it is
not fair to conclude that DBPCC has better performance–it depends on the hardware/software
ability and application requirements.

Simulation 2 is to find out the speed performance under torquevariations.
Figure 3.32 shows speed, torque, current and flux of this process, similar as FCS-MPC, there

is a slight speed drop.
The zoomed-in torque and switching states during torque variation transient are shown in

figure 3.33. It is seen that only active vectors are given during torque increasing transient to
offer fastest response. This is because DBPCC, with the PWM whichoffers shorter duty ratio
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Figure 3.32: Simulation: DBPCC Performance under Torque Variations.

(for FCS-MPC, duty ratio is 100%) for different vectors, zero vectors are not needed as in FCS-
MPC overshoot caused by active vectors hold for the comparatively long whole control period.
The switching frequency of DBPCC is 30kHz, which is almost 10 times as that of FCS-MPC
as shown in figure 3.43.
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Figure 3.33: Simulation: Torque and Voltage Vectors of DBPCC under Torque Variations.

Simulation 3 checks the robustness of DBPCC.
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Figure 3.34, 3.35 and 3.36 show the system performance against the variations ofRs, Ld and
Lq, respectively. Compared to FCS-PTC and FCS-PCC, DBPCC has similar robust ranges
of Ld andLq but a smaller range ofRs, which means FCS-MPCs are robuster againstRs

variation. Though when there is no parameter deviation, DBPCCcan achieve preciser control
and less ripples at same sampling frequency condition at FCS-MPC, it is at the same time more
sensitive against parameter mismatch. Therefore, it has higher requirements for model precision
to guarantee its good performance.
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Figure 3.34: Simulation: DBPCC performance with Rs Variations.
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Figure 3.35: Simulation: DBPCC performance with Ld Variations.
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Figure 3.36: Simulation: DBPCC performance with Lq Variations.

Figure 3.37 is the speed reversal experiment of DBPCC on SPMSM.Compared to the one of
PCC, it has exactly the same dynamics and much smaller torque and current ripples.
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Figure 3.37: Experiment: Rated speed start up and reversal ofDBPCC.

Figure 3.38 shows reference voltages during the speed deceleration transient. It is seen that
when the torque and current magnitude are kept as their maximum constant values for fastest
deceleration, as speed reduces, the magnitude of stator voltages are also reduced.
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Figure 3.38: Experiment: Stator Reference Voltages during speed deceleration of DBPCC.

The torque variation performance of DBPCC in figure 3.39 shows that the speed oscillations
are also smaller, which is directly decided by the torque performance.
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Figure 3.39: Experiment: DBPCC Performance under Torque Variations.

The Rs, Ls andψpm robustness of DBPCC in figure 3.40 to figure 3.42 show that DBPCC
is much robuster than both previous FCS-MPCs. The reason of this lies again in that DBPCC
has higher switching frequency and shorter individual vector application sector, which enable
refinement and faster control, when the extra PWM module and increased switching frequency
and loss is not in consideration.

The average algorithm’s turnaround time of DBPCC in experiments is around 17µs,which is
only 65% of the average turnaround time (26µs) of FCS-MPC.
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Figure 3.40: Experiment: DBPCC Performance under Rs Variation.
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Figure 3.41: Experiment: DBPCC Performance under Ls Variation.
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Figure 3.42: Experiment: DBPCC Performance underψpm Variation.
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3.6 Conclusion

In this chapter, two FCS-MPCs and a typical continuous MPC are explained and analyzed
through simulations and experiments.

The analysis of all three methods on IPMSM of the loaded stateis shown in the bar chart in
figure 3.43. As can be seen that both MPCs have similar performance, except PCC has smaller
speed variations but larger torque variations and PCC has slightly higher current THD. It is
because in PTC, torque is directly and more precisely controlled in cost function. Therefore,
generally speaking, both FCS-MPCs have similar performances. DBPCC as a continuous MPC
is actually hard to be fairly compared with FCS-MPCs. As can be seen from the chart, it has
small variances in both speed and torque as well as THD in sacrifice of much lower switching
frequencies.
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Figure 3.43: Analysis of FCS-PTC,FCS-PCC and DBPCC.

A detailed comparison for different aspects of performancerelated values for both FCS-MPC
and deadbeat MPC is shown in table 3.2.

From this table, it can be concluded that both FCS-MPCs have similar good performances
in light of their dynamics, low switching frequencies and nonlinear control/constraint inclusion
potential. And no PWM, which means extra software and hardware costs, is required. There-
fore, they are promising for many applications.

Meanwhile, since the calculation efforts of DBPCC is much lessthan that of FCS-MPC,
when PWM module is acceptable and system constraints or nonlinearities are not required to
be controlled, it is as good an option as FCS-MPC in light of itsmerits of fast dynamics like
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Table 3.2: Comparison of FCS-PTC/PCC and DBPCC.
Features PTC PCC DBPCC

Conceptual complexity Low Low Low
Complexity of implementation Low Lower Lowest

Calculation efforts Higher High Low
PI-current controllers NO NO NO

Use of PWM NO NO YES
Switching frequency Variable Low Variable Low Fixed High

Dynamics Fast Fast Fast
Torque ripples (transient) Lower Higher Lowest

Stator current THD Lower Higher Lowest
System Constraints Included Easy Easy Impossible

Senstivity to Rs Low Lower High
Senstivity to Ld Lower Low Low
Senstivity to Lq Low Low Low

Turn around time 29µs 23µs 17µs

other MPCs. Moreover, its THD and variances of torque and speed as well as other indexes can
be further reduced with smaller sampling/control periods.Therefore, it can be considered as an
ideal nonlinear alternate of other linear controls with continuous voltage reference and PWM,
such as FOC.
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CHAPTER 4

Increased FCS-Continuous MPC

In the previous chapter, continuous MPC with deadbeat control method was proposed. This
method is simple and has low calculation efforts, but it includes no cost function. Therefore,
system constraints and nonlinearities cannot be controlled. To overcome this drawback, in this
chapter, two cost-function-including solutions for continuous MPC with constant switching
frequency through an increased finite-control-set are proposed and verified by simulations and
experiments. Since their number of candidate voltage vectors in control set has been largely
increased to generate more voltage vectors covering the voltage plane, they are considered as
continuous or quasi continuous MPC, and PWM can be applied. As aresults, they are named
as "Increased FCS-Continuous MPC" or "IFCS-MPC" for short.

4.1 Dichotomy-based IFCS-PCC

A class of numerical method of quasi-continuous reference voltage calculation based on di-
chotomy is applied in the sub-chapters to generate the optimized reference voltage vectors se-
lected as the input of PWM before switching the inverter. Since this method is an extension and
selection mechanism for control set and it is not directly related to the base control strategies of
FCS-MPC, only FCS-PCC will be taken for example of application.

4.1.1 Fan Dichotomy-based Method

The first method is initially proposed and applied on an FCS-PTC SPMSM by Ma [63]. It
is firstly called "dichotomy-base method" by us in [65] with the application on an FCS-PCC
IM. And in this work, to differentiate it with the other method in this method, it is named with
more detail of its vector selection range as "fan dichotomy-base method". For extension of
application and comparison purposes, it will be verified on an FCS-PCC controlled IPMSM
system.
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Fan Dichotomy-based IFCS-PCC has exactly the same process of flux and current estima-
tion and prediction as in the conventional FCS-PCC introducedin the last chapter, except its
candidate voltage vectors’ formation and selection principles enable it to generate continuous
reference as the one calculated from deadbeat, though it is calculation and implementation com-
plexity is higher than deadbeat PCC. Therefore, its schematicdiagram, as shown in figure 4.1,
is similar as the one of FCS-PCC in figure 3.16, except SVM is added as in Deadbeat MPC of
figure 3.30.
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Figure 4.1: Dichotomy-based IFCS-PCC for IPMSM.

Instead of substituting and choosing from only 7 discrete vectors for the cost function, the
proposed FCS-PCC calculates the voltage vectors for the cost function by a numerical method.
This is realized by increasing the number of candidate reference voltage vectors through di-
chotomy. This method ensures that the optimal voltage vectors are found at its fastest rate
among the possible candidate voltage vectors that equally cover the full-scale of the circular or
hexagon plane of reference voltage vectors.

The selection of optimal voltage vectors is an iteration process, where the amplitude of the
next batch’s candidate voltage vectors of the loop are basedon the last step’s voltage vector by
adding and subtracting half of the last round’s optimal vector’s amplitude. The search scale of
phase angle is reduced to half of the last step by excluding the dominating area other than the last
step’s optimal voltage vector. This method increases the calculation effort, but is acceptable,
because dichotomy removes calculation redundancy in each new iteration. This is different
from the calculation intensive enumeration method. Figure4.2 shows the first two steps of one
iteration of the optimal voltage vector selection mechanism in a circular plane.

In this figure, the selected vector is in red (or: bold for black and white print) for each step
andVm is the maximum available output voltage vector’s magnitude. In order to avoid over-
modulation and its nonlinear distortion for voltage formation, for the aforementioned inverter,
only the inscribed circular area of hexagon is considered. Thus,Vm = 0.866 · Vdc. To fully
use the dc link voltage, voltage vectors can also be calculated in the hexagon plane or include
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Figure 4.2: One iteration of the fan dichotomy-based IFCS-MPC’s reference voltage vector
selection.
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over-modulation withVm = Vdc. However, this will either increase the torque ripples and6th

order harmonics or reduce the control precision.
Since the solution of the next sub-chapter is a similar variation of this method, for easiness

of comparison, the simulation and experimental results of Fan Dichotomy-based IFCS-PCC for
IPMSM will be shown together with the upcoming method in the later sub-chapter.

4.1.2 Circular Dichotomy-based Method

In this sub-chapter, another new method calculating voltage vectors in circular area for each
of the next vector optimization loop in the iteration process will be proposed. Since it is still a
numerical method to generate quasi-continuous reference voltage that is similar as the previous
solution, SVM can be applied and fixed switching frequency ofthe inverter is ensured. Its
schematic diagram is the same as the previous solution as shown in figure 4.1 [64].

Similarly as dichotomy-based IFCS-MPC, the proposed CircularDichotomy-based Method
enlarges the scale of candidate voltage vectors for the costfunction by a numerical dichotomy
method. Figure 4.3 shows the first 3 steps of one iteration of the optimal voltage vector selection
mechanism in a circular plane. Instead of using only the 7 different discrete voltage vectors to
evaluate cost function, the circular dichotomy enlarges the scale of candidate voltage vectors for
cost function through dichotomy. Based on previous voltage vector, the magnitude of next step’s
candidate voltage vectors is set with adding and subtracting half of last step’s optimal reference
vector’s magnitude. And the angle between the adjacent candidate voltage vectors of the same
step is set to be half of the last step’s value. Similar but different from the fan dichotomy, fan
dichotomy’s voltage vector’s magnitude of next step’s candidate voltage vectors is calculated
by adding vectors, whose magnitude are half of last step’s optimal vector’s magnitude. But the
next step’s voltage vectors’ angles equally divides the circular areas instead of fan areas.

4.2 Simulation Verification

This chapter shows the test results of the fan and circular dichotomy-based IFCS-PCC on
PMSM. Similarly, same tests designed with same speed PI controller parameters as last chapter
are applied. In the tests, both Fan and Circular Dichotomy-based Methods have 4 iterations,
with 2 divisions in angles for each iteration.

Simulation 1 is to find out the performance of the speed step upand reversal process for
IPMSM. Figure 4.4 shows speed, torque , current and flux of this process. Figure 4.5 shows the
current tracking performance of both systems during the speed reversal process.

Simulation 2 is to find out the speed performance under torquevariations. Figure 4.6 shows
speed, torque, current and flux of this process.

Simulation 3 tests their robustness. Same variations rangeof parameters as the tests of FCS-
PCC are set. Figure 4.7 to figure 4.9 show the system performance against the variations ofRs,
Ld andLq.

All three parameters’ variations tests confirm the good and similar robustness of Deadbeat
Null RFCS-PCC.

Compared to the Circular Dichotomy-based Method, Fan Dichotomy-based Method reduces
the calculation complexity, which alleviates the main problem of Dichotomy-based IFCS-MPC,



4.2. SIMULATION VERIFICATION 61

Figure 4.3: One iteration of the circular dichotomy-based IFCS-MPC’s reference voltage vector
selection.
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(a) Fan Dichotomy-based IFCS-PCC.
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(b) Circular Dichotomy-based IFCS-PCC.

Figure 4.4: Simulation: Rated speed start up and reversal of Dichotomy-based IFCS-PCC for
IPMSM.

and makes it considerate for the application for long horizon predictive control, whose crucial
limitation is the amount of calculation. And with respect tothe dynamic performance and
robustness, the proposed method is comparable and even slightly better than the existing FCS-
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(a) Fan Dichotomy-based IFCS-PCC.
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(b) Circular Dichotomy-based IFCS-PCC.

Figure 4.5: Simulation: Current Tracking of Dichotomy-based IFCS-PCC for IPMSM

PCC and DBPCC in chapter 2.
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(a) Fan Dichotomy-based IFCS-PCC.
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(b) Circular Dichotomy-based IFCS-PCC.

Figure 4.6: Simulation: Dichotomy-based IFCS-PCC Performance for IPMSM under Torque
Variations.
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(a) Fan Dichotomy-based IFCS-PCC.
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(b) Circular Dichotomy-based IFCS-PCC.

Figure 4.7: Simulation: Dichotomy-based IFCS-PCC performance for IPMSM with Rs Varia-
tions.
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(a) Fan Dichotomy-based IFCS-PCC.
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(b) Circular Dichotomy-based IFCS-PCC.

Figure 4.8: Simulation: Dichotomy-based IFCS-PCC performance for IPMSM with Ld Varia-
tions.
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(a) Fan Dichotomy-based IFCS-PCC.
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(b) Circular Dichotomy-based IFCS-PCC.

Figure 4.9: Simulation: Dichotomy-based IFCS-PCC performance for IPMSM with Lq Varia-
tions.



68 CHAPTER 4. INCREASED FCS-CONTINUOUS MPC

4.3 Conclusion

The IFCS-MPC proposed in this chapter, when compared to conventional FCS-PCC, main-
tains the fixed switching frequency of the inverter, and improves the current quality and reduces
the torque ripples significantly due to its quasi-continuous reference voltage generation mecha-
nism to apply multiple switching states in each PWM period. Therewith, the system’s reliability
can be ensured. And it has better control accuracy, especially when with regard to the current
tracking and quality.

Though the calculation efforts of IFCS-MPC is increased, it has meanings for special applica-
tion where calculation is not the main consideration but system with multiply-objects nonlinear
control and fast dynamics of MPC or continuous reference voltage are required.
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CHAPTER 5

Reduced FCS-MPC

In contrast to last chapter with IFCS-MPC, this chapter deals with the matter of FCS-MPCs
reducing the number of candidate voltage vectors for cost function optimization to reduce the
calculation efforts [74, 75]. Therefore, the methods proposed in this chapter are named "Re-
duced FCS-MPC" or "RFCS-MPC" for short. With RFCS-MPC, instead of substituting all
feasible voltage vectors into the vector related terms of cost function in a exhaustive way, only
a sub-set of the voltage vectors is chosen as the control set and applied for cost function min-
imization. This is especially important for system with limited calculation resources, e.g. for
higher precision applications that must be controlled withlong horizon FCS-MPCs.

However, different from IFCS-MPC, RFCS-MPC still generates discrete voltage vectors.
Therefore, no PWM is required. The following sub-chapters propose five different solutions
of RFCS-MPC that can reduce the number of candidate voltage vectors in control set for cost
function from 7 (or: 8 with both zero/inactive vectors) to 5,4, 3, 2 and 0 [76], respectively.

All control set reduction principles are only dependent on VSI topology, and theoretically
also not electric machine type dependent for different control strategies in this work. Therefore,
the methods make no differences on variables estimation, prediction and cost function design
of FCS-MPC. FCS-PCC for both IPMSM and SPMSM are taken as examplesfor the purpose
of explanation and verification of algorithms.

5.1 Dichotomy-based RFCS-PCC

This method is another implementation of dichotomy on FCS-MPC, which can reduce the
number of candidate voltage vectors in control set for cost function to 5.

The design of this method is very simple and intuitive with the mechanism of dichotomy,
which sorts the relevance of vectors by distance and gives instructions for redundancy exclusion.
Figure 5.1 gives an example of this method. As shown in this figure, firstly, any 2 vectors of
opposite directions (e.g.v3 andv6) out of the 6 feasible voltage active vectors from VSI voltage
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a
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ββ

V0 V0
V1V1

V2 V2V3 V3

V4 V4

V5V5 V6 V6

Figure 5.1: Vector Selection of Dichotomy-based RFCS-MPC

hexagon are selected. And the perpendicular line passing through the origin of these two vectors
equally divides the plane into two parts. After that, both vectors are substituted into the cost
function and the vector (e.g.v3) that leads to smaller cost function value is considered to be
more relevant and closer to (or: may be exactly) the optimal vector in hexagon plane. Therefore,
all 3 active vectors (i.e.v5, v6 andv1) of the opposite side of the perpendicular line, wherev1
is not in, can be considered as less relevant, and thus be excluded. However, since the other 2
active vectors of the same side (i.e.v2 andv4) as well as the inactive vectorv0’s relevance is
unsure, they cannot still be excluded. As a results, the adjacent 2 vectors (i.e.v2 andv4) of v1 as
well asv0 are finally given to the cost function for further optimization to choose the reference
vector. After these two steps of Dichotomy-based RFCS-PCC, only5 vectors including a null
vector are required to shrink the number of candidate voltage vectors in control set for cost
function optimization. Therefore, the calculation efforts will theoretically be reduced around
28.6%.

5.1.1 Simulation Verification

As mentioned at the beginning of this section, only FCS-PCC with the proposed RFCS meth-
ods for IPMSM will be given as example for verification. Therefore, this sub-chapter will show
the test results with the modification in the same FCS-PCC system as proposed in Chapter
3.4 with the proposed Reduced FCS principle. Same test conditions with identical speed PI
controller parameters as well as current and torque limitations in control are applied for fair
comparison.

Simulation 1 is to find out the performance during speed step-up and reversal process. Fig-
ure 5.2 shows speed, torque, current and flux of this process.The speed dynamics and torque
ripples’ ranges are almost the same as the results of conventional FCS-PCC in figure 3.17. But
the current and flux ripples range are slightly larger. The reason of the slight deterioration
should be caused by the criteria of distance relevance, which is only vector angles dependent.
However, the optimal vector’s effectiveness for cost function’s values depend both on its angle
and magnitude. The possibility still exists that the optimal vector found by this method with
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only angular distant criteria leads to larger cost functionvalue than any one of the two excluded
vectors (should be adjacent to the found optimal vector) whois more relevant to the real optima
in magnitude. However, since for such a radial allocation offeasible voltage vectors of VSI,
where angles are the more influential and deciding differences between vectors, it is reason-
able and preferable to consider angular distances as relevant criteria as adopted in this method.
Figure 5.3 shows the corresponding currents’ tracking performance. For better comparison, the
scale of current in figure is set to be the same as the one in figure 3.18 of FCS-PCC. It is seen
in this figure, its tracking performance is as good as that of the conventional FCS-PCC.
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Figure 5.2: Simulation: Rated speed startup and reversal of Dichotomy-based RFCS-PCC.
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Figure 5.3: Simulation: Current Tracking Performance of Dichotomy-based RFCS-PCC.

Simulation 2 is to find out the speed performance under torquevariations. Figure 5.4 shows
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speed, torque, current and flux of this process. Similar as inthe last test, the flux and current
ripples have slight increase. The zoomed-in torque and switching states during torque variation
transient are shown in figure 5.5.

Simulation 3 studies the robustness of Dichotomy-based RFCS-PCC. Same variations range
of parameters as the tests of FCS-PCC are set. Figure 5.6 shows the system performance against
the variations ofRs. Figure 5.7 shows the system performance against the variations ofLd.
Figure 5.8 shows the system performance against the variations ofLq. All three parameters’
variations tests confirm the good and similar robustness of Dichotomy-based RFCS-PCC.

Since the current ripples are comparatively large with thismethod, for the protection of ma-
chine and inverter, experiments of are not conducted with this Dichotomy-based RFCS-PCC.
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Figure 5.4: Simulation: Dichotomy-based RFCS-PCC Performance under Torque Variations.
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Figure 5.5: Simulation: Torque and Voltage Vectors of Dichotomy-based RFCS-PCC under
Torque Variations.
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Figure 5.6: Simulation: Dichotomy-based RFCS-PCC performance with Rs Variations.
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Figure 5.7: Simulation: Dichotomy-based RFCS-PCC performance with Ld Variations.
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Figure 5.8: Simulation: Dichotomy-based RFCS-PCC performance with Lq Variations.
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Figure 5.9: Switching states transitions for 2-level 3-phase VSI.

5.2 Switching-minimized RFCS-PCC

This method can reduce the number of candidate voltage vectors in control set for cost func-
tion to 4.

It was originally proposed in [28] and applied for FCS-PTC. Itsbasic principle of vector num-
ber reduction is based on minimization of switching number for each period. In each control
period, the vectors selected for the sub-set should requiremaximum one switching transition of
one pair of IGBTs on one leg of VSI from the last applied vector.Figure 5.9 shows all switching
states transitions for 2-level 3-phase VSI with different types of lines representing different the
transition numbers between all vectors from each other. In the figure, only the state transitions
with green double dashed lines and blue dashed lines are selected according to the principle for
this method.

Moreover, with this principle, the maximum average switching frequency of the inverter
becomes:

fSWmin = fc (5.1)

Therefore, in this work with the control/sampling frequency fc = 10 kHz, the peak switching
frequency is10 kHz. With this reduction of candidate voltage vector number in control set for
MPC, 42.86% of the calculation effort of vector selection process can besaved. Meanwhile,
with this strict switching number limitation, switching heat loss is also reduced (The percentage
of average switching frequency reduction will be measured in the following parts).

5.2.1 Simulation Verification

This chapter shows the test results of PCC with this RFCS principle.
Simulation 1 is to find out the speed step up and reversal process. Figure 5.10 shows speed,

torque, current and flux of this process. The ripples are alsoslightly increased, when compared
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Figure 5.10: Simulation: Rated speed start up and reversal ofSwitching-minimized RFCS-PCC.
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Figure 5.11: Simulation: Current Tracking Performance of Switching-minimized RFCS-PCC.

to conventional FCS-MPC. Figure 5.11 shows the good currents’tracking performance.

Simulation 2 is to find out the speed performance under torquevariations. Similarly, in
figure 5.12, there is a slight speed drop, but the general performance is quite similar. The
zoomed-in torque and switching states during torque variation transient are shown in figure 5.13,
which is as fast as FCS-PCC.
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Figure 5.12: Simulation: Switching-minimized RFCS-PCC Performance under Torque Varia-
tions.
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Figure 5.13: Simulation: Torque and Voltage Vectors of Switching-minimized RFCS-PCC un-
der Torque Variations.

Simulation 3 tests the robustness of Switching-minimized RFCS-PCC. Figure 5.14 shows the
system performance against the variations ofRs. Figure 5.15 shows the system performance
against the variations ofLd. Figure 5.16 shows the system performance against the variations
of Lq.
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Figure 5.14: Simulation: Switching-minimized RFCS-PCC performance with Rs Variations.
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Figure 5.15: Simulation: Switching-minimized RFCS-PCC performance with Ld Variations.
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Figure 5.16: Simulation: Switching-minimized RFCS-PCC performance with Lq Variations.
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All three parameters’ variations tests confirm the good and similar robustness of Switching-
minimized RFCS-PCC.

Based on the same reason as in the Dichotomy-based RFCS-PCC, in light of the compar-
atively large current ripples in Switching-minimized RFCS-PCC, in order to protect machine
and inverter, experiments of Switching-minimized RFCS-PCC are not conducted.

5.3 Deadbeat Triple RFCS-PCC

This sub-section will explain a method that can reduce the number of candidate voltage vec-
tors in control set to 3 [77].

Its fundamental principle is based on the deadbeat continuous MPC, but it is still a FCS-MPC
with reduced number of candidate voltage vectors in the control set. The reference voltage
vectors are calculated in the same way as deadbeat continuous MPC. Instead of giving this
vector directly to the PWM as in continuous MPC, it is used to firstly in this method to locate
the exact fan sector in the VSI hexagon. The way to obtain the angle of vector for sector
decision is usually through the arctangent function as shown in (5.2). By doing this, only 3
voltage vectors: 2 adjecent vectors of the located sector aswell as 1 zero vector are chosen to
form the control set. Therefore, it is named as Deadbeat Triple RFCS-MPC. Again, it will be
based on FCS-PCC for IPMSM as example in this section. For example, in figure 5.17, the
vectors selected for control set is the blue onesv1, v2 and zero vectorv0.

θ∗s = tan−1
u∗β
u∗α

(5.2)

However, since for most system, the output range of arctangent is [−π/2, π/2], in order to
find outθ∗s in the range of[0, 2π) covering all areas of VSI voltage hexagon, a sector decision
algorithm as follows is adopted:

Sector number decision:











u∗
1
= u∗β

u∗
2
=

√
3u∗α − u∗β

u∗
3
= −

√
3u∗α − u∗β

(5.3)

If u∗
1
> 0, A = 1, elseA = 0;

If u∗
2
> 0,B = 1, elseB = 0;

If u∗
3
> 0,B = 1, elseB = 0.

The number of sector is calculated as:

Nsec = A+ 2 ∗B + 4 ∗ C

The corresponding relationship of sectorNsec of sector in figure 5.17 is:
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Figure 5.17: Vector Sector Location for Deadbeat Triple RFCS-PCC.

5.3.1 Simulation and Experimental Verification

This chapter shows the test results of the Deadbeat Triple RFCS-PCC system.

Simulation 1 is to find out the speed step-up and reversal process. Figure 5.18 shows speed,
torque, current and flux of this process. The dynamics as wellas steady state performance is
similar to FCS-PCC. Figure 5.19 shows currents’ tracking performance.

Simulation 2 is to find out the speed performance under torquevariations. Figure 5.20 shows
speed, torque, current and flux of this process. Compare to thesame results of FCS-PCC, the
performance of Deadbeat Triple RFCS-PCC at loaded condition iseven better, with less speed
drop as that in figure 3.19. This means that the voltage vectorof all 7 vectors with minimized
current errors in cost function may not guarantee an optimized reference, in stead, the voltage
vectors with less angular errors as the reference vector maybe even better (at least can be
seen from the case of Deadbeat Triple RFCS-PCC in this test). As aresult, the following
sub-sections after this one will propose two more extended methods based on Deadbeat Triple
RFCS-PCC, which also give the angular error or related distance of vectors higher importance
for vector selection. The zoomed-in torque and switching states during torque variation transient
are shown in figure 5.21, whose torque response and switchingare extremely similar to the case
of FCS-PCC in figure 3.20.

Simulation 3 tests the robustness of Deadbeat Triple RFCS-PCC. Figure 5.22 to figure 5.24
show the system performance against the variations ofRs, Ld andLq.

All three parameters’ variations tests confirm the good and similar robustness of Deadbeat
Triple RFCS-PCC.
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Figure 5.18: Simulation: Rated speed start-up and reversal of Deadbeat Triple RFCS-PCC.
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Figure 5.19: Simulation: Current Tracking Performance of Deadbeat Triple RFCS-PCC.
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Figure 5.20: Simulation: Deadbeat Triple RFCS-PCC Performance under Torque Variations.
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Figure 5.21: Simulation: Torque and Voltage Vectors of Deadbeat Triple RFCS-PCC under
Torque Variations.
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Figure 5.22: Simulation: Deadbeat Triple RFCS-PCC performance with Rs Variations.
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Figure 5.23: Simulation: Deadbeat Triple RFCS-PCC performance with Ld Variations.
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Figure 5.24: Simulation: Deadbeat Triple RFCS-PCC performance with Lq Variations.

Experimental verifications are conducted on SPMSM, whose results are shown in figure 5.25
to 5.30.

Figure 5.25 is the speed start-up and reversal process. It has extremely similar performance
as in the same process of FCS-PCC in figure 5.25, which shows the simplification of Deadbeat
Triple RFCS-PCC is not in cost of any deterioration of system performance.

Figure 5.26 shows the successful current tracking.
Figure 5.27 are the torque tracking test under step reference variations.
Figure 5.28 to 5.30 are the robustness tests of Rs, Ls andψpm. Same as the previous FCS-

MPCs, the system is only transiently sensitive toψpm deviation, which verifies the good sensi-
tivity of Deadbeat Triple RFCS-PCC.
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Figure 5.25: Experiment: Rated speed start-up and reversal of Deadbeat Triple RFCS-PCC.
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Figure 5.26: Experiment: Current Tracking Performance of Deadbeat Triple RFCS-PCC.
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Figure 5.27: Experiment: Deadbeat Triple RFCS-PCC Performance under Torque Variations.
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Figure 5.28: Experiment: Deadbeat Triple RFCS-PCC Performance under Rs Variation.
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Figure 5.30: Experiment: Deadbeat Triple RFCS-PCC Performance underψpm Variation.
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5.4 Deadbeat Double RFCS-PCC

This method can reduce the number of candidate voltage vectors in control set to 2.
It also obtains firstly the reference voltage vector throughthe deadbeat MPC. However, in-

stead choosing the adjacent and zero vectors of this reference as the vectors for reduced control
set, only one active adjacent vector that is closest to the reference with smallest angular error is
chosen. This will be explained with figure 5.31.
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Figure 5.31: Hexagon of reference voltage vector selectionfor Deadbeat Double RFCS-PCC.

In figure 5.31, the hexagon plane is divided into 6 sectors with the angular bisectors between
the six active vectors, where only one active vector is included in each sector. For example, as
shown in this figure,v1 is chosen as the vector that is nearest to the reference.

To realize this, the original sectors divided by 6 active vectors are further equally divided
into 12 parts, i.e.I1,I2,...,V I1,V I2. And the reference vector is further decided to be in which
one of these smaller sub-sectors. For example, ifv∗s is in eitherI1 or V I2, v1 is chosen as the
vector that is nearest to the reference. However, this method cannot exclude the potential of
zero vector as optima. Therefore, except the selected active vector, zero vector should also be
always included into the candidate voltages’ control set for cost function.

The flowchart of the proposed method is shown in figure 5.32. Within the dotted line of this
figure is the detailed vector selection process for control set, whose pseudo code of algorithms
can be found in APPENDIX B.

5.4.1 Simulation and Experimental Verification

This chapter shows the test results of the Deadbeat Double RFCS-PCC system.
Simulation 1 is to find out the performance of speed step-up and reversal process. Fig-

ure 5.33 shows speed, torque, current and flux of this process. It is similarly good as FCS-PCC.
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Figure 5.32: Flowchart of Deadbeat Double RFCS-PCC.

Figure 5.34 shows currents’ tracking performance, which isalso good as previous proposed
methods.

Simulation 2 is to find out the speed performance under torquevariations. Figure 5.35 shows
speed, torque, current and flux of this process. The zoomed-in torque and switching states
during torque variation transient are shown in figure 5.36. The band of oscillations is also
similar as previous methods.

Simulation 3 tests the robustness of Deadbeat Double RFCS-PCC. Same variations range
of parameters as the tests of FCS-PCC are set. Figure 5.37 to figure 5.39 show the system
performance against the variations ofRs, Ld andLq.

All three parameters’ variation tests confirm the good and similar robustness of Deadbeat
Double RFCS-PCC.

Experiment results of deadbeat double RFCS-PCC are found in figure 5.40 to figure 5.45.
Figure 5.40 is the speed reversal process. Compared with previous Triple method, the Deadbeat
Double RFCS-PCC has smaller torque ripples. Figure 5.41 illustrates the currents’ tracking
performance. Figure 5.42 illustrates the performance under torque variations. The speed tran-
sient variations are also similar as previous methods. Figure 5.43 to 5.45 are the robustness test
results. Still the system is very robust against Rs variations but somehow sensitive to Ls and
ψpm variations in transient.
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Figure 5.33: Simulation: Rated speed start up and reversal ofDeadbeat Double RFCS-PCC.
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Figure 5.34: Simulation: Current Tracking Performance of Deadbeat Double RFCS-PCC.
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Figure 5.35: Simulation: Deadbeat Double RFCS-PCC Performance under Torque Variations.
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Figure 5.36: Simulation: Torque and Voltage Vectors of Deadbeat Double RFCS-PCC under
Torque Variations.
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Figure 5.37: Simulation: Deadbeat Double RFCS-PCC performance with Rs Variations.
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Figure 5.38: Simulation: Deadbeat Double RFCS-PCC performance with Ld Variations.
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Figure 5.39: Simulation: Deadbeat Double RFCS-PCC performance with Lq Variations.
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Figure 5.40: Experiment: Rated speed start-up and reversal of Deadbeat Double RFCS-PCC.

0 0.01 0.02 0.03 0.04 0.05

-20

0

20 Reference
Predicted

0 0.01 0.02 0.03 0.04 0.05

-20

0

20

Figure 5.41: Experiment: Current Tracking Performance of Deadbeat Double RFCS-PCC.
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Figure 5.42: Experiment: Deadbeat Double RFCS-PCC Performance under Torque Variations.
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Figure 5.43: Experiment: Deadbeat Double RFCS-PCC Performance under Rs Variation.
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ψpmψpm 0.7ψpm 1.3ψpm

Figure 5.45: Experiment: Deadbeat Double RFCS-PCC Performance underψpm Variation.
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5.5 Deadbeat Null RFCS-PCC

This method can reduce the number of candidate voltage vectors in control set to 0. There-
fore, no cost function is needed and exists in with this method [76].

In this sub-chapter, based on the proposed Deadbeat Double RFCS-PCC, a RFCS-MPC
method called Deadbeat Null RFCS-PCC will be proposed. In contrast to the FCS-MPCs that
through the minimization of cost function as the criteria for optimization and vector selection.
With the calculated continuous voltage, deadbeat null RFCS-PCC selects the reference voltage
vectors through a geometrical graphical optimization method. Thus, it reduces the number of
candidate voltage vectors in control set to be null. Since 0 is surely a finite number, this method
is also classified as RFCS-MPC. For simplicity, it is also exclusively named as Null-Control-
Set-MPC (NCS-MPC).

This method also divides the VSI output voltage hexagon into12 sectors as in previous Dead-
beat Double RFCS-PCC. Different from the previous method, it compares the length of the ref-
erence vector to the line segment form by origin and edge of hexagon to decide the vector is
closer to zero vector or to the contained active vector in oneof the 12 sub-sectors. Therefore,
by doing this, no cost function is needed. Figure 5.46 shows the way of vector selection.
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Figure 5.46: Hexagon of reference voltage vector selectionfor Deadbeat Null RFCS-PCC.

In figure 5.46, the length of the line segment form by origin and edge of hexagon isOS,
whose length isH. If |v∗s | is longer thanH/2, it is considered to be closer to active vectorv1
within the sector formed byI1 andV I2. Therefore,v1 selected as the reference. Otherwise, if
|v∗s | is no longer thanH/2, v0 is selected.

The flowchart of the proposed method is shown in figure 5.47. Within the dotted line of this
figure is the detailed process for vector selection process,whose pseudo code of algorithms can
also be found in APPENDIX B. SinceH is periodically varying according to the angle ofv∗s ,
its calculation is a little tricky. This calculation ofH for different sectors are also shown in
APPENDIX B.
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Figure 5.47: Flowchart of Deadbeat Null RFCS-PCC.
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Figure 5.48: H approximation withVdc .

For simplicity of calculation, a fixed value ofVdc can be used to approximate the calculated
H as shown in figure 5.48.

5.5.1 Simulation and Experimental Verification

This chapter shows the test results of the Deadbeat Null RFCS-PCC system and its simplified
form withH = Vdc approximation. Similarly, same tests designed with same speed PI controller
parameters are applied.

Simulation 1 is to find out the performance of the speed step-up and reversal process.
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Figure 5.49 shows speed, torque, current and flux of this process. It’s seen that with the Dead-
beat Null RFCS-PCC, the ripples are comparatively large and but the transient performances are
still similar as the results of previous deadbeat double RFCS-PCC system.
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(a) H is line segment between origin and hexagon edge.
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(b) Approximate:H = Vdc.

Figure 5.49: Simulation: Rated speed start-up and reversal of Deadbeat Null RFCS-PCC.

Since there is no cost function and predicted variables, no current tracking exists and thus to
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be shown.
Simulation 2 is to find out the speed performance under torquevariations.
Figure 5.50 shows speed, torque, current and flux of this process.
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(a) H is line segment between origin and hexagon edge.
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(b) Approximate:H = Vdc.

Figure 5.50: Simulation: Deadbeat Null RFCS-PCC Performance under Torque Variations.

The zoomed-in torque and switching states during torque variation transient are shown in
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figure 5.51.
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(a) H is line segment between origin and hexagon edge.
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(b) Approximate:H = Vdc.

Figure 5.51: Simulation: Torque and Voltage Vectors of Deadbeat Null RFCS-PCC under
Torque Variations.

Simulation 3 tests the robustness of Deadbeat Null RFCS-PCC. Same variations range of
parameters as the tests of FCS-PCC are set. Figure 5.52 to figure5.54 show the system perfor-
mance against the variations ofRs, Ld andLq.

All previous simulation results show the slightly reduced steady state performance but simi-
lar dynamics performance and robustness of Deadbeat Null RFCS-PCC, when compared with
conventional FCS-PCC and previous RFCS-PCC with more vectors in control set.
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Figure 5.52: Simulation: Deadbeat Null RFCS-PCC performance with Rs Variations.

Though comparatively large torque and current ripples exist, experiments are also conducted
on SPMSM, because the large reduction of control set of Deadbeat Null RFCS-PCC increases
the necessity of experiments. Figure 5.55 is the speed reversal process of Deadbeat Null RFCS-
PCC with itsH approximation. No obvious difference in these test with twomethods is found.

Figure 5.56 are the load tests of both methods. Zoomed in the torque sub-figures, it is found
that the system with approximated torque reference has offsets, which shows the control devi-
ations caused by approximation ofH. Thanks to the outer speed loop, these deviations don’t
obviously deteriorate the real torque tracking to the reference given at the load machine side.
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Figure 5.53: Experiment: Deadbeat Null RFCS-PCC performance with Ld Variations.

However, the drawbacks of approximatedH are shown in the robustness tests in figure 5.57
to 5.59, especially in the Ls deviation test, where the method with approximatedH to Vdc has
longer speed respond time thus larger speed drop. Nevertheless, what must be noticed and
surprising is that the method with approximatedH has actually similar Ls robustness as the
previous methods. However, the method withoutH approximation has best Ls robustness than
all the previous RFCS-PCC methods and is as good as that of the conventional FCS-PCC. This
shows that difference methods contains different aspects of charateristics and advantages. In
light of its good robustness, largely reduction of control set vectors’ number and elimination of
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Figure 5.54: Deadbeat Null RFCS-PCC performance with Lq Variations.

cost function, Deadbeat Null RFCS-PCC is applicable even thereare slightly larger ripples in
variables.
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(a) H is line segment between origin and hexagon edge.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-200

0

200

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-40
-20

0
20
40
60
80

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-50

0

50

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-10

0

10

(b) Approximate:H = Vdc.

Figure 5.55: Experiment: Rated speed start up and reversal ofDeadbeat Null RFCS-PCC.
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Figure 5.56: Experiment: Deadbeat Null RFCS-PCC Performance under Torque Variations.
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Figure 5.57: Experiment: Deadbeat Null RFCS-PCC performance with Rs Variations.
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Figure 5.58: Experiment: Deadbeat Null RFCS-PCC performance with Ls Variations.
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Figure 5.59: Experiment: Deadbeat Null RFCS-PCC performance with ψpm Variations.
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5.6 Conclusion

The analysis of all previous proposed Reduced FCS-PCC methods of the loaded state in
their corresponding test 2 are shown in the bar chart of figure. 5.60. For thorough comparison,
conventional FCS-PCC without control set reduction and the simplified version of deadbeat null
RFCS-PCC with the approximation thatH = Vdc is also shown in the chart.
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Figure 5.60: Analysis of FCS-PCC (7-PCC), Dichotomy-based RFCS-PCC (5-PCC),
Switching-minimized RFCS-PCC (4-PCC), Deadbeat Triple RFCS-PCC (3-PCC), Deadbeat
Double RFCS-PCC (2-PCC), Deadbeat Null RFCS-PCC (0-PCC) and itsH = Vdc approxi-
mated method (0H-PCC).

For speed variance:dichotomy, switching-minimized, and deadbeat double methods have
smaller speed variances than the other methods. And the deadbeat null methods have larger
variances than the others.
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For torque variance: dichotomy, switching-minimized and deadbeat double methods have
smaller variances. And the deadbeat null methods still havebigger variances than the others.

For current THD: dichotomy, deadbeat triple and deadbeat double methods have similarly
good current quality as FCS-PCC but the switching-minimized has higher THD as tradeoff of
lower switching frequency.

For vector number: being consistent with intuition, it is found that the methods eliminating
voltage vectors with or partially with no cost function, though can reduce the calculation efforts
to some extent, cannot fully ensure selecting the optimizedvector, when compared with the
conventional FCS-PCC with merely cost function as criteria ofvector selection.

For maximum switching frequency: except the switching-minimized method, all other
methods are possible to reach the full switching frequency of 3 times of sampling frequency of
30Hz.

For average switching frequency:FCS-PCC is still better and it has even lower average
switching frequency than the switching-minimized method.The other methods all have com-
paratively high average switching frequency, with the deadbeat null methods’ to be the high-
est. Except switching-minimized method has not much lower switching frequency and the two
deadbeat null methods have slightly higher frequencies, the average switching frequencies of
all RFCS-MPCs are similar.

Therefore, it can concluded from the previous test results that all proposed reduced FCS-
MPC methods in this chapter work effectively. According to the requirements and calculation
limitations of systems, they can all be good optional alternatives to replace the conventional
FCS-MPC, with reduction of calculation efforts and even better steady state performances. And
some of them have even the ability of torque and speed ripplesinhibitions, when compared to
FCS-MPCs. Deadbeat double RFCS-PCC is the optimal amongst all, inlight of its good and
average indexes at all aspects for comparison as shown in figure. 5.60.
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CHAPTER 6

MPC with Disturbance Observer

"It’s all about PI parameters adjustment."—-The essence of disturbance observer.
Disturbance Observer (DO), as its name implies, is initially invented based on disturbance

related physical systems’ observation models to reduce thedisturbances [78]. It belongs to
observers/estimators, and works also as model predictive controller and a form of deadbeat
control in more general classification [79,80].

In order to achieve fast system response at different load conditions at different speeds, time-
varying nonlinear P,I parameters are required to achieve optimal operation performance. As is
known that MPC removes the inner current PI controllers, therefore, only speed PI controller
exists in the system. Conventional speed PI is tuned by experiences. Though there are different
methods of PI tunings [81–84], it is sometimes tedious and complicated. Therefore, a mechani-
cal model based DO is designed in this chapter to ease, even partially remove the PI parameters’
tuning work. Therefore, it can say that DO is designed to improve or somehow simplify outer
speed PI controller for better system performance.

In the following sub-chapters, the basic concepts and working principles of DO will be firstly
introduced and explained, thereafter, a specially designed DO for torque disturbance inhibition
for IPMSM will be designed and applied to both continuous MPCand FCS-MPC to verify the
its effectiveness.

6.1 DO Basics

The most general state-space (SS) representation of a linear system is in the following
form [36,85]:

{

ẋ =A x +B0u +B1d

y =C x
(6.1)

wherex, u andd represent the state, input and the lump disturbance vectors, respectively,
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andA, B0 andB1 are their corresponding coefficient matrices in the state function.C is the
coefficient for output equation.

With the above equations, a DO can be designed as shown in fig. 6.1.
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Figure 6.1: DO.

If the disturbance of the control system can be measured in finite consecutive control periods,
a baseline controller can be applied. In this figure, before given the control reference directly
from the controller to the control plan, a DO is cascaded connected after the baseline controller
to compensate the disturbance’ influences. The control effort of DO is realized through a posi-
tive feedback. This implementation can make the control plant to be equally "disturbance free"
for the forward channel. This compensation of disturbance,based on the disturbance related
machine model, can also be considered as a form of deadbeat control.

Assume the the control output of the baseline controller is:

u∗ = f(x) (6.2)

If the the disturbance and input affects the state through the same channel, i. e.B0 = B1,
the integrated control of DO is shown as follows.

u = u∗ − d̂ (6.3)

DO contains high flexibility and versatility, rendering thedesign of it and the form of baseline
controller to be independent. In another word, it is not system and control method sensitive.

6.2 Torque Disturbance Observer for Electric Drives

A DO specially for torque disturbance is designed to improvethe system dynamics and thus
guarantee the precision of control [86]. Criteria to guarantee system stability is also achieved
through Lyapunov method [87].

6.2.1 Torque Disturbance Observer Design

Since DO can be considered as an estimator of disturbance, the estimation error can be de-
fined as:
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ed = d̂− d (6.4)

whered̂ andd are the estimated and real disturbances. Therefore, it can be derived that:

d̂(k + 1) = d̂(k)− êd(k) (6.5)

A prerequisite of effective estimation is that the disturbance can be considered as time invari-
ant, with the approximation:

ḋ = 0 (6.6)

The derivative of disturbance estimation can be written as:

˙̂
d =

−ed(k)
Ts

=
−(d̂− d)

Ts

= − λT
B1Ts

· (B1d̂− B1d)

(6.7)

where a coefficient ofλT is multiplied as the observer gain to achieve varying convergence
rate or dynamics, and with emphasis on different control variables.

With previous SS of linear system in (6.1), (6.7) can be derived as:

˙̂
d = − λT

B1Ts
·B1d̂+

λT
B1Ts

· (ẋ− Ax− B0u) (6.8)

Flux weakening/increasing is still not considered in this work. Therefore, in thedq reference
frame, by setting rotor flux magnitude|ψr|∗ = 0, it gains:

i∗d = 0 (6.9)

Since electromagnetic torque and the mechanical equation of the motor can be expressed as:

Te = T ∗
e =

3

2
· p[ψPM i∗q + (Ld − Lq)i

∗
di

∗
q] =

3

2
· pψPM i∗q (6.10)

Te − Tl = Jω̇m +Bωm (6.11)

wherep is the pole pair number,Tl is the load torque,J andB are the inertia of moment
and friction coefficient. Omitting the friction, i.e.B = 0, for a speed controlled IPMSM drive
system, it derives:

{

ω̇m = 3
2
· pψPM i

∗
q

J
− Tl

J

y = ωm
(6.12)

Compare (6.12) with (6.1):
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x =ωm, A = 0

u =i∗q, B0 =
3

2
· pψPM

J

d =Tl, B1 = − 1

J
y =ωm, C = 1

(6.13)

From (6.13), it is seen that the system is linear time invariant (LTI), with the state space
functions’ coefficients to be constant. Substitute (6.13) into (6.7), the derivative of estimated
torque is:

˙̂
TL =

JλT
Ts

· (− 1

J
) · T̂L − JλT · (ω̇m − 3

2
·
pψPM i

∗
q

J
) (6.14)

Backward equivalence of (2.42) is applied for discretization:

dx

dt
=
x(k)− x(k − 1)

Ts
(6.15)

Therefore, (6.14) can be expanded as:

T̂L(k) =
1

1 + λT
· [T̂L(k − 1) + JλT ·

ωm(k − 1)− ωm(k)

Ts
+

3

2
λTpψPM i

∗
q]

(6.16)

6.2.2 Stability Analysis

Review the estimation error of disturbance:

ed = d̂− d (6.17)

Since the disturbance changeḋ is relatively faster than the error dynamicsėd of the observer,
and review (6.7), it is derived that:

ėd + λTB1ed = ėd −
λT
J

· ed = 0 (6.18)

whereed converges to zero as long asḋ is stable for all states. To achieve the input to state
stability (ISS) of DO based closed-loop feedforward system, Lyapunov method is applied. The
stability function is:

Ve =
1

2
e2d (6.19)

This yields the derivative:

V̇e = edėd =
λT
J
e2d (6.20)

Regardless the value ofωm, the closed loop system is globally exponentially stable when V̇e
is negative definite, i.e.λT < 0.
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6.3 Deadbeat PCC with Torque Disturbance Observer

The designed torque disturbance observer (TDO), when integrated into the aforementioned
Deadbeat PCC drive system for IPMSM, is displayed in figure 6.2. The control effort of TDO is
realized through a positive feedback. In this system, only the estimated torque of the last cycle
is shown with(k − 1). Other variables that without sequence number are of current control
cycle.

Moreover, when the system is turned into a "torque disturbance free" system with the pro-
posed TDO as a feed-forward compensator, the integral part is no more necessary in speed PI
controller, because TDO acts against disturbance variations at much faster rate than the speed
changes. Therefore, it doesn’t require the comparatively slow integral part in the PI controller,
rendering it to simply become a P controller. Because the PI parameters are operation points
sensitive, i.e. they must be changed to achieve proper and optimized performance with respect
to different load and speed states, TDO simplifies and reduces the tuning work of baseline
controllers.

ω∗
m

ωm

T ∗
e

T̂L (d̂)

Te
∗
DO

1
z

1
z

P

DBPCC

+

+

PWM

VSI

ua,b,c

ia

ib

IPMSM

λT

T̂L(k − 1)

TDO
ib

JλT
Ts

1
1+λT

Figure 6.2: DBPCC drive system for IPMSM with TDO.

6.3.1 Simulation and Experimental Verification

Figure 6.3 shows the simulation of low speed (300 rpm) with rated load torque (12 Nm)
variations. The torque is added to the system suddenly at1 s when the motor is rotating with
300 rpm at steady state. When the system regains its stability, this load is removed immediately
after2 s. The dashed curves are the references. From this simulation, it is seen that TDO works
with increasing effectiveness as the torque observer coefficientλT decreases from 0. Figure 6.4
is the same experimental test on the SPMSM with sameλT variations. The experimental results
are highly consistent to the simulation ones.
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Figure 6.3: Simulation: low speed torque performance of DBPCCwith TDO for IPMSM (val-
ues ofλT are shown in figures).
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Figure 6.4: Experiment: low speed torque performance of DBPCCwith TDO for SPMSM
(black:λT = 0, violet: λT = −0.5, blue:λT = −1 ).

Figure 6.5 shows the same simulation of high speed (1500 rpm)conditions. As can be seen
from the figure, the system performance and trend of TDO effects are of similar form as the



6.3. DEADBEAT PCC WITH TORQUE DISTURBANCE OBSERVER 115

low speed situation. Figure 6.6 is the same experimental test on the SPMSM, which are also
consistent to the simulation results. Moreover, the peak values of speed variations (-130, -30 and
-15 rpm forλT = 0,−0.5 and -1) subject to torque disturbances for different TDO coefficients
are almost same as the case of low speed simulations. This shows that the torque disturbances
and the system’s disturbance rejection ability have no close relationship with the motor speed.
This discovery is further proved by the 3-D figure 6.7 showingthe relationship among the max.
speed drop/raise (absolute values), motor speeds and TDO coefficients, whose data are gained
through a series of simulations with sudden load torque (12 Nm) variations. In this figure, the
reduced TDO coefficient also leads to smaller speed ripples in transient while the motor speed
itself has little influence on the speed variations caused bysudden load disturbance.

Moreover, the relationship between the max. speed drop/raise, load torque and TDO coeffi-
cient is also studied under constant speed (1500 rpm) condition, which is shown in figure 6.8.
This figure is consistent to the previous simulations, in which the larger the torque disturbance
is, more speed variations it causes. And the effect of varying TDO coefficient is accordant as
that in figure 6.7 .

To properly and fully utilize the TDO, adjustment ofλT is conducted to find out its range of
sensible values. Figure 6.9 shows the adjustment process through the trail and error method. In
figure 6.9, when the machine operates at steady state of ratedspeed, a time-varying load with
both magnitude and frequency of time-ascending propertiesis added to the system to simulate
an oscillating torque. When the values ofλT decrease from 0 to negative, the speed maintains
much more stable to its reference and the corresponding torque tracking capacity is stronger.
As is illustrated by the figure, beforeλT is decreased to -9, system remains stable. Therefore,
the theoretical range of properλT is around [-8,0).

In real system, the load torque is time-variant. Therefore,another simulation with noises in
the torque reference is conducted. Figure 6.10 shows the system performance with different
λT when the motor is operating at steady state during 1 second time period at rated speed
and with rated torque including uniform random noises. The means and covariances of both
variables for differentλT are also measured and shown in table 6.1. The stator current THDs
are also calculated. As can be seen from both the fig. 6.10 and table 6.1, the introduction of
TDO maintains the stability of rotor speed, i.e. showing smaller variances with smallerλT
values. In contrast, the electromagnetic torque of the system with TDO has larger oscillations,
which shows the sensibility of the TDO and intensive controlefforts of torque reacting quickly
to load torque variations. This is confirmed by the torque variances, in which the stronger
TDO is, the closer the torque variance is to that of the reference, i.e. load torque with random
noises. The zoomed-in figure of 0.014 s shows the electromagnetic torque’s trajectory for the
load variations. It is seen that stronger TDO makes the output torque highly align with the
disturbances, but with slight delay which is ignorable, when compared to the smooth torque
curves of system with weaker or no TDO. The stator current THDwith TDO is also larger
with torque oscillations. This is understandable because the generation of the varying output
torque depends on the output voltages and therefore also thecurrents. The increased THD in
TDO system is undesired from the current quality view, however, it is sensible because in order
to achieve acute torque disturbance rejection, it is unavoidable and therefore acceptable. A
compromise of the current quality to the torque control should be made. This affirms again the
purpose and importance of the range selection of TDO coefficient in the previous simulation.

The above simulation and experimental results match well with the theories and therefore
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Figure 6.5: Simulation: high speed torque performance of DBPCC with TDO for IPMSM
(values ofλT are shown in figures).

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
145

150

155

160

165

170

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

0

10

20

Figure 6.6: Experiment: high speed torque performance of DBPCC with TDO for SPMSM
(black:λT = 0, violet: λT = −0.5, blue:λT = −1 ).

verify the feasibility and effectiveness of the proposed drive control algorithms.
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Figure 6.9: Simulation: Varying torque tracking performance with differentλT values in TDO
of DBPCC for IPMSM.

Table 6.1: Statistic Analysis of Variables for DifferentλT .
ωm T

λT mean variance mean variance THD
0 1500 0.1549 12.0053 0.0007 1.13%

-0.5 1500 0.0469 12.0056 0.023 1.58%
-1 1500 0.0275 12.0055 0.039 2.82%

reference 1500 0 12.0052 0.3325 —
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6.4 FCS-PTC with TDO

The designed TDO is baseline controller as well as control strategy independent, therefore,
this chapter tests its effectiveness on FCS-MPC. Take PTC as anexample, figure 6.11 displays
the PTC drive system for IPMSM with TDO integrated. The TDO ofthis system is exactly the
same as the one applied in DBPCC.

w∗

w

T ∗
e

T̂L (d̂)

Te
∗
DO

1
z

1
z

P

PTC

+
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ua,b,c

ia

ib

IPMSM

λT

T̂L(k − 1)

TDO
ib

JλT
Ts

1
1+λT

Figure 6.11: PTC drive system for IPMSM with TDO.

6.4.1 Maximum Torque Per Ampere Implementation

As IPMSM’s current utilization and efficiency are crucial within rated speed and torque oper-
ations, especially for higher power applications. Therefore, the MTPA operation control for flux
linkage reference tracking is adopted [28]. Instead of given fixed stator flux magnitude refer-
ence or using simpleid∗ = 0 control, MTPA calculates the optimal reference flux for maximum
‖ ψ∗

s ‖ torque output. This is achieved through solving a pair of binary quadratic equations
containing reference currents.

Review (2.26), the reference torque from TDO can be written asthe integrated function of
current references:

T̂ ∗
e =

3

2
· p[ψPM i∗q + (Ld − Lq)i

∗
di

∗
q] (6.21)

And the MTPA trajectory derived from the torque equation corresponding to the local (i.e.
absolute) maximum is:

i∗d +
(Ld − Lq)

ψPM
(i2d

∗ − i2q
∗) = 0 (6.22)

with the condition:

2(Ld − Lq)

ψPM
i2d

∗ + 1 < 0 (6.23)
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Solve equations (6.21) and (6.22), the reference currents are calculated. Substitute these cur-
rents into (2.25), the reference stator fluxdq components can be achieved and finally reference
flux magnitude is calculated as:

‖ ψ∗
s(mtpa) ‖=

√

ψ2
d
∗ + ψ2

q
∗ (6.24)

Apply the above reference as the flux magnitude reference in the following cost function of
PTC with the above reference, the MTPA operation can be implemented as:

gj = |T ∗
e − T̂e(k + 2)j|+ λg · | ‖ ψ∗

s ‖ − ‖ ψ̂s(k + 2)j ‖ |+ Im(k + 2)j (6.25)

where‖ ψ̂s(k + 2)j ‖ is obtained with the square root of the predicted fluxes (3.5)as follows:

‖ ψ̂s(k + 2) ‖=
√

ψ̂2
α(k + 2) + ψ̂2

β(k + 2) (6.26)

6.4.2 MTPA-based FCS-PTC with TDO

However, it is found in implementation that if as in (6.25) where flux is chosen as the con-
trol term, there will have multiple values converging to thereference. Therefore, it should be
replaced by the form of components, i.e.ψ̂α(k + 2) andψ̂β(k + 2). Actually in this system,
only one of the two components is enough to force the system totrack its reference without
converging to the wrong optima.

Here, it is easier and intuitive to think of directly applying the reference current in the cost
function design instead of adopting the flux term.

Therefore, a novel way of implementation for MTPA through a slight variation in cost func-
tion for PTC is designed and it will be realized through the following cost function:

gj = |T ∗
e − T̂e(k + 2)j|+ λg · |i∗d − îd(k + 2)j|+ Im(k + 2)j (6.27)

wherei∗d is the reference current calculated from (6.21) and (6.22).And îd(k + 2)j is the
predicted currents from (3.12) in the dq frame. Actually, inthe above cost function, currents of
αβ frame can also be applied, with which it is found through simulation that the systems with
both ways of implementation has almost the same error convergence capabilities. Therefore,
only the case withid as control terms will be tested in this work for MTPA-based PCCwith
TDO.

The MTPA-based FCS-PTC system for IPMSM with TDO is shown in figure 6.12.
To further reduce the switching frequencies, the switching-minimization of RFCS-PCC as

mentioned in chapter 5.2 is further applied for FCS-PTC.

6.4.3 Simulation and Experimental Verification

Similar as for deadbeat PCC, the observer gainλT is firstly obtained through a trail and
error process to strike a balance between system dynamics and torque inhibition extent (i.e.
convergence rate) after plenty of empirical adjustments, and its value is fixed. In the following
simulations, if not specially assigned,λT = −2.5.
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Figure 6.12: FCS-PTC drive system for IPMSM with TDO.

A speed start-up from standstill and reversal process from rated positive to negative speeds
of the proposed system for IPMSM is shown in figure 6.13. It is seen from the figure that the
rotor speed can properly track its ramp reference (dashed line) in short time. The reversal speed
therein is around−6000 rps. And during the speedup and reversal process, the electromag-
netic torque reaches its rated (maximum) at the beginning phase to achieve both prompt and
smoothy acceleration and deceleration. The currents are controlled within its rated (13.8 A) at
the full load and speed condition. And stator flux is precisely maintained around the rated. This
simulation shows that the system with TDO has similar performance and fast response as the
conventional FCS-PTC drives. Figure 6.14 is the same experiment on SPMSM, which confirms
again the non-deteriorated steady performance of TDO for the system.

The dynamic performances with sudden torque disturbances at rated speed condition are
shown in figure 6.15. At0.1 s, a step rated load torque is added to the system and after0.5 s, this
load is removed but an opposite rated torque is loaded for another0.5 s. Figure 6.15 compares
the performance of the torque dynamics of the system with andwithout TDO. It is obviously
shown that the application of TDO can largely reduce the speed drop and rise time, rendering the
torque adjustment time to be extremely short. And the torqueripples, currents magnitudes and
flux tracing control capability of both systems are almost the same. This simulation verifies that
the designed TDO works effectively to observe and compensate torque disturbances, without
deteriorating the other system performances. Figure 6.16 is the same experiment on SPMSM,
whose performance matches those in simulation.

In order to make the test harsher and closer to real stochastic processes and environments.
The steady state performances with random unit torque noises of maximum magnitude of3
Nm in torque reference at rated speed and rated torque condition are shown in figure 6.17, and
figure 6.18 with switching frequency minimized. In these figures, the torque rejection capability
of TDO integrated system is further confirmed. From the speedcurves, it is seen that the TDO
based system is more stable therefore with less speed oscillations against time-varying load
torques.

The system’s robustness under parameter deviations at rated condition are also tested through
simulation. Since the TDO has only parameter’s dependency on a single parameterJ , the
system’s steady state performances with sudden changes of inertiaJ from 10% to 1000000%,
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Figure 6.13: Simulation: speed reversal performance underFCS-PTC with TDO for IPMSM.
(From top to down:rotor speed, electromagnetic torque, stator phase A current and stator flux.)

which are even harsher than the real parameter change, are shown in figure 6.19. As can be
seen, the system is very robust againstJ variations of a wide range, even for erroneous hugeJ .

To achieve quantitative comparison, both systems’ performance analysis data are shown in
figure 6.20. The bar charts analyze the systems through theirmean/variances of speeds/torques,
stator current total harmonics distortion (THD), and the switching frequencies. In general, the
systems with and without TDO have the same trend of variations in performance. Thus, there
is no influence of TDO on system performance with different switching frequency strategies.
Judging from the average values, both systems track their speed references correctly. It is seen
that the torque means of frequency minimized system is slightly less than the noised torque
reference, which is caused by the inappropriate speed controller’s P parameter and TDO ob-
server gain. However, for fair comparison in this work, all parameters in systems are kept as
the same, which should be adjusted to achieve best general system performance. Similar as
previous simulation, the system with TDO has better speed performance and less variations.
However, the torque variance is correspondingly larger in TDO. This is actually not a phenom-
ena of torque deterioration of TDO. Contrarily, it is the result of intensive torque control and
disturbance compensation mechanism. Moreover, as expected, the speed of the system with
switching minimization has larger but not much variance andincreased current THD, when
compared to the system that chooses the optimized voltage vectors without consideration of
switching transitions. However, the increase of both values are not obvious and crucial. And
the switching frequencies shown in the chart have been halved and calculation time is reduced.
In light of this, the minimized system is preferred and therefore applied for further tests in the
following simulation and experiments.
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Figure 6.14: Experiment: speed reversal performance underFCS-PTC with TDO for SPMSM.
(From top to down:rotor speed, electromagnetic torque, stator phase A current and stator flux.)

Simulation and experimental results match well with the theories, and therefore verify the
feasibility of the proposed algorithms.
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(b) λT = −2.5.

Figure 6.15: Simulation: torque rejection performances under FCS-PTC with/without TDO for
IPMSM.
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Figure 6.16: Experiment: torque rejection performances under FCS-PTC with/without TDO for
SPMSM.
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Figure 6.17: Simulation: system performance with random noises in torque under FCS-PTC
for IPMSM. (blue: system without TDO. black: system with TDO.)
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Figure 6.18: Simulation: switching frequency minimized system performance with random
noises in torque under FCS-PTC for IPMSM.(blue: system without TDO. black: system with
TDO.)
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Figure 6.19: Simulation: system robustness test against parameter deviation with sharp changes
of inertia.
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6.5 Conclusion

A DBPCC PMSM drive system with TDO has been proposed and verifiedby simulations and
experiments. Through the application of TDO and combining with deadbeat control, and both
the system’s transient and steady state performances are improved. Moreover, the elimination
of integral part of outer speed PI controller reduces the time-consuming integral error tracking
time and tedious tuning work of parameter. And a FCS predictive torque controlled (FCS-
PTC) IPMSM drive system with TDO has been also proposed and verified by simulations and
experiments. The proposed system remains fast response characteristics of conventional FCS-
PCC.

TDO can not only simplify the control by eliminating the I parameter, but also reduce the
torque response time, thus it improves the transient dynamics. It doesn’t depend on the slow
integral process of speed or torque errors. Instead, it estimates the torque directly from the speed
and electromagnetic torque, and compensate this torque variation instantly to the reference in
a deadbeat manner, rendering the system to be "disturbance-free". Moreover, it is only rotor
inertia J sensitive and has a strong robustness against this parameter deviation. It is proved
to be a practical strategy to reduce the system complexity and improve system dynamics in
industry.

Therefore, the proposed strategy is proved to be a very effective solution which can be easily
implemented on existing drive systems. Moreover, it can be extensively applied to other drive
systems with various machine types. And the TDO can also be independently adopted to the
system based on different control methods, such as FOC, DTC and deadbeat MPC.
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CHAPTER 7

FCS-MPC without Weighting Factor

For all FCS-MPCs, there is at least one weighting factor for thecost function as long as there
are control terms of different physical natures [88]. Even for strategies with control terms of
the same attribute, e.g. FCS-PCC, the weighting factor of 1 cannot be taken as the optimal for
granted, which is also confirmed through adjustments experiences of the weighting factor of
FCS-PCC. And it is found that usually 0.25~0.5 instead of 1 leadsto better convergence/quality
for both currents and torque. However, there exists no standard method or criteria with physical
quantity for the tuning of weighting factor(s). Usually, they are simply set to be fixed values
and normalized to achieve fair control between different terms, which is similar as per unit
control. However, this is not a guarantee for optimal control for all conditions under differ-
ent operation points. There are already some control strategies regarding the simplification or
elimination of the weighting factor, which are essentiallyall variations for online tuning of the
priority/importance for different control terms with specific criteria [89–92]. Among them, a re-
cently proposed strategy—sequential FCS-MPC (SMPC) is a simple and promising realization
of weighting-factor-less FCS-MPC [93]. In this chapter, tests of SMPC are conducted and an
improved extension of it—SMPC with varying control sequence is also proposed and verified.
Moreover, in order to fully study the possibilities of weighting-factor-less FCS-MPC, a novel
analogue of SMPC—Parallel FCS-MPC (PMPC) will also be proposedand tested.

Instead of only using PMSM as control object as in previous chapters, IM will be controlled
in this chapter for SMPC, because the rotor flux of IM is induced, whose flux control is more
difficult and important than IPMSM with separated magnet. Therefore, the effectiveness of both
SMPC will be more prominent. PMPC will be still tested on PMSM.

7.1 Sequential FCS-PTC

Because of the length limitation of this work, only PTC is taken as example to verify the
algorithms in this chapter.
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7.1.1 Conventional Sequential FCS-PTC

The recently proposed novel strategy of Sequential FCS-PTC for IM as in [93] will be intro-
duced and explained in this sub-chapter, whose block diagram is shown in figure 7.1.

vk+1
s1 , vk+1

s2 vk+1
s

Figure 7.1: Sequential PTC for IM.

The basic mechanism of SPTC is to split the conventional "all in one" congregate cost func-
tion with weighting factor(s) into as many as the number of control terms. And through a
cascade structure of sequential execution of cost functions’ optimizations, some of the control
terms are firstly calculated and the best optimal voltage vectors leading to minimum errors are
firstly selected and serve as the reduced control set’s candidate vectors for the cost function of
the secondly controlled object.

For example, in this novel SPTC, two separate cost functions of control, i.e. gT andgψ for
the torque and stator flux terms, are adopted as follows:

gT = |Te(k + 2)− T ∗
e | (7.1)

gψ = |ψd(k + 2)− |ψs|∗| (7.2)

Except the additional over current protection term in both cost functions’ calculation pro-
cesses, the torque cost function is firstly calculated and the best two vectors for it are pre-chosen
for the flux optimization. Thereafter, these two optimal vectors are given to the stator flux’s cost
function to find out the optimal vector that will be output as the reference. For the IM under
test, 2 is chosen as the ideal quantity of the pre-chosen voltage vectors that trikes a balance
between the calculation amount and slightly higher emphasis on torque control. It is obtained
after a trail and error process. More than two vectors is not suitable for torque optimization,
while only 1 is absolutely abandoning the control of stator flux. Theoretically, the less vectors
are chosen for the secondly executed cost function, the moreemphasis is put on the first cost
function’s control object. However, this raises another problem and an extra factor to be tuned
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for the SPTC, which is surely machine type and parameters dependent. Therefore, it comes to
the motivation of extension for this method in the followingsub-chapter.

For easiness of comparison, the simulation and experimental verification of both methods
will be shown together in the later sub-chapter.

7.1.2 Sequential FCS-PTC with Varying Control Sequence

The basic principle of the extended method of SPTC to be proposed in this sub-chapter is
similar as the previous method, whose block diagram is shownin figure 7.2. In order to improve
the system precision and dynamics by avoiding the unbalanced control for either of the control
objects (i.e. torque and stator flux), an sequence or order selection is conducted by a simple
logic basing on the previous control cycle’s cost functions’ values. And these values serve
as the input of a decision-making LUT that decides in each control cycle which cost function
should be firstly calculated.

The rule is that the larger a control object’s cost function’s minimum value in the last control
period is, the higher possibility its cost function will be firstly calculated in the next control
period. Through the introduction of varying cost functions’ execution sequence, the extended
method considers the varying priorities of different control terms in different operation points.
As a result, the system’s control performances can be further improved through the tunings of
the error band widths of torque and flux control’s priorities. A flowchart in figure 7.3 illus-
trates this algorithm. And the cost functions’ execution sequence is decided based on the the
rule in LUT of table 7.1, where the error band width values of torque (εT ) and flux (εψ) are
chosen as half of the average peak-to-peak torque and flux ripple values in steady state of the
system proposed in the last sub-chapter with fixed cost function sequence. These values are
integrated into the logical rules, with whom the final decision can be achieved as a commend
for an interlocking "switch" that changes the execution sequences of control terms.

From the flowchart in figure 7.3, it is seen that the extended method is almost identical as
the previous method, except that in step 2 an additional LUT based sequence decision is made
before the cascaded cost functions.

Table 7.1: Cost function executive order decision-making LUT.
min. gT of last period (Nm) min. gψ of last period (Wb) Decision

≥ 0.025 ≥ 0.5 same as last
≥ 0.025 < 0.5 gT first
< 0.025 ≥ 0.5 gψ first
< 0.025 < 0.5 same as last
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IM

Figure 7.2: LUT based Sequential PTC for IM with varying control sequence.
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Figure 7.3: Flowchart of LUT based Sequential PTC for IM withvarying control sequence.
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7.1.3 Simulation and Experimental Verification

This chapter gives the simulation results of both conventional and extended sequential FCS-
PTC with varying control sequence.

The parameters of the IM under test are shown in table 2.3 of chapter 2, which is the same
as a real machine at laboratory. The other control data are set to be the same as in the test of
IPMSM.

Simulation 1 is to find out the performance of the speed step-up and reversal process.
Figure 7.4 shows speed, torque, current and flux of this process. Both systems have similarly

good dynamic and steady states performance as the conventional FCS-PTC of IM shown in
figure 3.3.

Figure 7.5 shows the corresponding decisions for control sequences of sequential FCS-PTC
with varying control sequence during this process. It is seen that the system automatically and
frequently changes the orders of cost functions’ executionaccording to the predefined error
bandwidths of the previous control periods.

Figure 7.6 shows the corresponding torque and flux tracking performance. It is seen in this
figure that both systems can track their references well.

Simulation 2 is to find out the speed performance under torquevariations.
Figure 7.7 shows speed, torque, current and flux of this process. The differences of both

methods are ignorable.
Experiments are conducted on IM with same parameters as in the previous IM model.
In experiment 1 as shown in figure 7.8, the system is operatingat its steady state of nomi-

nal speed at no load condition, and a sudden load torque of rated value is added at 0.05s and
removed at 0.25 s. Both systems can balance this load immediately with almost no time delay
and minor speed drop/raise and regain. The flux performance is stable in spite of the load varia-
tions. This verifies the good and very similar torque rejection performances of both Sequential
FCS-PTC systems.

Experiment 2 finds out the influence of torque and flux expectations on the torque and current
performances for SPTC with Varying Control Sequence. Figure7.9 and figure 7.10 show the
torque standard deviation and stator current THD for differentεT andεψ. As can be seen that
the torque deviation and current THD have very similar shapeof contours, which confirms the
torque’s deciding and crucial influence to the current THD, with some difference because of the
flux term’s contribution. Therefore, experiment 2 serves asan instruction for the expectation
values’ selection ofεT andεψ. As a result, in the following tests, the values ofεT andεψ
are optimized by being reset to the minimum of both contours with εT = 0.2 Nm andεψ =
0.015 Wb, respectively.

In the following experiments, the system steady state performances under different conditions
will be researched.

Experiment 3 investigates the system performances under different operation points with
varying speeds under rated load. Figure 7.11 shows that boththe electromagnetic torque ripples
and stator current THDs will increase as the speed steps up. Theoretically, the system is more
sensitive and susceptible at lower speed conditions. However, being different from the conven-
tional PTC, the proposed SPTC with varying control sequence works even better at low speeds,
with better torque and current qualities. The reason lies inthe control effect’s enhancement in-
troduced by the self-adaptive control priority decision, i.e., at lower speed, because the torque’s
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(a) Sequential FCS-PTC.
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(b) Sequential FCS-PTC with Varying Control Sequence.

Figure 7.4: Simulation: Rated speed start-up and reversal ofconventional Sequential FCS-PTC
and Sequential FCS-PTC with Varying Control Sequence for IM.

influence is enlarged by larger errors. Therefore, more control efforts are given to torque instead
of flux.

Experiment 4 investigates the system performances under different operation points with
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Figure 7.5: Simulation: Decisions of control sequence for Sequential FCS-PTC with Varying
Control Sequence. (1/0: torque/flux cost function is executed first)

(a) Sequential FCS-PTC.

(b) Sequential FCS-PTC with Varying Control Sequence.

Figure 7.6: Simulation: Torque and Flux Tracking Performance of conventional Sequential
FCS-PTC and Sequential FCS-PTC with Varying Control Sequence for IM.

different torques at nominal speed, which is shown in figure 7.12. From this figure, it is found
that higher torque serves as the temporarily added inertia part and makes the system more stable
and therefore leads to smaller current THD and even reducingswitching frequency for intensive
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(a) Sequential FCS-PTC.
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(b) Sequential FCS-PTC with Varying Control Sequence.

Figure 7.7: Simulation: Conventional Sequential FCS-PTC andSequential FCS-PTC with
Varying Control Sequence’s Performances for IM under TorqueVariations.

adjustments.
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(a) Conventional SPTC.
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(b) Proposed SPTC.
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Figure 7.8: Experiment: Conventional Sequential FCS-PTC andSequential FCS-PTC with
Varying Control Sequence for IM under load variations.
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Figure 7.9: Experiment: Expectations’ influences on torquestandard deviation.
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Figure 7.10: Experiment: Expectations’ influences on stator current THD.
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Figure 7.11: Experiment: Torque standard deviation and current THD under different speed
operations.
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Figure 7.12: Experiment: Current THD and average switching frequency under different load
conditions.



7.2. PARALLEL FCS-PTC 143

7.2 Parallel FCS-PTC

In this sub-chapter, PMPCs with both conventional full vectors based FCS for cost function
and RFCSs introduced in chapter 5 will be proposed and verified for the purpose of calculation
reduction. For RFCS based PMPC, only Deadbeat Triple and Deadbeat Double RFCS-MPCs
are adopted, because for the Dichotomy-based RFCS-MPC, as is known from Chapter 5, the
ripples are comparatively large, and for the Switching-minimized RFCS-MPC, the control per-
formance is sacrificed as the cost for switching reduction. And Deadbeat Null RFCS-MPC
calculates directly the reference voltage vector and contains no cost function, which is not suit-
able for PMPC requiring cost function.

Similar as SMPC, only PTC will be taken as example for implementation. The block diagram
of Parallel FCS-PTC to be proposed in this chapter is illustrated in figure 7.13. The torque
and flux related current estimation and prediction are the same as the conventional FCS-PTC as
shown in the bottom area. The middle area is the PPTC mechanism, which are manipulated both
laterally and vertically with separate torque and flux errores’ sorting and integrated optimization
procedures. Depending on the control set size, the system will optional apply the control set
reduction algorithm shown inside the dotted area. Details of algorithms will be explained in the
following parts.
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Figure 7.13: Parallell FCS-PTC.
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7.2.1 Full-Vectors Parallel FCS-PTC

The basic idea of Full-Vectors Parallel PTC (or: Parallel FCS-PTC for short) applied in this
chapter is to select the optimal/reference voltage vector from all 7 feasible vectors through the
parallel optimization of both control terms with separate cost functions. Unlike the sequential
methods in previous chapter that still require some parameters (e.g. control terms’ error band
widths for LUT decision), for parallel methods, in order to realize the real meaning of control
"without weighting factor", neither weighting factor nor extra coefficients in other forms are re-
quired. The whole optimization process is conducted based on simple logical decision-makings
that has reasonable theoretical bases. Figure 7.14 illustrates the principles of the optimization
for the control set of FCS-Parallel PTC.

As is shown in this figure, the 7 voltage vectors are substituted into the absolute error terms
of torque (torque error:gt) and flux (flux error:gf ) separately. And these errors’ corresponding
vectors are then separately sorted into two lines, where thebest one with minimum error value
is on the right end.

Since for both PTC and PCC, the simulation and experimental experiences prove that the
torque control is always more crucial than the flux control. Therefore, similar as SMPC, torque
control is always given higher consideration and priority,while the flux control is also consid-
ered but with subordinate importance. Basic logic decision-makings are conducted with torque
as the inferior control term and flux the superior one. Firstly, the best three vectors on the right
side of both lines are analyzed for reference vector selection. And then, with these three op-
tions, there exist two possibilities. In case 1: if there exists 1~3 mutual vectors among the right
vectors of both lines, the one that leads to better torque control (i.e. has smaller/smallest value
of torque error) is chosen. For example, in figure 7.14, the mutual vectorV3 instead of the other
mutual vectorV4 is selected and output as the reference. However, if there isno mutual vector
among the right three vectors of both lines, it comes to case 2, where one of the best three of
sorted torque vectors on right end leading to the smallest flux error is still selected. This em-
phasizes the importance of torque regulation, while it still limits the flux errors to the largest
extent, i.e. the worst case is choosing the third worst voltage vector for the flux control.
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Figure 7.14: Optimization Principles for Full Control Set ofPPTC.

7.2.2 Simulation and Experimental Verification

For fair comparison, in this chapter, conventional FCS-PTC and the proposed Parallel FCS-
PTC for IM with an integrated cost function similar as (7.3) for IPMSM is firstly simulated.
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And its cost function is:

gj = |T ∗
e − T̂e(k + 2)j|+ λg · | ‖ ψ∗

s ‖ − ‖ ψ̂s(k + 2)j ‖ |+ Im(k + 2)j (7.3)

The systems are first control under speed control mode.
Simulation 1 is to find out the performance of the speed step-up and reversal process. Fig-

ure 7.15 shows speed, torque, current and flux of this process. It can be seen that the proposed
full-vectors parallel FCS-PTC, even containing no cost function, has visible better torque and
flux qualities than the conventional FCS-PTC.

Figure 7.16 shows the corresponding torque and flux trackingperformance. It is seen in this
figure, full-vectors parallel FCS-PTC’s tracking performance is as good as that of the conven-
tional FCS-PTC and it has even smaller flux oscillation band surrounding the reference.

Simulation 2 is to find out the speed performance under torquevariations in simulation.
Figure 7.17 shows speed, torque, current and flux of this process. Similar as the speed dynam-

ics process, in light of its smoother torque as well as current and flux, the proposed weighting
factor-less method has better control performance.

The proposed method is than experimentally verified on SPMSM.
Experiment 1 as shown in figure 7.18 is the speed step reversalmaneuver. Similar as in

simulation, the proposed method has almost visibly same dynamics and steady performance as
the conventional PTC.

Experiment 2 as shown in figure 7.19 is the torque variation test. Both the ripples band width
and speed drop/rise in sudden torque varying transient are almost the same.

Experiment 3 is to find out the performance under torque control mode in experiment.
Figure 7.20 shows that both systems have instantly fast torque output capabilities.
Experiment 4 is to find out the robustness of the conventionalPTC and full-vectors parallel

method in experiment.
Figure 7.21 and figure 7.22 shows speed, torque, current and flux under the Rs andψpm

variations, in which both system have same extent and sensitivities in robustness, i.e. somehow
sensitive to theψpm variation as with the previous methods.

All of the above simulations and experimental results verify the effectiveness and competitive
performance of the full-vectors parallel FCS-PTC to the conventional FCS-PTC.
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(a) FCS-PTC.
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(b) FCS-Parallel PTC.

Figure 7.15: Simulation: Rated speed start-up and reversal of conventional FCS-PTC and Full-
Vectors Parallel FCS-PTC for IM.
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(a) FCS-PTC.

(b) FCS-Parallel PTC.

Figure 7.16: Simulation: Torque and Flux Tracking Performance of conventional FCS-PTC and
Full-Vectors Parallel FCS-PTC for IM.
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(a) FCS-PTC.
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(b) FCS-Parallel PTC.

Figure 7.17: Simulation: Conventional FCS-PTC and Full-Vectors Parallel FCS-PTC Perfor-
mance for IM under Torque Variations.
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Figure 7.18: Experiment: Rated speed start-up and reversal of conventional FCS-PTC and Full-
Vectors Parallel FCS-PTC for SPMSM.
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(a) FCS-PTC.
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(b) FCS-Parallel PTC.

Figure 7.19: Experiment: Conventional FCS-PTC and Full-Vectors Parallel FCS-PTC Perfor-
mance for SPMSM under Torque Variations.
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(a) FCS-PTC.

(b) FCS-Parallel PTC.

Figure 7.20: Experiment: Conventional FCS-PTC and Full-Vectors Parallel FCS-PTC Perfor-
mance for SPMSM under Torque Control Mode.
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(a) FCS-PTC.
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(b) FCS-Parallel PTC.

Figure 7.21: Experiment: Full-Vectors Parallel RFCS-PTC Performance for SPMSM under Rs
Variation.
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(a) FCS-PTC.

ψpmψpm 0.7ψpm 1.3ψpm

(b) FCS-Parallel PTC.

Figure 7.22: Experiment: Full-Vectors Parallel RFCS-PTC Performance for SPMSM under
ψpm Variation.
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7.2.3 Deadbeat Triple Parallel RFCS-PTC

Figure 7.23 illustrates the principles of the optimizationfor the control set of deadbeat triple
RFCS-Parallel PTC. Similar as the previous method, firstly, only three vectors are left and sorted
by their corresponding torque and flux errors respectively.Since the vector number is largely
reduced, only the best two vectors of both lines are searchedto find the optimal one. Because
there must be at least one mutual vector among the best two vectors for both lines, no second
case is to be discussed. The vector among these two vectors that minimizes the torque error will
be chosen as reference, i.e. in this example, the only mutualvectorV6 is selected.

V0

V0 V4

V4

V6

V6

optimal
gt:

gf:

Figure 7.23: Optimization Principles for Control Set of Deadbeat Triple PPTC.

7.2.4 Simulation and Experimental Verification

Simulation 1 is to find out the performance during speed step start-up and reversal process in
simulation.

Figure 7.24 shows speed, torque, current and flux of this process. This process has similarly
comparable performance as the conventional FCS-PTC and previous methods, except the speed
rise time is slightly longer.

Figure 7.25 shows the corresponding dynamics of torque and flux tracking performance,
which is also fast and precise.

Simulation 2 is to find out the speed performance under torquevariations in simulation.
Figure 7.26 proves that it is as good as the methods with larger control set and more vectors.
Deadbeat Triple Parallel RFCS-PTC are also experimented on SPMSM.
Experiment 1 is the speed start-up and reversal test shown infigure 7.27.
Experiment 2 is the system performance test under varying torque, which is given in fig-

ure 7.28.
Experiment 3 is to find out the performance under torque control mode in experiment.
Figure 7.29 shows speed, torque, current and flux of this process. It is as good as the case

under deadbeat triple parallel RFCS-PTC.
Experiment 4 is to find out the robustness of the proposed method.
Figure 7.30 and figure 7.31 shows speed, torque, current and flux under the Rs andψpm

variations. The proposed method has almost the same robustness as previous method.
Therefore, deadbeat triple parallel RFCS-PTC works excellently as expected, and in light of

its much smaller number of vectors in control set, it is easier in both calculation and concept of
design. Containing no weighting factor, it is a very good alternative for the conventional and
previous proposed methods for electric drives.
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Figure 7.24: Simulation: Rated speed start-up and reversal of Deadbeat Triple Parallel RFCS-
PTC for IM.

Figure 7.25: Simulation: Current Tracking Performance of Deadbeat Triple Parallel RFCS-PTC
for IM.
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Figure 7.26: Simulation: Deadbeat Triple Parallel RFCS-PTC Performance under Torque Vari-
ations for IM.
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Figure 7.27: Experiment: Rated speed start up and reversal ofDeadbeat Triple Parallel RFCS-
PTC for SPMSM.
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Figure 7.28: Experiment: Deadbeat Triple Parallel RFCS-PTC Performance under Torque Vari-
ations for SPMSM.

Figure 7.29: Experiment: Deadbeat Triple Parallel RFCS-PTC Performance for SPMSM under
Torque Control Mode.
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Figure 7.30: Experiment: Deadbeat Triple Parallel RFCS-PTC Performance under Rs Variation
for SPMSM.

ψpmψpm 0.5ψpm 1.5ψpm

Figure 7.31: Experiment: Deadbeat Triple Parallel RFCS-PTC Performance underψpm Varia-
tion for SPMSM.
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7.2.5 Deadbeat Double Parallel RFCS-PTC

Figure 7.32 illustrates the optimization principles with the control set of deadbeat double
parallel RFCS-PTC. Based on the core principle of giving higher torque priority, the best torque
controlling vector, i.e.,V3 in this illustration, is selected.

V3

V3 V6

V6

optimal

gt:

gf:

Figure 7.32: Optimization Principles for Control Set of Deadbeat Double PPTC.

7.2.6 Simulation and Experimental Verification

Simulation 1 is to find out the performance during speed step-up and reversal process in
simulation.

Figure 7.33 shows speed, torque, current and flux of this process. Compared with previous
figures of different solutions in the same process, the torque ripples’ band is further reduced,
but the flux control is not as good as previous ones, because ithas slightly larger variations and
slower flux dynamics.

Figure 7.34 shows the corresponding torque and flux trackingperformance. Being consistent
as the last test figure, the torque tracking performance is quite well but flux is not precisely
controlled to align with its reference. However, since for IM, the flux can be strengthened
or weakened flexibly according to system demands, this phenomenon is acceptable and even
explicable for better torque control.

Simulation 2 is to find out the system performance under torque variations.
Figure 7.35 shows speed, torque, current and flux of this process. Similar as the previous test,

the flux has comparatively larger value than its reference atloaded condition.
Deadbeat double parallel RFCS-PTC are also experimented on SPMSM.
Experiment 1 is the speed reversal performance test. Figure7.36 shows that, though the flux

ripples are slightly larger, the torque ripples are smallerthan the previous method. Since the flux
is only intermediate variable, it is not influential when itsvalue is oscillating in larger range.

Experiment 2 is the torque variation test. The experimentalresults in figure 7.37 agrees with
the discovery in experiment 1.

Experiment 3 is to find out the performance under torque control mode.
Figure 7.38 shows speed, torque, current and flux of this process, which shows the similar

competitive performance of deadbeat double parallel RFCS-PTC as the triple one proposed in
the previous sub-chapter.

Experiment 4 is to find out the robustness of the proposed method in experiment.
Figure 7.39 and figure 7.40 shows speed, torque, current and flux under the Rs andψpm

variations. Both figures show that the system is not less robust with the further reduction of
voltage vectors in the control set.



160 CHAPTER 7. FCS-MPC WITHOUT WEIGHTING FACTOR

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-2000

0

2000

S
p

e
e

d
 [

rp
m

]

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-10

-5

0

5

10

T
o

rq
u

e
 [

N
m

]

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-10

-5

0

5

10

C
u

rr
e

n
t 

[A
]

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time [s]

0.6

0.65

0.7

0.75

0.8

F
lu

x 
[W

b
]

Figure 7.33: Simulation: Rated speed start up and reversal ofDeadbeat Double Parallel RFCS-
PTC for IM.

Figure 7.34: Simulation: Current Tracking Performance of Deadbeat Double Parallel RFCS-
PTC for IM.
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Figure 7.35: Simulation: Deadbeat Double Parallel RFCS-PTC Performance for IM under
Torque Variations.
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Figure 7.36: Experiment: Rated speed start up and reversal ofDeadbeat Double Parallel RFCS-
PTC for SPMSM.
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Figure 7.37: Experiment: Deadbeat Double Parallel RFCS-PTC Performance for SPMSM un-
der Torque Variations.

Figure 7.38: Experiment: Deadbeat Double Parallel RFCS-PTC Performance for SPMSM un-
der Torque Control Mode.
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Figure 7.39: Experiment: Deadbeat Double Parallel RFCS-PTC Performance under Rs Varia-
tion for SPMSM.
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Figure 7.40: Experiment: Deadbeat Double Parallel RFCS-PTC Performance underψpm Varia-
tion for SPMSM.
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7.3 Conclusion

In this chapter, to eliminate the weighting factor and simplify/clarify the tuning process, one
solution with online self-adjustive control priority for sequential FCS-PTC and three solutions
for parallel FCS-PTCs including reduced calculation effortsand design simplification are pro-
posed based on the previous works and verified by simulation and experiments.

Both sequential and parallel FCS-PTCs work satisfactorily as expected. Therefore, the goal to
remove weighting factor for cost function in FCS-MPC is achieved with the proposed methods.

The proposed FCS-MPC without weighting factor in this chapter could be extensively de-
vised and conducted for FCS-PCC.
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CHAPTER 8

Summary and Outlook

In this dissertation, several different variations of model predictive controls and their exten-
sive considerations in implementations for electric drives have been proposed and verified by
simulations and experiments. Some methods, e.g., FCS-MPC without weighting factors, can
not only be applied on electric machines, but also further applied on different AC/DC-DC/AC
converters containing cost functions. In order to ensure the universality and extensibility of the
proposed methods, three types of most commonly used AC machines are applied in tests, i.e.,
most simulations are conducted on an real IPMSM’s model and all experiments are conducted
on either an real IPMSM or an IM at the laboratory. Experiments are realized through an high
performance dSPACE real time semi-physical simulation system. Moreover, the proposed con-
trol strategies or improvements can be further extended to other kinds of AC drives, for example,
switched reluctance motors (SRM) or linear motor (LM) drives.

8.1 Conclusion

The work of this dissertation can be summarized as follows:

• Chapter 3 has reviewed two main categories of MPCs: FCS-MPC and Continuous MPC.
Three most popular examples of both categories, i.e., FCS-PTC, FCS-PCC and Deadbeat
PCC have been explained, and their transient dynamics and steady state have been com-
pared.

It has been found that both FCS-PTC and FCS-PCC have similar goodperformances
in light of their dynamics, low switching frequencies and nonlinear control/constraint
inclusion potential. And Deadbeat PCC, though contains PWM module, its amount of
calculation is much less than the FCS-MPCs. Therefore, it is asgood an option as FCS-
MPC in light of its merits of similarly fast dynamics as FCS-MPCs.
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• Chapter 4 has proposed and verified two kinds of increased FCS-MPCs with continuous
reference voltage, i.e., fan and circular dichotomy-basedmethods, which can generate
quasi continuous voltage reference thus to be offered for the SVM.

Simulation and experimental verifications have proved thatIFCS-MPCs can maintain
the fixed switching frequency of the inverter, have better control accuracy, improves the
current quality and reduces the torque ripples significantly. Therewith, the system’s reli-
ability can be ensured.

• Chapter 5 has introduced five different realization of reduced FCS-MPCsso that the size
of finite control set for cost functions is minimized. The number of candidate voltage
vectors is reduced by these methods to 5, 4, 3, 2 and 0, respectively.

Simulation and experimental results have shown the effectiveness of all proposed reduced
FCS-MPC methods. With reduction of calculation efforts and no deterioration of system
performance or even better steady state characteristics, they could all be considered as
ideal alternatives for the conventional FCS-MPC. Moreover, some of them have even
better torque and speed ripples inhibitions ability than the conventional FCS-MPC.

• Chapter 6 has proposed a TDO to improve the system’s transient and steady state per-
formances. By applying TDO to both deadbeat PCC and FCS-PTC, it isfound that the
integral part of outer speed PI controller could be eliminated to reduce the tuning of pa-
rameter.

Simulation and experimental results have verified that by making the system to be
"disturbance-free", TDO can not only simplify the control, but also reduce the torque
response time and the general transient dynamics. Moreover, it has a strong robust-
ness against this parameter deviation. Therefore, the application of TDO to MPC has
been proved to be a feasible and effective solution to reducethe system complexity and
improve system dynamics.

• Chapter 7 has introduced to ways of weighting factor-less FCS-PTC control strategies:
sequential FCS-PTC and parallel FCS-PTC. In order to realize optimized torque and flux
control by changing the cost functions’ execution sequences online, a sequential FCS-
PTC with self-adjustive control priority has been proposedand compared with the exist-
ing sequential FCS-PTC. Moreover, based on the reduced FCS-MPCsin chapter 5, three
variations of weighting factor-less parallel FCS-PTCs have been proposed and tested.

Simulations and experiments have confirmed that both sequential and parallel FCS-
PTCs work satisfactorily as expected. Therefore, the real meaning of FCS-MPC without
weighting factor weighting factors in the cost function is achieved with the proposed
methods, which significantly simplify the tuning work of theFCS-PTCs.

To conclude, according to the experimental results, all goals in chapter 2 have been achieved
by the work in the dissertation. As is implied by the title of this work, it has fulfilled the gap on
further studying MPC’s applications on electric drive systems in depth and on the proposal of
several extensive considerations and solutions for model predictive control.
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8.2 Future Work

Several topics have been found as the future research directions as the extension of the topics
discussed in this work and in the further considerations forMPCs’ application to electric drives:

• Calculation redundancy reduction/elimination. For the increased FCS-MPC, the cal-
culation effort is still the main problem. Further researchshould be the introduction of
redundancy minimizing strategies such as those interdisciplinary algorithms for artificial
intelligent, such as ant colony optimization and grey wolf optimization.

• Improved disturbance observer. Since the DO proposed in this work is only capable
for torque disturbance’s inhibition, more DO or more integrated DO with higher multiple
disturbances inhibition potential should be designed and implemented. One possibility is
to introduce a DO that can also remove the P parameter even require no extra parameter
to be tuned.

• Parameters identification.For all model based predictive control strategies, the control
variables thus the control performance is more or less sensitive to machine parameters’
deviations, as shown in the previous chapters, in which mostsystem is sensitive toLs
variations. Therefore, better robustness should be achieved through the online parameters
identification.

• Long horizon MPC. Based on the existing methods on single step MPC, and with com-
paratively precise machine parameters, long horizon MPC should be applied to further
improve system prediction range and control precision and system performance.
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APPENDIX A

Nomenclature

General remark:

Scalars are italic letters: x
Vectors are bold lower case letters: x

Matrices are bold upper case letters: X

References are marked with a star superscript: x∗

Rated values are marked with a star subscript: xnom
Predictions are marked with a hat superscript:x̂
Time derivation:dxdt or ẋ
Coordinate variable components are with a-b-c,α-β or d-q subscript: xa, xb, xc, xα, xβ, xd, xq

Symbols and parameters:

x State vector
u Input vector
y Output vector
A State matrix
B Input matrix
C Output matrix
a, b, c Phases
α, β Equivalent two-phase coordinates
j

√
−1

v Voltage
i Current
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R Resistor
C Capacitor
L Inductor
J Inertia
t Time (continuous)
k Time (discrete, current sample)
Ts Sampling time

Machine variables and control coefficients:

vs, vr Stator and rotor voltage
is, ir Stator and rotor current
ψs,ψr Stator and rotor flux
ωe Electrical machine speed
ωm Mechanical machine speed
Te Electromagnetic torque
Tl Mechanical load torque
p Number of pole pairs
Rs,Rr Stator and rotor resistance
Ls, Lr Stator and rotor inductance
Lm Mutual inductance
Sx/Sx Switching state of phasex upper/lower arm
λg Weighting factor
λT Observer gain
εT ,εψ Error band width values of torque and flux

Acronyms:

AC alternative current
AD analog to digital
ASM asynchronous machine
CPLD complex programmable logic device
CSI current source inverter
DA digital to analog
DB deadbeat
DC direct current
DMTC direct mean torque control
DO disturbance observer
DSP digital signals processor
DTC direct torque control
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EMF electromotive field
FCS finite control set
FOC field oriented control
FPGA field programmable gate array
FS Finite Set
GPC genetic predictive control
IFCS increased-finite-control-set
IGBT insulated gate bipolar transistor
IM induction machine
IPMSM interior permanent magnet synchronous machine
ISS input to state stability
LM linear motor
LUT look-up-table
MCU micro control unit
MMF magnetomotive force
MPC model predictive controls
MTPA maximum torque per Ampere
OPA operational amplifiers
PC predictive control
PCC predictive current control
PID proportional–integral–derivative
PMPC Parallel FCS-MPC
PTC predictive torque control
PWM pulse width modulator
RFCS reduced-finite-control-set
SMPC sequential FCS-MPC
SPMSM surface-mounted permanent magnet synchronous machine
SPWM sinusoidal pulse width modulation
SRM switched reluctance motors
SVM space vector modulation
THD total harmonics distortion
VSI voltage source inverter
VSP varying-switching-point
VV voltage vector
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APPENDIX B

Pseudo Codes

Pseudo Codes of Sub-sector And RFCS Decision for Deadbeat Double RFCS-PCC:

Table B.1: Pseudo Codes of Sub-sector And RFCS Decision for Deadbeat Double RFCS-PCC
(corresponding to figure 5.31)

if sector (1)-II: if sector (3)-I: if sector (5)-III:
if θ∗ > 0 if θ∗ < π

6
if θ∗ < −π

6

subsector II1 :V2, V0 subsector I1 :V1, V0 subsector III1 :V3, V0
else else else
subsector II2 :V3, V0 subsector I1 :V2, V0 subsector III1 :V4, V0
if sector (2)-VI: if sector (4)-IV: if sector (6) V:
if θ∗ < −π

6
if θ∗ < π

6
if θ∗ < 0

subsector VI1 :V6, V0 subsector IV1 :V4, V0 subsector V1 :V5, V0
else else else
subsector VI2 : V1, V0 subsector IV2 :V5, V0 subsector V2 :V6, V0

Pseudo Codes of Deadbeat Null RFCS-PCC and Calculation ofH:
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Table B.2: Pseudo Codes of VV Decision for Deadbeat Null RFCS-PCC (corresponding to
figure 5.46) and Rough H Calculation

if sector (1)-II: if sector (3)-I: if sector (5)-III:
if θ∗ > 0 θ0 = θ∗ θ0 = θ∗ + π

θ0 = θ∗ H = Vdc · sin(π/3)

sin( 2π
3
−θ0)

H = −Vdc · sin(π/3)

sin( 2π
3
+θ0)

else if |V ∗| < H
2

if |V ∗| < H
2

θ0 = θ∗ + π Vout = V0 Vout = V0
end else else
H = Vdc · sin(π/3)sinθ0

if θ∗ < π
6

if θ∗ < −π
6

if |V ∗| < H
2

Vout = V1 Vout = V3
Vout = V0 else else
else Vout = V2 Vout = V4

if θ∗ > 0 end end
Vout = V2 end end
else
Vout = V3
end

end

if sector (2)-VI: if sector (4)-IV: if sector (6) V:
θ0 = θ∗ + 2π θ0 = θ∗ + π if θ∗ > 0

H = Vdc · sin(π/3)

sin( 2π
3
−θ0)

H=-Vdc · sin(π/3)

sin( 2π
3
+θ0)

θ0 = θ∗ + π

if |V ∗| < H
2

if |V ∗| < H
2

else
Vout = V0 Vout = V0 θ0 = θ∗ + 2π
else else end

if θ∗ < −π
6

if θ∗ < −π
6

H=-Vdc · sin(π/3)sinθ0

Vout = V6 Vout = V4 if |V ∗| < H
2

else else Vout = V0
Vout = V1 Vout = V5 else
end end if θ∗ < 0

end end Vout = V5
else
Vout = V6
end

end
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Table B.3: Pseudo Codes of Precise H (for clarity, it is renamedas ’Q’) Calculation for Deadbeat
Null RFCS-PCC (corresponding to figure 5.48)

if sector (1)-II: if sector (3)-I: if sector (5)-III:
Q

sin(π/3)
= Vdc

sin(2π/3−(θ−π/3))
Q

sin(π/3)
= Vdc

sin(2π/3−θ)
Q

sin(π/3)
= Vdc

sin(2π/3−(θ−2π/3))

⇒ Q = Vdc·sin(π/3)
sinθ

⇒ Q = Vdc·sin(π/3)
sin(2π/3−θ)

⇒ Q = −Vdc·sin(π/3)
sin(2π/3+θ)

if sector (2)-VI: if sector (4)-IV: if sector (6) V:
Q

sin(π/3)
= Vdc

sin(2π/3−(θ−5π/3))
Q

sin(π/3)
= Vdc

sin(2π/3−(θ−π))
Q

sin(π/3)
= Vdc

sin(2π/3−(θ−2π/3))

⇒ Q = −Vdc·sin(π/3)
sin(π/3−θ)

⇒ Q = −Vdc·sin(π/3)
sin(π/3+θ)

⇒ Q = −Vdc·sin(π/3)
sinθ
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