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#### Abstract

This dissertation studies the performance of convex and non-convex algorithms for randomized bilinear inverse problems. In particular, we examine algorithmic approaches based on convex relaxation for certain models of the blind deconvolution problem. These models are especially relevant for wireless communications. Moreover, this thesis analyses whether the required number of measurements can be reduced when additional information about the signals is available such as sparsity.


## Zusammenfassung

Diese Dissertation untersucht die Leistungsfähigkeit von konvexen und nicht-konvexen Algorithmen für randomisierte bilineare inverse Probleme. Insbesondere werden algorithmische Ansätze für bestimmte Modelle des Problems der blinden Entfaltung betrachtet, welche auf konvexer Relaxation basieren. Diese Modelle sind insbesondere für die Nachrichtentechnik von Bedeutung. Des Weiteren wird in dieser Arbeit untersucht, ob die Anzahl der benötigten Messungen reduziert werden kann, falls zusätzliche Informationen über die Signale vorhanden sind wie etwa deren Dünnbesetztheit.
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## 1. Introduction

There are many problems in signal processing, which can be formulated as the task of reconstructing an unknown signal $x_{0} \in \mathbb{C}^{n}$ from measurements of the form

$$
y_{i}=\left\langle a_{i}, x_{0}\right\rangle \quad \text { for } i \in[m]:=\{1 ; \ldots ; m\},
$$

where $a_{i} \in \mathbb{C}^{n}$ represents a known measurement vector. In many of these tasks one would like to keep the number of measurements $m$ as small as possible, as obtaining these measurements is either expensive or time-consuming. One way to reduce the number of measurements is to make use of some a-priori knownledge of the signal such as sparsity, i.e., only few entries are non-zero. For example, already in 83 the author leveraged the sparsity of the signal by $\ell_{1}$-minimization. The foundational papers [16] and (32] could then prove that $x_{0}$ can be recovered via practical optimization algorithms using only a small amount of measurements, if the sparsity assumption on the signal $x_{0}$ is combined with the assumption that the measurements $\left\{a_{i}\right\}_{i=1}^{m}$ are random. Arguably, these two papers initiated a whole new research field, which is now often referred as compressed sensing. Compressed sensing has, for example, been applied to medical magnetic resonance imaging, where the scanning time could be significantly reduced [84, 114]. As pointed out in [113] most work in the field of compressed sensing is built on the assumptions that the following three requirements are fulfilled simultaneously.

- Sparsity: the signal $x_{0}$ is sparse in a known basis, i.e., only very few coefficient in this basis representation are non-zero
- Linear measurements: the measurements $y_{i}$ depend linearly on the unknown signal $x_{0}$
- Randomness: the measurement vectors $a_{i}$ are not completely deterministic, but possess at least some degree of randomness

However, there are many scenarios in which not all of these three assumptions are fulfilled at once. Consider, for example, the problem of phase retrieval, which is ubiquituous in many areas of science and engineering such as X-ray crystallography [50, 90, astronomical imaging [36], ptychography [102], and quantum tomography [70]. In this signal processing problem one is only able to measure the modulus and not the phase, i.e., the measurements are given by

$$
y_{i}=\left|\left\langle a_{i}, x_{0}\right\rangle\right|^{2} \quad \text { for } i \in[m] .
$$

Note that the measurements are no longer linear, which makes the problem much more difficult, even if one makes no structural assumptions such as sparsity and one wants to recover the ground truth vector $x_{0}$ with approximately as many measurements as the degrees of freedom of $x_{0}$. In [17] it was shown that if one assumes that the measurement vectors $a_{i}$ are random, then one can prove recovery guarantees for a convex relaxation of this problem. As in compressed sensing, this has triggered a large number of followup works, which study more efficient algorithms (see, e.g., [12, 116, 95, 115, 7), more realistic measurement scenarios (see, e.g., [11, 47, [48), or which try to incorporate structural assumptions about $x_{0}$, (see, e.g., [7, 104).

The problem of blind deconvolution, which arises in many different areas of science and engineering such as astronomy [54], neuroscience [34], medical imaging [89], and wireless communications [45], is another signal processing problem, where the measurements are nonlinear. In blind deconvolution, one observes the convolution

$$
y=w * x,
$$

and one wants to reconstruct $w$ and $x$. As blind deconvolution is important for so many different subject, several algorithms for this problem have been proposed in the last decades (see, e.g., [72, 62, 20), often with no provable performance guarantees. However, due to the success of randomization in compressed sensing and phase retrieval, a new viewpoint has been introduced in [1. Namely, one assumes that $w$ and $x$ are contained in known, but random subspaces. Such a scenario is especially relevant for wireless communications. As for phase retrieval this caused a lot of follow-up work on blind deconvolution (see, e.g., [80, 75, 81, 58]) and related bilinar inverse problems such as self-calibration and passive imaging (see, e.g., [79, 82, 76, 74]). Due to the bilinear structure of these problems Friedlander and Strohmer came up with the expression "bilinear compressed sensing" 41.

As we have seen there has been a lot of work on bilinear inverse problems with randomness in the last few years. However, many questions remain open. In this thesis we will provide near-optimal recovery guarantees for a generalization of the blind deconvolution problem. Moreover, we will study the noise robustness of convex relaxations for blind deconvolution problem. We will see that are many similarities with the matrix completion problem [15], a seemingly rather different problem. Moreover, we will discuss, how and to which extent structural assumptions such as sparsity can be exploited in these bilinear inverse problems.

## Outline of this dissertation

This dissertation is structured as follows. In Chapter 2 we will introduce the randomized blind deconvolution model with known subspaces as in [1. We will show how it can be modeled as a low-rank matrix recovery problem and how it can be solved via nuclear
norm minimization. We will review theoretical results and relevant literature. Moreover, we will discuss the matrix completion problem. Although this is not a bilinear inverse problem we will see that it shares some similarity with the blind deconvolution problem, most prominently the necessity of coherence terms in recovery guarantees and the appearance of seemingly suboptimal noise factors in the error bounds, when convex relaxation is used. Furthermore, we will discuss some related literature on matrix completion.
In Chapter 3 we will review basic techniques in establishing recovery guarantees for low-rank matrix recovery problems via nuclear norm minimization. In particular, we will discuss the notion of an approximate dual certificate. We will try to elucidate what gives rise to the suboptimal noise factors in the noise bounds for blind deconvolution and matrix completion in Chapter 2.
In Chapter 4 we will discuss the extension of blind deconvolution to the blind demixing model. That is one tries to recover signals $w_{i}$ and $x_{i}$ from the superposition of their convolutions $\sum_{i=1}^{r} w_{i} * x_{i}$. We will show for the first time that this signal processing problem can be solved by a tractable algorithm at a near-optimal rate in terms of the number of observations, thus improving upon results by Ling and Strohmer [80].
In Chapter 5 we will be concerned with the noise robustness of the nuclear norm minimization approach for blind deconvolution and matrix completion problem. We will show that these problems are intrinsically badly conditioned. Despite this fact we will be able to show that near-optimal error bounds can be achieved for blind deconvolution, if the noise level is not too small.
In Chapter 6 we will consider the general bilinear inverse problem $y=\mathcal{B}(u, v)$ under the assumption that additional prior information about $u$ and $v$ such as sparsity as available. We will give an overview about the literature. Furthermore, we will discuss an extension of the results of [75], see our results in Appendix B.

## Notation

Throughout this thesis we will use the following notation. For $n \in \mathbb{N}$ we denote by $[n]$ the set $\{1 ; \ldots ; n\}$. For a complex number $z \in \mathbb{C}$ we will denote its real part by $\operatorname{Re}(z)$. By $\log (\cdot)$ we will denote the logarithm to the base $e$. By $\mathbb{E} X$ we will denote the expectation of a random variable $X$ and by $\mathbb{P}(A)$ we denote the probability of an event $A$. For a vector $v \in \mathbb{C}^{n}$ its $\ell_{2}$-norm will be denoted by $\|v\|$. For vectors $u, v \in \mathbb{C}^{n}$ the Euclidean inner product will be denoted by $\langle u, v\rangle:=u^{*} v$. Furthermore, for a matrix $Z \in \mathbb{C}^{n_{1} \times n_{2}}$ we denote its spectral norm by $\|Z\|$ and by $\|Z\|_{*}$ we denote its nuclear norm, i.e., the sum of the singular values of $Z$. Moreover, the Frobenius norm of $Z$ is defined by $\|Z\|_{F}$. The corresponding inner product is given by $\langle Z, W\rangle_{F}:=\operatorname{Tr}\left(Z^{*} W\right)$, where $W \in \mathbb{C}^{n_{1} \times n_{2}}$. In those parts of the thesis which deal with matrix completion, real-valued matrices $Z \in \mathbb{R}^{n_{1} \times n_{2}}$ will be considered and the previous quantities will be defined analogously.

## 2. Important measurement models for low-rank matrix recovery

### 2.1. Blind deconvolution

As already discussed in Chapter 1 blind deconvolution refers to the problem of recovering a signal $x$ from the convolution $w * x+e$, where $w$ is an unknown kernel and $e$ refers to additive noise. In this thesis we will consider for technical reasons the circular convolution, which for $w \in \mathbb{C}^{L}$ and $x \in \mathbb{C}^{L}$ is defined by

$$
w * x:=\left(\sum_{j=1}^{L} w_{j} x_{k-j}\right)_{k=1}^{L} .
$$

Here the difference $k-j$ is considered modulo $L$. Of course, this is a highly underdetermined inverse problem. For this reason, additional assumptions on $w$ and $x$ are needed. In this dissertation we will follow the model proposed by Ahmed, Recht, and Romberg [1], which is especially relevant for wireless communication as we will explain below. We will assume that $w$ as well as $x$ are contained in some known subspaces. More precisely, we will assume that $w=B h_{0}$, where $B \in \mathbb{C}^{L \times K}$ such that $B^{*} B=$ Id. Furthermore, we assume that $x=C \bar{m}_{0}$, where $C$ is a random matrix with i.i.d entries with distribution $\mathcal{C N}\left(0, \frac{1}{\sqrt{L}}\right)$.
The choice of the random matrix $C$ is motivated by the success of randomization in compressed sensing as well as by applications in wireless communications. Here $m$ is a message to be transmitted and $C$ is a coding matrix. The signal $x=C \overline{m_{0}}$ gets transmitted through a channel $w$, which can be modeled as a convolution. In many applications it is reasonable to assume that only the first few entries of $w$ are non-zero as the path delays are often much shorten than the length of the signals $x$. In this case $B$ would be the matrix which extends $h_{0} \in \mathbb{C}^{K}$ by zeros. Hence, the receiver observes $w * x+e$, where $e$ represents additive noise, and the goal is be to reconstruct the original message $m_{0}$.

Now let $F \in \mathbb{C}^{L \times L}$ be the unitary discrete Fourier transformation matrix. It is well-known that $F$ diagonalizes the convolution, i.e.,

$$
\widehat{w * x}:=F(w * x)=\sqrt{L} \operatorname{diag}\left(F B h_{0}\right) F C \bar{m}_{0} .
$$

Let $b_{\ell}$ denote the $\ell$ th row of $\overline{F B}$ and let $c_{\ell}$ denote the $\ell$ th row of $\sqrt{L} F C$. Note that this implies that all the entries of $\left\{c_{\ell}\right\}_{\ell=1}^{L}$ are jointly independent and have distribution
$\mathcal{C N}(0,1)$. Moreover, we obtain that

$$
(\widehat{w * x})_{\ell}=b_{\ell}^{*} h_{0} m_{0}^{*} c_{\ell}=\left\langle b_{\ell} c_{\ell}^{*}, h_{0} m_{0}^{*}\right\rangle_{F}
$$

We observe that $\widehat{w * x}$ is linear in $h_{0} m_{0}^{*}$. This motivates the definition of the linear operator $\mathcal{A}: \mathbb{C}^{K \times N} \rightarrow \mathbb{C}^{L}$ by

$$
\begin{equation*}
(\mathcal{A}(X))(\ell):=\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F} \quad \text { where } \ell \in[L] . \tag{2.1}
\end{equation*}
$$

Hence, we obtain the model

$$
y:=\widehat{w * x}+e=\mathcal{A}\left(X_{0}\right)+e
$$

where $X_{0}=h_{0} m_{0}^{*}$ and $e \in \mathbb{C}^{L}$ represents noise with $\|e\| \leq \tau$. Note that $X_{0}$ is a rank-one matrix. Hence, in order to estimate $X_{0}$ one might choose the solution of the following minimization problem.

$$
\begin{array}{ll}
\operatorname{minimize} & \operatorname{rank}(X) \\
\text { subject to } & \|\mathcal{A}(X)-y\| \leq \tau
\end{array}
$$

Unfortunately, problems of this type are NP-hard in general, as vector cardinality minimization can be considered as a special case [93]. For this reason, in [35] it was proposed to use the nuclear norm $\|\cdot\|_{*}$ as a proxy for the rank. This leads to the following semidefinite program (SDP), as proposed in [1].

$$
\begin{array}{ll}
\operatorname{minimize} & \|X\|_{*} \\
\text { subject to } & \|\mathcal{A}(X)-y\| \leq \tau \tag{2.2}
\end{array}
$$

Of course, it is crucial to understand under which conditions the solution $\tilde{X}$ to the $\operatorname{SDP}(2.2)$ is close to the ground truth $X_{0}=h_{0} m_{0}^{*}$. In particular, one is interested in knowing how large one has to choose $L$ in comparison to $K$ and $N$ such that recovery is possible. Ahmed, Recht, and Romberg established the following result.

Theorem 2.1 ([1]). Consider measurements of the form $y=\mathcal{A}\left(h_{0} m_{0}^{*}\right)+e$ for $h_{0} \in \mathbb{C}^{K}$, $m_{0} \in \mathbb{C}^{N}, e \in \mathbb{C}^{L}$, and $\mathcal{A}$ as defined in (2.1). Assume that $\|e\| \leq \tau$ and

$$
L / \log ^{3} L \gtrsim K \mu_{\max }^{2}+N \max \left\{\mu_{h_{0}}^{2} ; \tilde{\mu}_{h_{0}}^{2}\right\}
$$

Then with probability at least $1-\mathcal{O}\left(L^{-1}\right)$ every minimizer $\hat{X}$ of the $S D P$ (2.2) satisfies

$$
\begin{equation*}
\left\|\hat{X}-h_{0} m_{0}^{*}\right\|_{F} \lesssim \frac{\mu_{\max }^{2}}{\mu_{\min }^{2}} \sqrt{\min \{K ; N\}} \tau \tag{2.3}
\end{equation*}
$$

The coherence parameters $\mu_{\max }^{2}, \mu_{\min }^{2}$, and $\mu_{h_{0}}^{2}$ are defined by

$$
\begin{aligned}
\mu_{\max }^{2} & :=\frac{L}{K} \max _{\ell \in[L]}\left\|b_{\ell}\right\|^{2} \\
\mu_{\min }^{2} & :=\frac{L}{K} \min _{\ell \in[L]}\left\|b_{\ell}\right\|^{2}
\end{aligned}
$$

and

$$
\mu_{h_{0}}^{2}:=\frac{L}{\left\|h_{0}\right\|^{2}} \max _{\ell \in[L]}\left|\left\langle b_{\ell}, h_{0}\right\rangle\right|^{2} .
$$

The parameter $\tilde{\mu}_{h_{0}}^{2}$ is a rather technical term and stems from the proof technique, which is the Golfing Scheme (see [80, Remark 2.1] and [56, Remark 2.4] for a discussion of this parameter). It is an open problem, whether this this additional coherence parameter is truly necessary or not.

Note that since the number degrees of this problem is $K+N-1$ the requirement on the number of measurements $L$ is optimal up to logarithmic factors. Moreover, note that this results ensures exact recovery in the important special case $\tau=0$. However, note that the appearance of the factor $\sqrt{\min \{K ; N\}}$. Such a dimension factor does not appear in other low-rank matrix recovery problems like matrix sensing [91] or phase retrieval [10]. This raises the question, whether nuclear norm minimization is less stable with respect to noise for blind deconvolution than for these other problems. We will provide an answer to this question in Section 5.

It is clear that for many applications solving the SDP (2.2) will be impractical due to its high computational complexity. For this reason several works [78, 51, 81, proposed gradient-based algorithms which operate in the natural parameter domain (instead of the lifted one) and have a much lower computational complexity than the SDP for this reason. Similar performance guarantees have been established for these algorithms in terms of the number of required measurements. In terms of noise these articles considered a random noise model and they could derive guarantees for the estimation error without the additional dimension factor which appears in (2.3). However, since we focus here on deterministic noise instead of random noise those two results are not comparable.

### 2.2. Matrix completion

Suppose we observe only a few entries of a low-rank matrix $X_{0} \in \mathbb{R}^{n_{1} \times n_{2}}$. Can one recover the complete matrix from only knowing these few entries? This problem is commonly referred to as matrix completion. Since it arises in many different applications such as multiclass learning [4] and collaborative filtering [100] it has become very popular in the last decade and has been studied intensively in the statistics, machine learning, and signal processing literature.
Let us specify the model, which we will study in this dissertation. In the following we will assume with no loss of generality that $n_{1} \geq n_{2}$. We assume that we observe [ $m$ ] entries of the matrix $X_{0}$, which are sampled with replacement. This means that the linear measurement operator $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{n_{2}}$ is given by

$$
\begin{equation*}
\mathcal{A}(X)(i):=\sqrt{\frac{n_{1} n_{2}}{m}}\left\langle X, e_{a_{i}} e_{b_{i}}^{*}\right\rangle_{F}, \tag{2.4}
\end{equation*}
$$

where $\left(a_{i}, b_{i}\right)$ are i.i.d. random variables with uniform distribution in $\left[n_{1}\right] \times\left[n_{2}\right]$ and $e_{i}$ denotes the vector, which is equal to 1 in the $i$ th component and equal to zero elsewhere 1

We are interested in the setting, where the number of observations is much smaller than the number of total entries of the matrix $X_{0}$, i.e., the setting $m \ll n_{1} n_{2}$. However, note that if $X_{0}=e_{1} e_{1}^{*}$ we will with high probability obtain that $\mathcal{A}\left(X_{0}\right)=0$ and it is impossible to reconstruct the ground truth matrix $X_{0}$ from these observations. For this reason, in [15] the following two coherence parameter were introduced, where $X_{0}=U \Sigma V^{*}$ with $U \in \mathbb{R}^{n_{1} \times r}$ and $V \in \mathbb{R}^{n_{2} \times r}$ denotes the singular value decomposition.

$$
\begin{aligned}
\mu(U) & :=\sqrt{\frac{n_{1}}{r}} \max _{i \in\left[n_{1}\right]}\left\|U^{*} e_{i}\right\| \\
\mu(V) & :=\sqrt{\frac{n_{2}}{r}} \max _{i \in\left[n_{2}\right]}\left\|V^{*} e_{i}\right\|
\end{aligned}
$$

Indeed, it was shown in [18] that $m \gtrsim n_{1} \log n_{1} \max \left\{\mu^{2}(U) ; \mu^{2}(V)\right\}$ observations are necessary for an rank- $r$ matrix $X_{0}$ to be uniquely determined from the revealed entries.

Now assume that we are given noisy observations $y=\mathcal{A}\left(X_{0}\right)+e$ with $\|e\| \leq \tau$. As $X_{0}$ has low-rank one could try estimate $X_{0}$ by solving the following minimization problem

$$
\begin{array}{ll}
\operatorname{minimize} & \operatorname{rank}\left(X_{0}\right) \\
\text { subject to } & \|\mathcal{A}(X)-y\| \leq \tau
\end{array}
$$

However, as already discussed for blind deconvolution, such problems are in general NP-hard. For this reason, on [15] the following approach was proposed for matrix completion.

$$
\begin{array}{ll}
\operatorname{minimize} & \|X\|_{*} \\
\text { subject to } & \|\mathcal{A}(X)-y\| \leq \tau \tag{2.5}
\end{array}
$$

In a series of papers the nuclear norm minimization approach has been studied [15, 18, 46, 98,22 in the noiseless scenario, which led to the following result

Theorem $2.2([22])$. Consider measurements of the form $y=\mathcal{A}\left(X_{0}\right)$, where $X_{0} \in$ $\mathbb{R}^{n_{1} \times n_{2}}$ is a rank-r matrix and $\mathcal{A}$ is given by (2.4). Assume that

$$
m \geq C \max \left\{\mu^{2}(U) ; \mu^{2}(V)\right\} r n_{1} \log ^{2} n_{1}
$$

Then with probability at least $1-\mathcal{O}\left(n_{1}^{-1}\right)$ the matrix $X_{0}$ is the unique minimizer of the $S D P$ (2.5) with $\tau=0$.

[^0]In [30] the result was refined even a bit further. Namely the second log-factor can be removed at the cost of an $r^{3}$-dependence in the rank.

All these papers mentioned above, which establish exact recovery. Now assume that we are in the noisy scenario with deterministic noise. Then, in [13] it was shown that with high probability the minimizer $\hat{X}$ of (2.5) satisfies

$$
\begin{equation*}
\left\|\hat{X}-X_{0}\right\|_{F} \lesssim \tau \sqrt{n_{2}}, \tag{2.6}
\end{equation*}
$$

whenever $m \gtrsim n_{1}$ polylog $n_{1}$. Similarly, as for the randomized blind deconvolution framework we observe the appearance of an additional dimension factor $\sqrt{n_{2}}$. In Chapter 5we will see that these dimension factors reflect in a certain sense the true behavior of the problem.

Let us comment on some related literature. In [63, 61] similar nuclear-norm based estimators as presented in this chapter have been studied under the assumption that the noise is random. It was shown that if the noise follows a subexponential distribution and the noise level is not too small, then near-optimal recovery guarantees are possible. In [27] the authors derived near-optimal rates for an estimator based on nuclear-norm minimization for subgaussian noise, if the rank of the ground truth matrix $X_{0}$ is assumed to be constant. For adversarial noise, the strongest result we are aware of, has been shown in [60] for a non-convex algorithm based on Riemannian optimization. However, in contrast to nuclear-norm minimization, their algorithm requires precise knowledge of the rank of the ground truth matrix $X_{0}$. Let us also mention that many faster, nonconvex algorithms have been proposed and studied for matrix completion (see, e.g., [38, 71, 59, 53, 110, 85, (42).

## 3. Sufficient conditions for recovery via nuclear norm minimization

### 3.1. Outline of this chapter

In the last chapter, we have seen that both randomized blind deconvolution and matrix completion can be formulated as a low-rank matrix recovery problem. Let $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \rightarrow$ $\mathbb{C}^{m}$ be a linear map and assume that $y=\mathcal{A}\left(X_{0}\right)+e$, where $X_{0} \in \mathbb{C}^{n_{1} \times n_{2}}$ is a low-rank matrix and let $\hat{X}$ be the minimizer of

$$
\begin{align*}
\operatorname{minimize} & \|X\|_{*} \\
\text { subject to } & \|y-\mathcal{A}(X)\| \leq \tau \tag{3.1}
\end{align*}
$$

In this chapter, we will study sufficient conditions for recovery in this very general framework, i.e., when $\left\|\hat{X}-X_{0}\right\|_{F}$ is small compared to the noise level $\tau$. We will assume throughout this chapter that the noise vector $e$ fulfills $\|e\| \leq \tau$. Moreover, we assume that $e$ may be adversarial noise. By this we mean that (depending on $\mathcal{A}$ ) $e$ is chosen as the vector, for which the reconstruction error $\left\|\hat{X}-X_{0}\right\|_{F}$ is maximal.
This chapter has two goals. The first one is to provide mathematical foundations for the following chapters by introducing fundamental notions and reviewing previous proof techniques such as the notion of an approximate dual certificate and the tangent space of a low-rank matrix. The second goal is to understand what gives rise to dimension factors such as $\sqrt{\min \{K, N\}}$ or $\sqrt{n}_{2}$ in the error bounds for blind deconvolution and matrix completion (see Chapter 22 ).
Throughout this chapter we will analyse this general framework and, consequently, it is applicable to other low-rank matrix recovery problems such as robust spectral compressed sensing [25].
The methods, which are presented in this chapter, have been developed in several articles [15, 13, 46]. Meanwhile, they have been adapted by many researchers and they are already included in textbooks [92. What distinguishes our presentation in this chapter to most other literature, is that we aim to understand the noisy scenario and the sharpness of these estimates.

### 3.2. Exact and approximate dual certificates

In order to formulate sufficient conditions, we first need a characterization of the subdifferential for which we need to introduce some additional notation. Let $X \in \mathbb{C}^{n_{1} \times n_{2}}$ be
a rank- $r$ matrix. Its singular value decomposition will be denoted by $X=U \Sigma V^{*}$, where $\Sigma \in \mathbb{R}^{r \times r}$ is a diagonal matrix with nonnegative entries and $U \in \mathbb{C}^{n_{1} \times r}$ and $V \in \mathbb{C}^{n_{2} \times r}$ are unitary matrices, i.e., $U^{*} U=V^{*} V=\operatorname{Id}_{r}$. We define for the matrix $X \in \mathbb{C}^{n_{1} \times n_{2}}$ the tangent space of rank- $r$ manifolds at the point $X$ by

$$
\begin{equation*}
T_{X}:=\left\{U A^{*}+B V^{*}: A \in \mathbb{C}^{n_{2} \times r}, B \in \mathbb{C}^{n_{1} \times r}\right\} \tag{3.2}
\end{equation*}
$$

We will denote the orthogonal projection onto $T_{X}$ by $\mathcal{P}_{T_{X}}$ and the orthogonal projection onto $T_{X}^{\perp}$, the orthogonal complement of $T_{X}$, by $\mathcal{P}_{T_{X}^{\perp}}$.

The subdifferential of the nuclear norm at point $X$ will be denoted by $\partial\|\cdot\|_{*}(X)$. In [118] the subdifferential of the nuclear norm has been characterized by

$$
\begin{equation*}
\partial\|\cdot\|_{*}(X)=\left\{W \in \mathbb{C}^{n_{1} \times n_{2}}: \mathcal{P}_{T_{X}} W=U V^{*},\left\|\mathcal{P}_{T_{X}^{\perp}} W\right\| \leq 1\right\} \tag{3.3}
\end{equation*}
$$

Now that we have introduced the necessary background we can formulate the following lemma, which gives a sufficient condition for $X_{0}$ being the minimizer of (3.1).

Lemma 3.1 ([15]). Assume that we are in the noiseless scenario, i.e., $\tau=0$. Let $X_{0} \in \mathbb{C}^{n_{1} \times n_{2}}$ such that $y=\mathcal{A}\left(X_{0}\right)$. Suppose that the following two conditions hold:

1. There exists $z \in \mathbb{C}^{m}$ such that $Y=\mathcal{A}^{*}(z)$ satisfies

$$
\mathcal{P}_{T_{X_{0}}} Y=U V^{*} \text { and }\left\|\mathcal{P}_{T_{X_{0}}^{\perp}} Y\right\|<1
$$

2. the linear operator $\mathcal{A}$ is injective when restricted to the subspace $T_{X_{0}}$.

Then $X_{0}$ is the unique minimizer of (3.1).
Lemma 3.1 was first formulated in [15] in the context of low-rank matrix completion, where it was also shown that such a dual certificate exists with high probability given that the amount of measurements is high enough. In [18] it was even shown that for the matrix completion problem such a dual matrix $Y$ can be constructed if the amount of measurements is up to logarithmic factors at the order of the information-theoretic limit. However, a difficulty in constructing such an exact dual certificate is that the dual matrix $Y$ has to fulfill the condition $\mathcal{P}_{T_{X_{0}}} Y=U V^{*}$. In [46] David Gross observed that this condition can be relaxed, if the operator $\mathcal{A}$ fulfills some additional properties, which allowed him to simplify the proofs in [15, 18] and to strengthen the results. One of these additional conditions required by Gross is that $\mathcal{A}$ is an approximate isometry when restricted to the subspace $T_{X}$.

Definition 3.2. Let $X \in \mathbb{C}^{n_{1} \times n_{2}}$. We say that $\mathcal{A}$ fulfills the $\delta$-restricted isometry property ( $\delta-R I P$ ) on $T_{X}$, if for all matrices $Z \in T_{X}$ it holds that

$$
(1-\delta)\|Z\|_{F}^{2} \leq\|\mathcal{A}(Z)\|^{2} \leq(1+\delta)\|Z\|_{F}^{2}
$$

This allows us to state the following proposition,
Proposition 3.3. [46, [13] Let $X_{0} \in \mathbb{C}^{n_{1} \times n_{2}}$ with corresponding singular value decomposition $X_{0}=U \Sigma V^{*}$ and suppose that $y=\mathcal{A}\left(X_{0}\right)+e$ with $\|e\| \leq \tau$. Suppose that the following two conditions hold.

1. There exists a vector $z \in \mathbb{C}^{n_{1} \times n_{2}}$ with $\|z\| \leq 2$ such that the matrix $Y=\mathcal{A}^{*}(z)$ satisfies

$$
\begin{equation*}
\alpha:=\left\|U V^{*}-\mathcal{P}_{T_{\frac{x_{0}}{0}}^{\prime}} Y\right\|_{F}<\frac{1}{8\|\mathcal{A}\|} \text { and }\left\|\mathcal{P}_{T_{\bar{x}_{0}}^{\prime}} Y\right\|<\frac{1}{2} \tag{3.4}
\end{equation*}
$$

2. the measurement operator $\mathcal{A}$ satisfies the $\delta$-restricted isometry property on $T_{X_{0}}$ with constant $\delta=\frac{3}{4}$.

Then every minimizer $\hat{X}$ of (3.1) satisfies

$$
\left\|X_{0}-\hat{X}\right\|_{F} \lesssim\|\mathcal{A}\| \tau .
$$

As already mentioned, in the noiseless scenario, i.e., $\tau=0$, a first version this result has been stated in [46. In [13] dual certificates have first been used to obtain error bounds in the noisy case ${ }^{1}$
Note that in the important special case $\tau=0$ Proposition 3.3 states that the existence of a dual matrix $Y$ guarantees exact recovery. Such a matrix $Y$ is typically called approximate dual matrix $Y$. The numerical constants in Proposition 3.3 such as $\frac{1}{8}$, $\delta=\frac{3}{4}$, or $\|z\| \leq 2$ are rather arbitrary and can be replaced by different numbers.

Remark 3.4. For blind deconvolution it can be shown that (see [56, Lemma 5.3])

$$
\|\mathcal{A}\| \lesssim \sqrt{\frac{L}{K N \mu_{\max }^{2}} \log (L+K N)} .
$$

Hence, if a dual certificate in the form of Proposition 3.3 exists, we obtain that

$$
\left\|X_{0}-\hat{X}\right\|_{F} \lesssim \sqrt{\frac{L}{K N \mu_{\max }^{2}} \log (L+K N)} \tau
$$

Note that this bound is slightly sharper than the one presented in [1], see also Theorem 2.1. This is because the authors used slightly different proof techniques to establish the noise bounds than those presented here.

[^1]
## Proof of Proposition 3.3

This section aims to present a proof of Proposition 3.3. A focus of our presentation will be to explore what gives rise to the factor $\|\mathcal{A}\|$ in the noise bound. We will start by proving the following auxiliary lemma.

Lemma 3.5. Assume that $y=\mathcal{A}\left(X_{0}\right)+e$ with $\|e\| \leq \tau$. Let $\hat{X}$ be a minimizer of (3.1). Set $Z:=\hat{X}-X_{0}$. Assume that there exists a vector $z \in \mathbb{C}^{n_{1} \times n_{2}}$ with $\|z\| \leq 2$ such that the matrix $Y=\mathcal{A}^{*}(z)$ satisfies (3.4). Then it holds that

$$
\left\|\mathcal{P}_{T_{\bar{X}_{0}}} Z\right\|_{*} \leq 8 \tau+2 \alpha\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F},
$$

where $\alpha:=\left\|U V^{*}-\mathcal{P}_{T_{\bar{X}_{0}}} Y\right\|_{F}$.
Proof. We start by noticing that

$$
\begin{align*}
\|\mathcal{A}(Z)\| & \leq\|\mathcal{A}(\hat{X})-y\|+\left\|y-\mathcal{A}\left(X_{0}\right)\right\|  \tag{3.5}\\
& \leq 2 \tau
\end{align*}
$$

where in the first line we used the triangle inequality and in the second line we used that $\hat{X}$ is feasible, i.e., $\|\mathcal{A}(\hat{X})-y\| \leq \tau$, and that $\left\|y-\mathcal{A}\left(X_{0}\right)\right\|=\|e\| \leq \tau$. Next, choose $\tilde{W} \in T_{X_{0}}^{\perp}$ such that $\left\|\mathcal{P}_{T_{\mathbf{X}_{0}}} \tilde{W}\right\|=\frac{1}{2}$ and $\operatorname{Re}(\langle\tilde{W}, Z\rangle)=\frac{1}{2}\left\|\mathcal{P}_{T_{\bar{X}_{0}}} Z\right\|_{*}$ holds. This is possible by the duality of the spectral norm and the nuclear norm. Moreover, by the characterization of the subdifferential (3.3) it follows that $U V^{*}+\mathcal{P}_{T_{\dot{X}_{0}}} Y+\tilde{W} \in$ $\partial\|\cdot\|_{*}\left(X_{0}\right)$. Hence, we obtain that

$$
\begin{aligned}
&\left\|X_{0}\right\|_{*} \stackrel{(a)}{\geq}\left\|X_{0}+Z\right\|_{*} \\
& \quad \stackrel{(b)}{\geq}\left\|X_{0}\right\|_{*}+\operatorname{Re}\left(\left\langle U V^{*}+\mathcal{P}_{T_{X_{0}}} Y+\tilde{W}, Z\right\rangle_{F}\right) \\
& \quad \stackrel{(c)}{=}\left\|X_{0}\right\|_{*}+\operatorname{Re}\left(\left\langle U V^{*}-\mathcal{P}_{T_{X_{0}}} Y, Z\right\rangle_{F}\right)+\operatorname{Re}\left(\langle Y, Z\rangle_{F}\right)+\frac{1}{2}\left\|\mathcal{P}_{T_{X_{0}}^{\frac{1}{x}}} Z\right\|_{*} \\
& \quad \stackrel{(d)}{=}\left\|X_{0}\right\|_{*}+\operatorname{Re}\left(\left\langle U V^{*}-\mathcal{P}_{T_{X_{0}}} Y, Z\right\rangle_{F}\right)+\operatorname{Re}\left(\left\langle\mathcal{A}^{*}(z), Z\right\rangle_{F}\right)+\frac{1}{2}\left\|\mathcal{P}_{T_{\bar{X}_{0}}} Z\right\|_{*} \\
& \quad=\left\|X_{0}\right\|_{*}+\operatorname{Re}\left(\left\langle U V^{*}-\mathcal{P}_{T_{X_{0}}} Y, \mathcal{P}_{T_{X_{0}}} Z\right\rangle_{F}\right)+\operatorname{Re}(\langle z, \mathcal{A}(Z)\rangle)+\frac{1}{2}\left\|\mathcal{P}_{T_{\bar{X}_{0}}} Z\right\|_{*} \\
& \quad \stackrel{(e)}{\geq}\left\|X_{0}\right\|_{*}-\left\|U V^{*}-\mathcal{P}_{T_{X_{0}}} Y\right\|_{F}\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F}-\|z\|\|\mathcal{A}(Z)\|+\frac{1}{2}\left\|\mathcal{P}_{T_{\bar{X}_{0}}^{\perp}} Z\right\|_{*} \\
& \quad \stackrel{(f)}{\geq}\left\|X_{0}\right\|_{*}-\alpha\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F}-2\|\mathcal{A}(Z)\|+\frac{1}{2}\left\|\mathcal{P}_{T_{X_{0}}^{\perp}} Z\right\|_{*}
\end{aligned}
$$

In (a) we used that $X_{0}+Z$ is a minimizer of (3.1) and in (b) we used that $U V^{*}+$ $\mathcal{P}_{T_{X_{0}}} Y+\tilde{W} \in \partial\|\cdot\|_{*}\left(X_{0}\right)$ by construction. Equality (c) follows from our choice of $\tilde{W}$
and in (d) we used that $Y=\mathcal{A}^{*}(z)$ by assumption. In (e) we applied the CauchySchwarz inequality several times. Inequality (f) follows from the definition of $\alpha$ and from our assumption on $\|z\|$. Rearranging terms combined with inequality (3.5) yields the result.
Note that if $\alpha$ is sufficiently small, then Lemma 3.5 says that $\left\|\mathcal{P}_{T_{\frac{1}{X_{0}}}} Z\right\|_{F}$ is (up to a constant) bounded by the noise level. Recall that in order to prove Proposition 3.3 one needs to find an upper bound for $\|Z\|_{F}=\left\|\hat{X}-X_{0}\right\|_{F}$. Hence, if we can show that for $Z$ the quantity $\left\|\mathcal{P}_{T_{\bar{X}_{0}}} Z\right\|_{F}$ is always sufficiently large compared to $\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F}$ we would obtain a bound for $\left\|\hat{X}-X_{0}\right\|_{F}$. This is achieved by the following lemma.
Lemma 3.6. Let $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \rightarrow \mathbb{C}^{m}$ be a linear operator, which satisfies the $\delta$-restricted isometry property on $T_{X_{0}}$ for some $\delta>0$ for some $X_{0} \in \mathbb{C}^{n_{1} \times n_{2}}$. Assume that $y=$ $\mathcal{A}\left(X_{0}\right)+e$, where $\|e\| \leq \tau$. Let $\hat{X}$ be a feasible point for the $S D P$, i.e. $\|\mathcal{A}(\hat{X})-y\| \leq \tau$.
Then for $Z=\hat{X}-X_{0}$ it holds that

$$
\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F} \leq \frac{2 \tau}{\sqrt{1-\delta}}+\frac{\|\mathcal{A}\|}{\sqrt{1-\delta}}\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F}
$$

Proof. Note that

$$
\begin{aligned}
\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F} & \leq \frac{1}{\sqrt{1-\delta}}\left\|\mathcal{A}\left(\mathcal{P}_{T_{X_{0}}} Z\right)\right\| \\
& \leq \frac{1}{\sqrt{1-\delta}}\|\mathcal{A}(Z)\|+\frac{1}{\sqrt{1-\delta}}\left\|\mathcal{A}\left(\mathcal{P}_{T_{X_{0}}} Z\right)\right\| \\
& \leq \frac{2 \tau}{\sqrt{1-\delta}}+\frac{\|\mathcal{A}\|}{\sqrt{1-\delta}}\left\|\mathcal{P}_{T_{X_{0}}^{\frac{1}{0}}} Z\right\|_{F} .
\end{aligned}
$$

In the first line we used the $\delta$-restricted isometry property and in the second line we used the triangle inequality. In the third line we used that $\|\mathcal{A}(Z)\| \leq 2 \tau$, where one can argument in exactly the same way as for (3.5). This completes the proof.
Having gathered all the necessary ingredients we can prove Proposition 3.3
Proof of Proposition 3.3. Let $\hat{X}$ be the minimizer of (3.1) and set $Z=\hat{X}-X_{0}$. We note that

$$
\begin{aligned}
\left\|\mathcal{P}_{T_{\grave{X}_{0}}} Z\right\|_{F} & \stackrel{(a)}{\leq}\left\|\mathcal{P}_{T_{\grave{X}_{0}}} Z\right\|_{*} \\
& \stackrel{(b)}{\leq} 8 \tau+2 \alpha\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F} \\
& \stackrel{(c)}{\leq} 8 \tau+2 \alpha\left(4 \tau+2\|\mathcal{A}\|\left\|\mathcal{P}_{T_{\bar{x}_{0}}} Z\right\|_{F}\right) \\
& =8(1+\alpha) \tau+4 \alpha\|\mathcal{A}\|\left\|\mathcal{P}_{T_{\bar{x}_{0}}} Z\right\|_{F} \\
& \stackrel{(d)}{\leq} 20 \tau+\frac{1}{2}\left\|\mathcal{P}_{T_{\bar{x}_{0}}} Z\right\|_{F}
\end{aligned}
$$

In (a) we used that the Frobenius norm is always upper bounded by the nuclear norm. In (b) we used Lemma 3.5 and in (c) we applied Lemma 3.6 as well as the assumption $\delta=\frac{3}{4}$. In (d) we used that $\alpha \leq \frac{1}{8\|\mathcal{A}\|} \leq \frac{1}{4}$ due to $\|\mathcal{A}\| \geq \frac{1}{2}$, which follows from the local isometry property on $T_{X_{0}}$.
Rearranging terms it follows that

$$
\left\|\mathcal{P}_{T_{\mathbf{x}_{0}}} Z\right\|_{F} \leq 40 \tau .
$$

Moreover, from Lemma 3.6 combined with the last estimate it follows that

$$
\begin{aligned}
\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F} & \leq \frac{2 \tau}{\sqrt{1-\delta}}+\frac{\|\mathcal{A}\|}{\sqrt{1-\delta}}\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F} \\
& \lesssim\|\mathcal{A}\| \tau .
\end{aligned}
$$

The triangle inequality combined with the last two estimates yields that

$$
\begin{aligned}
\|Z\|_{F} & \leq\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F}+\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{F} \\
& \lesssim\|\mathcal{A}\| \tau .
\end{aligned}
$$

This completes the proof.
Remark 3.7. Let us comment on what determines the estimation error. Lemma 3.5 states that the dual certificate yields for $Z=\hat{X}-X$ the upper bound $\left\|\mathcal{P}_{T_{\bar{X}_{0}}} Z\right\|_{*} \leq \tau$, if one neglects the second term (and, indeed, $\alpha$ is often chosen to be rather small). Then the strength of the noise bound depends on what one can say about the relationship between $\left\|\mathcal{P}_{T_{X_{0}}} Z\right\|_{*}$ and $\|Z\|_{F}$. Note that the bound becomes stronger, if one can knows that not too much $\|\cdot\|_{F}$-mass of $Z$ is concentrated on $T_{X_{0}}$. Lemma 3.6 gives a bound for how much mass can be concentrated at most on $T_{X_{0}}$ compared to $T_{X_{0}}^{\perp}$. However, recall that by Remark 3.4 the norm $\|\mathcal{A}\|$ may be rather large. This is the reason why the additional dimension factors enter.

### 3.3. The golfing scheme

In order to be able to use Proposition 3.3 one needs to show that such an approximate dual certificate exists with high probability. In this section we will describe the construction of David Gross [46], often referred to as the golfing scheme. Recall that we have to find $z \in \mathbb{C}^{m}$ and $Y=\mathcal{A}^{*}(z)$ which satisfy the following three properties.
(a)

$$
\|z\| \leq 2
$$

(b)

$$
\alpha=\left\|U V^{*}-\mathcal{P}_{T_{X_{0}}} Y\right\|_{F} \leq \frac{1}{8\|\mathcal{A}\|} \text {, and }
$$

(c)

$$
\left\|\mathcal{P}_{T_{X_{0}}^{\perp}}\left(\mathcal{A}^{*}(z)\right)\right\|<\frac{1}{2}
$$

In randomized blind deconvolution (and also in some other low-rank matrix recovery problems as matrix completion) it can be shown that $\mathbb{E}\left[\mathcal{A}^{*} \mathcal{A}\right]=\mathrm{Id}$. This motivates the choice $\tilde{z}_{1}=\mathcal{A}\left(U V^{*}\right)$ and $\tilde{Y}_{1}=\mathcal{A}^{*}(z)=\mathcal{A}^{*} \mathcal{A}\left(U V^{*}\right)$ for $z$ and $Y$. Indeed, this would imply that $\mathbb{E}\left[\mathcal{A}^{*}\left(\tilde{z}_{1}\right)\right]=U V^{*}$. Consequently, one could then hope to show properties (a), (b), and (c) by applying appropriate concentration inequalities. However, as already mentioned before, for some problems the operator norm $\|\mathcal{A}\|$ can be quite large (as mentioned before, for blind deconvolution $\|\mathcal{A}\|$ it is at the order of $\sqrt{\frac{K N}{L}}$ ). In particular, this means that the quantity $\left\|U V^{*}-\mathcal{P}_{T_{X_{0}}} \mathcal{A}^{*}(z)\right\|_{F}$ needs often to be smaller than what can be guaranteed by concentration inequalities. The idea behind the golfing scheme is to iteratively refine this initial guess until condition (b) is satisfied. It is set up as follows.

- Step 1: Choose a partition of $[m]$ into $P$ sets $\left\{\Gamma_{p}\right\}_{p=1}^{P}$ of roughly the same size, i.e., $\left|\Gamma_{p}\right| \approx \frac{m}{P}$ for all $p \in[P]$, such that $P \mathbb{E}\left[\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p}\right] \approx \operatorname{Id}$, where $\mathcal{A}^{p}:=P_{\Gamma_{p}} \mathcal{A}$. (Here, $P_{\Gamma_{p}}: \mathbb{C}^{m} \rightarrow \mathbb{C}^{m}$ denotes the coordinate projection onto $\Gamma_{p}$.)
- Step 2: Set

$$
\begin{aligned}
& Y_{0}=0 \quad \text { and } \\
& Y_{p}=Y_{p-1}+P\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p}\left(U V^{*}-\mathcal{P}_{T_{X_{0}}} Y_{p-1}\right) \quad \text { where } p \in[P] .
\end{aligned}
$$

The corresponding $z \in \mathbb{C}^{m}$ is then given by

$$
z:=P \sum_{p=1}^{P} \mathcal{A}^{p}\left(U V^{*}-\mathcal{P}_{T_{X_{0}}} Y_{p-1}\right)
$$

Note that a consequence of the sample splitting in Step 1 is that the golfing scheme is set up in a such a way that $\mathcal{A}^{p}$ is stochastically independent of $Y_{p-1}$, which simplifies the analysis or makes it even possible.

## 4. Blind demixing at near-optimal rate

### 4.1. Problem framework and main result

Assume that we are given observations of the form

$$
\begin{equation*}
y=\sum_{i=1}^{r} w_{i} * x_{i}+e \in \mathbb{C}^{L}, \tag{4.1}
\end{equation*}
$$

where $e \in \mathbb{C}^{L}$ is additive noise and our goal is to reconstruct all individual signals $w_{i}$ and $x_{i}$ from only knowing $y$. This problem is often referred to as blind demixing and deconvolution and it can be seen as a generalization of the blind deconvolution problem. As in blind deconvolution one needs to make further assumptions on $w_{i}$ and $x_{i}$ to enable recovery. As for randomized blind deconvolution we will assume that the $w_{i}$ and $x_{i}$ are contained in some known subspaces. More precisely, we will assume that $w_{i}=B_{i} m_{i}$ and $x_{i}=C_{i} m_{i}$ for all $i \in[r]$, where $B_{i} \in \mathbb{C}^{L \times K_{i}}$ and $C_{i} \in \mathbb{C}^{L \times N_{i}}$. In analogy to the randomized blind deconvolution setting, we will assume that $B_{i}^{*} B_{i}=$ Id and that the entries of the matrix $C_{i}$ are independent and identically distributed with distribution $\mathcal{C N}(0,1)$. This framework has been proposed in [80]. It is particularly relevant for applications in wireless communications [117].

As for blind deconvolution we observe that there is unique linear operator $\mathcal{A}_{i}$ : $\mathbb{C}^{K_{i} \times N_{i}} \rightarrow \mathbb{C}^{L}$ such that for all $u \in \mathbb{C}^{K_{i}}$ and $v \in \mathbb{C}^{N_{i}}$ it holds that

$$
\mathcal{A}_{i}\left(u v^{*}\right)=B u * C \bar{v} .
$$

With this definition at hand equation 4.1 reads as

$$
y=\sum_{i=1}^{r} \mathcal{A}_{i}\left(h_{i} m_{i}^{*}\right)+e .
$$

Hence, we have noticed that (4.1) can be recasted as a low-rank matrix recovery problem, where the low-rank matrix to recover is given as

$$
X_{0}=\left(h_{1} m_{1}^{*}, h_{2} m_{2}^{*}, \ldots, h_{r} m_{r}^{*}\right) .
$$

This observation motivated Ling and Strohmer to propose the following SDP in 80.

$$
\begin{align*}
\text { minimize } & \sum_{i=1}^{r}\left\|X_{i}\right\|_{*} \\
\text { subject to } & \left\|y-\sum_{i=1}^{r} \mathcal{A}_{i}\left(X_{i}\right)\right\| \leq \tau \tag{4.2}
\end{align*}
$$

They could show that if

$$
\begin{equation*}
L \gtrsim r^{2}\left(K \mu_{\max }^{2}+N \mu_{h}^{2}\right) \log ^{3} L \tag{4.3}
\end{equation*}
$$

holds, where $K:=\max _{i \in[r]} K_{i}$ and $N:=\max _{i \in[r]} N_{i}$, then in the noiseless scenario, i.e., $\tau=0$, exact recovery is possible. Here, $\mu_{\text {max }}^{2}$ and $\mu_{h}^{2}$ are coherence parameters, which are similar to the ones defined in Section 2.1. In the case of noise they could derive estimation errors with additional dimension factors as in (2.3). However, note that the number of degrees of freedom in this problem is $\sum_{i=1}^{r}\left(K_{i}+N_{i}\right)-r$, which raises the question, whether the second $r$-factor in (4.3) is necessary. Indeed, numerical experiments in 80 indicate that this additional $r$-factor seems to be an artifact of the proof.

Our main result in [56] states that nuclear norm minimization indeed is able to recover $X_{0}$ at near-optimal sampling rate and, hence, this additional $r$-factor is not necessary. In order to state it we set $N:=\max _{i \in[r]} N_{i}$ and $\mu_{i, \max }$ and by $\mu_{h, \omega}$ we denote coherence parameters which are similar to the coherence parameters introduced in Section 2.1. (For the precise definition of these quantities we refer to [56].)

Theorem 4.1. [56] Let $\omega \geq 1$ and let $y \in \mathbb{C}^{L}$ be given by (4.1) with $\|e\| \leq \tau$. Assume that

$$
\begin{equation*}
L \geq C_{\omega} r\left(\max _{i \in[r]}\left(K_{i} \mu_{i, \max }^{2} \log \left(K_{i} \mu_{i, \max }^{2}\right)\right)+N \mu_{h, \omega}^{2}\right) \log ^{3} L \tag{4.4}
\end{equation*}
$$

where $C_{\omega}$ is a universal constant only depending on $\omega$. Then, with probability at least $1-\mathcal{O}\left(L^{-\omega}\right)$ every minimizer $\hat{X}=\left(\hat{X}_{1}, \ldots, \hat{X}_{r}\right)$ of the SDP (4.2) satisfies

$$
\begin{equation*}
\sqrt{\sum_{i=1}^{r}\left\|\hat{X}_{i}-h_{i} m_{i}^{*}\right\|_{F}^{2}} \lesssim \tau \sqrt{r \max \left\{1 ; \max _{i \in[r]} \frac{r K_{i} \mu_{i, \max }^{2} N}{L}\right\} \log L} . \tag{4.5}
\end{equation*}
$$

Note that in the important, noiseless scenario with $\tau=0$ our result states that exact recovery is possible at a near-optimal sampling rate.

To summarize our findings, we have established that there is a tractable, i.e., polynomialtime algorithm, which is able to recover the ground truth $X_{0}=\left(h_{1} m_{1}^{*}, h_{2} m_{2}^{*}, \ldots, h_{r} m_{r}^{*}\right)$ at a near-optimal sampling rate.
However, as lifting increases the number of variables it is clear that the SDP (4.2) will be too slow for many practical purposes. For this reason, in [81] Ling and Strohmer proposed a (non-convex) gradient-based algorithm for this problem, which operates in the original parameter space and, hence, is considerably faster. They were able to establish that their algorithm is able to recover the ground truth if $L$ scales as in (4.3). This means that again their recovery guarantees depend quadratically on $r$. As in the convex case numerical experiments seem to indicate that the true scaling seems to be
rather linear in $r$. We believe that our theoretical analysis in [56], which we will outline in the following, might also provide tools to overcome the $r^{2}$-dependence for the non-convex approach.

### 4.2. Outline of the proof

The overall proof strategy of Theorem 4.1 resembles the one provided in Chapter 3. In the first step one shows that stable recovery is guaranteed, if sufficient conditions are fulfilled, among them the existence of an appropriate dual certificate. (Note that Proposition 3.3 is not directly applicable here since we have the sum of operators $\mathcal{A}_{i}$ rather than a single operator $\mathcal{A}$.) In the second step we construct the dual certificate via an appropriately modified golfing scheme.

This proof strategy of constructing an approximate dual certificate was used by Ling and Strohmer as well as by us. In the following we want to describe the main differences and, in particular, how we were able to remove the second $r$-factor. Recall that one assumption in Proposition 3.3, which gave sufficient conditions for recovery, was that the operator $\mathcal{A}$ fulfills an approximate isometry property on the tangent space $T$. Similar properties are needed in [80] as well as by us in [56]. In order to state the assumption used by us, we define for $i \in[r]$ the tangent space of rank- 1 -matrices at $h_{i} m_{i}^{*}$ by

$$
T_{i}=\left\{h_{i} u_{i}^{*}+v_{i} m_{i}^{*}: u_{i} \in \mathbb{C}^{K_{i}}, v_{i} \in \mathbb{C}^{N_{i}}\right\}
$$

Moreover, we set

$$
\tilde{T}:=\left\{\left(X_{1}, \ldots, X_{r}\right): X_{i} \in T_{i} \text { for all } i \in[r]\right\} .
$$

This allows us to give the following definition of a $\delta$-local isometry, which is analogous to Definition 3.2

Definition 4.2 (Local isometry property). The operators $\left\{\mathcal{A}_{i}\right\}_{i=1}^{r}$ fulfill the $\delta$-local isometry property on $\tilde{T}$ for some $\delta>0$, if

$$
\begin{equation*}
(1-\delta)\|X\|_{F}^{2} \leq\left\|\sum_{i=1}^{r} \mathcal{A}_{i}\left(X_{i}\right)\right\|^{2} \leq(1+\delta)\|X\|_{F}^{2} \tag{4.6}
\end{equation*}
$$

for all $X=\left(X_{1}, \ldots, X_{r}\right) \in \tilde{T}$.
The main difference between [80] and our work [56] is that in [80] the restricted isometry property is not established on $T$ directly, but individually on each $T_{i}$ and it is shown that the images of the subspaces $T_{i}$ under the operator $\mathcal{A}_{i}$ are near-orthogonal to each other. This is responsible for the appearance of the $r^{2}$ in their analysis. In contrast, our more global analysis allows us to establish that the local isometry property holds on $T$, if $L$ scales linearly with $r$.

Setting

$$
\hat{T}:=\tilde{T} \bigcap\left\{\left(X_{1}, \ldots, X_{r}\right) \in \mathbb{C}^{K_{1} \times N_{1}} \times \ldots \times \mathbb{C}^{K_{r} \times N_{r}}: \sum_{i=1}^{r}\left\|X_{i}\right\|_{F}^{2}=1\right\}
$$

we observe that by its definition the $\delta$-local isometry property is equivalent to the inequality

$$
\begin{aligned}
\delta & \geq \sup _{\left(X_{1}, \ldots, X_{r}\right) \in \hat{T}}\left|\left\|\sum_{i=1}^{r} \mathcal{A}_{i}\left(X_{i}\right)\right\|^{2}-\sum_{i=1}^{r}\left\|X_{i}\right\|_{F}^{2}\right| \\
& =\sup _{\left(X_{1}, \ldots, X_{r}\right) \in \hat{T}}\left|\left\|\sum_{i=1}^{r} \mathcal{A}_{i}\left(X_{i}\right)\right\|^{2}-\sum_{i=1}^{r} \mathbb{E}\left[\left\|\mathcal{A}_{i}\left(X_{i}\right)\right\|^{2}\right]\right| . \\
& =\sup _{\left(X_{1}, \ldots, X_{r}\right) \in \hat{T}}\left|\left\|\sum_{i=1}^{r} \mathcal{A}_{i}\left(X_{i}\right)\right\|^{2}-\mathbb{E}\left[\left\|\sum_{i=1}^{r} \mathcal{A}_{i}\left(X_{i}\right)\right\|^{2}\right]\right| .
\end{aligned}
$$

The second line is due to the assumption that $B_{i}^{*} B_{i}=\mathrm{Id}$ for all $i \in[r]$ and the third line follows from the fact that the random operators $\mathcal{A}_{i}$ are independent with zero mean (see [56, Proof of Proposition 5.8] for a more detailed calculation).
Now let $\operatorname{vec}\left(\left[C_{1}, \ldots, C_{r}\right]\right)$ denote the vectorization of the random matrices $C_{1}, \ldots, C_{r}$, i.e., the vector which contains all the entries of the matrices $\left(C_{1}, \ldots, C_{r}\right)$. We observe that the expression $\sum_{i=1}^{r} \mathcal{A}_{i}\left(X_{i}\right)$ is linear in vec $\left(\left[C_{1}, \ldots, C_{r}\right]\right)$, which means that we can find for each $X=\left(X_{1}, \ldots, X_{r}\right) \in \hat{T}$ a matrix $V_{X}$ such that the equation

$$
\sum_{i=1}^{r} \mathcal{A}_{i}\left(X_{i}\right)=V_{X} \operatorname{vec}\left(\left[C_{1}, \ldots, C_{r}\right]\right)
$$

always holds. Hence, in order to show the $\delta$-local isometry property it is sufficient to prove that

$$
\begin{equation*}
\delta \geq \sup _{X \in \hat{T}}\left|\left\|V_{X} \operatorname{vec}\left(\left[C_{1}, \ldots, C_{r}\right]\right)\right\|^{2}-\mathbb{E}\left[\left\|V_{X} \operatorname{vec}\left(\left[C_{1}, \ldots, C_{r}\right]\right)\right\|^{2}\right]\right| \tag{4.7}
\end{equation*}
$$

To obtain upper bounds suprema of this type recently developed results can be used [65]. In order to state them we will first need to introduce the notion of Talagrand's $\gamma_{2}$-functional (see, e.g., [111]). In a certain sense Talagrand's $\gamma_{2}$-functional measures the complexity of a set with respect to a given metric.

Definition 4.3. Let $(X,\|\cdot\| \|)$ be a Banach space and suppose that $S \subset X$. We say that a sequence $\left(S_{n}\right)_{n \geq 0}$ of subsets of $S$ is admissible, if $\left|S_{0}\right|=1$ and $\left|S_{n}\right| \leq 2^{2^{n}}$ for all $n \geq 1$. Then we set

$$
\gamma_{2}(S,\|\cdot\| \cdot \|)=\inf _{\left(S_{n}\right)_{n \geq 0}} \sup _{s \in S} \sum_{n=0}^{\infty} 2^{n / 2} \inf _{s \in S_{n}}\left\|s-s_{n}\right\| \|
$$

where the infimum is taken over all admissible sequences $\left(S_{n}\right)_{n \geq 0}$.

Moreover, for a set $\mathcal{X}$ of matrices we define

$$
\begin{aligned}
d_{F}(\mathcal{X}) & :=\sup \left\{\|X\|_{F}: X \in \mathcal{X}\right\}, \\
d_{2 \rightarrow 2}(\mathcal{X}) & :=\sup \{\|X\|: X \in \mathcal{X}\} .
\end{aligned}
$$

This allows us to state the following theorem by Krahmer, Mendelson, and Rauhut, which will allow us to show (4.7).

Theorem 4.4. [66, Theorem 1.4] Let $\mathcal{X}$ be a symmetric set of matrices, i.e., $\mathcal{X}=-\mathcal{X}$ and let $\xi$ be a random vector whose entries $\xi_{i}$ are independent circular-symmetric standard normal random variables with mean 0 and variance 1 . Set

$$
\begin{aligned}
E & =\gamma_{2}(\mathcal{X},\|\cdot\|)\left(\gamma_{2}(\mathcal{X},\|\cdot\|)+d_{F}(\mathcal{X})\right) \\
V & =d_{2 \rightarrow 2}(\mathcal{X})\left(\gamma_{2}(\mathcal{X},\|\cdot\|)+d_{F}(\mathcal{X})\right) \\
U & =d_{2 \rightarrow 2}^{2}(\mathcal{X})
\end{aligned}
$$

Then, for $t>0$,

$$
\mathbb{P}\left(\sup _{A \in \mathcal{X}}\left|\|A \xi\|^{2}-\mathbb{E}\|A \xi\|^{2}\right| \geq c_{1} E+t\right) \leq 2 \exp \left(-c_{2} \min \left(\frac{t^{2}}{V^{2}}, \frac{t}{U}\right)\right) .
$$

The constants $c_{1}$ and $c_{2}$ are universal.
Our goal is to apply this theorem to $\mathcal{X}:=\left\{V_{X}: X \in \hat{T}\right\}$, which is possible as the entries of $\operatorname{vec}\left(\left[C_{1}, \ldots, C_{r}\right]\right)$ have independent circular-symmetric standard distribution with mean 0 and variance 1. Note that in order to make the bounds in Theorem 4.4 effective we need to get appropriate upper bounds for $\gamma_{2}(\mathcal{X})$. However, in many cases it is rather difficult to deal with the $\gamma_{2}$-functional directly. The following inequality by Dudley states the $\gamma_{2}$-functional can be bounded from above by an integral involving covering numbers.

Lemma 4.5. Let $(V,\| \| \cdot \|)$ be a normed vector space and let $\mathcal{X} \subset V$. It holds that

$$
\gamma_{2}(\mathcal{X},\|\cdot\| \|) \lesssim \int_{0}^{d_{\|\cdot\|}(S)} \sqrt{\log N(S,\|\cdot\|, \varepsilon)} d \varepsilon
$$

where $N(S,\|\cdot\| \|, \varepsilon)$ denotes the covering number of $S$ with respect to the metric induced by $\|\cdot \mid\|$, i.e., the minimum number of open $\||\cdot|\|$-balls with radius $\varepsilon$, whose midpoint is in $S$, which are necessary in order to cover $S$.

Hence, we can apply Dudley's inequality to $\mathcal{X}$ (with respect to the operator norm) and are left with estimating the arising covering numbers. This is rather involved and requires different tools as Maurey's lemma [19] and a theorem by Artstein, Milman, and Szarek [5], which solved a special case of a conjecture by Pietsch [97] concerning the duality of covering numbers. For details we refer the interested reader to [56].

## 5. Noise robustness of blind deconvolution and matrix completion

### 5.1. Descent cone analysis

We have seen that in problems like blind deconvolution (see inequality (2.3)), blind demixing (see inequality (4.5), and matrix completion (see inequality (2.6) noise bounds of the form

$$
\left\|\hat{X}-X_{0}\right\|_{F} \lesssim \sqrt{\min \{K ; N\}} \tau
$$

appear, when they are solved via nuclear norm minimization. Here $X_{0}$ denotes the ground truth and $\hat{X}$ denotes the minimizer of the SDP to be solved. The appearance of additional dimension factors such as $\sqrt{\min \{K ; N\}}$ is rather suprising as it does not appear in other problems as matrix sensing [99, phase retrieval [11, 10, and compressed sensing (see, e.g., [14, 40]). The goal of this chapter is to examine this phenomenon more closely and to examine whether the dimension factors are truly necessary or whether they are a mere proof artifact of the golfing scheme. Our analysis will be based on the understanding of the minimum conic singular value of the descent cone. This approach has been first studied for $\ell_{1}$-minimization by Rudelson and Vershynin in [103] and for more general atomic norms in [21]. In recent years many new results and insights for sparse and low-rank matrix recovery have been obtained in this way (see, e.g., [2, 70, 57, 73, 31, 88]).

Let us shortly describe the main ideas of this geometric analysis. The descent cone of the nuclear norm is the set of all directions where the nuclear norm does not increase.

Definition 5.1. For any matrix $X_{0} \in \mathbb{C}^{K \times N}$ define its descent cone $\mathcal{K}_{*}\left(X_{0}\right)$ by

$$
\mathcal{K}_{*}\left(X_{0}\right):=\left\{Z \in \mathbb{C}^{K \times N}:\left\|X_{0}+\varepsilon Z\right\|_{*} \leq\left\|X_{0}\right\|_{*} \text { for some } \varepsilon>0\right\} .
$$

In order to understand why the descent cone is relevant assume first that $y=\mathcal{A}\left(X_{0}\right)$ and $\tau=0$, i.e., we are in the noiseless scenario. Then we observe that $X_{0}$ is the unique solution of the SDP ( $(\sqrt[3.1]{ })$, if and only if the descent cone $\mathcal{K}_{*}\left(X_{0}\right)$ intersects with the null space of the linear map $\mathcal{A}$ only at 0 .
To understand the noisy scenario assume that $y=\mathcal{A}\left(X_{0}\right)+e$, where $\|e\| \leq \tau$. Let $\hat{X}$ be a minimizer of (3.1). As $X_{0}$ is a feasible point of the SDP (3.1), i.e., $\left\|y-\mathcal{A}\left(X_{0}\right)\right\| \leq \tau$, it follows that $\|\hat{X}\|_{*} \leq\left\|X_{0}\right\|_{*}$. Moreover, note that the constraint $\|\mathcal{A}(X)-y\| \leq \tau$ defines a region around the point $X_{0}$. Hence, the minimizer $\hat{X}$ must lie in the intersection of
this region with the set $X_{0}+\mathcal{K}_{*}\left(X_{0}\right)$, i.e., the shifted descent cone. The size of this region can be quantified using by the minimum conic singular value, which is defined as follows.

$$
\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(X_{0}\right)\right):=\inf _{Z \in \mathcal{K}_{*}\left(X_{0}\right) \backslash\{0\}} \frac{\|\mathcal{A}(Z)\|}{\|Z\|_{F}}
$$

The size of this intersection should become smaller if the minimum conic singular value increases and, consequently, better noise estimates should be available. The following result by Chandrasekaran et al. confirms this intuition.

Theorem 5.2. [21, Proposition 2.2] Let $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \rightarrow \mathbb{C}^{m}$ be a linear operator and assume that $y=\mathcal{A}\left(X_{0}\right)+e$ with $\|e\| \leq \tau$. Then any minimizer $\hat{X}$ of the SDP (3.1) satisfies

$$
\left\|\hat{X}-X_{0}\right\|_{F} \leq \frac{2 \tau}{\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(X_{0}\right)\right)}
$$

### 5.2. Bad conditioning of blind deconvolution

In problems like matrix sensing (if suitably normalized) it can be shown that with high probability it holds that $\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(X_{0}\right)\right) \gtrsim 1$ [21], which leads to (order-wise) optimal noise bounds via Theorem 5.2. For this reason one might expect that such a result can also be shown for blind deconvolution. This is not the case for all matrices $B \in \mathbb{C}^{K \times N}$ as shown by the following proposition.

Proposition 5.3. [68] Let $K, N \in \mathbb{N} \backslash\{1\}$. Assume that $L$ is an integer multiple of $K$ and that

$$
\begin{equation*}
C_{1} K \leq L \leq \frac{K N}{9} \tag{5.1}
\end{equation*}
$$

Then there exists $B \in \mathbb{C}^{L \times K}$ satisfying $B^{*} B=I d_{K}$ and $\mu_{\max }^{2}=1$, whose corresponding measurement operator $\mathcal{A}$ satisfies the following.
Let $h_{0} \in \mathbb{C}^{K} \backslash\{0\}$, $m_{0} \in \mathbb{C}^{N} \backslash\{0\}$ and set $\mu^{2}:=\mu_{h_{0}}=L \frac{\max _{\ell \in[L]}\left|\left\langle b_{\ell}, h_{0}\right\rangle\right|^{2}}{\left\|h_{0}\right\|^{2}}$. Then with probability at least $1-\mathcal{O}\left(\exp \left(-C_{2} K / \mu^{2}\right)\right)$ it holds that

$$
\begin{equation*}
\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)\right) \leq C_{3} \sqrt{\frac{L}{K N}} \tag{5.2}
\end{equation*}
$$

Here $C_{1}, C_{2}$, and $C_{3}$ are absolute constants.
As we are interested in the scenario that $L \ll K N$ this proposition says that the minimum conic singular value is indeed very small and, consequently, Theorem 5.2 will not be able to yield strong noise bounds.
One might ask whether whether the result holds true for any matrix $B \in \mathbb{C}^{K \times N}$ such that $B^{*} B=\mathrm{Id}$ and $\mu_{\max }^{2}$ is small. We think that such a result does not hold true in general. Indeed, one might choose $B$ as a random embedding. Using a similar analysis
as in [70] we think that one should be able to show that $\lambda_{\text {min }}\left(\mathcal{A}, \mathcal{K}_{*}\left(X_{0}\right)\right) \gtrsim 1$ in this scenario.
Note that inequality (5.2) is equivalent to the statement that there is $Z \in \mathcal{K}_{*}\left(X_{0}\right)$ such that

$$
\begin{equation*}
\frac{\|\mathcal{A}(Z)\|}{\|Z\|_{F}} \lesssim \sqrt{\frac{L}{K N}} . \tag{5.3}
\end{equation*}
$$

holds. In order to find such a $Z$ we make use of the observation that with high probability there is a rank-one matrix $W \in \mathbb{C}^{K \times N}$, which is an element in the null-space of $\mathcal{A}$, but whose distance, measured in $\|\cdot\|_{F}$-norm, to the descent cone $\mathcal{K}_{*}\left(X_{0}\right)$ is relatively small. Setting $Z:=W-\beta h_{0} m_{0}^{*}$ and choosing $\beta$ appropriately, one can show that $Z$ possesses is an element of the descent cone of the nuclear norm at $X_{0}$. In order to show the latter, we have established the following lemma in [68], which gives a characterization of the descent cone of the nuclear norm.

Lemma 5.4. [68] Let $X \in \mathbb{C}^{K \times N} \backslash\{0\}$ be a matrix of rank $r$ with corresponding singular value decomposition $X=U \Sigma V^{*}$. Then

$$
\overline{\mathcal{K}_{*}(X)}=\left\{Z \in \mathbb{C}^{K \times N}:-\operatorname{Re}\left(\left\langle U V^{*}, Z\right\rangle_{F}\right) \geq\left\|\mathcal{P}_{T_{\bar{X}}}(Z)\right\|_{*}\right\},
$$

where $\overline{\mathcal{K}_{*}(X)}$ denotes the topological closure of $\mathcal{K}_{*}(X)$.
A consequence of Proposition 5.3 is the following statement, which shows that blind deconvolution is unstable in the following sense.

Theorem 5.5. [68] Let $K, N \in \mathbb{N} \backslash\{1\}$. Assume that $L$ is an integer multiple of $K$ and that

$$
C_{1} K \leq L \leq \frac{K N}{9}
$$

Then there exists a matrix $B \in \mathbb{C}^{L \times K}$ satisfying $B^{*} B=I d_{K}$ and with $F B$ having rows of equal norm, i.e., $\mu_{\max }^{2}=1$, such that for all $h_{0} \in \mathbb{C}^{K} \backslash\{0\}$ and $m_{0} \in \mathbb{C}^{N} \backslash\{0\}$ the following holds:
With probability at least $1-\mathcal{O}\left(\exp \left(-\frac{K}{C_{2} \mu^{2}}\right)\right)$, where $\mu^{2}=\mu_{h_{0}}^{2}=\frac{L}{\left\|h_{0}\right\|^{2}} \max _{\ell \in[L]}\left|\left\langle b_{\ell}, h_{0}\right\rangle\right|^{2}$, there is $\tau_{0}>0$ such that for all $\tau \leq \tau_{0}$ there exists an adversarial noise vector $e \in \mathbb{C}^{L}$ with $\|e\| \leq \tau$ that admits an alternative solution $\tilde{X}$ with the following properties.

- $\tilde{X}$ is feasible, i.e., $\|\mathcal{A}(\tilde{X})-y\|=\tau$ for $y=\mathcal{A}\left(h_{0} m_{0}^{*}\right)+e$ the noisy measurement vector
- $\tilde{X}$ is preferred to $X_{0}=h_{0} m_{0}^{*}$ by the SDP (2.2), i.e., $\|\tilde{X}\|_{*} \leq\left\|X_{0}\right\|_{*}$, but
- $\tilde{X}$ is far from the true solution in Frobenius norm, i.e.,

$$
\begin{equation*}
\left\|\tilde{X}-X_{0}\right\|_{F} \geq \frac{\tau}{C_{3}} \sqrt{\frac{K N}{L}} \tag{5.4}
\end{equation*}
$$

The constants $C_{1}, C_{2}$, and $C_{3}$ are universal.
Note that the inequality dimension factor in inequality (5.4) matches with the one in (4.5) (up to a log-factor), when applied with $r=1$. Hence, the additional dimension factors in (2.3) are no proof artifacts in the sense that there is an alternative solution, which is preferred to the ground truth, but is far from the ground truth in $\|\cdot\|_{F}$-distance.

However, note that the matrix $\tilde{X}$ in Theorem 5.5 might, in general, not be the minimizer of the SDP (2.2). Indeed, if the matrix $\tilde{X}$ as constructed as in 68, it will never by the minimizer of this SDP (see the discussion in [68, Remark 3,4]).

Remark 5.6. It might be interesting to go back to the approach using dual certificates with these insights. Note that the stability proof using approximate dual certificates in Chapter 3 does not distinguish between $\hat{X}$ and $\tilde{X}$. However, from Proposition 5.8 we know that any proof, which does not make this distinction, cannot yield error estimates below the barriers set by inequality (5.4).
A closer look into the proof of Proposition 5.3 reveals that for the matrix $Z$, which we constructed in order to show (5.3), $\left\|\mathcal{P}_{T_{X_{0}}^{\perp}} Z\right\|_{*}$ is rather small compared to $\|Z\|_{F}$. This makes Lemma 3.5 ineffective for such $Z$. Hence, a potential strategy to improve previous noise bounds would be to show that for $Z=\hat{X}-X_{0}$, where $\hat{X}$ is the actual minimizer, the concentration of the mass with respect to $\|\cdot\|_{F}$ on $T_{X_{0}}$ cannot occur.

### 5.3. Noise robustness of blind deconvolution

In the last section we have seen that blind deconvolution is intrinsically badly conditioned. Nevertheless, in the situation, where the noise-level is not too small, nearoptimal recovery guarantees are possible as our next result shows.

Theorem 5.7. [68] Let $\alpha>0$ and $B \in \mathbb{C}^{L \times K}$ such that $B^{*} B=I d$. Assume that

$$
L \geq C_{1} \frac{\mu^{2}}{\alpha^{2}}(K+N) \log ^{2} L
$$

Then with probability at least $1-\mathcal{O}\left(\exp \left(-\frac{L \alpha^{4 / 3}}{C_{2} \log ^{4 / 3}(e L) \mu^{4 / 3}}\right)\right)$ the following statement holds for all $h_{0} \in \mathcal{H}_{\mu} \backslash\{0\}$, all $m_{0} \in \mathbb{C}^{N} \backslash\{0\}$, all $\tau>0$, and all $e \in \mathbb{C}^{L}$ with $\|e\| \leq \tau$ : Any minimizer $\hat{X}$ of (2.2) satisfies

$$
\left\|\hat{X}-h_{0} m_{0}^{*}\right\|_{F} \leq \frac{C_{3} \mu^{2 / 3} \log ^{2 / 3} L}{\alpha^{2 / 3}} \max \left\{\tau ; \alpha\left\|h_{0} m_{0}^{*}\right\|_{F}\right\}
$$

Here $C_{1}, C_{2}$, and $C_{3}$ are absolute constants.
The crucial insight for the proof of Theorem 5.7 is that the bad conditioning, i.e., $\frac{\|\mathcal{A}(Z)\|}{\|Z\|_{F}}$ is small, arises only for descent directions $Z$, which are near-orthogonal to the
ground truth. Due to this we partition the descent cone $\mathcal{K}_{*}\left(h_{0} m_{0}\right)$ into two cones $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$, where $\mathcal{K}_{1}$ contains all the directions, which are almost orthogonal to the ground truth $h_{0} m_{0}^{*}$. On the one hand one can show that due to the curvature of the nuclear norm ball, only a small error can occur from these near-orthogonal directions $Z \in \mathcal{K}_{1}$. On the other hand one can show that $\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{2}\right)$ is with high probability at the order of a constant (up to log-factors and ignoring the $\mu$-dependence), which allows on to controll the error which can arise from the directions contained in $\mathcal{K}_{2}$. In order to show the latter we have used Mendelson's small ball method [64, 87], a tool which allows one to bound nonnegative empirical processes from below.

### 5.4. Bad conditioning of matrix completion

In this section we want to discuss briefly the noise robustness of matrix completion. It turns out that similarly as randomized blind deconvolution the matrix completion problem is badly conditioned in the sense of the following proposition.
Proposition 5.8. [68] Let $X_{0} \in \mathbb{R}^{n_{1} \times n_{2}} \backslash\{0\}$ be a rank-r matrix with corresponding singular value decomposition $X_{0}=U \Sigma V^{*}$. Moreover, assume that

$$
\begin{equation*}
C_{1} r n_{1} \mu^{2}(V) \log (2 r) \leq m \leq \frac{n_{1} n_{2}}{32} . \tag{5.5}
\end{equation*}
$$

Then with probability at least $1-\mathcal{O}\left(\exp \left(-\frac{m}{C_{2} r \mu^{2}(U) \mu^{2}(V)}\right)\right)$ it holds that

$$
\begin{equation*}
\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(X_{0}\right)\right) \leq C_{3} \sqrt{\frac{m}{n_{1} n_{2} r}} \tag{5.6}
\end{equation*}
$$

The constants $C_{1}, C_{2}$, and $C_{3}$ are universal.
The proof of Proposition 5.8 follows the same strategy as the correspoding proposition for blind deconvolution. One tries to construct a matrix $Z \in \mathcal{K}_{*}\left(X_{0}\right)$ such that $\frac{\|\mathcal{A}(Z)\|}{\|Z\|_{F}}$ is small enough. For that one finds a rank-one matrix $W$ in the null space of $\mathcal{A}$, which is close to the tangent space $T_{X_{0}}$ in $\|\cdot\|_{F}$-distance. By an appropriate perturbation one can then construct a matrix $Z \in \mathcal{K}_{*}\left(X_{0}\right)$ with the required properties.

Proposition also leads to the following theorem, which is analogous to Theorem 5.5 in the randomized blind deconvolution framework.

Theorem 5.9. [68] Let $n_{1} \geq n_{2}$ and let $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{m}$ be defined as in (2.4). Assume that $X_{0} \in \mathbb{R}^{n_{1} \times n_{2}} \backslash\{0\}$ is a rank $r$ matrix with singular value decomposition $X_{0}=U \Sigma V^{*}$. Moreover, assume that

$$
C_{1} r n_{1} \mu^{2}(V) \log (2 r) \leq m \leq \frac{n_{1} n_{2}}{32}
$$

Then with probability at least $1-\mathcal{O}\left(\exp \left(-\frac{m}{C_{2} r \mu^{2}(U) \mu^{2}(V)}\right)\right)$ there is $\tau_{0}>0$ such that for all $\tau \leq \tau_{0}$ there exists an adversarial noise vector $e \in \mathbb{R}^{m}$ with $\|e\| \leq \tau$ that admits an alternative solution $\tilde{X} \in \mathbb{R}^{n_{1} \times n_{2}}$ with the following properties.

- $\tilde{X}$ is feasible, i.e., $\|\mathcal{A}(\tilde{X})-y\|=\tau$ for $y=\mathcal{A}\left(X_{0}\right)+e$ the noisy measurement vector
- $\tilde{X}$ is preferred to $X_{0}$ by the SDP (2.5), i.e., $\|\tilde{X}\|_{*} \leq\left\|X_{0}\right\|_{*}$, but
- $\tilde{X}$ is far from the true solution in Frobenius norm, i.e.,

$$
\left\|\tilde{X}-X_{0}\right\|_{F} \geq \frac{\tau}{C_{3}} \sqrt{\frac{r n_{1} n_{2}}{m}}
$$

Here the constants $C_{1}, C_{2}$, and $C_{3}$ are universal.

## 6. Bilinear inverse problems with sparsity constraints

### 6.1. Overview

In the previous chapters we have discussed blind deconvolution, which is a bilinear inverse problem. In such problems one tries to recover vectors $u \in \mathbb{C}^{n_{1}}$ and $v \in \mathbb{C}^{n_{2}}$ simultanously from measurements of the form

$$
y=\mathcal{B}(u, \bar{v})
$$

where $\mathcal{B}: \mathbb{C}^{n_{1}} \times \mathbb{C}^{n_{2}} \rightarrow \mathbb{C}^{m}$ is a bilinear map. We note that not only randomized blind deconvolution falls under this framework but also other signal processing problems like self-calibration [79]. In the previous chapters we have seen that blind deconvolution, can be solved via a convex relaxation in an average-case sense, if the number of measurements $m$ is up to log-factors at the order of the number of degrees of freedom $n_{1}+n_{2}$. However, in many applications additional information about the structure of $u$ and $v$ is available. For example, in blind deconvolution the channel $w$ might be sparse. Another example would be blind sensor calibration (see, e.g., [9, 79]). Here $u$ is an unknown tuning parameters of the sensor and $v$ represents the signal to be measured, which might be sparse. In order to keep the amount of needed measurements as small as possible it would be desirable to develop algorithms, which take this additional information about the structure into account. Throughout this chapter we will assume that $u \in \mathbb{C}^{n_{1}}$ is $s_{1}$-sparse and $v \in \mathbb{C}^{n_{2}}$ is $s_{2}$-sparse. (We say that a vector $x$ is $s$-sparse, if it contains at most $s$ nonzero entries.) Ideally, we would like to be able to recover $u$ and $v$ from $y$, when the number of measurements $m$ is up to log-factors at the order of $s_{1}+s_{2}$, i.e., the number of degrees of freedom.

As in the previous chapters we denote by $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \rightarrow \mathbb{C}^{m}$ the unique linear operator, which fulfills

$$
\mathcal{A}\left(u v^{*}\right)=B(u, \bar{v})
$$

for all $u \in \mathbb{C}^{n_{1}}$ and $v \in \mathbb{C}^{n_{2}}$. In the following we will assume that the linear operator $\mathcal{A}$ can be represented as

$$
\begin{equation*}
(\mathcal{A}(X))(\ell):=\frac{1}{\sqrt{m}}\left\langle A_{i}, X\right\rangle_{F} \quad \text { for all } \ell \in[m] \tag{6.1}
\end{equation*}
$$

where $\left\{A_{i}\right\}_{i=1}^{m} \subset \mathbb{C}^{n_{1} \times n_{2}}$ are random matrices, whose entries are i.i.d. with distribution $\mathcal{C N}(0,1)$. While such a model is rather unrealistic in most practical scenarios, we will
focus on this model in the following because it often allows for an easier analysis and as we will discuss in the following even for this simplified scenario basic questions are not yet understood.

In [96, Theorem 3] it was shown that $u v^{*}$ is the minimizer of a certain non-convex program with high probability whenever $m \gtrsim\left(s_{1}+s_{2}\right) \max \left\{\frac{n_{1}}{s_{1}} ; \frac{n_{2}}{s_{2}}\right\}$. However, it is not clear whether this minimizer can be found in polynomial time. While such a result says that in principle enough information is contained in the measurements to uniquely specify the signal $u v^{*}$ it is also clear that for practical purposes one needs algorithms, which determine $u v^{*}$ in a reasonable amount of time. For this reason our focus here will be on tractable, i.e., polynomial-time algorithms.
Note that $u v^{*}$ is a rank-one matrix, whose factors $u$ and $v$ are $s_{1^{-}}$and $s_{2}$-sparse. In particular, this means that $u v^{*}$ has at most $s_{1} s_{2}$ non-zero entries. As the $\ell_{1}$-norm has been successful in recovering sparse vectors and the nuclear norm $\|\cdot\|_{*}$ has been successful in recovering low-rank matrices one might try to combine these two norms, which leads to the following tractable minimization problem

$$
\begin{aligned}
\operatorname{minimize} & \|X\|_{*}+\lambda\|X\|_{\ell_{1}} \\
\text { subject to } & y=\mathcal{A}\left(u v^{*}\right)
\end{aligned}
$$

However, in [96] it was shown that this approach will not perform better than just one of the two relaxations. More precisely, this means that in order to achieve recovery still $m \gtrsim \min \left\{n_{1}+n_{2} ; s_{1} s_{2} \log \left(\max \left(\frac{n_{1}}{s_{1}} ; \frac{n_{2}}{s_{2}}\right)\right)\right\}$ measurements are necessary. In [101] a much tighter, norm-based convex relaxation was presented. While it was shown that, whenever $m \gtrsim\left(s_{1}+s_{2}\right) \log \left(\max \left(n_{1}, n_{2}\right)\right)$, the matrix $u v^{*}$ will be the unique minimizer of this convex relaxation, it is not clear whether the minimizer can be computed in polynomial time.

In [52, 6] it was shown that recovery at near-optimal sampling rate can be achieved with tractable algorithms, if the measurement model (6.1) is replaced by a cleverly constructed nested measurement model. However, as such a measurement model is unrealistic for most practical purposes it is clear that one still would like to understand the more generic measurement model (6.1).

### 6.2. Non-convex approaches

We have seen that it is an open question whether there exists a convex method, which achieves recovery at near-optimal sample complexity and enjoys polynomial computational complexity at the same time. For this reason one might resort to non-convex algorithms based on variants of gradient descent. Indeed, in the last few years there have been huge advances in the study of such non-convex gradient based algorithms. In particular, it has been shown that for low-rank matrix recovery problems like matrix completion, blind deconvolution, or phase retrieval (without sparsity assumptions)
these algorithms often perform equally well in terms of sample complexity as convex programs but enjoy significantly reduced computational complexity (see the overview article [28]).
However, it is often difficult to analyse gradient descent based algorithms if one starts from an arbitrary initialization as saddle-points or local minima may exist. For this reason these algorithms often follow a two-stage approach: One uses a starting point obtained via spectral initialization, which is then subsequently refined by a gradientdescent based approach. Such a two-stage approach has been pioneered by Keshavan et al. in 59 for the matrix completion problem and since then it became very popular in the literature. It has then been adopted to study efficient non-convex algorithms for phase retrieval [94, 12, 23], matrix completion [53, 49, 110, 42, 38, 71, 85], blind deconvolution [78, 81, 51] and other problems [24, $\cdot 1$
Following this line of work Lee et al. [77] proposed such a two-stage algorithm for bilinear inverse problem with sparsity constraints, which they dubbed Sparse Power Factorization. In the case of full Gaussian measurements as in (6.1) they could show that a certain, rather restricted restricted class of sparse vectors can be recovery with a sample complexity at the order of $\left(s_{1}+s_{2}\right) \log \left(\max \left\{\frac{n_{1}}{s_{1}} ; \frac{n_{2}}{s_{2}}\right\}\right)$.
We will describe the precise formulation of the algorithm and their result below. Before that let us comment on some related work. One algorithm, which is closely related to the one by Lee et. al, has been proposed by Fornasier et al. [37]. However, comparable global performance guarantees seem not to be available at this point.
Furthermore, some papers tried to replace full Gaussian measurement matrices by a more realistic measurement matrices. In [75] Lee et al. studied performance guarantees of a variation of the Sparse Power Factorization for blind deconvolution with two random subspaces. The analysis of this problem becomes significantly more challenging than the one of full Gaussian measurements as one has to deal with coherence issues. In order to establish theoretical results, the authors of [75] had to add a projection step to the algorithm, which cannot be guaranteed to be computed in polynomial time.
In [104, 7] two different tractable approaches were proposed for the related problem of sparse phase retrieval. In both cases it was shown that if a good initialization is available, then at the order of $s_{1}+s_{2}$ measurements (up to log-factors) are enough to recover the ground truth. As we will see finding a good initialization will also be the bottleneck in the Sparse Power Factorization algorithm below.

### 6.3. Sparse Power Factorization

Let us describe the main idea behind the spectral initialization step, which aims to give a good first guess for the ground truth. In the case of full Gaussian measurements (as in (6.1) ) it can be shown that $\mathbb{E}\left[\mathcal{A}^{*} \mathcal{A}\right]=\mathrm{Id}$. In particular, this implies that $\mathbb{E}\left[\mathcal{A}^{*}(y)\right]=u v^{*}$

[^2]due to $y=\mathcal{A}\left(u v^{*}\right)$. Hence, if the number of measurement is high enough one could hope that $\mathcal{A}^{*} \mathcal{A}\left(u v^{*}\right) \approx u v^{*}$ holds and one might choose the leading singular vectors of $\mathcal{A}^{*}(y)$ as a first guess for $u$ and $v$. However, this approach requires $m \gtrsim n_{1}+n_{2}$ samples and recall that we assume that we are in the underdetermined case where $m \ll n_{1}+n_{2}$. This motivates the following approach which takes the structure of the problem into account.
\[

$$
\begin{align*}
\max & \operatorname{Re}\left(\tilde{u}^{*} \mathcal{A}^{*}(y) \tilde{v}\right) \\
\text { subject to } & \|\tilde{u}\|_{0} \leq s_{1},\|\tilde{u}\|=1  \tag{6.2}\\
& \|\tilde{v}\|_{0} \leq s_{2},\|\tilde{v}\|=1
\end{align*}
$$
\]

This problem is often referred to as sparse principal component analysis (SparsePCA). However, solving ( 6.2 ) is in general NP-hard [112]. Sparse PCA has been studied rather intensly the last decade. Several computationally tractable algorithms have been proposed [33, 55, 86], where the theoretical analysis was in particular focused on the singlespike model [69, 3, 29].
In [8, 117] it was shown that, under a certain model, a tractable algorithm, which solves the sparse PCA problem, would lead to an algorithm, which solves the $k$-clique problem in polynomial time. The existence of such an algorithm is an open problem in theoretical computer science and it is widely believed that such an algorithm does not exist. This indicates that an approach based on a spectral initialization might not be able yield an algorithm, which recovers sparse vectors in a bilinear model at near-optimal sampling rate.

In [77] the following algorithm was proposed as a tractable substitute for (6.2).
Algorithm 1 (Algorithm 3 in [77]).
Input: Operator $\mathcal{A}$, Measurement $b$, Sparsity Constraints $s_{1}, s_{2}$, Output: Initial guess $v_{0}$ for $v \in \mathbb{C}^{n_{2}}$.
1: For all $i \in\left[n_{1}\right]$ let $\xi_{i}$ be the $\ell_{2}$-norm of the best $s_{2}$-sparse approximation of the $i$ th row of the matrix $\mathcal{A}^{*}(b) \in \mathbb{C}^{n_{1} \times n_{2}}$.
2: Let $\widehat{J_{1}} \subset\left[n_{1}\right]$ be the set of the $s_{2}$ largest elements in $\left\{\xi_{1} ; \xi_{2} ; \ldots ; \xi_{n_{1}}\right\}$
3: Choose $\widehat{J}_{2}$ to contain the indices of the $s_{2}$ columns of $\Pi_{\widehat{J}_{1}} \mathcal{A}^{*}(b)$ largest in $\ell_{2}$ norm, i.e.,

$$
\begin{equation*}
\widehat{J}_{2}:=\underset{J \subset\left[n_{2}\right],|J|=s_{2}}{\arg \max }\left\|\Pi_{\widehat{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{J}\right\|_{\mathrm{F}} \tag{6.3}
\end{equation*}
$$

4: return $v_{0}$, the leading right singular vector of $\Pi_{\widehat{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{\widehat{J}_{2}}$.
Having obtained such an initial guess $v_{0}$, the Sparse Power Factorization algorithm iteratively proceeds by keeping $v_{0}$ fixed. Note that this results in an underdetermined linear system for $u$. In order to solve this system one uses the Hard Thresholding Pursuit algorithm [39]. Having obtained a guess $u_{1}$ for the ground truth $u$ one keeps $\tilde{u}$ fixed and solves the resulting underdetermined system for $v$ by the Hard Thresholding Pursuit. In this way one alternates several times between $\tilde{u}$ and $\tilde{v}$ until a stopping criterion is met.

## Theoretical results

Lee et al. established the following result in [77] for the Sparse Power Factorization algorithm.

Theorem 6.1 ([77, see Theorem 1 and 4]). Assume that $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \longrightarrow \mathbb{C}^{m}$ is a Gaussian linear operator as described above. Let $b=\mathcal{A}\left(u v^{*}\right)+z$, where $u$ is $s_{1}$-sparse and $v$ is $s_{2}$-sparse. Suppose that $\|u\|_{\infty} \geq 0.78\|u\|,\|v\|_{\infty} \geq 0.78\|v\|$, and that the noise level satisfies $\nu(z) \leq 0.04$. Then, with probability exceeding $1-\exp \left(-c_{1} m\right)$, the output of the Sparse Power Factorization algorithm (with initialization given by Algorithm 1) converges linearly to $u v^{*}$ provided that

$$
m \geq c_{2}\left(s_{1}+s_{2}\right) \log \left(\max \left\{\frac{n_{1}}{s_{1}}, \frac{n_{2}}{s_{2}}\right\}\right)
$$

where $c_{1}, c_{2}>0$ are absolute constants.
Note that the requirement $\|u\|_{\infty} \geq 0.78\|u\|$ and $\|v\|_{\infty} \geq 0.78\|v\|$ means that most of the mass in $\ell_{2}$-norm of the vectors $u$ and $v$ is concentrated on one singly entry each. Hence, this result covers only a rather restricted class of signals. The main reason why this restriction appears in [77] is that only with this restriction the initialization can be guaranteed to be in the basin of attraction, i.e. a region to ground truth, where convergence of the Sparse Power Factorization algorithm can be established. Our main result in [44, Theorem 2, states that this class of possible vectors can be enlargened, if one is willing to increase the number of measurements slightly. Our results allows for replacing the number 0.78 by a smaller number. Furthermore, instead of having one peaky entry it allows for having several entries, on which most of the $\ell_{2}$-mass of $u$ is concentrated.
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## A. Core article: Blind Demixing and Deconvolution at Near-Optimal Rate

## Summary

Suppose one is given the vector

$$
y=\sum_{i=1}^{r} w_{i} * x_{i}+e \in \mathbb{C}^{L} .
$$

How can one reconstruct $\left\{w_{i}\right\}_{i}^{r}$ and $\left\{x_{i}\right\}_{i}^{r}$ ? This ill-posed inverse problem is commonly referred to as blind demixing and deconvolution. In order to make this problem more well-posed one typically imposes further structural constraints on $w_{i}$ and $x_{i}$. In this paper we assume that $w_{i}=B h_{i}$ and $x_{i}=C m_{i}$ for all $i \in[r]$, where $\left\{B_{i}\right\}_{i=1}^{r} \subset \mathbb{C}^{L \times K}$ are deterministic matrices and $\left\{C_{i}\right\}_{i=1}^{r} \subset \mathbb{C}^{L \times N}$ are random matrices.

This model was first studied by Ling and Strohmer in 80. They proposed to solve the following convex relaxation to estimate $\left\{h_{i}\right\}_{i=1}^{r}$ and $\left\{m_{i}\right\}_{i=1}^{r}$.

$$
\begin{equation*}
\min \sum_{i=1}^{r}\left\|X_{i}\right\|_{*} \quad \text { s.t. } \quad\left\|\sum_{i=1}^{r} \mathcal{A}_{i}\left(X_{i}\right)-y\right\|_{\ell_{2}} \leq \tau \tag{A.1}
\end{equation*}
$$

(See also [56, Section I.B] where this optimization problem is stated.) In [80] it was shown that this algorithm recovers the ground truth with high probability, whenever

$$
L \gtrsim r^{2}\left(K \mu_{\max }^{2}+N \mu_{h}^{2}\right)
$$

where we have set $K=\max _{i \in[r]} K_{i}$ and $N=\max _{i \in[r]} N_{i}$. and $\mu_{\max }^{2}$ and $\mu_{h}^{2}$ are coherence parameters. Note that the number of degrees of freedom is $\sum_{i=1}^{r} K_{i}+\sum_{i=1}^{r} N_{i}-r$, which means that the result above is suboptimal by a factor of $r$. Indeed, numerical experiments in [80] suggested that this additional factor of $r$ might be an artifact of their proof.

Our main result in [56] confirms this observation: If

$$
L \gtrsim r\left(K \mu_{\max }^{2}+N \mu_{h}^{2}\right)
$$

the SDP A.1) recovers the ground truth with high probability. (For a precise statement of our main result we refer to [56, Theorem 1]). The proof of this result relies on recently developed tools for bounding the suprema of chaos processes 65].

## Statement of individual contribution

Felix Krahmer assigned me with the task of applying the results in 65] to the blind deconvolution framework as in [1] to proof a recovery result based on the restricted isometry property rather than on the Golfing Scheme. While we were not successful, I observed that this approach can be used to overcome some of the difficulties, which Ling and Strohmer encountered in their work.
I was responsible for working out the technical details, where I was stimulated from discussions with Peter Jung and Felix Krahmer. I was fully responsible for writing and preparing this manuscript except for the numerical simulations in Section III, which were performed by Peter Jung. Peter Jung, Felix Krahmer, and I proofread and polished the article together.
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The results of this paper have been presented in part at the 2016 International Workshop on CoSeRa 2016 [106], in part at the 2017 21st International ITG Workshop on Smart Antenna [108], and in part at the Conference Wavelets and Sparsity XVII [107].
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#### Abstract

We consider simultaneous blind deconvolution of $r$ source signals from their noisy superposition, a problem also referred to blind demixing and deconvolution. This signal processing problem occurs in the context of the Internet of Things where a massive number of sensors sporadically communicate only short messages over unknown channels. We show that robust recovery of message and channel vectors can be achieved via convex optimization when random linear encoding using i.i.d. complex Gaussian matrices is used at the devices and the number of required measurements at the receiver scales with the degrees of freedom of the overall estimation problem. Since the scaling is linear in $r$ our result significantly improves over recent works.


Index Terms-Blind deconvolution, channel estimation, demixing, compressed sensing, semidefinite programming.

## I. INTRODUCTION

RECENT progress regarding recovery problems for lowcomplexity structures in high-dimensional data have shown that a substantial reduction in sampling and storage complexity can be achieved in many relevant non-adaptive linear signal separation and estimation problems, in particular in the case of randomized strategies. This includes the recovery of sparse and compressible vectors (often referred to as compressed sensing) [4], [5], low-rank matrices [6], and higher-order tensors from subsampled linear measurements [7], as well as compressive demixing of multiple source signals [8]. An important step in many of such vector and matrix recovery problems is to establish computational tractability in the sense of complexity theory; a common strategy to achieve this is to show that, under appropriate assumptions on the measurement map, the reconstruction problem can be recast as a tractable convex program.
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In practice, however, one faces additional difficulties. Namely, the data acquisition process has to cope with uncalibrated measurement devices depending on further unknown parameters. In many such scenarios one can only sample the output of an unknown or partially known linear system. In such cases the object/signal $s$ to recover is coupled with the unknown or partially known environment $w$ in a multiplicative way giving rise to a bilinear inverse problem, i.e., solve for $s$ and $w$ given a bilinear combination $\mathcal{B}(w, s)$. Relevant examples are when the effective sensing matrix might be subject to uncertainties [9]-[12], or signals might have been transmitted through individual channels whose properties are not completely known [13]. Our current understanding of these blind information retrieval tasks is at the very beginning and usually it forces one therefore to operate at sub-optimal sensing rates, or else incur significant reconstruction errors due to model mismatch. The situation is all the more unsatisfactory, as such blind sampling problems are often much closer to practical applications than the original linear models.

## A. Blind Deconvolution

The prototypical bilinear mapping, practically relevant in many applications, is the convolution

$$
w * s:=\left(\sum_{j=1}^{L} w_{j} s_{k-j}\right)_{k=1}^{L}
$$

For technical reasons we will consider the circular convolution, where the index difference $k-j$ is considered modulo $L$. The classical convolution can be reduced to this setup by appropriate zero padding or cyclic extensions. Then the corresponding inverse problem, that is, the problem of recovering $s$ and $w$ from their convolution up to inherent ambiguities, is known as blind deconvolution [14]. The precise role of $s$ and $w$ depends on the underlying application. In imaging, for example, the signal vector $s$ typically represents the image and $w$ is an unknown blurring kernel [15]. In communication engineering, $w$ represents the channel parameters and the task is to demodulate and decode the signal information $s$ only having access to the channel output $w * s$, and the important question is how much overhead is required for coping with the unknown impulse response $w$ of the communication channel [16].

Obviously, without further constraining $s$ and $w$ the convolution $(s, w) \rightarrow w * s$ has many more degrees of freedom than measurements and is hence far from being injective, exhibiting various kinds of ambiguities. The goal must then
be to eliminate these ambiguities as much as possible by imposing structural constraints on the signal and the channel paramters. It should be noted that a scaling ambiguity will always remain, as any bilinear mapping $\mathcal{B}$ satisfies $\mathcal{B}(s, w)=$ $\mathcal{B}(\lambda s, w / \lambda)$ for any $0 \neq \lambda \in \mathbb{C}$ and can hence be injective only up to a multiplicative factor. Specific scenarios can give rise to additional ambiguities, as it has been investigated in [17]. For more detailed discussions of ambiguities in the one-dimensional case such as shifts or reflections, see [18] and [19]. In any case, additional constraints like sparsity and subspace priors, depending on the specific application, are necessary to make blind deconvolution feasible. It has been shown that sparsity in the canonical basis alone is not sufficient for these purposes [20], and for generic bases, the subspace dimensions and sparsity levels that yield injectivity have been exactly classified [21]-[23].

Even when injectivity can be established, this does not directly yield a tractable reconstruction scheme. While a number of works have studied algorithms for recovery (see, e.g., [24]-[26]), the focus has mostly been on algorithmic performance rather than on recoverability guarantees. The search for algorithms allowing for guaranteed recovery has recently shown significant progress by taking a compressed sensing viewpoint, namely aiming to choose remaining degrees of freedom to reduce the degree of ill-posedness. The first nearoptimal rigourous recovery guarantees in a randomized setting have been established in [27] with high probability under the assumption that both the signal and the channel parameters lie in subspaces of small dimension, and one of them is chosen at random. The main idea was to exploit that any bilinear map $\mathcal{B}(w, s)$ can be represented as a linear map in the outer product $w s^{T}$ of the two input vectors (this approach is often referred to as lifting) and hence analyzed using methods from the theory of low rank matrix recovery. More precisely, exploiting the fact that the (normalized, unitary) $L \times L$ discrete Fourier matrix $F$ diagonalizes the circular convolution one can establish the representation

$$
\begin{equation*}
w * s:=\sqrt{L} \cdot F^{*} \operatorname{diag}(F w) F s \tag{I.1}
\end{equation*}
$$

with $\operatorname{diag}(v)$ denoting the diagonal matrix with the entries of $v$ on its diagonal.

Under the subspace model, where both the signal $s$ and the vector of channel parameters are assumed to lie in a known low-dimensional subspace and hence can be represented as $w=F^{*} B h$ and $s=F^{*} C \bar{x} / \sqrt{L}$, for given $B \in \mathbb{C}^{L \times K}$ and $C \in \mathbb{C}^{L \times N}$, this translates to

$$
\begin{equation*}
y:=F(w * s)=\operatorname{diag}(B h) C \bar{x}=: \mathcal{A}\left(h x^{*}\right), \tag{I.2}
\end{equation*}
$$

where $\mathcal{A}$ is a linear map and $M^{*}$ denotes the adjoint of a matrix $M$, that is, its conjugate transpose. This formulation yields a low rank recovery problem, as of all potential matrices giving rise to measurements $y$, the rank one matrix $h x^{*}$ is the one of the lowest rank. Even though recovering a low rank matrix from linear measurements is known to be, in general, NP-hard [28], it has been shown that under appropriate random measurement models, one can establish recovery guarantees for tractable algorithms with high probability [29], [30]. While the results in these works require more randomness than what
is available in the convolution setup due to the structure imposed by (I.2) and hence do not apply directly, Ahmed et al. [27] derived recovery guarantees for blind deconvolution. Their result assumes that (i) $C$ has independent standard Gaussian entries and that (ii) $B^{*} B=1$ and $B$ is incoherent in two ways, namely that $\mu_{\max }^{2}:=\frac{L}{K} \max _{\ell}\left\|b_{\ell}\right\|_{\ell_{2}}^{2}$ and $\mu_{h}^{2}=L \cdot \max _{1 \leq \ell \leq L}\left|b_{\ell}^{*} h\right|^{2}$ are sufficiently small ( $b_{\ell}$ are the columns of $B^{*}$ ). Under these assumptions, they showed that an unknown real $K \times N$-matrix $h x^{*}$ can be recovered with overwhelming probability by nuclear norm minimization, that is, via the semidefinite program

$$
\begin{equation*}
\min \|X\|_{*} \text { s.t. } \mathcal{A}(X)=y \tag{I.3}
\end{equation*}
$$

Here, $\|X\|_{*}$ denotes the nuclear norm of the matrix $X$, which is defined to be the sum of its singular values.
Although nuclear norm minimization is computational tractable, the lifted representation drastically increases the size of the signal to be recovered. Consequently, the resulting algorithm will be too slow for most practical applications. The theoretical analysis of nuclear norm minimization has, however, paved the way for more efficient algorithms with similar guarantees. Namely, the recent work [31] demonstrates that a gradient-based algorithm with a suitable initialization can be used without lifting and in the regime $\mu_{h}^{2} \max (K, N) \lesssim L / \log ^{2}(L)$ which comes with considerably reduced complexity.

Finally, typical channel impulse responses $h$ exhibit further structural properties such as sparsity, which should be used as well. However, the challenging extension of these works to sparsity models seems to be much more involved. The difficulty with such models is that the lifted representation is both sparse and of low rank, and no straightforward tractable convex relaxation is known. In particular, minimizing convex combinations of nuclear and $\ell_{1}$-norm regularizers has been shown to yield provably suboptimal recovery performance [32]. Research regarding alternative convex surrogates as for example in [33] is only in its beginnings. For this reason, some recent approaches ignore the rank constraint, just aiming for sparsity, as investigated for the $\ell_{1}$-approach in [34] and for the mixed $\ell_{1} / \ell_{2}$-case in [35] and [36].
On the other hand, the search for non-convex alternatives to overcome this obstacle is an active area of research. In particular, local convergence guarantees as well as global convergence guarantees for peaky signals have been derived in [37] for the sparse power factorization method, an alternating minimization approach originally introduced in [38], for the context of deconvolution. The near-optimal recovery guarantees build on some property similar to the restricted isometry property, which has been derived in [39] (for both inputs lying in random subspaces). The search for global recovery guarantees in the sparsity model without peakiness assumptions, however, remains open.

## B. Simultaneous Demixing and Blind Deconvolution

The extension of the model we shall consider here is blind deconvolution and simultaneously demixing of multiple source signals. This setting is motivated by recent challenges
in future wireless multi-terminal communication scenarios for uncoordinated sporadic communication [40], [41]. We consider the prototypical case of $R$ transmitters each having an individual information message encoded into the vector $x_{i} \in$ $\mathbb{C}^{N_{i}}$ for $i=1, \ldots, R$ using, for example, classical modulation alphabets and error-correcting codes. In fact, such data could be independent user data payloads or even correlated sensor readings on a common source. For reasons of simplicity, we focus on the case of independent data sources. Each transmitter generates its transmit signal $s_{i}=F^{*} C_{i} \bar{x}_{i} / \sqrt{L} \in \mathbb{C}^{L}$ by multiplying (linearly encoding) its complex-valued (conjugated) message vector $\bar{x}_{i}$ by an $L \times N_{i}$ matrix $F^{*} C_{i} / \sqrt{L}$ which is then transmitted into the shared channel. Note that, from the perspective of communication engineering, this procedure has been simplified to facilitate the analysis. In a more advanced setting one could consider a directly randomized mapping from bits to sequences in $\mathbb{C}^{L}$. Now consider a single receiver, for example a base station. Each transmitter $i$ has its individual impulse response $w_{i}$ describing the channel propagation conditions to this base station. For simplicity we consider a low-mobility scenario where, for appropriate block length $L$, the channel is time-invariant and can be modeled by a convolution of the transmit signal with a channel impulse response $w_{i}$. Furthermore, with cyclic extensions and/or zeropadding at the transmitter such a signal propagation can then be modeled as a circular convolution. To incorporate further structure for the channel impulse response we write it as $w_{i}=F^{*} B_{i} h_{i}$ where $B_{i} \in \mathbb{C}^{L \times K_{i}}$. A reasonable assumption for our application is that the unknown coefficients $h_{i}$ are located on the first samples since the path delays in the channel are usually much shorter than the frame length $L$. In this case $F^{*} B_{i}$ is a truncated identity, i.e., $B_{i}^{*} B_{i}=\mathrm{Id}$.

In practice, since the desired deployment scenario is uncoordinated and sporadic, only a small fraction of size $r$ of $R$ devices are online and transmitting data. We assume for this work that the receiver is able to detect the activity pattern correctly (which can be achieved through a separate control channel, see for example [42] for a certain approach). One can even detect activity simultaneously with data. However, algorithms for blind deconvolution and demixing are usually quite complex from practical and computational aspects and it is desired to reduce the problem size as much as possible already from the beginning. This means, restricted and resorting to the active set, the receiver observes the noisy superposition

$$
\begin{align*}
y & =\sum_{i=1}^{r} F\left(w_{i} * s_{i}\right)+e=\sum_{i=1}^{r} \operatorname{diag}\left(B_{i} h_{i}\right) C_{i} \bar{x}_{i}+e \\
& =\sum_{i=1}^{r} \mathcal{A}_{i}\left(h_{i} x_{i}^{*}\right)+e \tag{I.4}
\end{align*}
$$

of $r$ signal contributions where the vector $e \in \mathbb{C}^{L}$ denotes additive noise.

The conventional approach is (i) to design the matrices $C_{i}$ in such a way that resources are used exclusively by $\mathcal{O}(R)$ devices which requires considerable processing, resource planning and allocation algorithms and (ii) estimate the channel from pilot signals during a calibration phase prior to data
transmission. However, in an increasing number of new applications the typical data traffic consists only of short messages (status updates or sensor data) yielding a sporadic traffic type and then the overall communication in a network is then considerable dominated by control data.
In [43] it has therefore been proposed to consider the scenario of simultaneous blind deconvolution and demixing of multiple signals from its superposition $y$, which we will also study in this paper. Demixing by convex programming methods has been intensively investigated in the fields of "sine and spikes" (and pairs of bases) decompositions, see [44] and [45], and in the field of sparse and low-rank decomposition, see, e.g., the work [46]. More generally, as for example outlined in [47] and [48], a convex approach consists of minimizing the sum of the individual regularizers over all signal formations which are conform with the model and consistent with the observations. To this end, assuming a priori that $\|e\|_{\ell_{2}} \leq \tau$, we consider the convex optimization problem

$$
\begin{equation*}
\min \sum_{i=1}^{r}\left\|X_{i}\right\|_{*} \quad \text { s.t. }\left\|\sum_{i=1}^{r} \mathcal{A}_{i}\left(X_{i}\right)-y\right\|_{\ell_{2}} \leq \tau . \tag{I.5}
\end{equation*}
$$

According to [47], reliable convex demixing is possible whenever (i) the signal contributions are incoherent to each other and (ii) the number of observations is sufficiently above the sum of effective dimensions of the descent cones of the individual regularizers at the unknown ground truth. Since the rank-one matrix $X_{i}=h_{i} x_{i}^{*}$ has effective dimension $K_{i}+N_{i}$ this amounts to $\mathcal{O}(r(K+N))$ observations, where $K=$ $\max _{i}\left(K_{i}\right)$ and $N=\max _{i}\left(N_{i}\right)$. First results and guarantees, based on the incoherence between the mappings $\mathcal{A}_{i}$ which explicitly occur in blind deconvolution (I.4) with random $C_{i}$ 's are worked out in [43]. The result in this paper states that if $L$ is in the order of $r^{2} \max (K, N)$ (up to logarithmic factors) the minimizer $\left(\hat{X}_{1}, \ldots, \hat{X}_{r}\right)$ of the program (I.5) satisfies with high probability that

$$
\begin{equation*}
\sum_{i=1}^{r}\left\|\hat{X}_{i}-X_{i}^{0}\right\|_{F}^{2} \lesssim r^{2} \cdot \max \{K ; N\} \tau^{2} \tag{I.6}
\end{equation*}
$$

Hence, for $\tau=0$ the ground truth $\left(\hat{X}_{1}^{0}, \ldots, \hat{X}_{r}^{0}\right)$ is recovered exactly. However, the embedding dimension does not quite match the effective dimension, which would suggest a linear dependence on $r$. Ling and Strohmer suggested that this mismatch is a proof artifact, observing numerically that linear dependence on $r$. In this paper, we will analytically justify these observations. In the special case of partial (lowfrequency) Fourier matrices $B_{i}$ mentioned above, our main result, Theorem 6, reads as follows.
Theorem 1: Let $\omega \geq 1$ and set $\mu_{h}^{2}=L \max _{i, \ell}\left|b_{i, \ell}^{*} h_{i}\right|^{2}$. Assume $\|e\|_{\ell_{2}} \leq \tau$ and that

$$
\begin{equation*}
L \geq C_{\omega} r\left(K \log K+N \mu_{h}^{2}\right) \log ^{3} L \tag{I.7}
\end{equation*}
$$

where $C_{\omega}$ is a universal constant only depending on $\omega$. Then with probability at least $1-\mathcal{O}\left(L^{-\omega}\right)$ the minimizer $\hat{X}$ of the recovery program (I.5) satisfies

$$
\begin{equation*}
\sum_{i=1}^{r}\left\|\hat{X}_{i}-X_{i}^{0}\right\|_{F}^{2} \lesssim r \cdot \max \left\{1 ; \frac{r K N}{L}\right\} \log (L) \tau^{2} \tag{I.8}
\end{equation*}
$$

The coherence parameter $\mu_{h}^{2}$ ranges between 1 and $K$, [43]. For a detailed discussion we refer to [43, Sec II.D]. At this point we only want to comment that in applications in Wireless Communications this parameter is typically small.

Shortly before the completion of this manuscript Ling and Strohmer presented recovery guarantees for (considerably more efficient) nonconvex gradient (Wirtinger) based methods [49], again with quadratic scaling in $r$. Again they conjecture linear dependence, as observed in their numerical experiments. We also include some numerical experiments in Section III that illustrate the linear dependence. We expect that our paper at hand will pave the way to an optimized parameter dependence also for more efficient algorithms.

## II. General Framework and Main Result

## A. Notation

Before we describe the mathematical model we introduce some basic notation. For complex numbers $z \in \mathbb{C}$ we denote its conjugate by $\bar{z}$ and write $\operatorname{Re} z$ and $\operatorname{Im} z$ for the real and imaginary part. Similarly, for a vector $w=(w[1], \ldots, w[n]) \in \mathbb{C}^{n}$ we use the notation $\operatorname{Re} w=(\operatorname{Re} w[1], \ldots, \operatorname{Re} w[n])$ and $\operatorname{Im} w=(\operatorname{Im} w[1], \ldots, \operatorname{Im} w[n])$. For a matrix $A \in \mathbb{C}^{d_{1} \times d_{2}}$ we will denote its adjoint by $A^{*}$ and (for $d_{1}=d_{2}$ ) its trace by $\operatorname{Tr}(A)$. For matrices $A, B \in \mathbb{C}^{d_{1} \times d_{2}}$ we will define the inner product by $\langle A, B\rangle_{F}=\operatorname{Tr}\left(A B^{*}\right)$. The Frobenius norm of $A$ is $\|A\|_{F}^{2}=\langle A, A\rangle_{F}$ and $\|A\|_{2 \rightarrow 2}$ denotes its operator norm. If $\mathcal{B}$ is a linear operator mapping matrices to vectors or matrices, we will denote its operator norm by $\|\cdot\|_{F \rightarrow 2}$ or $\|\cdot\|_{F \rightarrow F}$, respectively. The nuclear norm of the matrix $A$, which is defined as the sum of its singular values, will be denoted by $\|A\|_{*}$. Note that the notation for $\|\cdot\|_{*},\|\cdot\|_{F}$ and $\langle\cdot, \cdot\rangle_{F}$ will be used later in a more generalized setting, as will be pointed out in the next section. The matrix $\mathrm{Id}_{d}$ will denote the identity matrix in $\mathbb{C}^{d \times d}$. If no confusion can arise, we will suppress $d$ and write Id instead of $\mathrm{Id}_{d}$. For a vector $v \in \mathbb{C}^{d}$ $\operatorname{diag}(v)$ denotes the matrix whose diagonal entries are given by $v$. Furthermore, $\|v\|_{\ell_{2}}$ denotes the $\ell_{2}$-norm of this vector, i.e. $\|v\|_{\ell_{2}}^{2}=\langle v, v\rangle=\operatorname{Tr}\left(v v^{*}\right)$.

By $\mathbb{P}(E)$ we will denote the probability of an event $E$. For any $N \in \mathbb{N}$ we will denote the set $\{1, \ldots, N\}$ by $[N]$. For a set $S$ we will denote its cardinality by $|S|$. The notation $\log (\cdot)$ will refer to the logarithm of base 2. Furthermore, during the whole manuscript $C$ will denote positive numerical constants, which are independent of all other variables which appear in the text and whose value may change from line to line. Similarly, $C_{\omega}$ will denote universal numerical constants, which only depend on $\omega$. We will write $a \lesssim b$, if $a \leq C b$ and $a \lesssim \omega b$, if $a \leq C_{\omega} b$. We will write $a \sim b$, if we have $a \lesssim b$ as well as $b \lesssim a$.

## B. The General Model

In this paper we will work with a more general model, as also studied in [43], which includes the demixingdeconvolution scenario given above as special case. Assume that the vector $y \in \mathbb{C}^{L}$ of $L$ noisy measurements corresponding to inputs $\left\{h_{i}\right\}_{i=1}^{r}, h_{i} \in \mathbb{C}^{K_{i}}$ and $\left\{x_{i}\right\}_{i=1}^{r}, x_{i} \in \mathbb{C}^{N_{i}}$, is given
by

$$
\begin{equation*}
y=\sum_{i=1}^{r} \operatorname{diag}\left(B_{i} h_{i}\right) C_{i} \bar{x}_{i}+e . \tag{II.1}
\end{equation*}
$$

where $e$ is additive noise, the matrices $B_{i} \in \mathbb{C}^{L \times K_{i}}$ satisfy $B_{i}^{*} B_{i}=\operatorname{Id}_{K_{i}}$ for all $i \in[r]$, and all the entries of the random matrices $C_{i} \in \mathbb{C}^{L \times N_{i}}$ are independent and follow a standard circular-symmetric complex normal distribution $\mathcal{C N}(0,1)$ (see Appendix B for more details). The vectors $h_{i}$ are assumed to be normalized, $\left\|h_{i}\right\|_{\ell_{2}}=1$, whereas the norms of $x_{i}$ are arbitrary. (This is not restrictive as there is an inherent scaling ambiguity.) Furthermore, we set

$$
K=\max _{i \in[r]} K_{i} \quad \text { and } N=\max _{i \in[r]} N_{i}
$$

Let us denote by $b_{i, \ell}$ the $\ell$ th column of $B_{i}^{*}$ and by $c_{i, \ell}$ the $\ell$ th column of $C_{i}$. Then, the $\ell$ th entry of $y$ is given by

$$
y[\ell]=\sum_{i=1}^{r} b_{i, \ell}^{*} h_{i} x_{i}^{*} c_{i, \ell}+e[\ell] .
$$

We observe that the overall vector $y$ only depends on the outer products $h_{i} x_{i}^{*}$. Thus, we may proceed by considering a lifted representation (see, e.g., [50]). Defining for each $i \in[r]$ the operator $\mathcal{A}_{i}: \mathbb{C}^{K_{i} \times N_{i}} \longrightarrow \mathbb{C}^{L}$ via

$$
\mathcal{A}_{i}(Z):=\left(b_{i, \ell}^{*} Z c_{i, \ell}\right)_{\ell=1}^{L}
$$

we obtain that

$$
y=\sum_{i=1}^{r} \mathcal{A}_{i}\left(h_{i} x_{i}^{*}\right)+e
$$

In the following we will use the decomposition $x_{i}=\sigma_{i} m_{i}$ where $\sigma_{i} \geq 0$ and some $m_{i} \in \mathbb{C}^{N_{i}}$ such that $\left\|m_{i}\right\|_{\ell_{2}}=1$. (If $x_{i}=0$ we set $\sigma_{i}=0$ and choose $m_{i}$ arbitrarily.) Thus, the signal to be recovered may be written as

$$
\begin{aligned}
X^{0}: & =\left(h_{1} x_{1}^{*}, \ldots, h_{r} x_{r}^{*}\right)=\left(\sigma_{1} h_{1} m_{1}^{*}, \ldots, \sigma_{r} h_{r} m_{r}^{*}\right) \\
& =\left(X_{1}, \ldots, X_{r}\right)
\end{aligned}
$$

Define

$$
\mathcal{M}:=\left\{\left(Z_{1}, \ldots, Z_{r}\right): Z_{i} \in \mathbb{C}^{K_{i} \times N_{i}} \text { for all } i \in[r]\right\}
$$

and note that $\mathcal{M}$ is naturally equipped with the algebraic structure of a vector space, as it may be regarded as the product space of the vector spaces $\mathbb{C}^{K_{i} \times N_{i}}$. The linear operator $\mathcal{A}: \mathcal{M} \rightarrow \mathbb{C}^{L}$ is defined by

$$
\mathcal{A}(Z):=\sum_{i=1}^{r} \mathcal{A}_{i}\left(Z_{i}\right)
$$

for $Z=\left(Z_{1}, \ldots, Z_{r}\right) \in \mathcal{M}$. The linear space $\mathcal{M}$ will be endowed with a norm and an inner product defined by

$$
\langle W, Z\rangle_{F}:=\sum_{i=1}^{r}\left\langle W_{i}, Z_{i}\right\rangle_{F}
$$

and

$$
\|W\|_{F}^{2}=\langle W, W\rangle_{F}=\sum_{i=1}^{r}\left\|W_{i}\right\|_{F}^{2}
$$

for all $W, Z \in \mathcal{M}$. The operator norms $\|\cdot\|_{F \rightarrow 2}$ and $\|\cdot\|_{F \rightarrow F}$ of linear maps on $\mathcal{M}$ are defined analogously to the matrix case. For the adjoint $\mathcal{A}^{*}$ of $\mathcal{A}$ with respect to the inner product on $\mathcal{M}$ it follows $\mathcal{A}^{*}(y)=\left(\mathcal{A}_{1}^{*}(y), \ldots, \mathcal{A}_{r}^{*}(y)\right)$ for all $y \in \mathbb{C}^{L}$. Note that the adjoint operations $\mathcal{A}_{i}^{*}(y)$ itself are given by

$$
\begin{equation*}
\mathcal{A}_{i}^{*}(y)=\sum_{\ell=1}^{L} y[\ell] b_{i, \ell} c_{i, \ell}^{*} \text { for all } y \in \mathbb{C}^{L} \tag{II.2}
\end{equation*}
$$

We will also use the norm defined by $\|W\|_{*}=\sum_{i=1}^{r}\left\|W_{i}\right\|_{*}$. For reasons which will become clear in Section VI-A we set

$$
\operatorname{sgn}\left(X_{i}^{0}\right):= \begin{cases}h_{i} m_{i}^{*} & \sigma_{i}>0 \\ 0 & \text { else }\end{cases}
$$

for $i \in[r]$ (recall that $\sigma_{i} \geq 0$ ). This allows us to define

$$
\operatorname{sgn}\left(X^{0}\right):=\left(\operatorname{sgn}\left(X_{1}^{0}\right), \ldots, \operatorname{sgn}\left(X_{r}^{0}\right)\right) .
$$

## C. Partition of Measurements and Incoherence Assumptions

As those of [27], [43], our results are based on two notions of coherence. The first is captured by the coherence parameter

$$
\begin{equation*}
\mu_{i}^{2}=\max _{\ell \in[L]} \frac{L}{K_{i}}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2} \quad \text { for } i \in[r] . \tag{II.3}
\end{equation*}
$$

Note that $B_{i}^{*} B_{i}=\mathrm{Id} \in \mathbb{C}^{K_{i} \times K_{i}}$ for all $i \in[r]$ implies that $1 \leq \mu_{i}^{2} \leq \frac{L}{K_{i}}$. In the (important) case that all matrices $B_{i}$ are partial (low-frequency) DFT matrices, which refers to the special situation described in the introduction, we have minimal coherence $\mu_{i}^{2}=1$. In order to simplify notation we introduce the quantities

$$
\begin{equation*}
K_{i, \mu}:=K_{i} \mu_{i}^{2}, \quad K_{\mu}:=\max _{i \in[r]} K_{i, \mu} . \tag{II.4}
\end{equation*}
$$

We observe that $K_{i} \leq K_{i, \mu} \leq L$. Again, in the special case that the matrices $B_{i}$ are partial (low-frequency) DFT matrices we obtain that $K_{i, \mu}=K_{i}$.

For the proof of our results we will use the Golfing Scheme [30], see Section VI-C.1. This requires a partition $\left\{\Gamma_{p}\right\}_{p=1}^{P}$ of the set of the measurements [ $L$ ] with associated measurement operators $\mathcal{A}^{p}$. The second coherence parameter will also depend on this partition. In order to guarantee that the Golfing Scheme is successful with high probability we will need that $T_{i, p}:=\frac{L}{Q} \sum_{\ell \in \Gamma_{p}} b_{i, \ell} b_{i, \ell}^{*} \approx \operatorname{Id}_{K_{i}}$, as it will become clear in Remark 29. Thus, we have to assure that the partition $\left\{\Gamma_{p}\right\}_{p=1}^{P}$ is chosen such that for $Q:=\frac{L}{P}$ and $v>0$ small enough one has

$$
\begin{equation*}
\max _{i \in[r], p \in[P]}\left\|\operatorname{Id}_{K_{i}}-T_{i, p}\right\|_{2 \rightarrow 2} \leq v \tag{II.5}
\end{equation*}
$$

Furthermore, we require that $\left|\Gamma_{p}\right|$ is large enough for all $p \in[P]$, i.e., each operator $\mathcal{A}^{p}$ contains enough measurements, and also the partition consists of the right number of sets, that is, $P$ is bounded from above and below. More precisely, we require that the partition is $\omega$-admissible in the sense of the following definition.

Definition 2: Let $\omega \geq 1$ and let $\left\{\Gamma_{p}\right\}_{p=1}^{P}$ be a partition of $[L]$. The set $\left\{\Gamma_{p}\right\}_{p=1}^{P}$ is called $\omega$-admissible if the following three conditions are satisfied:

1) $\frac{1}{2} Q \leq\left|\Gamma_{p}\right| \leq \frac{3}{2} Q$ for all $p \in[P]$, where $Q=\frac{L}{P}$.
2) (II.5) is fulfilled with $v=\frac{1}{32}$.
3) It holds that $\log (8 \tilde{\gamma} \sqrt{r}) \geq P \geq \frac{1}{2} \log (8 \tilde{\gamma} \sqrt{r})$, where

$$
\tilde{\gamma}=2 \sqrt{\omega \max \left\{1 ; \frac{r K_{\mu} N}{L}\right\} \log (L+r K N)} .
$$

Here the parameter $\omega$ is the same that appears in Theorem 1 and in Theorem 6.
This definition gives rise to the question whether such a partition exists in general and how one can construct them. This has already been discussed in [43, Sec. 2.3] for several important special cases of matrices $B_{i} \in \mathbb{C}^{K_{i} \times N_{i}}$. In particular, it is proven that in the special case that the $B_{i}$ 's are partial (low-frequency) Fourier matrices of the same size and if $L=P Q$ one may find a partition such that $v=0$. In [27], the authors discussed the construction of such a partition for $r=1$ and for a general matrix $B \in \mathbb{C}^{K \times N}$ which satisfies $B^{*} B=\mathrm{Id}_{K}$. However, such a partition can be constructed for all matrices $B_{i} \in \mathbb{C}^{K_{i} \times N_{i}}$ simultanously via the following lemma.
Lemma 3: Let $P \in[L]$ and $v \in(0,1)$ be fixed. Set $Q=\frac{L}{P}$. There is a universal constant $C>0$ such that if

$$
\begin{equation*}
Q \geq C \frac{K_{\mu}}{v^{2}} \log (\max \{r ; P ; K\}) \tag{II.6}
\end{equation*}
$$

then there is a partition $\left\{\Gamma_{p}\right\}_{p=1}^{P}$ of $[L]$ such that (II.5) is satisfied and $\frac{1}{2} Q \leq\left|\Gamma_{p}\right| \leq \frac{3}{2} Q$ holds for all $p \in[P]$.

A proof of this result is included in Appendix A. As $P=\frac{L}{Q}$, this lemma implies the existence of an $\omega$-admissible partitions provided that

$$
L \gtrsim \sqrt{r} \log (8 \tilde{\gamma} \sqrt{r}) \frac{K_{\mu}}{v^{2}} \log (\max \{r ; P ; K\})
$$

with $\tilde{\gamma}$ as in Definition 2, which is a somewhat milder assumption than what is required in our main theorem.

The second incoherence parameter will depend on the choice of such an $\omega$-admissible partition, measuring how aligned the input $h_{i}$ is with the basis vectors $b_{i, \ell}$ distorted by a family of linear maps corresponding to the different sets in the partition.
More precisely, for a fixed $\omega$-admissible partition $\left\{\Gamma_{p}\right\}_{p=1}^{P}$ we define

$$
\mu_{h}^{2}:=L \max \left\{\max _{\ell \in[L], i \in[r]}\left|b_{i, \ell}^{*} h_{i}\right|^{2}, \quad, \quad \max _{p \in[P], \ell \in[L], i \in[r]}\left|b_{i, \ell}^{*} S_{i, p} h_{i}\right|^{2}\right\},
$$

where we have set $S_{i, p}=T_{i, p}^{-1}$. The proof in Section VI will yield the strongest result when $\mu_{h}^{2}$ is small. Thus, we will choose for our proof a partition, which minimizes the quantity defined in (II.7). This motivates the introduction of the following quantity.

$$
\begin{array}{r}
\mu_{h, \omega}^{2}=L \\
\min _{\left\{\Gamma_{p}\right\}_{p=1}^{P} \omega \text {-admissible }} \max \left\{\max _{\ell \in[L], i \in[r]}\left|b_{i, \ell}^{*} h_{i}\right|^{2},\right.  \tag{II.8}\\
\left.\max _{p \in[P], \ell \in[L], i \in[r]}\left|b_{i, \ell}^{*} S_{i, p} h_{i}\right|^{2}\right\} .
\end{array}
$$

Lemma 4: Let $\left\{\Gamma_{p}\right\}_{p=1}^{P}$ be a $\omega$-admissible partition of $[L]$. Then $1 \leq \mu_{h}^{2} \leq\left(\frac{32}{31}\right)^{2} K_{\mu}$.

Proof: The lower bound follows immediately from the observation

$$
\sum_{\ell=1}^{L}\left\|b_{i, \ell}^{*} h_{i}\right\|_{\ell_{2}}^{2}=\sum_{\ell=1}^{L} h_{i}^{*} b_{i, \ell} b_{i, \ell}^{*} h_{i}=\left\|h_{i}\right\|_{\ell_{2}}^{2}=1
$$

For the upper bound it is enough to observe that $L\left|b_{i, \ell}^{*} h_{i}\right|^{2} \leq L\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2}\left\|h_{i}\right\|_{\ell_{2}}^{2} \leq K_{\mu}$ and similarly $L\left|b_{i, \ell}^{*} S_{i, p} h_{i}\right|^{2} \leq L\left\|S_{i, p}\right\|_{2 \rightarrow 2}^{2}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2}\left\|h_{i}\right\|_{\ell_{2}}^{2}$. The result follows from the observation $\left\|S_{i, p}\right\|_{2 \rightarrow 2} \leq \frac{32}{31}$, which is due to $\left\|\mathrm{Id}-T_{i, p}\right\|_{2 \rightarrow 2} \leq \frac{1}{32}$.
Remark 5: As already pointed out in [43, Remark 2.1] the appearance of the second term in the definition of $\mu_{h}$ is due to the modified Golfing Scheme (cf. Remark 29). Note, however, that our definition of $\mu_{h}^{2}$ is slightly different to the definition of $\mu_{h}^{2}$ in [43]. In our definition, the second term the maximum is over all $\ell \in[L]$, whereas in [43] the maximum is only over all $\ell \in \Gamma_{p}$. The reason is that of a simpler presentation and a less technical argument; it is possible to obtain our result with $\mu_{h}^{2}$ as defined in [43] by a slightly more involved argument: One needs to replace the norm $\|\cdot\|_{B}$, which will be introduced in Section 22, by norms which depend on the individual partitions $\Gamma_{p}$.

One may ask whether the second term in the definition of $\mu_{h}^{2}$ can be removed. By a closer look at the proof of Lemma 3 one infers that for fixed $P$, which satisfies the third condition in Definition 2, a constant fraction of all partitions are $\mu$-admissible. Thus, one might conjecture that there is at least one partitition such that the quantity $\max _{p \in[P], \ell \in[L], i \in[r]}\left|b_{i, \ell}^{*} S_{i, p} h_{i}\right|^{2}$ is small such that it can be neglected. We leave this problem for future work.

## D. Main Result

Our main result establishes a recovery guarantee for the general measurement model (II.1). Reconstruction proceeds via nuclear norm minimization, the semidefinite program formulated in (I.5).
Theorem 6: Let $\omega \geq 1$ and let $y \in \mathbb{C}^{L}$ be given by (II.1) with $\|e\|_{\ell_{2}} \leq \tau$. Assume that

$$
\begin{equation*}
L \geq C_{\omega} r\left(\max _{i \in[r]}\left(K_{i} \mu_{i}^{2} \log \left(K_{i} \mu_{i}^{2}\right)\right)+N \mu_{h, \omega}^{2}\right) \log ^{3} L, \tag{II.9}
\end{equation*}
$$

where $C_{\omega}$ is a universal constant only depending on $\omega$. Then, with probability at least $1-\mathcal{O}\left(L^{-\omega}\right)$ the minimizer $\hat{X}$ of the recovery program (I.5) satisfies

$$
\begin{equation*}
\left\|\hat{X}-X^{0}\right\|_{F} \lesssim \tau \sqrt{r \max \left\{1 ; \max _{i \in[r]} \frac{r K_{i} \mu_{i}^{2} N}{L}\right\} \log L} . \tag{II.10}
\end{equation*}
$$

In the important special case of noiseless measurements, i.e., $\tau=0$, Theorem 6 yields exact recovery with high probability, if $L$ satisfies condition (II.9), i.e., $X^{0}$ is the unique minimizer of the semidefinite program (I.5). As already mentioned in the introduction our result significantly improves upon the result of [43] and exhibits optimal scaling in the degrees
of freedom up to logarithmic factors. In the noisy case, the estimation error (II.10) is improved at least by a factor of $\sqrt{r}$ (cf. [43, Th. 3.3]). The authors believe that this is still not optimal as it might be possible to remove the dependence on $K, N$, and $r$ in the estimation error. However, it seems to be likely that it is not possible to resolve this issue using our current proof technique, which relies on the construction of an approximate dual certificate. Also for the interesting problem of extending our result to matrices that are only approximately low-rank, similar to the study of compressible signals in compressed sensing, we expect that near-optimal guarantees need different techniques.

## III. OUTLOOK

Although the convex formulation in (I.5) is important for theoretical investigations it is also obvious that for many realword applications nuclear minimization is not feasible due to its computional complexity as lifting considerably increases the number of optimization variables. For the case $r=1 \mathrm{a}$ nonconvex approach has been proposed by [31] which has been demonstrated not only to be considerably more efficient but also to achieve a better empirical performance. Shortly before the completion of our work this line of research has been extended to $r \geq 1$ with explicit guarantees [49], but again for a number of measurements depending quadratically on $r$. As in [43], the dependence observed in numerical experiments is linear. We expect that the mathematical analysis conducted in this paper will also be important for establishing nearoptimal performance guarantees for more efficient algorithms. For this reason we include such a nonconvex approach similar to the one analysed in [49] in our numerical experiments, comparing it to nuclear norm minimization as analyzed in this paper.
More precisely, we consider a gradient-based (Wirtinger flow) recovery algorithm minimizing the residual

$$
\begin{equation*}
F(h, x):=\left\|\mathcal{A}\left(h_{1} x_{1}^{*}, \ldots, h_{r} x_{r}^{*}\right)-y\right\|_{\ell_{2}}^{2} \tag{III.1}
\end{equation*}
$$

where $h:=\left(h_{1}, \ldots, h_{r}\right)$ and $x:=\left(x_{1}, \ldots, x_{r}\right)$. Observe that in the noiseless case one has $F(h, x)=0$ for the ground truth. Note that, while minimizing $F$ has been shown empirically in [49] to have good recovery properties, where guarantees only apply to a regularized variant. As $F$ is highly non-convex in ( $h, x$ ) and may possess many local minima, it is essential to find a good initial guess to start the minimization process (cf. [31], [49]). Eq. (VI.5) motivates the initialization given in the following algorithm.
To minimize $F$ a gradient descent approach is used. Here the gradient of a function $f: \mathbb{C}^{n} \rightarrow \mathbb{C}$ at $z_{0} \in \mathbb{C}^{n}$ is given by $\nabla_{z} f\left(z_{0}\right)=\left(\frac{\partial f}{\partial z}\left(z_{0}\right)\right)^{*} \in \mathbb{C}^{n}$ where for $z=u+i v \in \mathbb{C}$ the Wirtinger derivatives are $\frac{\partial}{\partial z}=\frac{1}{2}\left(\frac{\partial}{\partial u}-i \frac{\partial}{\partial v}\right)$ and $\frac{\partial}{\partial \bar{z}}=$ $\frac{1}{2}\left(\frac{\partial}{\partial u}+i \frac{\partial}{\partial v}\right)$. Since for real-valued complex functions $f$ : $\mathbb{C}^{n} \rightarrow \mathbb{R}$ one has $\frac{\partial f}{\partial \bar{z}}=\frac{\overline{\partial f}}{\partial z}$, we do not need to consider $\frac{\partial f}{\partial \bar{z}}$ here. Consequently, we obtain

$$
\begin{aligned}
& \nabla_{h_{i}} F(h, x)=\left(\operatorname{diag}\left(C_{i} \overline{x_{i}}\right) B\right)^{*}\left(\mathcal{A}\left(h x^{*}\right)-y\right) ; \\
& \nabla_{x_{i}} F(h, x)=\left(\operatorname{diag}\left(B_{i} h_{i}\right) C_{i}\right)^{T} \frac{\left(\mathcal{A}\left(h x^{*}\right)-y\right)}{(2)}
\end{aligned}
$$

To estimate a suitable stepsize $\eta$

```
Algorithm 1 Initialization
    Input: Observation \(y\).
    \(\left(Z_{1}, \ldots, Z_{r}\right) \leftarrow \mathcal{A}^{*} y\).
    for \(k=1, \ldots, r\) do
        \(d_{k} \leftarrow\) largest singular value of \(Z_{k}\).
        Let \(v_{k}^{(0)}\) and \(u_{k}^{(0)}\) be the corresponding left and right
            singular vectors, respectively.
        \(v_{k}^{(0)} \leftarrow \sqrt{d_{k}} v_{k}^{(0)}\) and \(u_{k}^{(0)} \leftarrow \sqrt{d_{k}} u_{k}^{(0)}\)
    end for
    Output: Initial guesses \(v^{(0)}, u^{(0)}\).
```

```
Algorithm 2 Wirtingers Gradient Descent With Backtracking
    Input: Initial values \(v^{(0)}, u^{(0)}\).
    for \(i=1, \ldots\) do
        \(\eta \leftarrow\) LINE-SEARCH \(\left(v^{(i-1)}, u^{(i-1)}\right)\)
        \(v^{(i)} \leftarrow v^{(i-1)}-\eta \nabla_{h} F\left(v^{(i-1)}, u^{(i-1)}\right)\)
        \(u^{(i)} \leftarrow u^{(i-1)}-\eta \nabla_{x} F\left(v^{(i-1)}, u^{(i-1)}\right)\)
        if \(\left\|\nabla F\left(v^{(i)}, u^{(i)}\right)\right\|_{\ell_{2}}<\varepsilon\) then
            return \(v^{(i)}, u^{(i)}\)
        end if
    end for
    Output: Approximate solutions \(v^{(i)}, u^{(i)}\).
```

Numerical Results: We have investigated both nuclear norm minimization (I.5) and Algorithms 1 and 2 in the noiseless case for different values of $r$ and $L$ with equal channel dimensions $K=K_{1}=\ldots=K_{r}=8$ and signal dimensions $N=N_{1}=\ldots=N_{r}=8$. The success rates per device are estimated numerically and plotted as a function of $\rho=L /(r(K+N))$. The convex program (I.5) is solved using the Matlab CVX toolbox. For each experiment the matrices $C_{i} \in \mathbb{C}^{L \times N}$, the signal vectors $x_{i}^{0} \in \mathbb{C}^{N}$, and the channel coefficients $h_{i}^{0} \in \mathbb{C}^{K}$ are generated with i.i.d. complex normal distributed entries. Recovery is considered successful for a device if the corresponding signal pair $\left(h_{i}, x_{i}\right)$ for $i \in[r]$ fullfils $\left\|h_{i} x_{i}^{*}-h_{i}^{0} x_{i}^{0 *}\right\|_{F} /\left\|h_{i}^{0} x_{i}^{0 *}\right\|_{F} \leq 1 \%$. Furthermore, the stopping criterion for the Wirtinger approach is chosen to be $\epsilon=10^{-4}$ and the maximal number of iterations is limited to 1000 .

Our experiments confirm the findings of [43] and [49] that for both the convex and the non-convex approach the scaling is linear. The results in Figure 1 show that - almost independently of $r$ - the phase transition for (I.5) occurs at $\rho \approx 2.75$ while the Wirtinger flow approach performs considerably better with a phase transition (for larger $r$ ) at $\rho \approx 1.17$.

## IV. Preliminaries for the Proof

## A. Concentration Inequalities

In our proof we will have to estimate the spectral norm of a random matrix several times. Amongst others one tool we will apply is a generalized version of the matrix Bernstein inequality, which may be seen as a corollorary from [51, Th. 4]. It is based on so-called Orlicz norms $\|\cdot\|_{\psi_{\alpha}}$, which may be regarded as a measure for the tail decay of random variables.

Definition 7: Let $X$ be a complex-valued random variable. For $\alpha \geq 1$ we define the Orlicz norm $\|\cdot\|_{\psi_{\alpha}}$ by

$$
\|X\|_{\psi_{\alpha}}=\inf \left\{t>0: \mathbb{E}\left[\exp \left(\frac{|X|^{\alpha}}{t^{\alpha}}\right)\right] \leq 2\right\}
$$

It is straightforward to check that $\|\cdot\|_{\psi_{\alpha}}$ is a norm (on the vector space of all complex-valued random variables $X$ such that $\left.\|X\|_{\psi_{\alpha}}<+\infty\right)$. Furthermore, as shown in [52], any two random variables $X, Y$ satisfy the Hoelder inequality

$$
\begin{equation*}
\|X Y\|_{\psi_{1}} \leq\|X\|_{\psi_{2}}\|Y\|_{\psi_{2}} . \tag{IV.1}
\end{equation*}
$$

If $\|X\|_{\psi_{1}}<\infty$ we will call a random variable sub-exponential. For sub-exponential random variables we state the Bernstein inequality in the version of [53, Proposition 5.16].
Theorem 8: Let $X_{1}, \ldots, X_{n}$ be independent, mean zero sub-exponential random variables, i.e., $\left\|X_{i}\right\|_{\psi_{1}}<\infty$ for all $i \in[r]$. Then with probability at least $1-2 \exp (-t)$

$$
\left|\sum_{i=1}^{n} X_{i}\right| \lesssim \max \left\{\sqrt{t \sum_{i=1}^{n}\left\|X_{i}\right\|_{\psi_{1}}^{2}} ; t\left(\max _{i \in[n]}\left\|X_{i}\right\|_{\psi_{1}}\right)\right\} .
$$

There are powerful generalizations of the Bernstein inequality for the matrix-valued case. Those generalizations were discovered first in [54] and were refined in [55]. We will state a variant of this theorem for unbounded random matrices, which is a reformulation of a version of Koltchinskii [51, Th. 4].

Theorem 9 (Matrix Bernstein Inequality): Let $\alpha \in$ $[1,+\infty)$ and let $X_{1}, X_{2}, \ldots, X_{n} \in \mathbb{C}^{d_{1} \times d_{2}}$ be independent random matrices that satisfy $\mathbb{E}\left[X_{i}\right]=0$ for all $i \in[n]$. Set $R=\max _{i \in[n]}\| \| X_{i}\left\|_{2 \rightarrow 2}\right\|_{\psi_{\alpha}}$ and

$$
\begin{equation*}
\sigma^{2}=\max \left\{\left\|\sum_{i=1}^{n} \mathbb{E}\left[X_{i} X_{i}^{*}\right]\right\|_{2 \rightarrow 2} ;\left\|\sum_{i=1}^{n} \mathbb{E}\left[X_{i}^{*} X_{i}\right]\right\|_{2 \rightarrow 2}\right\} \tag{IV.2}
\end{equation*}
$$

Set $Z=\sum_{i=1}^{n} X_{i}$. Then with probability at least $1-\exp (-t)$

$$
\begin{aligned}
\|Z\|_{2 \rightarrow 2} \lesssim \max \{ & \left\{\sqrt{t+\log \left(d_{1}+d_{2}\right)} ;\right. \\
& \left.R\left(\log \left(1+\frac{n R^{2}}{\sigma^{2}}\right)\right)^{\frac{1}{\alpha}}\left(t+\log \left(d_{1}+d_{2}\right)\right)\right\}
\end{aligned}
$$

Indeed, when $d_{1}=d_{2}$ and the matrices $X_{1}, X_{2}, \ldots, X_{n}$ are self-adjoint, Theorem 9 can be deduced from [51, Th. 4] (by choosing $\psi_{\alpha}(u)=\exp \left(u^{\alpha}\right)-1$ and, for example, $\delta=1$ ). In order to pass from self-adjoint matrices to general matrices $X_{i} \in \mathbb{C}^{d_{1} \times d_{2}}$ one may use self-adjoint dilations and argue as in [56, Sec. 4.6.5].
The matrix Bernstein inequality is a powerful tool, which works in many different situations. However, for some more specific examples of random matrices there are other tools, which yield better estimates and which are easier to apply. The following theorem is useful, when the matrix $Z$ is the sum of matrices of the type $\gamma_{i} X_{i}$ where $X_{i}$ is a fixed matrix and $\gamma_{i}$ is a circular-symmetric complex normal distributed random variable. It is an immediate corollary of [56, Th. 4.1.1], where matrices of this type are called Matrix Gaussian Series. For completeness, we include a proof in the Appendix.


Fig. 1. Phase transition of the success rates per device for (a) the convex approach (I.5) and (b) the Wirtinger approach for $K=N=8$ where $\rho=L /(r(K+N)$ ).

Corollary 10 (Matrix Gaussian Series): Let $X_{1}, \ldots, X_{n} \in$ $\mathbb{C}^{d_{1} \times d_{2}}$ be (fixed) matrices, and let $\gamma_{1}, \ldots, \gamma_{n}$ be independent, identically distributed random variables, where $\gamma_{i}$ has circular symmetric normal distribution $\mathcal{C N}(0,1)$. Set $Z=\sum_{i=1}^{n} \gamma_{i} X_{i}$ and

$$
\begin{aligned}
\sigma^{2} & =\max \left\{\left\|\mathbb{E}\left[Z Z^{*}\right]\right\|_{2 \rightarrow 2},\left\|\mathbb{E}\left[Z^{*} Z\right]\right\|_{2 \rightarrow 2}\right\} \\
& =\max \left\{\left\|\sum_{i=1}^{n} X_{i} X_{i}^{*}\right\|_{2 \rightarrow 2} ;\left\|\sum_{i=1}^{n} X_{i}^{*} X_{i}\right\|_{2 \rightarrow 2}\right\}
\end{aligned}
$$

Then, for all $t>0$, with probability at least $1-2 \exp (-t)$

$$
\|Z\|_{2 \rightarrow 2} \leq \sigma \sqrt{2\left(t+\log \left(d_{1}+d_{2}\right)\right)}
$$

## B. Suprema of Chaos Processes

In addition to sums of random matrices, random variables of the form $\sup \|A \xi\|$, where $\xi$ is a random vector and $\mathcal{X}$ is $A \in \mathcal{X}$ a class of matrices, will play an important role in this paper. To state a tail bound for such random variables, we need the $\gamma_{2}$-functional, a geometric quantity introduced by Talagrand (see [57]).
Definition 11: Let $(X, \||\cdot|| |)$ be a Banach space and suppose that $S \subset X$. We say that a sequence $\left(S_{n}\right)_{n \geq 0}$ of subsets of $S$ is admissible, if $\left|S_{0}\right|=1$ and $\left|S_{n}\right| \leq 2^{2^{n}}$ for all $n \geq 1$. Then we set

$$
\gamma_{2}(S,\| \| \cdot\| \|)=\inf _{\left(S_{n}\right)_{n \geq 0}} \sup _{s \in S} \sum_{n=0}^{\infty} 2^{n / 2} \inf _{s \in S_{n}}\left\|\mid s-s_{n}\right\| \|,
$$

where the infimum is taken over all admissible sequences $\left(S_{n}\right)_{n \geq 0}$.
The $\gamma_{2}$-functional fulfills the following inequality.
Lemma 12 [39, Lemma 2.1]: Let $(X, \||\cdot|| |)$ be an arbitrary Banach space. Suppose that $A, B \subset X$. Then

$$
\gamma_{2}(A+B,\|\mid \cdot\|) \lesssim \gamma_{2}(A,\|\mid \cdot\|)+\gamma_{2}(B,\|\mid \cdot\|) .
$$

Let $\mathcal{X}$ be any set of matrices and define $d_{F}(S)=\sup _{A \in \mathcal{X}}\|A\|_{F}$ and $d_{2 \rightarrow 2}(S)=\sup _{A \in \mathcal{X}}\|A\|_{2 \rightarrow 2}$. We can now state the following theorem, which will be crucial in Section VI-B.

Theorem 13 [58, Th. 1.4]: Let $\mathcal{X}$ be a symmetric set of matrices, i.e., $\mathcal{X}=-\mathcal{X}$ and let $\xi$ be a random vector whose entries $\xi_{i} \sim \mathcal{C N}(0,1)$ are independent. Set

$$
\begin{aligned}
E & =\gamma_{2}\left(\mathcal{X},\|\cdot\|_{2 \rightarrow 2}\right)\left(\gamma_{2}\left(\mathcal{X},\|\cdot\|_{2 \rightarrow 2}\right)+d_{F}(\mathcal{X})\right) \\
V & =d_{2 \rightarrow 2}(\mathcal{X})\left(\gamma_{2}\left(\mathcal{X},\|\cdot\|_{2 \rightarrow 2}\right)+d_{F}(\mathcal{X})\right) \\
U & =d_{2 \rightarrow 2}^{2}(\mathcal{X})
\end{aligned}
$$

Then, for $t>0$,

$$
\begin{aligned}
\mathbb{P}\left(\sup _{A \in \mathcal{X}}\left|\|A \xi\|_{\ell_{2}}^{2}-\mathbb{E}\|A \xi\|_{\ell_{2}}^{2}\right|\right. & \left.\geq c_{1} E+t\right) \\
& \leq 2 \exp \left(-c_{2} \min \left(\frac{t^{2}}{V^{2}}, \frac{t}{U}\right)\right) .
\end{aligned}
$$

The constants $c_{1}$ and $c_{2}$ are universal.
Dudley's inequality yields a relation of the $\gamma_{2}$-functional to covering numbers. Recall that the covering number $N(S,\||\cdot|\|, \varepsilon)$ is the minimum number of open $\||\cdot|\|$-balls with radius $\varepsilon$, whose midpoint is contained in $S$, which are needed to cover $S$. More precisely, Dudley's inequality (see [57, Proposition 2.2.10], [59]) states that

$$
\begin{equation*}
\gamma_{2}(S,\| \| \cdot\| \|) \lesssim \int_{0}^{d_{\|} \cdot \|(S)} \sqrt{\log N(S,\||\cdot \||, \varepsilon)} d \varepsilon, \tag{IV.3}
\end{equation*}
$$

where $d_{\|\cdot\|}(S)=\sup _{x \in S}\| \| x \|$. For this reason, we will need some bounds for covering numbers, which are summarized in the following section.

## C. Covering Numbers

The following lemma is a slight modification of the Maurey lemma by Carl [60]. (See also [58, Lemma 4.2] for a formulation of this lemma using notation which is closer to the notation in this paper.)

Lemma 14: Let $(X,\| \| \cdot\| \|)$ be a normed space, consider a finite set $\mathcal{U} \subset X$, and assume that for every $L \in \mathbb{N}$ and $\left(u_{1}, \ldots, u_{L}\right) \in \mathcal{U}^{L}, \mathbb{E}_{\varepsilon}\| \| \sum_{j=1}^{L} \varepsilon_{j} u_{j}\| \| \leq A \sqrt{L}$, where $\left(\varepsilon_{j}\right)_{j=1}^{L}$ denotes a Rademacher vector. Then, for every $u>0$,

$$
\log N(\operatorname{conv}(\mathcal{U}),\| \| \cdot\| \|, u) \lesssim \frac{A^{2}}{u^{2}} \log |\mathcal{U}|
$$

where $|\mathcal{U}|$ denotes the cardinality of $\mathcal{U}$.
Let $V \subset \mathbb{R}^{n}$ be a compact, convex, and symmetric set which is absorbing, i.e. $\mathbb{R}^{n}=\bigcup_{t>0} t V$. We will denote by $\|\cdot\|_{V}$ the norm associated with $V$, i.e., the unique norm whose unit ball is given by $V$. Furthermore, denote by $V^{\circ}$ the polar body of $V$, i.e.,

$$
V^{\circ}=\left\{u \in \mathbb{R}^{n}:\langle u, v\rangle \leq 1 \text { for all } v \in V\right\} .
$$

An elementary consequence of the definition is that the dual norm of $\|\cdot\|_{V}$ is given by $\|\cdot\|_{V^{\circ}}$. The following result about covering numbers of polar bodies solved a special instance of a conjecture by Pietsch [61].

Theorem 15 [62]: As above, assume $V \subset \mathbb{R}^{n}$ to be a compact, convex, symmetric, and absorbing set. Then, for all $\varepsilon>0$

$$
\log N\left(B(0,1),\|\cdot\|_{V}, \varepsilon\right) \lesssim \log N\left(V^{\circ},\|\cdot\|_{\ell_{2}}, c \varepsilon\right)
$$

where $c>0$ is a universal constant and $B(0,1):=$ $\left\{x \in \mathbb{R}^{n}:\|x\|_{\ell_{2}} \leq 1\right\}$.

## V. Outline of the Proof

In this section we give a rough outline of our proof and highlight the main differences to previous work ([27] and [43]). In particular, we want to point out those parts, which enabled us to overcome the suboptimal scaling in $r$. The overall strategy of our proof remains similar to the one in [43] and [27]: First, we will prove sufficient conditions for recovery. These conditions will rely on the existence of a socalled inexact dual certificate. In the second step this certificate will be constructed via the Golfing Scheme, a method which has been introduced by Gross and others (see [30]).

As already mentioned, the first part of the proof consists of showing that the existence of the inexact dual certificate is a sufficient condition for recovery. This will be proven in Section VI-A. The underlying observation is that in certain cases, it suffices that standard conditions defining minimizers are only approximately satisfied. In [43], these perturbed conditions are given by [43, eq. 28]. In order for them to imply that $X^{0}$ is a minimizer, one needs that $\mathcal{A}_{i}$ acts approximately as an isometry on each

$$
\mathcal{T}_{i}=\left\{h_{i} u_{i}^{*}+v_{i} m_{i}^{*}: u_{i} \in \mathbb{C}^{K_{i}}, v_{i} \in \mathbb{C}^{N_{i}}\right\}
$$

and that the images of these operators are almost orthogonal to each other. The latter condition is responsible for the appearance of the quadratic scaling in $r$ in [43]. Our approach will be different: We will show that the operator $\mathcal{A}$ acts as an approximate isometry on the full subspace

$$
\mathcal{T}:=\left\{\left(X_{1}, \ldots, X_{r}\right): X_{i} \in \mathcal{T}_{i} \text { for all } i \in[r]\right\}
$$

in the sense of the following definition.

Definition 16 (Local Isometry Property): $\mathcal{A}$ fulfills the $\delta$-local isometry property on $\mathcal{T}$ for some $\delta>0$, if

$$
\begin{equation*}
(1-\delta)\|X\|_{F}^{2} \leq\|\mathcal{A}(X)\|_{\ell_{2}}^{2} \leq(1+\delta)\|X\|_{F}^{2} \tag{V.1}
\end{equation*}
$$

for all $X \in \mathcal{T}$.
The main novelty in our proof is that our global viewpoint allows us to establish the local isometry property on $\mathcal{T}$ with high probability if $L$ scales linearly with $r$. This will be achieved via Theorem 13, which involves a $\gamma_{2}$-functional. Thus a large part of Section VI-B is concerned with estimating those $\gamma_{2}$-functionals.

The local isometry property is not only needed in the first part but also in the second part of the proof, where the dual certificate is constructed via the Golfing Scheme. For that we will assume that $\left\{\Gamma_{p}\right\}_{p=1}^{P}$ is fixed $\omega$-admissible partition (see Definition 2) which minimizes (II.8). For this partition we can introduce the operators $\mathcal{A}^{p}$ defined by $\mathcal{A}^{p}(X)=$ $P_{\Gamma_{p}}(\mathcal{A}(X))$, where $P_{\Gamma_{p}}: \mathbb{C}^{L} \rightarrow \mathbb{C}^{L}$ denotes the (coordinate) projection of $\mathbb{C}^{L}$ onto the coordinates contained in the set $\Gamma_{p}$. Similarly, we will define $\mathcal{A}_{i}^{p}$ by $\mathcal{A}_{i}^{p}(X)=P_{\Gamma_{p}}\left(\mathcal{A}_{i}(X)\right)$.

We will need that each operator $\mathcal{A}^{p}$ satisfies the $\delta$-local isometry property on a subspace $\mathcal{T}^{p}$, which is slightly larger than $\mathcal{T}$. In order to define the space $\mathcal{T}^{p}$ we need to introduce the operators $\mathcal{S}^{p}: \mathcal{M} \rightarrow \mathcal{M}$. For that, recall $S_{i, p}=T_{i, p}^{-1}$ as defined in Section II-C.

Definition 17: Let $p \in[P]$. Then the operator $\mathcal{S}^{p}: \mathcal{M} \rightarrow$ $\mathcal{M}$ is defined by

$$
\begin{equation*}
\mathcal{S}^{p}(W)=\left(S_{1, p} W_{1}, \ldots, S_{r, p} W_{r}\right) \tag{V.2}
\end{equation*}
$$

for $W=\left(W_{1}, \ldots, W_{r}\right) \in \mathcal{M}$.
Then $\mathcal{T}^{p}$ is defined by

$$
\begin{equation*}
\mathcal{T}^{p}=\mathcal{T}+\mathcal{S}^{p}(\mathcal{T}) \tag{V.3}
\end{equation*}
$$

Observe that we may write $\mathcal{T}=\mathcal{T}_{h}+\mathcal{T}_{m}$ and $\mathcal{T}^{p}=\mathcal{T}_{h}+$ $\mathcal{T}_{\mathcal{S}^{p} h}+\mathcal{T}_{m}$, when the subspaces $\mathcal{T}_{m}, \mathcal{T}_{h}$, and $\mathcal{T}_{\mathcal{S}^{p} h}$ are given by

$$
\begin{align*}
\mathcal{T}_{m} & =\left\{\left(v_{1} m_{1}^{*}, \ldots, v_{r} m_{r}^{*}\right): v_{i} \in \mathbb{C}^{K_{i}} \text { for all } i \in[r]\right\}, \\
\mathcal{T}_{h} & =\left\{\left(h_{1} u_{1}^{*}, \ldots, h_{r} u_{r}^{*}\right): u_{i} \in \mathbb{C}^{N_{i}} \text { for all } i \in[r]\right\}, \\
\mathcal{T}_{\mathcal{S}^{p} h} & =\left\{\left(\left(S_{1, p} h_{1}\right) u_{1}^{*}, \ldots,\left(S_{r, p} h_{r}\right) u_{r}^{*}\right):\right. \\
& \left.u_{i} \in \mathbb{C}^{N_{i}} \text { for all } i \in[r]\right\}, \tag{V.4}
\end{align*}
$$

As already mentioned, the local isometry property on $\mathcal{T}$, respectively $\mathcal{T}^{p}$, will be shown in Section VI-B. In Section VI-C the approximate dual certificate will be constructed via the Golfing Scheme. Finally, in Section VI-D we will prove the main result, Theorem 6.

## VI. Proof of the Main Theorem

## A. Sufficient Conditions for Recovery

As already mentioned in the outline of the proof, in this section we will show that the existence of an inexact dual certificate implies that the signal is approximately recovered. Therefore, we will denote in the following by $\mathcal{P}_{\mathcal{T}}$ the orthogonal projection onto $\mathcal{T}$. Similarly, we will denote by for all $i \in[r]$ the orthogonal projection onto $\mathcal{T}_{i}$.

Lemma 18: Suppose that $\mathcal{A}$ satisfies the $\delta$-local isometry property on $\mathcal{T}$ (V.1) and set $\gamma=\|\mathcal{A}\|_{F \rightarrow 2}$, i.e., $\gamma$ is the operator norm of $\mathcal{A}$. Furthermore, suppose that there is $Y=$ $\left(Y_{1}, \ldots, Y_{r}\right)=\mathcal{A}^{*} z$ for some $z \in \mathbb{C}^{L}$ such that

$$
\begin{align*}
\| \mathcal{P}_{\mathcal{T} Y} Y- & \operatorname{sgn}\left(X^{0}\right) \|_{F} \leq \alpha  \tag{VI.1}\\
& \left\|\mathcal{P}_{\mathcal{T}_{i}} Y_{i}\right\|_{2 \rightarrow 2} \leq \beta \text { for all } i \in[r], \tag{VI.2}
\end{align*}
$$

where $\alpha, \beta \geq 0$ are constants such that $1-\beta-\frac{\alpha \gamma}{\sqrt{1-\delta}} \geq \frac{1}{2}$, $\alpha \leq 1$, and $\sqrt{1-\delta} \geq \frac{1}{2}$. Then if $\hat{X}$ is a minimizer of

> minimize $\|X\|_{*}$
> subject to $\|\mathcal{A}(X)-\hat{y}\|_{\ell_{2}} \leq \tau$
we have that

$$
\begin{equation*}
\left\|\hat{X}-X^{0}\right\|_{F} \lesssim \tau(1+\gamma)\left(1+\|z\|_{\ell_{2}}\right) . \tag{VI.3}
\end{equation*}
$$

Proof: Set $V=\left(V_{1}, \ldots, V_{r}\right)=\hat{X}-X^{0}$ and note that we seek to estimate $\|V\|_{F} \leq\left\|\mathcal{P}_{\mathcal{T}}(V)\right\|_{F}+\left\|\mathcal{P}_{\mathcal{T}^{\perp}}(V)\right\|_{F}$ from above. We observe that

$$
\begin{equation*}
\|\mathcal{A}(V)\|_{\ell_{2}} \leq\|\mathcal{A}(\hat{X})-\hat{y}\|_{\ell_{2}}+\left\|\hat{y}-\mathcal{A}\left(X^{0}\right)\right\|_{\ell_{2}} \leq 2 \tau . \tag{VI.4}
\end{equation*}
$$

Together with the $\delta$-local isometry property (V.1), the definition of $\gamma$, and the triangle inequality we obtain

$$
\begin{aligned}
\left\|\mathcal{P}_{\mathcal{T}}(V)\right\|_{F} & \leq \frac{1}{\sqrt{1-\delta}}\left\|\mathcal{A}\left(\mathcal{P}_{\mathcal{T}}(V)\right)\right\|_{\ell_{2}} \\
& \leq \frac{1}{\sqrt{1-\delta}}\left(\left\|\mathcal{A}\left(\mathcal{P}_{\mathcal{T}^{\perp}}(V)\right)\right\|_{\ell_{2}}+\|\mathcal{A}(V)\|_{\ell_{2}}\right) \\
& \leq \frac{1}{\sqrt{1-\delta}}\left(\gamma\left\|\mathcal{P}_{\mathcal{T}^{\perp}}(V)\right\|_{F}+2 \tau\right) .
\end{aligned}
$$

Thus it remains to find an upper bound for $\left\|\mathcal{P}_{\mathcal{T} \perp}(V)\right\|_{F}$. For that purpose, choose $Z=\left(Z_{1}, \ldots, Z_{r}\right)$ such that for all $i \in[r]$ we have that $Z_{i} \in \mathcal{T}_{i}^{\perp},\left\|Z_{i}\right\|_{2 \rightarrow 2} \leq 1-\beta$, and $\left\langle Z_{i}, V_{i}\right\rangle_{F}=$ $(1-\beta)\left\|\mathcal{P}_{\mathcal{T}_{i}} V_{i}\right\|_{*}$. This is possible by duality of the norms $\|\cdot\|_{2 \rightarrow 2}$ and $\|\cdot\|_{*}$ (see [63, Sec. 4.2]). Observe that and $\left\|\operatorname{sgn}\left(X_{i}^{0}\right)+\mathcal{P}_{\mathcal{T}_{i}^{\perp}} Y_{i}+Z_{i}\right\|_{2 \rightarrow 2} \leq 1$ as both the row and column spaces of $\operatorname{sgn}\left(X_{i}^{0}\right)$ and $\mathcal{P}_{\mathcal{T}_{i}^{\perp}} Y_{i}+Z_{i}$ are orthogonal. Thus, again using the duality between $\|\cdot\|_{2 \rightarrow 2}$ and $\|\cdot\|_{*}$, we obtain

$$
\begin{aligned}
\left\|X_{i}^{0}+V_{i}\right\|_{*}= & \sup _{W \in \mathbb{C}^{K_{i} \times N_{i}},\|W\|_{2 \rightarrow 2} \leq 1}\left|\left\langle W, X_{i}^{0}+V_{i}\right\rangle_{F}\right| \\
\geq & \operatorname{Re}\left(\left\langle\operatorname{sgn}\left(X_{i}^{0}\right)+\mathcal{P}_{\mathcal{T}_{i}^{\perp}} Y_{i}+Z_{i}, X_{i}^{0}+V_{i}\right\rangle_{F}\right) \\
\geq & \left\|X_{i}^{0}\right\|_{*}+\operatorname{Re}\left(\left\langle\operatorname{sgn}\left(X_{i}^{0}\right)+\mathcal{P}_{\mathcal{T}_{i}^{\perp}} Y_{i}, V_{i}\right\rangle_{F}\right) \\
& +(1-\beta)\left\|\mathcal{P}_{\mathcal{T}_{i}} V_{i}\right\|_{*}
\end{aligned}
$$

Here, in the second inequality we used that $\mathcal{P}_{\mathcal{T}_{i}^{\perp}} Y_{i}+Z_{i} \in$ $\mathcal{T}_{i}^{\perp}$ and $\left\langle\operatorname{sgn}\left(X_{i}^{0}\right), X_{i}^{0}\right\rangle_{F}=\left\|X_{i}^{0}\right\|_{*}$. Thus, by definition of

$$
\begin{aligned}
&\left\|X^{0}+V\right\|_{*} \text { we obtain } \\
& \| X^{0}+V \|_{*} \\
& \geq \sum_{i=1}^{r}\left\|X_{i}^{0}\right\|_{*}+\sum_{i=1}^{r} \operatorname{Re}\left(\left\langle\operatorname{sgn}\left(X_{i}^{0}\right)+\mathcal{P}_{\mathcal{T}_{i}} Y_{i}, V_{i}\right\rangle_{F}\right) \\
&+(1-\beta) \sum_{i=1}^{r}\left\|\mathcal{P}_{\mathcal{T}_{i}} V_{i}\right\|_{*} \\
&=\left\|X^{0}\right\|_{*}+\operatorname{Re}\left(\left\langle\operatorname{sgn}\left(X^{0}\right)-\mathcal{P}_{\mathcal{T}} Y, V\right\rangle_{F}+\langle Y, V\rangle_{F}\right) \\
& \quad+(1-\beta)\left\|\mathcal{P}_{\mathcal{T} \perp} V\right\|_{*} .
\end{aligned}
$$

Now observe that by Cauchy-Schwarz, (VI.1) and our upper bound for $\left\|\mathcal{P}_{\mathcal{T}}(V)\right\|_{\ell_{2}}$

$$
\begin{aligned}
& \operatorname{Re}\left(\left\langle\operatorname{sgn}\left(X^{0}\right)-\mathcal{P}_{\mathcal{T}}(Y), V\right\rangle_{F}\right) \\
& \quad \geq-\left\|\operatorname{sgn}\left(X^{0}\right)-\mathcal{P}_{\mathcal{T}}(Y)\right\|_{F}\left\|\mathcal{P}_{\mathcal{T}}(V)\right\|_{F} \\
& \quad \geq \frac{-\alpha}{\sqrt{1-\delta}}\left(\gamma\left\|\mathcal{P}_{\mathcal{T}^{\perp}} V\right\|_{F}+2 \tau\right) .
\end{aligned}
$$

Furthermore, we note that by Cauchy-Schwarz and (VI.4)

$$
\begin{aligned}
\operatorname{Re}\left(\langle Y, V\rangle_{F}\right) & =\operatorname{Re}\left(\left\langle\mathcal{A}^{*} z, V\right\rangle_{F}\right)=\left(\langle z, \mathcal{A}(V)\rangle_{\ell_{2}}\right) \\
& \geq-2\|z\|_{\ell_{2}} \tau
\end{aligned}
$$

Combining the last three calculations and using that the nuclear norm is greater or equal than the Frobenius norm we obtain

$$
\begin{aligned}
\|\hat{X}\|_{*} \geq\left\|X^{0}\right\|_{*}+\left(1-\beta-\frac{\alpha \gamma}{\sqrt{1-\delta}}\right) & \left\|\mathcal{P}_{\mathcal{T} \perp} V\right\|_{*} \\
& -2 \tau\left(\|z\|_{\ell_{2}}+\frac{\alpha}{\sqrt{1-\delta}}\right) .
\end{aligned}
$$

As $\hat{X}$ is the nuclear norm minimizer and we have that $\left\|X^{0}\right\|_{*} \geq$ $\|\hat{X}\|_{*}$ this yields
$\left(1-\beta-\frac{\alpha \gamma}{\sqrt{1-\delta}}\right)\left\|\mathcal{P}_{\mathcal{T} \perp}(V)\right\|_{*} \leq 2 \tau\left(\|z\|_{\ell_{2}}+\frac{\alpha}{\sqrt{1-\delta}}\right)$.
By our assumptions on $\alpha, \beta$, and $\delta$ this implies

$$
\left\|\mathcal{P}_{\mathcal{T}^{\perp}}(V)\right\|_{F} \lesssim \tau\left(\|z\|_{\ell_{2}}+1\right) .
$$

Thus, using again the upper bound for $\left\|\mathcal{P}_{\mathcal{T}}(V)\right\|_{F}$, which was calculated above, and again our assumptions on $\alpha, \beta$, and $\delta$ we obtain

$$
\begin{aligned}
\|V\|_{F} & \leq\left\|\mathcal{P}_{\mathcal{T}}(V)\right\|_{F}+\left\|\mathcal{P}_{\mathcal{T}^{\perp}}(V)\right\|_{F} \\
& \lesssim(1+\gamma)\left\|\mathcal{P}_{\mathcal{T}^{\perp}}(V)\right\|_{F}+\tau \\
& \lesssim \tau(1+\gamma)\left(1+\|z\|_{\ell_{2}}\right),
\end{aligned}
$$

which finishes the proof.
As already mentioned in the introduction, the noiseless case is also of interest for us. Note that in this situation we may set $\tau=0$ and Lemma 18 shows that the existence of a dual certificate implies that the convex program (I.5) recovers the signal $X^{0}$ exactly.

Remark 19: Note that we still have the freedom to choose the parameters $\alpha$ and $\beta$ in Lemma 18. In Section VI-C we will construct a dual certificate $Y$ for the following choice of parameters: We set $\beta=\frac{1}{4}$ and assume that $\delta \leq \frac{1}{4}$. In order
to fulfill the condition $1-\beta-\frac{\alpha \gamma}{\sqrt{1-\delta}} \geq \frac{1}{2}$ it is then enough to choose $\alpha=\frac{1}{8 \gamma}$.

Note that in the noisy case the error estimate in Lemma 18 depends linearly on the operator norm of $\mathcal{A}$ as (VI.3) states. Thus, we need an upper bound for the operator norm of $\mathcal{A}$ which holds with high probability.
Lemma 20: Let $\omega \geq 1$. Then with probability at least $1-$ $2 L^{-\omega}$ we have that

$$
\|\mathcal{A}\|_{F \rightarrow 2} \leq 2 \sqrt{\omega \max \left\{1 ; \frac{r K_{\mu} N}{L}\right\} \log (L+r K N)}
$$

Proof: The result will be proven by using Corollary 10. Indeed, we can represent each operator $\mathcal{A}_{i}$ as $\mathcal{A}_{i}=$ $\sum_{\ell \in L} \sum_{j=1}^{K_{i}} \mathcal{B}_{\ell, j}$ such that each operator $\mathcal{B}_{\ell, j}$ depends linearly on the $(\ell, k)$ th entry of $C_{i}$, i.e., $\left(C_{i}\right)_{\ell, k} \sim \mathcal{C N}(0,1)$. Thus, we need to estimate the operator norms of $\mathbb{E}\left[\mathcal{A}^{*} \mathcal{A}\right]$ and $\mathbb{E}\left[\mathcal{A} \mathcal{A}^{*}\right]$. Observe that

$$
\mathcal{A}^{*} \mathcal{A}=\left(\mathcal{A}_{1}^{*}\left(\sum_{i=1}^{r} \mathcal{A}_{i}\right), \ldots, \mathcal{A}_{r}^{*}\left(\sum_{i=1}^{r} \mathcal{A}_{i}\right)\right)
$$

Note that the operators $\left\{\mathcal{A}_{i}\right\}_{i=1}^{r}$ are independent with expectation $\mathbb{E}\left[\mathcal{A}_{i}\right]=0$ for all $i \in[r]$. Thus $\mathbb{E}\left[\mathcal{A}^{*} \mathcal{A}\right]=$ $\left(\mathbb{E}\left[\mathcal{A}_{1}^{*} \mathcal{A}_{1}\right], \ldots, \mathbb{E}\left[\mathcal{A}_{r}^{*} \mathcal{A}_{r}\right]\right)$. Let $Z=\left(Z_{1}, \ldots, Z_{r}\right) \in \mathcal{M}$. Using (II.2) we compute

$$
\begin{align*}
\mathbb{E}\left[\left(\mathcal{A}_{i}^{*} \mathcal{A}_{i}\right)\left(Z_{i}\right)\right] & =\sum_{\ell=1}^{L} \mathbb{E}\left[\left(\mathcal{A}_{i}\left(Z_{i}\right)(\ell)\right) b_{i, \ell} c_{i, \ell}^{*}\right] \\
& =\sum_{\ell=1}^{L} \mathbb{E}\left[b_{i, \ell} b_{i, \ell}^{*} Z_{i} c_{i, \ell} c_{i, \ell}^{*}\right] \\
& =\sum_{\ell=1}^{L} b_{i, \ell} b_{i, \ell}^{*} Z_{i}=Z_{i} \tag{VI.5}
\end{align*}
$$

Thus, $\mathbb{E}\left[\mathcal{A}^{*} \mathcal{A}(Z)\right]=Z$ for any $Z \in \mathcal{M}$, which implies $\mathbb{E}\left[\mathcal{A}^{*} \mathcal{A}\right]=$ Id. To compute $\mathbb{E}\left[\mathcal{A} \mathcal{A}^{*}\right]$ let $y \in \mathbb{C}^{L}$ be arbitrary. We compute with similar arguments as before

$$
\begin{align*}
\mathbb{E}\left[\left(\mathcal{A \mathcal { A }}^{*} y\right)(\ell)\right] & =\sum_{i=1}^{r} \mathbb{E}\left[\left(\mathcal{A}_{i} \mathcal{A}_{i}^{*} y\right)(\ell)\right]  \tag{VI.6}\\
& =\sum_{i=1}^{r} \mathbb{E}\left[b_{i, \ell}^{*}\left(\mathcal{A}_{i}^{*} y\right) c_{i, \ell}\right] \\
& \stackrel{(I I .2)}{=} \sum_{i=1}^{r} \sum_{\ell^{\prime}=1}^{L} y\left(\ell^{\prime}\right) \mathbb{E}\left[b_{i, \ell}^{*} b_{i, \ell^{\prime}} c_{i, \ell^{\prime}}^{*} c_{i, \ell}\right] \\
& =y(\ell) \sum_{i=1}^{r} \mathbb{E}\left[b_{i, \ell}^{*} b_{i, \ell} c_{i, \ell}^{*} c_{i, \ell}\right] \\
& =y(\ell) \sum_{i=1}^{r}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2} N_{i} . \tag{VI.7}
\end{align*}
$$

This shows that $\mathcal{A} \mathcal{A}^{*}$ can be represented as a diagonal matrix with entries $\sum_{i=1}^{r}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2} N_{i}$. Thus, by definition of $K_{i, \mu}$ (II.4), $\left\|\mathbb{E}\left[\mathcal{A} \mathcal{A}^{*}\right]\right\|_{2 \rightarrow 2} \leq \frac{N \sum_{i=1}^{r} K_{i, \mu}}{L}$, which implies, together
with (VI.5)

$$
\begin{aligned}
\sigma^{2} & =\max \left\{\left\|\mathbb{E}\left[\mathcal{A}^{*} \mathcal{A}\right]\right\|_{F \rightarrow F} ;\left\|\mathbb{E}\left[\mathcal{A} \mathcal{A}^{*}\right]\right\|_{2 \rightarrow 2}\right\} \\
& \leq \max \left\{1 ; \frac{N \sum_{i=1}^{r} K_{i, \mu}}{L}\right\} .
\end{aligned}
$$

Consequently, Corollary 10 with $t=\omega \log L$ yields that with probability exceeding $1-2 L^{-\omega}$

$$
\begin{array}{r}
\|\mathcal{A}\|_{F \rightarrow 2} \leq \max \left\{1 ; \sqrt{\frac{N \sum_{i=1}^{r} K_{i, \mu}}{L}}\right\} \\
\cdot \sqrt{2(\omega \log L+\log (L+r K N))}
\end{array}
$$

which implies the result.
Remark 21: Note that in (VI.7) and other places below, only a weighted sum of the $\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2}$ appears. If the summands vastly differ, this may be too crude, and one may consider attempting an averaging argument similar to the one in [64]. This would, however, require that the proof is completely reworked in some parts. To achieve condition (VI.2), for example, we currently rely very much on bounding each $K_{i, \mu}$ individually.

## B. Local Isometry Property

In this subsection, we establish an isometry of $\mathcal{A}$, respectively of $\mathcal{A}^{p}$, on $\mathcal{T}$, respectively $\mathcal{T}^{p}$. More precisely, we establish the following theorem.

Theorem 22: Fix $\omega \geq$ 1. Suppose that

$$
\begin{equation*}
Q \geq C_{\omega} \delta^{-2} r\left(K_{\mu} \log (L) \log ^{2}\left(K_{\mu}\right)+N \mu_{h}^{2}\right) \tag{VI.8}
\end{equation*}
$$

Then with probability $1-\mathcal{O}\left(L^{-\omega}\right)$ the following is true: All $X \in \mathcal{T}$ fulfill

$$
\begin{equation*}
(1-\delta)\|X\|_{F}^{2} \leq\|\mathcal{A}(X)\|_{\ell_{2}}^{2} \leq(1+\delta)\|X\|_{F}^{2} \tag{VI.9}
\end{equation*}
$$

and for all $p \in[P]$ every $Y \in \mathcal{T}^{p}=\mathcal{T}+\mathcal{S}^{p} \mathcal{T}$ satisfies

$$
\begin{align*}
(1-\delta) \sum_{i=1}^{r}\left\|T_{i, p}^{1 / 2} Y_{i}\right\|_{F}^{2} & \leq \frac{L}{Q}\left\|\mathcal{A}^{p}(Y)\right\|_{\ell_{2}}^{2} \\
& \leq(1+\delta) \sum_{i=1}^{r}\left\|T_{i, p}^{1 / 2} Y_{i}\right\|_{F}^{2} \tag{VI.10}
\end{align*}
$$

where $T_{i, p}^{1 / 2}$ denotes the unique positive, self-adjoint matrix whose square is equal to $T_{i, p}$.
The proof of this theorem is divided into several steps. For the proof we need some additional notation. Recall that the incoherence parameter $\mu_{h}^{2}$ measures the alignment between the vectors $h_{i} \in \mathbb{C}^{K_{i}}$ and $b_{i, \ell} \in \mathbb{C}^{K_{i}}$. As the operators $\mathcal{A}$ and $\mathcal{A}_{i}$ are defined on matrices, it will to be useful to generalize the notion of incoherence from vectors to matrices. This is achieved by the following definition.

Definition 23: For all $i \in[r]$, vectors $z \in \mathbb{C}^{K_{i}}$ and matrices $Z_{i} \in \mathbb{C}^{K_{i} \times N_{i}}$ define

$$
\|z\|_{B_{i}}=\sqrt{L} \max _{\ell \in[L]}\left|z^{*} b_{i, \ell}\right|
$$

and

$$
\left\|Z_{i}\right\|_{B_{i}}=\sqrt{L} \max _{\ell \in[L]}\left\|Z_{i}^{*} b_{i, \ell}\right\|_{\ell_{2}} .
$$

For $Z=\left(Z_{1}, \ldots, Z_{r}\right) \in \mathcal{M}$ we define

$$
\|Z\|_{B}=\sqrt{L \max _{\ell \in[L]}\left(\sum_{i=1}^{r}\left\|Z_{i}^{*} b_{i, \ell}\right\|_{\ell_{2}}^{2}\right)}
$$

All these three operations are norms as $\sum_{\ell=1}^{L} b_{i, \ell} b_{i, \ell}^{*}=\mathrm{Id}_{K_{i}}$ for all $i \in[r]$. The following lemma provides us with some useful estimates.
Lemma 24: Let $Z=\left(Z_{1}, \ldots, Z_{r}\right) \in \mathcal{M}, i \in[r]$ and $z \in$ $\mathbb{C}^{K_{i}}$. Then

$$
\begin{align*}
\|z\|_{B_{i}} & \leq \sqrt{K_{i, \mu}}\|z\|_{\ell_{2}}  \tag{VI.11}\\
\left\|Z_{i}\right\|_{B_{i}} & \leq \sqrt{K_{i, \mu}}\left\|Z_{i}\right\|_{2 \rightarrow 2}  \tag{VI.12}\\
\|Z\|_{B} & \leq \sqrt{\sum_{i=1}^{r}\left\|Z_{i}\right\|_{B_{i}}^{2}} \leq \sqrt{K_{\mu}}\|Z\|_{F} . \tag{VI.13}
\end{align*}
$$

Proof: In order to prove (VI.12) note that for $Z_{i} \in \mathbb{C}^{K_{i}}$ and $\ell \in[L]$ due to the definition of $K_{i, \mu}$

$$
\left\|Z_{i}^{*} b_{i, \ell}\right\|_{\ell_{2}}^{2} \leq\left\|Z_{i}\right\|_{F}^{2}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2} \stackrel{(I I .4)}{\leq} \frac{K_{i, \mu}}{L}\left\|Z_{i}\right\|_{2 \rightarrow 2}^{2}
$$

Taking the maximum over all $\ell \in[L]$ shows (VI.12). Inequality (VI.11) can be proven analogously. (VI.13) follows from

$$
\|Z\|_{B}^{2} \leq L \sum_{i=1}^{r} \max _{\ell \in[L]}\left\|Z_{i}^{*} b_{i, \ell}\right\|_{\ell_{2}}^{2}=\sum_{i=1}^{r}\left\|Z_{i}\right\|_{B_{i}}^{2}
$$

combined with (VI.12) and the definition of $\|Z\|_{F}$.
The notion of $\|\cdot\|_{B}$-norms together with Theorem 13 allows us to state the following abstract isometry result, where we will use the notation $d_{B}(\mathcal{X})=\sup _{X \in \mathcal{X}}\|X\|_{B}$.

Proposition 25: Let $\mathcal{X} \stackrel{X \in \mathcal{X}}{=}-\mathcal{X} \subset \mathcal{M}$ be a symmetric set and consider

$$
\begin{aligned}
\widehat{E} & =\frac{\gamma_{2}\left(\mathcal{X},\|\cdot\|_{B}\right)}{\sqrt{Q}}\left(\frac{\gamma_{2}\left(\mathcal{X},\|\cdot\|_{B}\right)}{\sqrt{Q}}+d_{F}(\mathcal{X})\right) \\
\widehat{V} & =\frac{d_{B}(\mathcal{X})}{\sqrt{Q}}\left(\frac{\gamma_{2}\left(\mathcal{X},\|\cdot\|_{B}\right)}{\sqrt{Q}}+d_{F}(\mathcal{X})\right) \\
\widehat{U} & =\frac{1}{Q} d_{B}^{2}(\mathcal{X}) .
\end{aligned}
$$

Then, for $t>0$ and all $p \in[P]$,

$$
\begin{align*}
& \mathbb{P}\left(\sup _{X \in \mathcal{X}}\left|\frac{L}{Q}\left\|\mathcal{A}^{p}(X)\right\|_{\ell_{2}}^{2}-\sum_{i=1}^{r}\left\|T_{i, p}^{1 / 2} X_{i}\right\|_{F}^{2}\right| \geq \tilde{c}_{1} \widehat{E}+t\right) \\
& \quad \leq 2 \exp \left(-\tilde{c}_{2} \min \left(\frac{t^{2}}{\widehat{V}^{2}}, \frac{t}{\widehat{U}}\right)\right)  \tag{VI.14}\\
& \mathbb{P}\left(\sup _{X \in \mathcal{X}}\left|\|\mathcal{A}(X)\|_{\ell_{2}}^{2}-\|X\|_{F}^{2}\right| \geq \tilde{c}_{3} \widehat{E}+t\right) \\
& \quad \leq 2 \exp \left(-\tilde{c}_{4} \min \left(\frac{t^{2}}{\tilde{V}^{2}}, \frac{t}{\widehat{U}}\right)\right),
\end{align*}
$$

provided $\left\{\Gamma_{p}\right\}_{p}^{P}{ }_{p=1}^{p}$ is a $\omega$-admissible partition of $[L]$. The constants $\tilde{c}_{1}, \tilde{c}_{2}, \tilde{c}_{3}$, and $\tilde{c}_{4}$ are universal.

Proof: We will start by proving (VI.14). Fix $p \in[P]$. For $X=\left(X_{1}, \ldots, X_{r}\right) \in \mathcal{X}$ let $H_{X} \in \mathbb{C}^{L \times Q} \sum_{i=1}^{r} N_{i}$ be the block diagonal matrix, whose diagonal elements, indexed by $\ell \in \Gamma_{p}$ are given by row vectors of the form $\sqrt{\frac{L}{Q}}\left(b_{1, \ell}^{*} X_{1}, \ldots, b_{r, \ell}^{*} X_{r}\right)$. Furthermore, set $\mathcal{H}_{X}=\left\{H_{X}: X \in\right.$ $\mathcal{X}\}$. Observe that

$$
\begin{align*}
\left\|H_{X}\right\|_{F}^{2} & =\frac{L}{Q} \sum_{\ell \in \Gamma_{p}} \sum_{i=1}^{r}\left\|X_{i}^{*} b_{i, \ell}\right\|_{\ell_{2}}^{2}=\sum_{i=1}^{r} \operatorname{Tr}\left(X_{i} X_{i}^{*} T_{i, p}\right) \\
& =\sum_{i=1}^{r}\left\|T_{i, p}^{1 / 2} X_{i}\right\|_{F}^{2},  \tag{VI.16}\\
\left\|H_{X}\right\|_{2 \rightarrow 2} & =\sqrt{\frac{L}{Q}} \max _{\ell \in \Gamma_{p}}\left\|\left(b_{1, \ell}^{*} X_{1}, \ldots, b_{r, \ell}^{*} X_{r}\right)\right\|_{\ell_{2}} \\
& \leq \frac{1}{\sqrt{Q}}\|X\|_{B} . \tag{VI.17}
\end{align*}
$$

Let $\xi^{(p)}$ be the concatenation of all the random base vectors $c_{i, \ell}$, where $i \in[r], \ell \in \Gamma_{p}$. Then

$$
\begin{aligned}
\frac{L}{Q}\left\|\mathcal{A}^{p}(X)\right\|_{\ell_{2}}^{2} & =\frac{L}{Q} \sum_{\ell \in \Gamma_{p}}\left|\mathcal{A}^{p}(X)(\ell)\right|^{2} \\
& =\frac{L}{Q} \sum_{\ell \in \Gamma_{p}}\left|\sum_{i=1}^{r} b_{i, \ell}^{*} X_{i} c_{i, \ell}\right|^{2}=\left\|H_{X} \xi^{(p)}\right\|_{\ell_{2}}^{2}
\end{aligned}
$$

and

$$
\sum_{i=1}^{r}\left\|T_{i, p}^{1 / 2} X_{i}\right\|_{F}^{2}=\left\|H_{X}\right\|_{F}^{2}=\mathbb{E}\left[\left\|H_{X} \xi^{(p)}\right\|_{\ell_{2}}^{2}\right]
$$

Consequently

$$
\begin{aligned}
\sup _{X \in \mathcal{X}} \left\lvert\, \frac{L}{Q}\left\|\mathcal{A}^{p}(X)\right\|_{\ell_{2}}^{2}\right. & -\sum_{i=1}^{r}\left\|T_{i, p}^{1 / 2} X_{i}\right\|_{F}^{2} \mid \\
& =\sup _{X \in \mathcal{X}}\left|\left\|H_{X} \xi^{(p)}\right\|_{\ell_{2}}^{2}-\mathbb{E}\left[\left\|H_{X} \xi^{(p)}\right\|_{\ell_{2}}^{2}\right]\right|
\end{aligned}
$$

and inequality (VI.14) follows from Theorem 13, equation (VI.16), (VI.17) combined with the fact that $\sum_{i=1}^{r}\left\|T_{i, p}^{1 / 2} X_{i}\right\|_{F}^{2} \stackrel{(I I .5)}{\leq} 2\|X\|_{F}^{2}$. Inequality (VI.15) follows in an analogous way by letting $H_{X}$ be the block diagonal matrix, whose diagonal elements, indexed by $\ell \in[L]$, are given by $\left(b_{1, \ell}^{*} X_{1}, \ldots, b_{r, \ell}^{*} X_{r}\right)$. Furthermore, one uses $\sum_{\ell=1}^{L} b_{i, \ell} b_{i, \ell}^{*}=$ Id instead of $\frac{L}{Q} \sum_{\ell \in \Gamma_{p}} b_{i, \ell} b_{i, \ell}^{*}=T_{i, p}$.
Our strategy to prove Theorem 22 will now be to apply Proposition 25 with appropriately chosen sets $\mathcal{X}$. For $\mathcal{T}_{m}, \mathcal{T}_{h}$, and $\mathcal{T}_{\mathcal{S}^{p} h}$ as in (V.4), define

$$
\begin{aligned}
B^{m} & =\left\{X \in \mathcal{T}_{m}:\|X\|_{F} \leq 1\right\} \\
B^{h} & =\left\{X \in \mathcal{T}_{h}:\|X\|_{F} \leq 1\right\} \\
B^{\mathcal{S}^{p} h} & =\left\{X \in \mathcal{T}_{\mathcal{S}_{h}}:\|X\|_{F} \leq 1\right\}
\end{aligned}
$$

and observe that in order to prove the $\delta$-local isometry property on $\mathcal{T}$ it is enough to apply Proposition 25 to the set $\mathcal{W}$ defined by

$$
\begin{equation*}
\mathcal{W}=B^{h}+B^{m} \tag{VI.18}
\end{equation*}
$$

Similarly, in order to prove the $\delta$-local isometry property on $\mathcal{T}^{p}$ for $p \in[P]$ it is enough to apply Proposition 25 to the set $\mathcal{W}^{p}$ defined by

$$
\begin{equation*}
\mathcal{W}^{p}=B^{h}+B^{\mathcal{S}^{p} h}+B^{m} \tag{VI.19}
\end{equation*}
$$

That is, it remains to estimate the $\gamma_{2}$-functionals of $\mathcal{W}$ and $\mathcal{W}^{p}$ with respect to $\|\cdot\|_{B}$. By Dudley's inequality (IV.3) one can bound the $\gamma_{2}$-functional by an integral involving covering numbers. To estimate those, we need the following technical lemmas.

Lemma 26: Let $B^{m}$ be the above defined set. Then

$$
\begin{aligned}
N\left(B^{m},\|\cdot\|_{B}, \varepsilon\right) \leq N( & \left.B(0,1) \subset \mathbb{R}^{r},\|\cdot\|_{\ell_{2}}, \frac{\varepsilon}{2 \sqrt{K_{\mu}}}\right) \\
& \cdot \prod_{i=1}^{r} N\left(B(0,1) \subset \mathbb{C}^{K_{i}},\|\cdot\|_{B_{i}}, \frac{\varepsilon}{2}\right)
\end{aligned}
$$

(By B $(0,1)$ we always denote the closed unit ball with respect to the $\|\cdot\|_{\ell_{2}}$-norm.)

This lemma is actually a slight modification of [29, Lemma 3.1]. For the convenience of the reader we have included a proof in Appendix C.

Lemma 27: For all $i \in[r]$

$$
\begin{equation*}
\log N\left(B(0,1) \subset \mathbb{C}^{K_{i}},\|\cdot\|_{B_{i}}, \frac{\varepsilon}{2}\right) \lesssim \frac{K_{i, \mu}}{\varepsilon^{2}} \log (L) \tag{VI.20}
\end{equation*}
$$

Proof: Our goal is to apply Theorem 15 to $\log N\left(B(0,1) \subset \mathbb{C}^{K_{i}},\|\cdot\|_{B_{i}}, \frac{\varepsilon}{2}\right)$. However, as $\|\cdot\|_{B_{i}}$ is a norm defined on a complex vector space we first need to transfer this setting into an appropriate real vector space framework. For that goal we will use the isometric embedding $P: \mathbb{C}^{K_{i}} \rightarrow \mathbb{R}^{2 K_{i}}$ given by $x=\left(x_{1}, \ldots, x_{K_{i}}\right) \in$ $\mathbb{C}^{K_{i}} \mapsto\left((\operatorname{Re} x)_{1},(\operatorname{Im} x)_{1}, \ldots,(\operatorname{Re} x)_{K_{i}},(\operatorname{Im} x)_{K_{i}}\right)$. Furthermore, note that for all $x \in \mathbb{C}^{K_{i}}$

$$
\begin{align*}
\|x\|_{B_{i}} & =\sqrt{L} \max _{\ell \in[L]}\left|\left\langle x, b_{i, \ell}\right\rangle\right| \\
& =\sqrt{L} \max _{\ell \in[L]} \sqrt{\left(\operatorname{Re}\left\langle x, b_{i, \ell}\right\rangle\right)^{2}+\left(\operatorname{Im}\left\langle x, b_{i, \ell}\right\rangle\right)^{2}} \\
& \leq \sqrt{2 L} \max _{\ell \in[L]}^{\max }\left\{\left|\operatorname{Re}\left\langle x, b_{i, \ell}\right\rangle\right| ;\left|\operatorname{Im}\left\langle x, b_{i, \ell}\right\rangle\right|\right\} . \tag{VI.21}
\end{align*}
$$

Setting

$$
\begin{aligned}
u_{\ell}=( & \left(\operatorname{Re} b_{i, \ell}\right)_{1}, \\
& -\left(\operatorname{Im} b_{i, \ell}\right)_{1},\left(\operatorname{Re} b_{i, \ell}\right)_{2}, \ldots, \\
& \left.-\left(\operatorname{Im} b_{i, \ell}\right)_{K_{i}-1},\left(\operatorname{Re} b_{i, \ell}\right)_{K_{i}},-\left(\operatorname{Im} b_{i, \ell}\right)_{K_{i}}\right)
\end{aligned}
$$

yields $\operatorname{Re}\left(\left\langle x, b_{i, \ell}\right\rangle_{\ell_{2}}\right)=\left\langle P x, u_{\ell}\right\rangle_{\ell_{2}}$ for all $x \in \mathbb{C}^{K_{i}}$ and all $\ell \in[L]$. Similarly, setting

$$
\begin{aligned}
v_{\ell}=( & \left(\operatorname{Im} b_{i, \ell}\right)_{1},\left(\operatorname{Re} b_{i, \ell}\right)_{1},\left(\operatorname{Im} b_{i, \ell}\right)_{2}, \ldots, \\
& \left.\left(\operatorname{Re} b_{i, \ell}\right)_{K_{i}-1},\left(\operatorname{Im} b_{i, \ell}\right)_{K_{i}},\left(\operatorname{Re} b_{i, \ell}\right)_{K_{i}}\right)
\end{aligned}
$$

yields $\operatorname{Im}\left(\left\langle x, b_{i, \ell}\right\rangle\right)=\left\langle P x, v_{\ell}\right\rangle$ for all $x \in \mathbb{C}^{K_{i}}$ and all $\ell \in$ [ $L$ ]. We define

$$
\mathcal{U}=\bigcup_{\ell \in[L]}\left\{u_{\ell} ; v_{\ell}\right\}
$$

and observe

$$
\begin{equation*}
\max _{u \in \mathcal{U}}\|u\|_{\ell_{2}}=\max _{\ell \in[L]}\left\|b_{i, \ell}\right\|_{\ell_{2}} \leq \sqrt{\frac{K_{i, \mu}}{L}} . \tag{VI.22}
\end{equation*}
$$

By (VI.21) and the definition of $\mathcal{U}$ we obtain

$$
\begin{align*}
\|x\|_{B_{i}} & \leq \sqrt{2 L} \max _{u \in \mathcal{U}}\langle P x, u\rangle \\
& =\sqrt{2 L} \max _{u \in \operatorname{conv} \mathcal{U}}\langle P x, u\rangle=\sqrt{2 L}\|P x\|_{(\operatorname{conv} \mathcal{U})^{\circ} .} . \tag{VI.23}
\end{align*}
$$

(For the definition of $\|\cdot\|_{(\operatorname{conv} \mathcal{U})}{ }^{\text {o }}$ see Section IV-C.) Inequality (VI.23) together with Theorem 15 yields

$$
\begin{aligned}
& \log N\left(B(0,1) \subset \mathbb{C}^{K_{i}},\|\cdot\|_{B_{i}}, \frac{\varepsilon}{2}\right) \\
& \quad \leq \log N\left(B(0,1) \subset \mathbb{R}^{2 K_{i}},\|\cdot\|_{\left.\operatorname{conv}(\mathcal{U})^{\circ}, \frac{\varepsilon}{2 \sqrt{2 L}}\right)}\right) \\
& \quad \lesssim \log N\left(\operatorname{conv}(\mathcal{U}),\|\cdot\|_{\ell_{2}}, \frac{\tilde{c} \varepsilon}{\sqrt{L}}\right),
\end{aligned}
$$

for some numerical constant $\tilde{c}>0$, due to $\operatorname{conv}(\mathcal{U})^{\circ 0}=$ conv $(\mathcal{U})$. In order to estimate this covering number from above we will use Lemma 14 . For that purpose let $M \in \mathbb{N}$ and assume $\left(u_{1}, \ldots, u_{M}\right) \in \mathcal{U}^{M}$. By Jensen's inequality

$$
\begin{aligned}
\mathbb{E}\left\|\sum_{m=1}^{M} \varepsilon_{m} u_{m}\right\|_{\ell_{2}} & \leq \sqrt{\mathbb{E}\left\|\sum_{m=1}^{M} \varepsilon_{m} u_{m}\right\|_{\ell_{2}}^{2}} \\
& =\sqrt{\sum_{m=1}^{M}\left\|u_{m}\right\|_{\ell_{2}}^{2}} \leq \sqrt{M} \max _{u \in \mathcal{U}}\|u\|_{\ell_{2}} .
\end{aligned}
$$

Thus, by Lemma 14 applied with $A=\max _{u \in \mathcal{U}}\|u\|_{\ell_{2}}$ we obtain

$$
\begin{aligned}
\log N\left(\operatorname{conv}(\mathcal{U}),\|\cdot\|_{\ell_{2}}, \frac{\tilde{c} \varepsilon}{\sqrt{L}}\right) & \lesssim \frac{L}{\varepsilon^{2}} \max _{u \in \mathcal{U}}\|u\|_{\ell_{2}}^{2} \log |\mathcal{U}| \\
& \lesssim \frac{K_{i, \mu}}{\varepsilon^{2}} \log L,
\end{aligned}
$$

where in the second inequality we have used (VI.22). This completes the proof.

The previous two lemmas allow us to find an upper bound for the $\gamma_{2}$-functional, which is needed to prove Theorem 22.

Lemma 28: Suppose that $\mathcal{X}=\mathcal{W}$ or $\mathcal{X}=\mathcal{W}^{p}$ for some $p \in[P]$. (For the definition of $\mathcal{W}$ and $\mathcal{W}^{p}$ see (VI.18) and (VI.19).) Then

$$
\begin{aligned}
d_{F}(\mathcal{X}) & \leq 3 \\
d_{B}(\mathcal{X}) & \leq 3 \sqrt{K_{\mu}}, \\
\gamma_{2}\left(\mathcal{X},\|\cdot\|_{B}\right) & \lesssim \sqrt{r\left(K_{\mu} \log (L) \log ^{2}\left(K_{\mu}\right)+N \mu_{h}^{2}\right)} .
\end{aligned}
$$

Proof: The first inequality follows from the triangle inequality. For the second one note that for $X \in \mathcal{X}$ by (VI.13) one obtains the inequality

$$
\|X\|_{B} \leq \sqrt{K_{\mu}}\|X\|_{F} \leq 3 \sqrt{K_{\mu}}
$$

The last line is more involved. We will present the proof only in the case of $\mathcal{X}=\mathcal{W}^{p}$. If $\mathcal{X}=\mathcal{W}$ the inequality can be
proven analogously. By Lemma 12 we obtain

$$
\begin{align*}
\gamma_{2}\left(\mathcal{W}^{p},\|\cdot\|_{B}\right) \lesssim & \gamma_{2}\left(B^{h},\|\cdot\|_{B}\right) \\
& +\gamma_{2}\left(B^{\mathcal{S}_{p} h},\|\cdot\|_{B}\right)+\gamma_{2}\left(B^{m},\|\cdot\|_{B}\right) \tag{VI.24}
\end{align*}
$$

We will estimate the three $\gamma_{2}$-functionals separately.
Step 1: To bound $\gamma_{2}\left(B^{h},\|\cdot\|_{B}\right)$, let $U=$ $\left(h_{1} u_{1}^{*}, \ldots, h_{r} u_{r}^{*}\right), V=\left(h_{1} v_{1}^{*}, \ldots, h_{r} v_{r}^{*}\right) \in B^{h}$. Observe that by definition

$$
\begin{aligned}
\|U-V\|_{B} & =\max _{\ell \in[L]} \sqrt{L \sum_{i=1}^{r}\left\|\left(h_{i} u_{i}^{*}-h_{i} v_{i}^{*}\right)^{*} b_{i, \ell}\right\|_{\ell_{2}}^{2}} \\
& =\max _{\ell \in[L]} \sqrt{L \sum_{i=1}^{r}\left\|u_{i}-v_{i}\right\|_{\ell_{2}}^{2}\left|h_{i}^{*} b_{i, \ell}\right|^{2}} \\
& \leq \mu_{h} \sqrt{\sum_{i=1}^{r}\left\|u_{i}-v_{i}\right\|_{\ell_{2}}^{2}}=\mu_{h}\|U-V\|_{F},
\end{aligned}
$$

where the last equality is due to $\left\|h_{i}\right\|_{\ell_{2}}=1$ for all $i \in[r]$. This implies

$$
\begin{align*}
\gamma_{2}\left(B^{h},\|\cdot\|_{B}\right) & \leq \mu_{h} \gamma_{2}\left(B^{h},\|\cdot\|_{F}\right) \\
& \lesssim \mu_{h} \int_{0}^{1} \sqrt{\log N\left(B^{h},\|\cdot\|_{F}, \varepsilon\right)} d \varepsilon \\
& \lesssim \mu_{h} \sqrt{r N}, \tag{VI.25}
\end{align*}
$$

where the second inequality follows from the Dudley inequality (IV.3). The third inequality follows from the fact that $\left(B^{h},\|\cdot\|_{F}\right)$ is isometric to $\left(B(0,1) \subset \mathbb{R}^{2} \sum_{i=1}^{r} N_{i},\|\cdot\|_{\ell_{2}}\right)$ and from a standard volumetric estimate.

Step 2: To bound $\gamma_{2}\left(B^{\mathcal{S}_{p} h},\|\cdot\|_{B}\right)$ let $U=$ $\left(S_{1, p} h_{1} u_{1}^{*}, \ldots, S_{r, p} h_{r} u_{r}^{*}\right)$ and $V=\left(S_{1, p} h_{1} v_{1}^{*}, \ldots, S_{r, p} h_{r} v_{r}^{*}\right) \in B_{h}$. Then

$$
\begin{aligned}
\|U-V\|_{B} & =\max _{\ell \in[L]} \sqrt{L \sum_{i=1}^{r}\left\|\left(S_{i, p} h_{i} u_{i}^{*}-S_{i, p} h_{i} v_{i}^{*}\right)^{*} b_{i, \ell}\right\|_{\ell_{2}}^{2}} \\
& =\max _{\ell \in[L]} \sqrt{L \sum_{i=1}^{r}\left\|u_{i}-v_{i}\right\|_{\ell_{2}}^{2}\left|h_{i}^{*} S_{i, p} b_{i, \ell}\right|^{2}} \\
& \leq \mu_{h} \sqrt{\sum_{i=1}^{r}\left\|u_{i}-v_{i}\right\|_{\ell_{2}}^{2}} \\
& =\mu_{h} \sqrt{\sum_{i=1}^{r}\left\|u_{i}-v_{i}\right\|_{\ell_{2}}^{2}\left\|h_{i}\right\|_{\ell_{2}}^{2}} \\
& =\mu_{h} \sqrt{\sum_{i=1}^{r}\left\|u_{i}-v_{i}\right\|_{\ell_{2}}^{2}\left\|T_{i, p} S_{i, p} h_{i}\right\|_{\ell_{2}}^{2}} \\
& \leq(1+v) \mu_{h} \sqrt{\sum_{i=1}^{r}\left\|u_{i}-v_{i}\right\|_{\ell_{2}}^{2}\left\|S_{i, p} h_{i}\right\|_{\ell_{2}}^{2}} \\
& \lesssim \mu_{h}\|U-V\|_{F} .
\end{aligned}
$$

In the third line we used that $\left\|h_{i}\right\|_{\ell_{2}}=1$ and in the last line we used that $\left\|T_{i, p}\right\|_{2 \rightarrow 2} \leq 1+v$ and $v=\frac{1}{32}$. An analogous reasoning as in (VI.25) then yields

$$
\gamma_{2}\left(B^{S_{p} h},\|\cdot\|_{B}\right) \lesssim \mu_{h} \sqrt{r N} .
$$

Step 3: To bound $\gamma_{2}\left(B^{m},\|\cdot\|_{B}\right)$ note that inequality (IV.3) and the fact that $d_{B}\left(B^{m}\right) \leq \sqrt{K_{\mu}}$ imply

$$
\gamma_{2}\left(B^{m},\|\cdot\|_{B}\right) \lesssim \int_{0}^{\sqrt{K_{\mu}}} \sqrt{\log N\left(B_{m},\|\cdot\|_{B}, \varepsilon\right)} d \varepsilon
$$

Thus, by Lemma 26

$$
\begin{align*}
& \gamma_{2}\left(B^{m},\|\cdot\|_{B}\right) \\
& \lesssim \int_{0}^{\sqrt{K_{\mu}}} \sqrt{\log N\left(B(0,1) \subset \mathbb{R}^{r},\|\cdot\|_{\ell_{2}}, \frac{\varepsilon}{2 \sqrt{K_{\mu}}}\right)} d \varepsilon \\
& \quad+\int_{0}^{\sqrt{K_{\mu}}} \sqrt{\sum_{i=1}^{r} \log \left(N\left(B(0,1) \subset \mathbb{C}^{K_{i}},\|\cdot\|_{B_{i}}, \frac{\varepsilon}{2}\right)\right) d \varepsilon} \\
& \leq \int_{0}^{\sqrt{K_{\mu}}} \sqrt{\log N\left(B(0,1) \subset \mathbb{R}^{r},\|\cdot\|_{\ell_{2}}, \frac{\varepsilon}{2 \sqrt{K_{\mu}}}\right)} d \varepsilon \\
& \quad+\sqrt{r} \int_{0}^{\sqrt{K_{\mu}}} \max _{i \in[r]}^{\log \left(N\left(B(0,1) \subset \mathbb{C}^{K_{i}},\|\cdot\|_{B_{i}}, \frac{\varepsilon}{2}\right)\right)} d \varepsilon . \tag{VI.26}
\end{align*}
$$

The first integral can be bounded by

$$
\begin{align*}
& \int_{0}^{\sqrt{K_{\mu}}} \sqrt{\log N\left(B(0,1) \subset \mathbb{R}^{r},\|\cdot\|_{\ell_{2}}, \frac{\varepsilon}{2 \sqrt{K_{\mu}}}\right)} d \varepsilon \\
& \quad \leq \sqrt{r} \int_{0}^{\sqrt{K_{\mu}}} \sqrt{\log \left(1+\frac{4 \sqrt{K_{\mu}}}{\varepsilon}\right)} d \varepsilon \lesssim \sqrt{r K_{\mu}} \tag{VI.27}
\end{align*}
$$

where we have used a volumetric estimate and a change of variables. In order to deal with the second term we will split the integrals into two parts: For small $\varepsilon$ we will use a volumetric estimate and for large $\varepsilon$ we will apply Lemma 27. First we consider the case that $\varepsilon \in(0,1)$. Therefore, note that

$$
\begin{aligned}
B(0,1) & \subset \sqrt{K_{i, \mu}} B_{\|\cdot\|_{B_{i}}}(0,1) \\
& :=\left\{x \in \mathbb{C}^{K_{i}}:\|x\|_{B_{i}} \leq \sqrt{K_{i, \mu}}\right\}
\end{aligned}
$$

by inequality (VI.11). This fact combined with a volumetric estimate yields

$$
\begin{aligned}
& \max _{i \in[r]} N\left(B(0,1) \subset \mathbb{C}^{K_{i}},\|\cdot\|_{B_{i}}, \varepsilon\right) \\
& \quad \leq \max _{i \in[r]} N\left(B_{\|\cdot\|_{B_{i}}}(0,1),\|\cdot\|_{B_{i}}, \frac{\varepsilon}{\sqrt{K_{i, \mu}}}\right) \\
& \quad \leq\left(1+\frac{2 \sqrt{K_{\mu}}}{\varepsilon}\right)^{2 K}
\end{aligned}
$$

By a change of variables and an elementary integral inequality (see [65, Lemma C.9]) this implies

$$
\begin{aligned}
& \int_{0}^{1} \max _{i \in[r]} \sqrt{\log N\left(B(0,1),\|\cdot\|_{B_{i}}, \frac{\varepsilon}{2}\right)} d \varepsilon \\
& \quad \leq \sqrt{2 K} \int_{0}^{1} \sqrt{\log \left(1+\frac{2 \sqrt{K_{\mu}}}{\varepsilon}\right)} d \varepsilon \\
& \quad \leq \sqrt{2 K \log \left(e\left(1+2 \sqrt{K_{\mu}}\right)\right)}
\end{aligned}
$$

Next, we are going to deal with the case that $\varepsilon \in\left(1, \sqrt{K_{\mu}}\right)$. Using Lemma 27 we get

$$
\begin{aligned}
& \int_{1}^{\sqrt{K_{\mu}}} \max _{i \in[r]} \sqrt{\log \left(N\left(B(0,1),\|\cdot\|_{B_{i}}, \frac{\varepsilon}{2}\right)\right)} d \varepsilon \\
& \quad \lesssim \int_{1}^{\sqrt{K_{\mu}}} \frac{\sqrt{K_{\mu} \log L}}{\varepsilon} d \varepsilon \\
& \quad \lesssim \sqrt{K_{\mu} \log L} \log \left(K_{\mu}\right)
\end{aligned}
$$

Summing up the two integral inequalities yields

$$
\begin{aligned}
\left.\left.\sqrt{r} \max _{i \in[r]} \int_{0}^{\sqrt{K_{\mu}}} \sqrt{\log (N(B(0,1)} \subset \mathbb{C}^{K_{i}},\|\cdot\|_{B_{i}}, \frac{\varepsilon}{2}\right)\right) & d \varepsilon \\
& \lesssim \sqrt{r K_{\mu} \log (L)} \log \left(K_{\mu}\right)
\end{aligned}
$$

This inequality together with (VI.26) and (VI.27) shows that

$$
\gamma_{2}\left(B^{m},\|\cdot\|_{B}\right) \lesssim \sqrt{r K_{\mu} \log (L) \log ^{2}\left(K_{\mu}\right)} .
$$

The result then follows from inequality (VI.24).
Combining the upper bounds for the $\gamma_{2}$-functionals in the last lemma with the abstract isometry result Proposition 25 we are able to prove the main result in this section.

Proof of Theorem 22: Fix $p \in[P]$. Using Lemma 28 and choosing the constant $C_{\omega}$ in (VI.8) large enough we get for the quantities arising in Proposition 25 that $\widehat{E} \leq \frac{\delta}{2 \tilde{c}_{1}}, \widehat{V} \leq$ $\frac{\delta}{\sqrt{\tilde{c}_{2} \omega \log L}}$, and $\widehat{U} \leq \frac{\delta}{\tilde{c}_{2} \omega \log L}$, where we have set $\mathcal{X}=\mathcal{W}^{p}$ (see (VI.19)) and $\tilde{c}_{i}$ are the constants appearing in Proposition 25. Thus inequality (VI.14) of Proposition 25 for $t=\frac{\delta}{2}$ shows that (VI.10) holds with probability $1-\mathcal{O}\left(L^{-\omega}\right)$ for fixed $p$.

In order to prove (VI.9) we may argue analogously (with $\mathcal{X}=\mathcal{W}$ and $t=\frac{\delta}{2}$ ) and apply inequality (VI.15) of Proposition 25. Thus, (VI.10) holds with probability at least $1-\mathcal{O}\left(L^{-\omega}\right)$. Replacing $\omega$ by $\omega+1$ in the argument above and using a union bound argument one observes that (VI.10) and (VI.9) are satisfied for all $p \in[P]$ with probability at least $1-(P+1) \mathcal{O}\left(L^{-\omega-1}\right)=1-\mathcal{O}\left(L^{-\omega}\right)$, which finishes the proof.

## C. Constructing the Dual Certificate

1) The Golfing Scheme: The goal of this section is to construct $Y \in \operatorname{Range}\left(\mathcal{A}^{*}\right)$ such that the conditions (VI.1) and (VI.2) in Lemma 18 are fulfilled with high probability. The construction itself will make use of the Golfing Scheme, an iterative method which has been introduced in [30]
for the first time. We set

$$
\begin{aligned}
& Y_{0}=0 \\
& Y_{p}=Y_{p-1}+\frac{L}{Q}\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\left(\operatorname{sgn}\left(X^{0}\right)-\mathcal{P}_{\mathcal{T}}\left(Y_{p-1}\right)\right)
\end{aligned}
$$

for $p \in[P]$. We will make use of the notation

$$
\begin{equation*}
W_{p}=\operatorname{sgn}\left(X^{0}\right)-\mathcal{P}_{\mathcal{T}}\left(Y_{p}\right) \quad \text { for } 0 \leq p \leq P . \tag{VI.28}
\end{equation*}
$$

The individual components of $W_{p}$ will be denoted by $W_{i, p}$ for $i \in[r]$, i.e., $W_{p}=\left(W_{1, p}, \ldots, W_{r, p}\right)$. Then the dual certificate will be given by

$$
Y=Y_{P}=\sum_{p=1}^{P} \frac{L}{Q}\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\left(W_{p-1}\right)
$$

Our Golfing Scheme is set up in the same way as in [43]. In particular, they also use the operator $\mathcal{S}^{p}$ as a corrector function as explained in the following remark.

Remark 29: The reason for the appearance of the operator $\mathcal{S}^{p}$ is the following: Observe that

$$
\mathbb{E}\left[\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p}(X)\right]=\frac{L}{Q}\left(T_{i, p} X_{1}, \ldots, T_{r, p} X_{r}\right)
$$

Recall that $T_{i, p}$ may only be approximately equal to the identity matrix (see (II.5)). Thus, ( $\left.\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p}$ is not necessarily an unbiased estimator. However,

$$
\begin{aligned}
\mathbb{E} & {\left[\frac{L}{Q}\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}(X)\right] } \\
& =\frac{L}{Q}\left(T_{1, p} S_{1, p} X_{1}, \ldots, T_{r, p} S_{r, p} X_{r}\right) \\
& =\left(X_{1}, \ldots, X_{r}\right)=X .
\end{aligned}
$$

Thus, we get that $\mathbb{E}\left[\frac{L}{Q}\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\right]=$ Id. Note that $\mathcal{S}^{p}\left(W_{p-1}\right)$ is, in general, not an element of the subspace $\mathcal{T}$. However, due to definition of $\mathcal{T}^{p}$ we observe that $\mathcal{S}^{p}\left(W_{p-1}\right) \in$ $\mathcal{T}^{p}$. This is the reason why we require the operator $\mathcal{A}^{p}$ to satisfy the $\delta$-local isometry property not only on $\mathcal{T}$, but also on $\mathcal{T}^{p}$.

Let us check that $Y \in \operatorname{Range}\left(\mathcal{A}^{*}\right)$ : Recall that the $\mathcal{A}^{p} \mathcal{S}^{p}\left(W_{p-1}\right)$ is obtained by setting the vector $\mathcal{A S}{ }^{p}\left(W_{p-1}\right)$ zero in those components, which do not belong to $\Gamma_{p}$ (see Section II-C). In particular, this implies that $\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\left(W_{p-1}\right)=\mathcal{A}^{*} \mathcal{A}^{p} \mathcal{S}^{p}\left(W_{p-1}\right)$. Thus, setting

$$
\begin{equation*}
z=\sum_{p=1}^{P} \mathcal{A}^{p} \mathcal{S}^{p}\left(W_{p-1}\right) \tag{VI.29}
\end{equation*}
$$

we get that $Y=\mathcal{A}^{*} z$. The vector $z$ will also be important when we prove an upper bound for the estimation error in the presence of noise. In the remaining part of the proof we will verify that $Y$ satisfies the conditions in Lemma 18 with the constants $\alpha=\frac{1}{8 \gamma}, \beta=\frac{1}{4}$, and $\delta=\frac{1}{4}$ (cf. Remark 19).
2) Exponential Decay: In this section we will verify condition (VI.1) in Lemma 18. In other words, we have to show that the quantity

$$
\left\|W_{P}\right\|_{F}=\left\|\operatorname{sgn}\left(X^{0}\right)-\mathcal{P}_{\mathcal{T}}(Y)\right\|_{F}
$$

is small enough. An important observation, which we will need in the proof, is that $W_{0}=\operatorname{sgn}\left(X^{0}\right)$ and one has the recurrence relation

$$
\begin{array}{r}
W_{p}=W_{p-1}-\frac{L}{Q}\left(\mathcal{P}_{\mathcal{T}}\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\right)\left(W_{p-1}\right) \\
\quad \text { for all } p \in[P], \tag{VI.30}
\end{array}
$$

which is a direct of consequence of the definition of $W_{p}$ (see equation (VI.28)). In Lemma 31, we will prove that $W_{p}$ decays exponentially fast. We will need the following rather technical inequalities.

Lemma 30: Let $v=\frac{1}{32}$. For all $i \in[r]$ and for all $p \in[P]$ we have the inequalities

$$
\begin{align*}
\left\|I d-T_{i, p}^{1 / 2}\right\|_{2 \rightarrow 2} & \leq \frac{1}{32}  \tag{VI.31}\\
\left\|\left(I d-\mathcal{S}^{p}\right) X\right\|_{F} & \leq \frac{1}{31}\|X\|_{F}  \tag{VI.32}\\
\left\|\mathcal{S}^{p} X\right\|_{F} & \leq \frac{32}{31}\|X\|_{F} . \tag{VI.33}
\end{align*}
$$

Proof: Inequality (VI.31) follows directly from (II.5) and the observation that the square-root shifts the eigenvalues of $T_{i, p}$ closer to one. The inequalities (VI.32) and (VI.33) follow from the observation that for all $i \in[r], p \in[P]$

$$
\begin{aligned}
& \left\|\mathrm{Id}-S_{i, p}\right\|_{2 \rightarrow 2} \\
& \quad=\max \left\{1-\sigma_{\min }\left(S_{i, p}\right) ; \sigma_{\max }\left(S_{i, p}\right)-1\right\} \\
& \quad=\max \left\{1-\sigma_{\max }^{-1}\left(T_{i, p}^{-1}\right) ; \sigma_{\min }^{-1}\left(T_{i, p}^{-1}\right)-1\right\} \leq \frac{1}{31}
\end{aligned}
$$

This allows us to prove the main lemma in this section.
Lemma 31: Suppose that $\mathcal{A}^{p}$ satisfies the $\delta$-local isometry property on $\mathcal{T}^{p}$ with $\delta=\frac{1}{32}$ for all $p \in[P]$. Then, for all $p \in[P]$,

$$
\begin{equation*}
\left\|W_{p}\right\|_{F} \leq 4^{-p} \sqrt{r} \tag{VI.34}
\end{equation*}
$$

and, in particular, if $P \geq \frac{1}{2} \log (8 \gamma \sqrt{r})$,

$$
\begin{equation*}
\left\|\operatorname{sgn}\left(X^{0}\right)-Y\right\|_{F} \leq \frac{1}{8 \gamma} \tag{VI.35}
\end{equation*}
$$

Proof: First notice that by (VI.31) and the triangle inequality

$$
(1-v)\left\|X_{i}\right\|_{F} \leq\left\|T_{i, p}^{1 / 2} X_{i}\right\|_{F} \leq(1+v)\left\|X_{i}\right\|_{F}
$$

for all $X_{i} \in \mathbb{C}^{K_{i} \times N_{i}}$. Thus, by the local isometry property (VI.10)

$$
\begin{aligned}
(1-v)^{2}(1-\delta)\|X\|_{F}^{2} & \leq \frac{L}{Q}\left\|\mathcal{A}^{p}(X)\right\|_{\ell_{2}}^{2} \\
& \leq(1+\delta)(1+v)^{2}\|X\|_{F}^{2}
\end{aligned}
$$

for all $X \in \mathcal{T}^{p}$. Together with $\delta=v=\frac{1}{32}$ this implies

$$
\left|\frac{L}{Q}\left\|\mathcal{A}^{p}(X)\right\|_{\ell_{2}}^{2}-\|X\|_{F}^{2}\right| \leq \frac{1}{8}\|X\|_{F}^{2}
$$

for all $X \in \mathcal{T}^{p}$, which in turn is equivalent to

$$
\begin{equation*}
\left\|\mathcal{P}_{\mathcal{T}^{p}}-\frac{L}{Q} \mathcal{P}_{\mathcal{T}^{p}}\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{P}_{\mathcal{T}^{p}}\right\|_{F \rightarrow F} \leq \frac{1}{8}, \tag{VI.36}
\end{equation*}
$$

where $\mathcal{P}_{\mathcal{T}^{p}}$ denotes the orthogonal projection onto $\mathcal{T}^{p}$. Now note that $\left\|W_{p-1}-\mathcal{P}_{\mathcal{T}}(X)\right\|_{F} \leq\left\|W_{p-1}-\mathcal{P}_{\mathcal{T}^{p}}(X)\right\|_{F}$ for all $X \in \mathcal{M}$ due to $W_{p-1} \in \mathcal{T}$ and $\mathcal{T} \subset \mathcal{T}^{p}$. This fact together with (VI.30) implies that

$$
\begin{aligned}
\left\|W_{p}\right\|_{F} & \leq\left\|W_{p-1}-\left(\frac{L}{Q} \mathcal{P}_{\mathcal{T}^{p}}\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\right)\left(W_{p-1}\right)\right\|_{F} \\
& =\left\|W_{p-1}-\left(\frac{L}{Q} \mathcal{P}_{\mathcal{T}^{p}}\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{P}_{\mathcal{T}^{p}} \mathcal{S}^{p}\right)\left(W_{p-1}\right)\right\|_{F},
\end{aligned}
$$

where in the second line we use that $\mathcal{S}^{p} W_{p-1} \in \mathcal{T}^{p}$ by the definition of $\mathcal{T}^{p}$ (see (V.3)) and because of $W_{p-1} \in \mathcal{T}$. Using this computation and (VI.32), (VI.33), (VI.36) we obtain

$$
\begin{aligned}
\left\|W_{p}\right\|_{F} \leq & \left\|\left(\operatorname{Id}-\frac{L}{Q} \mathcal{P}_{\mathcal{T}^{p}}\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{P}_{\mathcal{T}^{p}}\right)\left(\mathcal{S}^{p} W_{p-1}\right)\right\|_{F} \\
& +\left\|\left(\operatorname{Id}-\mathcal{S}^{p}\right) W_{p-1}\right\|_{F} \\
\leq & \frac{1}{8}\left\|\mathcal{S}^{p} W_{p-1}\right\|_{F}+\frac{1}{16}\left\|W_{p-1}\right\|_{F} \leq \frac{1}{4}\left\|W_{p-1}\right\|_{F} .
\end{aligned}
$$

Thus, the previous estimate yields

$$
\left\|W_{p}\right\|_{F} \leq\left(\frac{1}{4}\right)^{p}\left\|W_{0}\right\|_{F}=\left(\frac{1}{4}\right)^{p} \sqrt{r}
$$

This shows (VI.34) and, in particular, we obtain $\left\|W_{P}\right\|_{F} \leq$ $4^{-P} \sqrt{r}$. The assumption $P \geq \frac{1}{2} \log (8 \gamma \sqrt{r})$ and the definition of $W_{P}$ imply (VI.35), which finishes the proof.
3) Bounding the Operator Norm on $\mathcal{T}^{\perp}$ : To apply Lemma 18 we need in addition to controlling the share of $Y$ in $\mathcal{T}$ also a bound on $\mathcal{T}_{i}{ }^{\perp}$ for all $i \in[r]$. For that, recall from [43] that

$$
\begin{aligned}
& \left\|\mathcal{P}_{\mathcal{T}_{i}^{\perp}}\left(Y_{i}^{P}\right)\right\|_{2 \rightarrow 2} \\
& \leq \sum_{p=1}^{P}\left\|\mathcal{P}_{\mathcal{T}_{i}^{\perp}}\left(\frac{L}{Q}\left(\left(\mathcal{A}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\right)\left(W_{p-1}\right)-W_{i, p-1}\right)\right\|_{2 \rightarrow 2} \\
& \leq \sum_{p=1}^{P}\left\|\frac{L}{Q}\left(\left(\mathcal{A}_{i}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\right)\left(W_{p-1}\right)-W_{i, p-1}\right\|_{2 \rightarrow 2} \\
& =\sum_{p=1}^{P}\left\|W_{i, p}\right\|_{2 \rightarrow 2}
\end{aligned}
$$

where one uses the fact that $W_{i, p-1} \in \mathcal{T}_{i}$. Thus to establish the bound $\left\|\mathcal{P}_{\mathcal{T}_{i}^{\perp}}\left(Y_{i}^{P}\right)\right\|_{2 \rightarrow 2}<\frac{1}{4}$ it remains to show that

$$
\left\|\frac{L}{Q}\left(\left(\mathcal{A}_{i}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\right)\left(W_{p-1}\right)-W_{i, p-1}\right\|_{2 \rightarrow 2} \leq \frac{1}{4^{p+1}}
$$

To proceed, set for $p \in\{0 ; 1 ; \ldots ; P-1\}$

$$
\begin{equation*}
\mu_{p}=\sqrt{L} \max _{\ell \in \Gamma_{p+1}, k \in[r]}\left\|W_{k, p}^{*} S_{k, p+1} b_{k, \ell}\right\|_{2 \rightarrow 2} \tag{VI.37}
\end{equation*}
$$

This allows us to state the following lemma.
Lemma 32: Fix $i \in[r]$ and let $\omega \geq 1$. Assume that

$$
\begin{equation*}
\mu_{p} \leq 4^{-p} \mu_{h} \text { and }\left\|W_{p}\right\|_{F} \leq 4^{-p} \sqrt{r} \tag{VI.38}
\end{equation*}
$$

If

$$
\begin{equation*}
Q \gtrsim \omega r\left(K_{\mu}+N \mu_{h}^{2}\right)(\log L)^{2} \tag{VI.39}
\end{equation*}
$$

then with probability $1-\mathcal{O}\left(L^{-\omega}\right)$ the inequality

$$
\begin{equation*}
\left\|\frac{L}{Q}\left(\mathcal{A}_{i}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p} W_{p-1}-W_{i, p-1}\right\|_{2 \rightarrow 2} \leq \frac{1}{4^{p+1}} \tag{VI.40}
\end{equation*}
$$

is true for all $p \in[P]$ and for all $i \in[r]$.
Remark 33: The validity of assumption (VI.38) is assured by Lemma 31 and Lemma 34 below.

Proof: The proof follows the same strategy as [43, Lemma 5.12]. Fix $p \in[P]$ and $i \in[r]$. First, we will decompose $W_{i, p}$ as a sum of independent random matrices such that the matrix Bernstein inequality can be applied. For that purpose, observe that for all $y \in \mathbb{C}^{L}$ and for all $\ell \in \Gamma_{p}$ by definition of $\mathcal{S}^{p}$ (Definition 17) and $\mathcal{A}^{p}$

$$
\left(\mathcal{A}^{p} \mathcal{S}^{p} W_{p-1}\right)(\ell)=\sum_{k=1}^{r} b_{k, \ell}^{*} S_{k, p} W_{k, p-1} c_{k, \ell} .
$$

(For $\ell \in[L] \backslash \Gamma_{p}$ the left-hand side is equal to zero as $\mathcal{A}^{p}(X)=P_{\Gamma_{p}}(\mathcal{A}(X))$.) Using (II.2) one obtains

$$
\left(\left(\mathcal{A}_{i}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\right) W_{p-1}=\sum_{\ell \in \Gamma_{p}} \sum_{k=1}^{r} b_{i, \ell} b_{k, l}^{*} S_{k, p} W_{k, p-1} c_{k, \ell} c_{i, \ell}^{*} .
$$

With $S_{i, p}=T_{i, p}^{-1}$ and the definition of $T_{i, p}$ (see equation (II.5)) this implies

$$
W_{i, p-1}=T_{i, p} S_{i, p} W_{i, p-1}=\frac{L}{Q} \sum_{\ell \in \Gamma_{p}} b_{i, \ell} b_{i, \ell}^{*} S_{i, p} W_{i, p-1}
$$

In order to simplify notation we introduce the vectors $w_{k, \ell}$ defined by

$$
\begin{equation*}
w_{k, \ell}=W_{k, p-1}^{*} S_{k, p} b_{k, \ell} \tag{VI.41}
\end{equation*}
$$

Using this definition we may write (as $S_{k, p}$ is self-adjoint)

$$
\begin{align*}
W_{i, p}= & \frac{L}{Q}\left(\left(\mathcal{A}_{i}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\right) W_{p-1}-W_{i, p-1}  \tag{VI.42}\\
= & \frac{L}{Q} \sum_{\ell \in \Gamma_{p}} \sum_{k=1}^{r} b_{i, \ell} w_{k, \ell}^{*} c_{k, \ell} c_{i, \ell}^{*}-\frac{L}{Q} \sum_{\ell \in \Gamma_{p}} b_{i, \ell} w_{i, \ell}^{*} \\
= & \frac{L}{Q} \sum_{\ell \in \Gamma_{p}} b_{i, \ell} w_{i, \ell}^{*}\left(c_{i, \ell} c_{i, \ell}^{*}-\mathrm{Id}\right)  \tag{VI.43}\\
& +\frac{L}{Q} \sum_{\ell \in \Gamma_{p}} \sum_{k \neq i} b_{i, \ell} w_{k, \ell}^{*} c_{k, l} c_{i, \ell}^{*} \\
= & \sum_{\ell \in \Gamma_{p}} Z_{\ell}, \tag{VI.44}
\end{align*}
$$

where we have set

$$
Z_{\ell}=\frac{L}{Q}\left(\sum_{k=1}^{L} b_{i, \ell} w_{k, \ell}^{*}\left(c_{k, \ell} c_{i, \ell}^{*}-\mathbb{E}\left[c_{k, \ell} c_{i, \ell}^{*}\right]\right)\right)
$$

Note that until the last step of the proof $i$ is assumed to be fixed which is why we refrain from indicating the $i$-dependence in every step for reasons of notational simplicity. Observe that
each summand of $Z_{\ell}$ and hence the the cross terms in $Z_{\ell} Z_{\ell}^{*}$ and $Z_{\ell}^{*} Z_{\ell}$ have expectation zero. Thus using basic properties of circular symmetric normal random variables, Lemma 37 and Lemma 38 we compute

$$
\begin{align*}
\mathbb{E}\left[Z_{\ell} Z_{\ell}{ }^{*}\right] & =\frac{L^{2}}{Q^{2}} \sum_{k=1}^{r} N_{k}\left\|w_{k, \ell}\right\|_{\ell_{2}}^{2} b_{i, \ell} b_{i, \ell}^{*}  \tag{VI.45}\\
\mathbb{E}\left[Z_{\ell}^{*} Z_{\ell}\right] & =\frac{L^{2}}{Q^{2}}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2} \sum_{k=1}^{r}\left\|w_{k, \ell}\right\|_{\ell_{2}}^{2} \mathrm{Id} \tag{VI.46}
\end{align*}
$$

We have to find an upper bound for the spectral norms of these quantities. First, observe that

$$
\begin{aligned}
& \left\|\sum_{\ell \in \Gamma_{p}} \mathbb{E}\left[Z_{\ell} Z_{\ell}^{*}\right]\right\|_{2 \rightarrow 2} \\
& \quad \leq \frac{L^{2} N}{Q^{2}}\left(\max _{k \in[r], \ell \in \Gamma_{p}}\left\|w_{k, \ell}\right\|_{2}^{2}\right)\left\|\sum_{k=1}^{r} \sum_{\ell \in \Gamma_{p}} b_{i, \ell} b_{i, \ell}^{*}\right\|_{2 \rightarrow 2} \\
& \quad \leq \frac{r N}{Q} \mu_{p-1}^{2}\left\|T_{i, p}\right\|_{2 \rightarrow 2} \stackrel{(\mathrm{VIL} 38)}{\lesssim} \frac{16^{-p+1} r N \mu_{h}^{2}}{Q}
\end{aligned}
$$

By a similar computation we obtain

$$
\begin{aligned}
& \left\|\sum_{\ell \in \Gamma_{p}} \mathbb{E}\left[Z_{\ell}^{*} Z_{\ell}\right]\right\|_{2 \rightarrow 2} \\
& \quad \leq \frac{L^{2}}{Q^{2}}\left(\max _{\ell \in \Gamma_{p}}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2}\right) \sum_{k=1}^{r} \sum_{\ell \in \Gamma_{p}}\left\|w_{k, \ell}\right\|_{\ell^{2}}^{2} \\
& \quad \lesssim \frac{L K_{i, \mu}}{Q^{2}} \sum_{k=1}^{r} \sum_{\ell \in \Gamma_{p}} \operatorname{Tr}\left(W_{k, p-1}^{*} S_{k, p} b_{k, \ell} b_{k, \ell}^{*} S_{k, p} W_{k, p-1}\right) \\
& \quad=\frac{K_{i, \mu}}{Q} \sum_{k=1}^{r}\left\|S_{k, p}^{1 / 2} W_{k, p-1}\right\|_{F}^{2} \lesssim \frac{K_{i, \mu}}{Q}\left\|W_{p-1}\right\|_{F}^{2} \\
& \quad \leq 16^{-p+1} \frac{r K_{i, \mu}}{Q} .
\end{aligned}
$$

Thus, we have obtained

$$
\begin{align*}
& \sigma^{2}: \\
&=\max \left\{\left\|\sum_{\ell \in \Gamma_{p}} \mathbb{E}\left[Z_{\ell}^{*} Z_{\ell}\right]\right\|_{2 \rightarrow 2},\left\|\sum_{\ell \in \Gamma_{p}} \mathbb{E}\left[Z_{\ell} Z_{\ell}^{*}\right]\right\|_{2 \rightarrow 2}\right\}  \tag{VI.47}\\
& \lesssim 16^{-p} \frac{r}{Q} \max \left\{K_{i, \mu}, N \mu_{h}^{2}\right\} .
\end{align*}
$$

Observe that a lower bound for $\sigma^{2}$ is given by

$$
\begin{equation*}
\sigma^{2} \geq\left\|\sum_{\ell \in \Gamma_{p}} \mathbb{E}\left[Z_{\ell}^{*} Z_{\ell}\right]\right\|_{2 \rightarrow 2}=\frac{L^{2}}{Q^{2}} \sum_{k=1}^{r} \sum_{\ell \in \Gamma_{p}}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2}\left\|w_{k, \ell}\right\|_{\ell_{2}}^{2} \tag{VI.48}
\end{equation*}
$$

Next we have to estimate $R=\max _{\ell \in \Gamma_{p}}\| \| Z_{\ell}\left\|_{2 \rightarrow 2}\right\|_{\psi_{1}}$. By Lemma 39 and inequality (IV.1) we have that

$$
\begin{align*}
\left\|\left\|Z_{\ell}\right\|_{2 \rightarrow 2}\right\|_{\psi_{1}} \leq & \frac{L}{Q}\left(\sum_{k \neq i}\left\|b_{i, \ell}\right\|_{\ell_{2}}\left\|\left|w_{k, \ell}^{*} c_{k, \ell}\right|\right\| c_{i, \ell}\left\|_{\ell_{2}}\right\|_{\psi_{1}}\right. \\
& \left.+\left\|b_{i, \ell}\right\|_{\ell_{2}}\| \|\left(c_{i, \ell} c_{i, \ell}^{*}-\text { Id }\right) w_{i, \ell}\left\|_{\ell_{2}}\right\|_{\psi_{1}}\right) \\
\lesssim & \frac{L \sqrt{N_{i}}}{Q}\left\|b_{i, \ell}\right\|_{\ell_{2}} \sum_{k=1}^{r}\left\|w_{k, \ell}\right\|_{\ell_{2}} \tag{VI.49}
\end{align*}
$$

$$
\begin{align*}
& \lesssim \frac{r \sqrt{K_{i, \mu} N_{i}} \mu_{p-1}}{Q} \lesssim 4^{-p} \frac{r \sqrt{K_{i, \mu} N_{i}} \mu_{h}}{Q} \\
& \lesssim 4^{-p} \frac{r\left(K_{i, \mu}+N_{i} \mu_{h}^{2}\right)}{Q} \tag{VI.50}
\end{align*}
$$

and, consequently, $R \lesssim 4^{-p} \frac{r\left(K_{i, \mu}+N_{i} \mu_{h}^{2}\right)}{Q}$. Moreover, combining (VI.48) and (VI.49) we obtain

$$
\begin{equation*}
\frac{\left|\Gamma_{p}\right| R^{2}}{\sigma^{2}} \lesssim Q N \frac{\max _{\ell \in \Gamma_{p}}\left(\sum_{k=1}^{r}\left\|b_{i, \ell}\right\|_{\ell_{2}}\left\|w_{k, \ell}\right\|_{\ell_{2}}\right)^{2}}{\max _{\ell \in \Gamma_{p}}\left(\sum_{k=1}^{r}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2}\left\|w_{k, \ell}\right\|_{\ell_{2}}^{2}\right)} \leq Q N r . \tag{VI.51}
\end{equation*}
$$

As $Q \leq L$ by definition (VI.39) implies that $\log \left(1+\frac{\left|\Gamma_{p}\right| R^{2}}{\sigma^{2}}\right) \lesssim \log L$. Thus, setting $t=(\omega+2) \log L$ we obtain from Theorem 9 applied with $\alpha=1$ and combined with (VI.47) that with probability $1-\mathcal{O}\left(L^{-\omega-2}\right)$

$$
\begin{aligned}
&\left\|\sum_{\ell \in \Gamma_{p}} Z_{\ell}\right\|_{2 \rightarrow 2} \lesssim \omega 4^{-p} \max \left\{\sqrt{\frac{r\left(K_{i, \mu}+N \mu_{h}^{2}\right)}{Q} \log L}\right. \\
&\left.\frac{r\left(K_{i, \mu}+N \mu_{h}^{2}\right)}{Q}(\log L)^{2}\right\} .
\end{aligned}
$$

Thus, by choosing the constant in (VI.39) large enough it holds that $\left\|\sum_{\ell \in \Gamma_{p}} Z_{\ell}\right\|_{2 \rightarrow 2} \leq 4^{-p-1}$ with probability $1-$ $\mathcal{O}\left(L^{-\omega-2}\right)$ for fixed $p \in[P]$ and for fixed $i \in[r]$. By taking the union bound over all $i \in[r]$ and over all $p \in[P]$ we obtain that with probability $1-r P \mathcal{O}\left(L^{-\omega-2}\right)=1-\mathcal{O}\left(L^{-\omega}\right)$ equation (VI.40) is true for all $p \in[P]$ and for all $i \in[r]$. This finishes the proof.
4) Proof That $\mu_{p} \leq \frac{1}{4} \mu_{p-1}$ : Lemma 32 additionaly required that $\mu_{p} \leq \frac{1}{4} \mu_{p-1}$ for all $p \in[P-1]$. In this section we will verify that this property holds with high probability.

Lemma 34: Let $\omega \geq 1$. If

$$
\begin{equation*}
Q \gtrsim \omega r\left(K_{\mu}+N \mu_{h}^{2}\right) \log ^{2} L \tag{VI.52}
\end{equation*}
$$

then with probability at least $1-\mathcal{O}\left(L^{-\omega}\right)$ it holds that $\mu_{p} \leq$ $\frac{1}{4} \mu_{p-1}$ for all $p \in[P-1]$.

A similar lemma was established in [43]. However, it was required that $L$ scales quadratically with $r$. Thus, we need to refine the argument in order to achieve a linear scaling in $r$.

Proof of Lemma 34: First, we will show the claim for fixed $p \in\{0 ; 1 ; \ldots ; P-1\}$. Observe that it is enough to show that for all $\ell \in \Gamma_{p+1}$ and all $i \in[r]$

$$
\begin{equation*}
\sqrt{L}\left\|w_{i, \ell}\right\|_{\ell_{2}} \leq \frac{1}{4} \mu_{p-1} \tag{VI.53}
\end{equation*}
$$

with $w_{i, \ell}:=W_{i, p} S_{i, p+1} b_{i, \ell}$ as in (VI.41). Furthermore, observe that from the recurrence relation (VI.30) we obtain

$$
W_{i, p}=W_{i, p-1}-\frac{L}{Q}\left(\mathcal{P}_{\mathcal{T}_{i}}\left(\mathcal{A}_{i}^{p}\right)^{*} \mathcal{A}^{p} \mathcal{S}^{p}\right)\left(W_{p-1}\right)
$$

Due to the definition of $\mathcal{T}_{i}$ and $\left\|h_{i}\right\|_{\ell_{2}}=\left\|m_{i}\right\|_{\ell_{2}}=1$ we may write for all $Z \in \mathbb{C}^{K_{i} \times N_{i}}$

$$
\mathcal{P}_{\mathcal{T}_{i}} Z=h_{i} h_{i}^{*} Z+\left(\operatorname{Id}-h_{i} h_{i}^{*}\right) Z m_{i} m_{i}^{*} .
$$

Together with (VI.42, VI.44) this implies

$$
\begin{aligned}
W_{i, p}= & \frac{L}{Q} \sum_{j \in \Gamma_{p}}\left[h_{i} h_{i}^{*} b_{i, j} w_{i, j}^{*}\left(\operatorname{Id}-c_{i, j} c_{i, j}^{*}\right)\right. \\
& \left.+\left(\operatorname{Id}-h_{i} h_{i}^{*}\right) b_{i, j} w_{i, j}^{*}\left(\operatorname{Id}-c_{i, j} c_{i, j}^{*}\right) m_{i} m_{i}^{*}\right] \\
& -\frac{L}{Q} \sum_{k \neq i} \sum_{j \in \Gamma_{p}}\left[h_{i}^{*} h_{i} b_{i, j} w_{k, j}^{*} c_{k, j} c_{i, j}^{*}\right. \\
& \left.+\left(\operatorname{Id}-h_{i} h_{i}^{*}\right) b_{i, j} w_{k, j}^{*} c_{k, j} c_{i, j}^{*} m_{i} m_{i}^{*}\right] .
\end{aligned}
$$

We define for all $j \in \Gamma_{p}$

$$
\begin{aligned}
\mathbf{z}_{i, j} & =\frac{L}{Q}\left(\operatorname{Id}-c_{i, j} c_{i, j}^{*}\right) w_{i, j} b_{i, j}^{*} h_{i} h_{i}^{*} S_{i, p+1} b_{i, \ell}, \\
z_{i, j} & =\frac{L}{Q} m_{i}^{*}\left(\operatorname{Id}-c_{i, j} c_{i, j}^{*}\right) w_{i, j} b_{i, j}^{*}\left(\operatorname{Id}-h_{i} h_{i}^{*}\right) S_{i, p+1} b_{i, \ell}
\end{aligned}
$$

and for all $k \neq i$ and for all $j \in \Gamma_{p}$

$$
\begin{aligned}
\mathbf{z}_{k, j} & =\frac{L}{Q} c_{i, j} c_{k, j}^{*} w_{k, j} b_{i, j}^{*} h_{i} h_{i}^{*} S_{i, p+1} b_{i, \ell}, \\
z_{k, j} & =\frac{L}{Q} m_{i}^{*} c_{i, j} c_{k, j}^{*} w_{k, j} b_{i, j}^{*}\left(\operatorname{Id}-h_{i} h_{i}^{*}\right) S_{i, p+1} b_{i, \ell}
\end{aligned}
$$

Hence, to establish (VI.53) by the triangle inequality it is sufficient to prove that with high probability

$$
\begin{align*}
\left\|\sum_{j \in \Gamma_{p}} \mathbf{z}_{i, j}\right\|_{\ell_{2}} & \leq \frac{1}{16 \sqrt{L}} \mu_{p-1}  \tag{VI.54}\\
\left|\sum_{j \in \Gamma_{p}} z_{i, j}\right| & \leq \frac{1}{16 \sqrt{L}} \mu_{p-1}  \tag{VI.55}\\
\left\|\sum_{k \neq i} \sum_{j \in \Gamma_{p}} \mathbf{z}_{k, j}\right\|_{\ell_{2}} & \leq \frac{1}{16 \sqrt{L}} \mu_{p-1}  \tag{VI.56}\\
\left|\sum_{k \neq i} \sum_{j \in \Gamma_{p}} z_{k, j}\right| & \leq \frac{1}{16 \sqrt{L}} \mu_{p-1} \tag{VI.57}
\end{align*}
$$

Step 1 (Proof of (VI.54)): In order to apply Theorem 9 we compute using Lemma 38

$$
\begin{aligned}
\| \mathbb{E} & {\left[\sum_{j \in \Gamma_{p}} \mathbf{z}_{i, j} \mathbf{z}_{i, j}^{*}\right] \|_{2 \rightarrow 2} } \\
& =\frac{L^{2}}{Q^{2}}\left|h_{i}^{*} S_{i, p+1} b_{i, \ell}\right|^{2} \sum_{j \in \Gamma_{p}}\left|b_{i, j}^{*} h_{i}\right|^{2}\left\|w_{i, j}\right\|_{\ell_{2}}^{2} \\
& \leq \frac{1}{Q L} \mu_{h}^{2} \mu_{p-1}^{2}\left\|T_{i, p}^{1 / 2} h_{i}\right\|_{\ell_{2}}^{2} \lesssim \frac{1}{Q L} \mu_{h}^{2} \mu_{p-1}^{2} .
\end{aligned}
$$

Analogously, using Lemma 37

$$
\begin{aligned}
\mathbb{E} & {\left[\sum_{j \in \Gamma_{p}} \mathbf{z}_{i, j}^{*} \mathbf{z}_{i, j}\right] } \\
& =\frac{L^{2} N_{i}}{Q^{2}} \sum_{j \in \Gamma_{p}}\left\|w_{i, j}\right\|_{\ell_{2}}^{2}\left|b_{i, j}^{*} h_{i}\right|^{2}\left|b_{i, \ell}^{*} S_{i, p+1}^{*} h_{i}\right|^{2} \\
& \lesssim \frac{N_{i}}{Q L} \mu_{p-1}^{2} \mu_{h}^{2} .
\end{aligned}
$$

Next, we estimate $R=\max _{j \in \Gamma_{p}}\| \| \mathbf{z}_{i, j}\left\|\ell_{2}\right\|_{\psi_{1}}$. For that purpose we apply Lemma 39 to observe that

$$
\begin{align*}
R & =\max _{j \in \Gamma_{p}}\| \| \mathbf{z}_{i, j}\left\|_{\ell_{2}}\right\|_{\psi_{1}} \\
& =\frac{L}{Q} \max _{j \in \Gamma_{p}}\left(\left|b_{i, j}^{*} h_{i}\left\|h_{i}^{*} S_{i, p+1} b_{i, \ell} \mid\right\|\left(\operatorname{Id}-c_{i, j} c_{i, j}^{*}\right) w_{i, j} \|_{\psi_{1}}\right)\right. \\
& \lesssim \frac{L \sqrt{N_{i}}}{Q} \max _{j \in \Gamma_{p}}\left(\left|h_{i}^{*} S_{i, p+1} b_{i, \ell}\left\|b_{i, j}^{*} h_{i} \mid\right\| w_{i, j} \|_{\ell_{2}}\right) \quad\right. \text { (VI.59) }  \tag{VI.59}\\
& \lesssim \frac{\sqrt{N_{i}} \mu_{h}^{2}}{Q \sqrt{L}} \mu_{p-1} .
\end{align*}
$$

Furthermore, (VI.59) yields, analogously to the derivation of (VI.51), that

$$
\begin{align*}
\frac{\left|\Gamma_{p}\right| R^{2}}{\sigma^{2}} & \leq\left|\Gamma_{p}\right| \frac{\max _{j \in \Gamma_{p}}\left|h_{i}^{*} S_{i, p+1} b_{i, \ell}\right|^{2}\left|b_{i, j}^{*} h_{i}\right|^{2}\left\|w_{i, j}\right\|_{\ell_{2}}^{2}}{\sum_{j \in \Gamma_{p}}\left\|w_{i, j}\right\|_{\ell_{2}}^{2}\left|b_{i, j}^{*} h_{i}\right|^{2}\left|b_{i, \ell}^{*} S_{i, p+1}^{*} h_{i}\right|^{2}} \\
& \lesssim Q \leq L . \tag{VI.60}
\end{align*}
$$

Applying Theorem 9 with $t=(\omega+2) \log L$ and $\alpha=1$ we obtain that with probability $1-\mathcal{O}\left(L^{-\omega-2}\right)$

$$
\begin{array}{r}
\left\|\sum_{j \in \Gamma_{p}} \mathbf{z}_{i, j}\right\|_{\ell_{2}} \lesssim \omega \frac{\mu_{p-1}}{\sqrt{L}} \max \left\{\sqrt{\frac{N_{i} \mu_{h}^{2}}{Q} \log L} ;\right. \\
\left.\frac{\sqrt{N_{i}} \mu_{h}^{2}}{Q}(\log L)^{2}\right\},
\end{array}
$$

which implies (VI.54), if the numerical constant in (VI.52) is chosen large enough.

Step 2 (Proof of (VI.55)): By Lemma 39 we obtain that

$$
\begin{aligned}
& \left\|\left|z_{i, j}\right|\right\|_{\psi_{1}} \\
& \lesssim \frac{L}{Q}\left|b_{i, j}^{*}\left(\operatorname{Id}-h_{i} h_{i}^{*}\right) S_{i, p+1} b_{i, \ell}\right|\left\|w_{i, j}\right\|_{\ell_{2}} \\
& \leq \frac{L}{Q}\left\|b_{i, j}\right\|_{\ell_{2}}\left\|\operatorname{Id}-h_{i} h_{i}^{*}\right\|_{2 \rightarrow 2}\left\|S_{i, p+1}\right\|_{2 \rightarrow 2}\left\|b_{i, \ell}\right\|_{\ell_{2}}\left\|w_{i, j}\right\|_{\ell_{2}} \\
& \lesssim \frac{L}{Q}\left\|b_{i, j}\right\| \ell_{2}\left\|b_{i, \ell}\right\|_{\ell_{2}}\left\|w_{i, j}\right\|_{\ell_{2}} \lesssim \frac{K_{i, \mu}}{Q \sqrt{L}} \mu_{p-1}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{j \in \Gamma_{p}}\left\|\left|z_{i, j}\right|\right\|_{\psi_{1}}^{2} \\
& \lesssim \frac{L^{2}}{Q^{2}}\left(\max _{j \in \Gamma_{p}}\left\|w_{i, j}\right\|_{\ell_{2}}^{2}\right) \sum_{j \in \Gamma_{p}}\left|b_{i, j}^{*}\left(\operatorname{Id}-h_{i} h_{i}^{*}\right) S_{i, p+1} b_{i, \ell}\right|^{2} \\
& =\frac{L}{Q}\left(\max _{j \in \Gamma_{p}}\left\|w_{i, j}\right\|_{\ell_{2}}^{2}\right)\left\|T_{i, p}^{\frac{1}{2}}\left(\operatorname{Id}-h_{i} h_{i}^{*}\right) S_{i, p+1} b_{i, \ell}\right\|_{\ell_{2}}^{2} \\
& \lesssim \frac{L}{Q}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2}\left\|w_{i, j}\right\|_{\ell_{2}}^{2} \lesssim \frac{K_{i, \mu}}{Q L} \mu_{p-1}^{2} .
\end{aligned}
$$

Consequently, Theorem 8 applied with $t=(\omega+2) \log L$ yields that

$$
\left|\sum_{j \in \Gamma_{p}} z_{i, j}\right| \lesssim \omega \frac{\mu_{p-1}}{\sqrt{L}} \max \left\{\sqrt{\frac{K_{i, \mu} \log L}{Q}} ; \frac{K_{i, \mu}}{Q} \log L\right\}
$$

with probability $1-\mathcal{O}\left(L^{-\omega-2}\right)$, which shows (VI.55).

Step 3 (Proof of (VI.56)): As for $k_{1} \neq i, k_{2} \neq i$ the vectors $\mathbf{z}_{k_{1}, j}$ and $\mathbf{z}_{k_{2}, j}$ are not independent, we will condition on the random variables $\left\{c_{i, j}\right\}_{j \in \Gamma_{p}}$, use that the random variables $\left\{\mathbf{z}_{k, j}\right\}_{k, j}$ are conditionally independent, and then apply Corollary 10 . For that, we bound

$$
\begin{align*}
& \left|\sum_{k \neq i} \sum_{j \in \Gamma_{p}} \mathbb{E}\left[\mathbf{z}_{k, j}^{*} \mathbf{z}_{k, j} \mid\left\{c_{i, j}\right\}_{j \in \Gamma_{p}}\right]\right|  \tag{VI.61}\\
& \quad=\frac{L^{2}}{Q^{2}} \sum_{k \neq i} \sum_{j \in \Gamma_{p}}\left\|w_{k, j}\right\|_{\ell_{2}}^{2}\left\|c_{i, j}\right\|_{\ell_{2}}^{2}\left|h_{i}^{*} b_{i, j}\right|^{2}\left|h_{i}^{*} S_{i, p+1} b_{i, \ell}\right|^{2} \\
& \quad \leq \mu_{p-1}^{2} \frac{\mu_{h}^{2}}{Q^{2}}\left(\max _{j \in \Gamma_{p}}\left\|c_{i, j}\right\|_{\ell_{2}}^{2}\right) \sum_{k \neq i} \sum_{j \in \Gamma_{p}}\left|h_{i}^{*} b_{i, j}\right|^{2} \\
& \quad \leq \mu_{p-1}^{2} \frac{\mu_{h}^{2}}{L Q}\left(\max _{j \in \Gamma_{p}}\left\|c_{i, j}\right\|_{\ell_{2}}^{2}\right) \sum_{k \neq i}\left\|T_{i, p}^{1 / 2} h_{i}\right\|_{\ell_{2}}^{2} \\
& \quad \lesssim \mu_{p-1}^{2} \frac{r \mu_{h}^{2}}{Q L}\left(\max _{j \in \Gamma_{p}}\left\|c_{i, j}\right\|_{\ell_{2}}^{2}\right) . \tag{VI.62}
\end{align*}
$$

Analogously, using the triangle inequality,

$$
\begin{aligned}
& \left\|\sum_{k \neq i} \sum_{j \in \Gamma_{p}} \mathbb{E}\left[\mathbf{z}_{k, j} \mathbf{z}_{k, j}^{*} \mid\left\{c_{i, j}\right\}_{j \in \Gamma_{p}}\right]\right\|_{2 \rightarrow 2} \\
& =\frac{L^{2}}{Q^{2}} \| \sum_{k \neq i} \sum_{j \in \Gamma_{p}} c_{i, j} c_{i, j}^{*} \mathbb{E}\left[\left|c_{k, j}^{*} w_{k, j}\right|^{2}\right] \\
& \quad \cdot\left|h_{i}^{*} b_{i, j}\right|^{2}\left|h_{i}^{*} S_{i, p+1} b_{i, \ell}\right|^{2} \|_{2 \rightarrow 2} \\
& \quad \leq \frac{L^{2}}{Q^{2}} \sum_{k \neq i} \sum_{j \in \Gamma_{p}}\left\|c_{i, j}\right\|_{\ell_{2}}^{2}\left\|w_{k, j}\right\|_{\ell_{2}}^{2}\left|h_{i}^{*} b_{i, j}\right|^{2}\left|h_{i}^{*} S_{i, p+1} b_{i, \ell}\right|^{2} \\
& \quad(V I .62) \\
& \quad \mu_{p-1}^{2} \frac{r \mu_{h}^{2}}{Q L}\left(\max _{j \in \Gamma_{p}}\left\|c_{i, j}\right\|_{\ell_{2}}^{2}\right) .
\end{aligned}
$$

Conditionally on $\left\{c_{i, j}\right\}_{j \in \Gamma_{p}}$, we can now apply Corollary 10 with $t=(\omega+2) \log L$. Together with the last two estimates this yields that with probability $1-\mathcal{O}\left(L^{-\omega-2}\right)$

$$
\left\|\sum_{k \neq i} \sum_{j \in \Gamma_{p}} \mathbf{z}_{k, j}\right\|_{\ell_{2}} \lesssim_{\omega} \mu_{p-1} \sqrt{\frac{r \mu_{h}^{2}\left(\max _{j \in \Gamma_{p}}\left\|c_{i, j}\right\|_{\ell_{2}}^{2}\right) \log L}{Q L}}
$$

Then, we can truncate the random variables $\left\{c_{i, j}\right\}_{j \in \Gamma_{p}}$ by Lemma 40 and obtain that inequality (VI.56) holds with probability $1-\mathcal{O}\left(L^{-\omega-2}\right)$, if the constant in (VI.52) is chosen large enough.

Step 4 (Proof of (VI.57)): Note that conditionally on $\left\{c_{i, j}\right\}_{j \in \Gamma_{p}} \sum_{k \neq i} \sum_{j \in \Gamma_{p}} z_{k, j}$ is a circular symmetric random variable with variance

$$
\begin{aligned}
& \mathbb{E}\left[\sum_{k \neq i} \sum_{j \in \Gamma_{p}}\left|z_{k, j}\right|^{2} \mid\left\{c_{i, j}\right\}_{j \in \Gamma_{p}}\right] \\
& =\frac{L^{2}}{Q^{2}} \sum_{k \neq i} \sum_{j \in \Gamma_{p}}\left|b_{i, \ell}^{*} S_{i, p+1}\left(\mathrm{Id}-h_{i} h_{i}^{*}\right) b_{i, j}\right|^{2}\left\|w_{k, j}\right\|_{\ell_{2}}^{2}\left|c_{i, j}^{*} m_{i}\right|^{2} \\
& \leq \mu_{p-1}^{2} \frac{1}{Q}\left(\max _{j \in \Gamma_{p}}\left|c_{i, j}^{*} m_{i}\right|^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \sum_{k \neq i}\left\|T_{i, p}^{1 / 2}\left(\mathrm{Id}-h_{i} h_{i}^{*}\right) S_{i, p+1} b_{i, \ell}\right\|_{\ell_{2}}^{2} \\
\lesssim & \mu_{p-1}^{2} \frac{r K_{i, \mu}}{Q L} .
\end{aligned}
$$

Consequently, one obtains that with probability at least 1 -$\mathcal{O}\left(L^{-\omega-2}\right)$

$$
\left|\sum_{k \neq i} \sum_{j \in \Gamma_{p}} z_{k, j}\right| \lesssim \omega \mu_{p-1} \sqrt{\frac{\left(\max _{j \in \Gamma_{p}}\left|c_{i, j}^{*} m_{i}\right|^{2}\right) r K_{i, \mu} \log L}{Q L}}
$$

Thus, by Lemma 40 inequality (VI.57) holds with probability at least $1-\mathcal{O}\left(L^{-\omega-2}\right)$, if the constant in (VI.52) is chosen large enough.
Union bound: By the previous four steps we see that for fixed $p \in[P], \ell \in \Gamma_{p+1}$, and $i \in[r]$ the inequalities (VI.54), (VI.55), (VI.56), (VI.57) hold with probability $1-\mathcal{O}\left(L^{-\omega-2}\right)$. Thus, by (VI.53) and a union bound we have $\mu_{p-1} \leq \frac{1}{4} \mu_{p}$ with probability $1-r Q \mathcal{O}\left(L^{-\omega-2}\right)$ for fixed $p \in[P-1]$. Thus, with probability at most $1-r P Q \mathcal{O}\left(L^{-\omega-2}\right)$ we obtain $\mu_{p-1} \leq \frac{1}{4} \mu_{p}$ for all $p \in[P-1]$. We obtain the desired result as we find $r \lesssim Q \leq L$ and $P Q=L$.
5) An Upper Bound for $\|z\|_{\ell_{2}}$ : In the case of noise, the error bound given by Lemma 18 is proportional to $\|z\|_{\ell_{2}}$, where $z$ is the dual certificate as constructed in (VI.29). Thus, one needs an upper bound for $\|z\|_{\ell_{2}}$. This will be accomplished by the following lemma.

Lemma 35: Let $z \in \mathbb{C}^{L}$ be given by (VI.29) and assume that $\left\|W_{p}\right\|_{F} \leq 4^{-p} \sqrt{r}$. Furthermore, suppose that $\mathcal{A}^{p}$ satisfies the $\delta$-local isometry property (VI.10) with $\delta \leq \frac{1}{4}$ on $\mathcal{T}^{p}$ for all $p \in[P]$. Then

$$
\|z\|_{\ell_{2}} \lesssim \sqrt{r} .
$$

Proof: Observe that

$$
\begin{aligned}
\|z\|_{\ell_{2}} & \leq \sum_{p=1}^{P}\left\|\mathcal{A}^{p} \mathcal{S}^{p}\left(W_{p-1}\right)\right\|_{\ell_{2}} \lesssim \sum_{p=1}^{P}\left\|W_{p-1}\right\|_{F} \\
& \lesssim \sum_{p=0}^{P-1} 4^{-p} \sqrt{r} \lesssim \sqrt{r},
\end{aligned}
$$

where the first equality follows from the definition of $z$ (VI.29) and the triangle inequality. The second inequality is due to the local isometry property (VI.10) and (VI.33). We derive by (VI.34) the desired bound.

## D. Proof of Theorem 6

First of all, recall that by Lemma 20 with probability at least $1-2 \exp (-t)$ it holds that

$$
\begin{equation*}
\gamma=\|\mathcal{A}\|_{F \rightarrow 2} \leq 2 \sqrt{\omega \max \left\{1 ; \frac{r K_{\mu} N}{L}\right\} \log (L+r K N)} . \tag{VI.63}
\end{equation*}
$$

In the following, let $\left\{\Gamma_{p}\right\}_{p=1}^{P}$ be an $\omega$-admissible partition of $[L]$ (see Definition 2), which is a minimizer of (II.8).

From Definition 2 combined with the assumptions on $L$ (see (II.9)) we infer that

$$
\begin{align*}
& Q=\frac{L}{P} \gtrsim r\left(K_{\mu} \log \left(K_{\mu}\right)+N \mu_{h}^{2}\right)(\log L)^{2}  \tag{VI.64}\\
& P \geq \frac{1}{2} \log (8 \gamma \sqrt{r}) . \tag{VI.65}
\end{align*}
$$

Note that due to Theorem 22 and our assumptions on $L$ and $Q$ (and also $\log K_{\mu} \leq \log L$ ) we may assume that the inequalities (VI.9) and (VI.10) hold with probability $1-\mathcal{O}\left(L^{-\omega}\right)$ and constant $\delta=\frac{1}{32}$. Thus, by Lemma 18 applied with $\alpha=\frac{1}{8 \gamma}$, $\beta=\frac{1}{4}$, and $\delta=\frac{1}{4}$ it is enough to construct $Y \in \operatorname{Range}\left(\mathcal{A}^{*}\right)$ which satisfies (VI.1) and (VI.2). This is achieved by the Golfing Scheme as explained in Section VI-C.1: Note that the assumption of Lemma 31 is given by (VI.65) and (VI.10). Thus, it holds that $\left\|W_{p}\right\|_{F} \leq 4^{-p} \sqrt{r}$ for all $p \leq P$ and, by (VI.28), $Y=Y_{P}$ satisfies Condition (VI.1). Furthermore, observe that Lemma 34 implies that with probability $1-$ $\mathcal{O}\left(L^{-\omega}\right)$ one has $\mu_{p} \leq \frac{1}{4} \mu_{p-1}$ for all $p \in[P-1]$. Using this fact and $\left\|W_{p}\right\|_{F} \leq 4^{-p} \sqrt{r}$ it follows from Lemma 32 that Condition (VI.2) is fulfilled. Using a union bound we conclude that with probability $1-\mathcal{O}\left(L^{-\omega}\right)$ the approximate dual certificate $Y=Y_{P}$ satisfies the assumptions in Lemma 18. Thus, if $\hat{X}$ is a minimizer of (I.5) it satisfies the estimation error (VI.3).
It remains to prove the upper bound for the estimation error in order to obtain inequality (II.10). Note that by Lemma 35 we have that $\|z\|_{e_{2}} \lesssim \sqrt{r}$. Thus, in combination with (VI.63) we derive

$$
\begin{aligned}
\left\|\hat{X}-X^{0}\right\|_{F} & \lesssim(1+\gamma)\left(1+\|z\|_{\ell_{2}}\right) \tau \\
& \lesssim \omega \tau \sqrt{r \max \left\{1 ; \frac{r K_{\mu} N}{L}\right\} \log L}
\end{aligned}
$$

This finishes the proof.

## Appendix A <br> Construction of the Partition $\left\{\Gamma_{p}\right\}_{p \in[P]}$

## A. Proof of Lemma 3

The goal of this section is to prove Lemma 3. Our proof will rely on the following lemma.
Lemma 36: Fix $i \in[r]$ and let $Q \in(0, L), \delta>0$ and $v \in(0,1)$. Assume that

$$
\begin{equation*}
Q \geq C \frac{K_{i, \mu}}{v^{2}} \log \frac{K_{i}}{\delta} \tag{A.1}
\end{equation*}
$$

where $C>0$ is an absolute constant and let $\hat{\delta}_{1}, \ldots, \hat{\delta}_{L}$ be independent, identically distributed random variables such that

$$
\mathbb{P}\left(\hat{\delta}_{1}=1\right)=\frac{Q}{L} \text { and } \mathbb{P}\left(\hat{\delta}_{1}=0\right)=1-\frac{Q}{L} .
$$

Then with probability exceeding $1-\delta$ we have that

$$
\left\|\frac{L}{Q} \sum_{\ell=1}^{L} \hat{\delta}_{\ell} b_{i, \ell} b_{i, \ell}^{*}-I d\right\|_{2 \rightarrow 2} \leq v
$$

A proof of this lemma can be obtained using arguments contained in the proof of [66, Th. 1.2]. For the sake of
completeness we will give a proof below (relying on different techniques). Our proof of Lemma 3 will use essentially the same ideas as in [27], but has been slightly refined.

Proof of Lemma 3: Let $\hat{\delta}_{1}, \ldots, \hat{\delta}_{k}$ be independent, uniformly distributed random variables which take values in $[P]$. For $p \in[P]$ we define

$$
\Gamma_{p}=\left\{\ell \in[L]: \hat{\delta}_{\ell}=p\right\}
$$

Thus, $\left\{\Gamma_{p}\right\}_{p \in[P]}$ is a partition of $[L]$. To finish the proof it is enough to show that with positive probability the partition $\left\{\Gamma_{p}\right\}_{p \in[P]}$ has the required properties, i.e., for all $p \in[P]$, (II.5) holds and $\frac{1}{2} Q \leq\left|\Gamma_{p}\right| \leq \frac{3}{2} Q$. For $i \in[r]$ and $p \in[P]$ we define the event

$$
A_{i, p}=\{(I I .5) \text { fails }\}=\left\{\left\|\frac{L}{Q} \sum_{\ell \in \Gamma_{p}} b_{i, \ell} b_{i, \ell}^{*}-\mathrm{Id}\right\|_{2 \rightarrow 2}>v\right\}
$$

Set $\delta=\frac{1}{3 r P}$ and note that $\log \left(\frac{K}{\delta}\right)=\log (3 r P K) \lesssim$ $\log (\max \{r ; P ; K\})$. Thus, by Lemma 36 we get that $\mathbb{P}\left(A_{i, p}\right) \leq \frac{1}{3 r P}$, if the constant in inequality (II.6) is chosen large enough. By a union bound over all choices of $i$ and $p$, (II.5) follows with probability at least $\frac{1}{3}$. It remains to control the size of the sets $\left\{\Gamma_{p}\right\}_{p \in[P]}$. By the Bernstein inequality for bounded random variables (e.g., [65, Corollary 7.31]) we obtain that for fixed $p \in[P]$ one has $\frac{Q}{2} \leq\left|\Gamma_{p}\right| \leq \frac{3 Q}{2}$ with probability at least $1-2 \exp \left(\frac{-Q}{10}\right) \geq 1-\frac{1}{2 P}$, where the last inequality follows from (II.6), if the constant $C$ is chosen large enough. Thus, by another union bound we observe

$$
\mathbb{P}\left(\frac{Q}{2} \leq\left|\Gamma_{p}\right| \leq \frac{3 Q}{2} \text { for all } p \in[P]\right)>\frac{1}{2} .
$$

Thus with positive probability the partition $\left\{\Gamma_{p}\right\}_{p \in[P]}$ has the required properties. In particular, this implies the existence of a partition $\left\{\Gamma_{p}\right\}_{p \in[P]}$ with the properties stated in Lemma 3. $\square$

## B. Proof of Lemma 36

As already mentioned before this lemma can be proven using arguments from the proof [66, Th. 1.2]. The arguments in this article are based on Talagrand's inequality [67] and Rudelson's Lemma [68]. Recent technical advances (see [56]) allow us to give a simplified proof.

Proof: The goal is to use the matrix Bernstein inequality to estimate the spectral norm of

$$
Y=\frac{L}{Q} \sum_{\ell=1}^{L} \hat{\delta}_{\ell} b_{i, \ell} b_{i, \ell}^{*}-\mathrm{Id}
$$

We will decompose $Y$ into a sum of independent random matrices with mean zero. Thus, by setting

$$
Y_{\ell}=\left(\hat{\delta}_{\ell}-\frac{Q}{L}\right) \frac{L}{Q} b_{i, \ell} b_{i, \ell}^{*}
$$

we obtain $Y=\sum_{\ell=1}^{L} Y_{\ell}$ and $\mathbb{E} Y_{\ell}=0$ for all $\ell \in[L]$ due to $\mathrm{Id}=\sum_{\ell=1}^{L} b_{i, \ell} b_{i, \ell}^{*}$. To apply the matrix Bernstein inequality
we need first to obtain an upper bound for $\left\|\mathbb{E} Y^{2}\right\|_{2 \rightarrow 2}$. For that purpose note that
$\mathbb{E} Y^{2}=\sum_{\ell=1}^{L} \mathbb{E} Y_{\ell}^{2}=\sum_{\ell=1}^{L} \mathbb{E}\left[\left(\hat{\delta}_{\ell}-\frac{Q}{L}\right)^{2}\right] \frac{L^{2}}{Q^{2}}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2} b_{i, \ell} b_{i, \ell}^{*}$.
Observe that $\mathbb{E}\left[\left(\hat{\delta}_{\ell}-\frac{Q}{L}\right)^{2}\right]=\frac{Q(L-Q)}{L^{2}}$, which implies

$$
\mathbb{E} Y^{2}=\frac{L-Q}{L} \sum_{\ell=1}^{L} \frac{L\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2}}{Q} b_{i, \ell} b_{i, \ell}^{*}
$$

Thus, by $\sum_{\ell=1}^{L} b_{i, \ell} b_{i, \ell}^{*}=\mathrm{Id}$ and the definition of $K_{i, \mu}$ we get

$$
\begin{aligned}
\left\|\mathbb{E} Y^{2}\right\|_{2 \rightarrow 2} & \leq \frac{L-Q}{L}\left(\max _{\ell \in[L]} L\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2}\right)\left\|\sum_{\ell=1}^{L} b_{i, \ell} b_{i, \ell}^{*}\right\|_{2 \rightarrow 2} \\
& \leq \frac{K_{i, \mu}}{Q}
\end{aligned}
$$

Furthermore, for all $\ell \in[L]$ we have

$$
\begin{aligned}
\left\|Y_{\ell}\right\|_{2 \rightarrow 2} & \leq \max \left\{\frac{Q}{L} ; \frac{L-Q}{L}\right\} \frac{L}{Q}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2} \\
& \leq \frac{L}{Q}\left\|b_{i, \ell}\right\|_{\ell_{2}}^{2} \leq \frac{K_{i, \mu}}{Q} \quad \text { almost surely. }
\end{aligned}
$$

Thus, we can apply the matrix Bernstein inequality in the version of [56, Th. 6.6.1] to obtain

$$
\begin{aligned}
\mathbb{P}\left(\|Y\|_{2 \rightarrow 2} \geq v\right) & \leq K \exp \left(\frac{-v^{2} / 2}{\left(1+\frac{v}{3}\right) K_{i, \mu} / Q}\right) \\
& \stackrel{\text { A.1) }}{\leq} K \exp \left(\frac{-C \log (K / \delta)}{2\left(1+\frac{v}{3}\right)}\right) .
\end{aligned}
$$

As we have $0<v<1$ this yields the claim if the constant $C>0$ in (A.1) is chosen large enough.

## Appendix B

## Circular-Symmetric Complex Normal Random Variables

In this section we will recall some useful facts concerning random variables which have a circular-symmetric complex normal distribution $\mathcal{C N}\left(0, \sigma^{2}\right)$ with zero mean and variance $\sigma^{2}$. This means that their real and imaginary parts are uncorrelated jointly Gaussian with zero mean and variance $\sigma^{2} / 2$ (and are therefore independent). For more details concerning this probability distribution we refer to [69, Sec. A.1.3]. The following two well-known lemmas are concerned with two useful identities. A proof of them can be found for example in [27, Lemma 11 and 12].

Lemma 37: Assume that $c \in \mathbb{C}^{n}$ is a random vector with independent entries $c_{i} \sim \mathcal{C N}(0,1)$. Then we have

$$
\mathbb{E}\left[\left(I d-c c^{*}\right)^{2}\right]=n I d .
$$

Lemma 38: Let $q \in \mathbb{C}^{n}$ be any deterministic vector. Furthermore, assume that $c \in \mathbb{C}^{n}$ is a random vector with independent entries $c_{i} \sim \mathcal{C N}(0,1)$. Then we have

$$
\mathbb{E}\left[\left(c c^{*}-I d\right) q q^{*}\left(c c^{*}-I d\right)\right]=\|q\|_{\ell_{2}}^{2} I d .
$$

The following lemma summarizes well-known facts regarding the tail decay of certain quantities which involve circularsymmetric normal random variables. For the sake of completeness we include a proof.
Lemma 39: Suppose that $c \in \mathbb{C}^{N}$ is a random vector with independent entries $c_{i} \sim \mathcal{C N}(0,1)$. Let $p, q \in \mathbb{C}^{N}$ be arbitrary. Then we have the following inequalities:

$$
\begin{align*}
\left\|\|c\|_{\ell_{2}}\right\|_{\psi_{2}} & \lesssim \sqrt{N}  \tag{B.1}\\
\left\|\left|c^{*} q\right|\right\|_{\psi_{2}} & \lesssim\|q\|_{\ell_{2}}  \tag{B.2}\\
\left\|\left\|\left(c c^{*}-I d\right) q\right\|_{\ell_{2}}\right\|_{\psi_{1}} & \lesssim \sqrt{N}\|q\|_{\ell_{2}}  \tag{B.3}\\
\left\|p^{*}\left(c c^{*}-I d\right) q\right\|_{\psi_{1}} & \lesssim\|p\|_{\ell_{2}}\|q\|_{\ell_{2}} \tag{B.4}
\end{align*}
$$

Proof: In order to prove (B.1) note that

$$
\left\|\|c\|_{\ell_{2}}\right\|_{\psi_{2}}^{2} \lesssim\| \| c\left\|_{\ell_{2}}^{2}\right\|_{\psi_{1}} \leq \sum_{i=1}^{N}\left\|\left|c_{i}\right|^{2}\right\|_{\psi_{1}} \lesssim N .
$$

The first inequality follows from [53, Lemma 5.14] and for the second one we used the triangle inequality. In order to prove (B.2) it is enough to note that $c^{*} q \sim \mathcal{C N}\left(0,\|q\|_{\ell_{2}}^{2}\right)$. (B.3) follows from the inequality chain

$$
\begin{aligned}
\left\|\left\|\left(c c^{*}-\mathrm{Id}\right) q\right\|_{\ell_{2}}\right\|_{\psi_{1}} & \leq\| \| c\left\|_{\ell_{2}}\left|c^{*} q\right|+\right\| q\left\|_{\ell_{2}}\right\|_{\psi_{1}} \\
& \leq\| \| c\left\|_{\ell_{2}}\right\|_{\psi_{2}}\left\|\left|c^{*} q\right|\right\|_{\psi_{2}}+\| \| q\left\|_{\ell_{2}}\right\|_{\psi_{1}} \\
& \lesssim \sqrt{N}\|q\|_{\ell_{2}}+\|q\|_{\ell_{2}} \lesssim \sqrt{N}\|q\|_{\ell_{2}} .
\end{aligned}
$$

In the second inequality we have used the Hoelder inequality (IV.1) and the second line follows directly from (B.1) and (B.2). In a similar way one proves (B.4).

We will also need the following standard fact, which follows from a union bound.
Lemma 40: Let $\omega, L \geq 1$ and $\Gamma$ a finite set. For all $i \in[r]$ let $m_{i} \in \mathbb{C}^{N_{i}}$ such that $\left\|m_{i}\right\|_{\ell_{2}}=1$. Furthermore, assume that $c_{i, j} \in \mathbb{C}^{N_{i}}, i \in[r], j \in \Gamma$, are independent random vectors with i.i.d. entries distributed according to $\mathcal{C N}(0,1)$. Then with probability at least $1-\mathcal{O}\left(L^{-\omega}\right)$ one has

$$
\begin{aligned}
& \max _{i \in[r], j \in \Gamma}\left\|c_{i, j}\right\|_{\ell_{2}} \lesssim \omega \max \{\sqrt{N \log (r|\Gamma|)} ; \sqrt{N \log L}\} \\
& \max _{i \in[r], j \in \Gamma}\left|c_{i, j}^{*} m_{i}\right| \lesssim \omega \max \{\sqrt{\log (r|\Gamma|)} ; \sqrt{\log L}\} .
\end{aligned}
$$

We conclude this section with a proof of Corollary 10.
Proof of Corollary 10: Observe that

$$
\|Z\|_{2 \rightarrow 2} \leq\left\|\sum_{i=1}^{n} \operatorname{Re}\left(\gamma_{i}\right) X_{i}\right\|_{2 \rightarrow 2}+\left\|\sum_{i=1}^{n} \operatorname{Im}\left(\gamma_{i}\right) X_{i}\right\|_{2 \rightarrow 2} .
$$

By Theorem [70, Th. 4.1.1] we obtain that with probability at least $1-\exp (-t)$

$$
\left\|\sum_{i=1}^{n} \operatorname{Re}\left(\gamma_{i}\right) X_{i}\right\|_{2 \rightarrow 2} \leq \frac{1}{\sqrt{2}} \sigma \sqrt{t+\log \left(d_{1}+d_{2}\right)}
$$

and with probability at least $1-\exp (-t)$

$$
\left\|\sum_{i=1}^{n} \operatorname{Im}\left(\gamma_{i}\right) X_{i}\right\|_{2 \rightarrow 2} \leq \frac{1}{\sqrt{2}} \sigma \sqrt{t+\log \left(d_{1}+d_{2}\right)}
$$

Combining these facts yields the result.

## Appendix C <br> Proof of Lemma 26

For $i \in[r]$ let $\mathcal{N}_{i}$ be an $\frac{\varepsilon}{2}$-cover of $B(0,1) \subset \mathbb{C}^{K_{i}}$ with respect to the $\|\cdot\|_{B_{i}}$-norm. Furthermore, let $\mathcal{O}$ be an $\frac{\varepsilon}{2 \sqrt{K_{\mu}}}$-cover of $B(0,1) \subset \mathbb{R}^{r}$ with respect to the $\|\cdot\|_{\ell_{2}}$ norm. We will show that any $Z=\left(u_{1} m_{1}^{*}, \ldots, u_{r} m_{r}^{*}\right) \in B^{m}$ can be approximated by $Y=\left(\sigma_{1} y_{1} m_{1}^{*}, \ldots, \sigma_{r} y_{r} m_{r}^{*}\right)$, where $\sigma=\left(\sigma_{1}, \ldots, \sigma_{r}\right) \in \mathcal{O}$ and $y_{i} \in \mathcal{N}_{i}$. This proves the claim, as the number of such $Y$ 's is bounded by the right-hand side. For that choose $\sigma=\left(\sigma_{1}, \ldots, \sigma_{r}\right) \in \mathcal{O}$ such that

$$
\begin{equation*}
\sqrt{\sum_{i=1}^{r}\left(\left\|u_{i}\right\|_{\ell_{2}}-\sigma_{i}\right)^{2}} \leq \frac{\varepsilon}{2 \sqrt{K_{\mu}}} \tag{C.1}
\end{equation*}
$$

and $y_{i} \in \mathcal{N}_{i}$ such that

$$
\begin{equation*}
\left\|\frac{1}{\left\|u_{i}\right\|_{\ell_{2}}} u_{i}-y_{i}\right\|_{B_{i}} \leq \frac{\varepsilon}{2} \tag{C.2}
\end{equation*}
$$

Then one has for $\hat{Y}=\left(\left\|u_{1}\right\|_{\ell_{2}} y_{1} m_{1}^{*}, \ldots,\left\|u_{r}\right\|_{\ell_{2}} y_{r} m_{r}^{*}\right)$

$$
\begin{aligned}
\|Z-\hat{Y}\|_{B}^{2} & \leq \sum_{i=1}^{r}\left\|u_{i} m_{i}^{*}-\right\| u_{i}\left\|_{\ell_{2}} y_{i} m_{i}^{*}\right\|_{B_{i}}^{2} \\
& =\sum_{i=1}^{r}\left\|u_{i}-\right\| u_{i}\left\|_{\ell_{2}} y_{i}\right\|_{B_{i}}^{2} \\
& \leq \frac{\varepsilon^{2}}{4} \sum_{i=1}^{r}\left\|u_{i}\right\|_{\ell_{2}}^{2}=\frac{\varepsilon^{2}}{4}\|Z\|_{F}^{2} \leq \frac{\varepsilon^{2}}{4} .
\end{aligned}
$$

The first inequality follows from (VI.13) and the next equality follows from

$$
\left\|m_{i}\left(u_{i}-\left\|u_{i}\right\|_{\ell_{2}} y_{i}\right)^{*} b_{i, \ell}\right\|_{\ell_{2}}=\left|\left(u_{i}-\left\|u_{i}\right\|_{\ell_{2}} y_{i}\right)^{*} b_{i, \ell}\right|
$$

which is due to $\left\|m_{i}\right\|_{\ell_{2}}=1$. The subsequent inequality is a consequence of (C.2). The second equality again follows from $\left\|m_{i}\right\|_{\ell_{2}}=1$ for all $i \in[r]$. Similarly,

$$
\begin{aligned}
\|\hat{Y}-Y\|_{B} & \leq \sqrt{\sum_{i=1}^{r}\left\|\left(\left\|u_{i}\right\|_{\ell_{2}}-\sigma_{i}\right) y_{i} m_{i}^{*}\right\|_{B_{i}}^{2}} \\
& =\sqrt{\sum_{i=1}^{r}\left(\left\|u_{i}\right\|_{\ell_{2}}-\sigma_{i}\right)^{2}\left\|y_{i}\right\|_{B_{i}}^{2}} \\
& \leq \sqrt{K_{\mu} \sum_{i=1}^{r}\left(\left\|u_{i}\right\|_{\ell_{2}}-\sigma_{i}\right)^{2}} \leq \frac{\varepsilon}{2} .
\end{aligned}
$$

Here the second inequality follows from
$\left\|y_{i}\right\|_{B_{i}}=\sqrt{L} \max _{\ell \in[L]}\left|y_{i}^{*} b_{i, \ell}\right| \leq \sqrt{L}\left\|y_{i}\right\|_{\ell_{2}} \max _{\ell \in[L]}\left\|b_{i, \ell}\right\|_{\ell_{2}} \leq \sqrt{K_{\mu}}$
and the last inequality is a consequence of (C.1). Combining the two inequalities gives $\|Z-Y\|_{B} \leq \varepsilon$ which finishes the proof.
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## B. Core article: Sparse Power Factorization: Balancing peakiness and sample complexity

## Summary

Suppose one is given a signal

$$
y=\mathcal{B}(u, v)
$$

where $\mathcal{B}: \mathbb{C}^{n_{1}} \times \mathbb{C}^{n_{2}} \rightarrow \mathbb{C}^{m}$ is a sesquilinear map and $u \in \mathbb{C}^{n_{1}}$ is $s_{1}$-sparse and $v \in \mathbb{C}^{n_{2}}$ is $s_{2}$-sparse. Our manuscript 43] deals with the question under which circumstances one can recover $u$ and $v$ using a tractable (i.e., polynomial-time) algorithm.
Note that there is a unique linear map $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \rightarrow \mathbb{C}^{m}$ such that $\mathcal{A}\left(u v^{*}\right)=\mathcal{B}(u, v)$ for all $u \in \mathbb{C}^{n_{1}}$ and $v \in \mathbb{C}^{n_{2}}$. In this paper we assume as in [77] that $\mathcal{A}$ can be represented as

$$
(\mathcal{A}(X))(\ell)=\operatorname{Tr}\left(A_{\ell}^{*}, X\right),
$$

where $\left\{A_{\ell}\right\}_{\ell=1}^{m}$ are i.i.d. random Gaussian matrices.
Lee, Wu , and Bresler proposed the follow two-step approach to recover $u$ and $v$. First one uses a modified spectral initialization to obtain an initial guess $v^{\prime}$ for $v$. Having obtained this initial guess one uses an alternating minimization algorithm to iterativey refine the initial guess. They could show the following result for a fixed constant $0<\mu<1$. If $\|u\|_{\infty} \geq \mu\|u\|,\|v\|_{\infty} \geq \mu\|v\|$, and

$$
m \gtrsim\left(s_{1}+s_{2}\right) \log \left(\max \left\{\frac{n_{1}}{s_{1}} ; \frac{n_{2}}{s_{2}}\right\}\right),
$$

then their proposed algorithm is able to recover $u$ and $v$ with high probability. The condition on $u$ and $v$ means that a large fraction of the $\ell_{2}$-mass of then vector is concentrated on one entry, which is arguably a rather restrictive condition. The question we examined in the article [43] was, whether we one can relaxe these conditions at the price of a slightly increased amount of measurements.

In our main result we have shown that this is indeed the case. Namely we could derive recovery guantees under the assumption that the parameter $\mu$ varies and under the assumption is concentrated on a few, but possibly more than one entry. A precise statement of our result can be found in [43, Theorem 2]

## Statement of individual contribution

This paper builds upon a Master's thesis by Jakob Geppert that made initial steps in the direction of an appropriate initialization procedure but encountered some technical difficulties. Under my lead, we could overcome these difficulties subsequently, which resulted in the publication [43. Felix Krahmer and Jakob Geppert provided technical input in joint discussions. The ingredients and understanding that had to be added account for the core of the paper. I was fully responsible for writing and preparing this manuscript. Felix Krahmer and I proofread and polished the article together.
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#### Abstract

In many applications, one is faced with an inverse problem, where the known signal depends in a bilinear way on two unknown input vectors. Often at least one of the input vectors is assumed to be sparse, i.e., to have only few non-zero entries. Sparse power factorization (SPF), proposed by Lee, Wu, and Bresler, aims to tackle this problem. They have established recovery guarantees for a somewhat restrictive class of signals under the assumption that the measurements are random. We generalize these recovery guarantees to a significantly enlarged and more realistic signal class at the expense of a moderately increased number of measurements.


Keywords Bilinear inverse problems • Sparse power factorization •
Compressed sensing

Mathematics Subject Classification (2010) 94A12

[^4]Dominik Stöger

Jakob Geppert

Felix Krahmer

[^5]
## 1 Introduction

Many measurement operations in signal and image processing as well as in communication follow a bilinear model. Namely, in addition to the measurements depending linearly on the unknown signal, also certain parameters of the measurement procedure enter in a linear fashion. Hence, one cannot employ a linear model (for example, in connection compressed sensing techniques [7]) unless one has an accurate estimate of these parameters.

When such estimates are not available or too expensive to obtain, there are certain asymmetric scenarios when one of the inputs can be recovered even though the other one is out of reach (e.g., [21, 37], this scenario is sometimes referred to as passive imaging). In most cases, however, the natural aim will be to recover both the signal and the parameters, that is, to solve the associated bilinear inverse problem. Even when some estimates of the parameters are available, such a unified approach will be preferred in many situations, especially when information is limited. Consequently, the study of bilinear inverse problems, including but not limited to the important problem of blind deconvolution, has been an active area of research for many years [13].

Observing that bilinear maps admit a representation as a linear map in the rank-one outer product of the unknown signal and the parameter vector, one can approach such problems using tools from the theory of low-rank recovery (see, e.g., [1, 17, 26]). Under sparsity assumptions, that is, when the signals and/or parameter vectors admit an approximate representation using just a small (but unknown) subset of an appropriate basis (for more details regarding when such assumptions appear in bilinear inverse problems, see [25]), however, the direct applicability of these approaches is limited, as two competing objectives arise: one aims to simultaneously minimize rank and sparsity. As a consequence, the problem becomes considerably more difficult; Oymak et al., for example, have demonstrated that minimizing linear combinations of the nuclear norm (a standard convex proxy for the rank) and the $\ell_{1}$ norm (the corresponding quantity for sparsity) exhibits suboptimal scaling [31]. In fact, it is not even clear if without additional assumptions efficient recovery is at all possible for a near-linear number of measurements (as it would be predicted identifiability considerations [18]).

Recently, a number of non-convex algorithms for bilinear inverse problems have been proposed. For example, for such problems without sparsity constraints, several such algorithms have been analyzed for blind deconvolution and related problems [24, 27] with near-optimal recovery guarantees. In contrast, our understanding of bilinear inverse problems with sparsity constraints is only in its beginning. Recently, several algorithms have been analyzed for sparse phase retrieval [4,33] or blind deconvolution with sparsity constraints [32]. The recovery guarantees for these algorithms, however, are either suboptimal in the number of necessary measurements or only local convergence guarantees are available, i.e., one relies on the existence of a good initialization. (A noteworthy exception is the two related papers [3, 14], where a two-stage approach for (sparsity) constrained bilinear inverse problems is proposed,
which achieves recovery at near-optimal rate. However, the algorithm relies on a special nested structure of the measurements, which is not feasible for many practical applications.)

In [23], Lee, Wu, and Bresler introduced the sparse power factorization (SPF) method together with a tractable initialization procedure based on alternating minimization. They also provide a first performance analysis of their method for random bilinear measurements in the sense that their lifted representation is a matrix with independent Gaussian entries. That is, they work with linear operators $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \longrightarrow \mathbb{C}^{m}$ that admit a representation as

$$
(\mathcal{A}(X))(\ell)=\operatorname{trace}\left(A_{\ell}^{*} X\right)
$$

for i. i. d. Gaussian matrices $A_{\ell} \in \mathbb{C}^{n_{1} \times n_{2}}$.
For such measurements, they show that with high probability, SPF converges locally to the right solution, i.e., one has convergence for initializations not too far from the signal to be recovered.

For signals that have a very large entry, they also devise a tractable initialization procedure-they call it thresholding initialization-such that one has global convergence to the right solution. Local convergence has also been shown for the multi-penalty approach $A-T-L A S_{1,2}$ [10], but to our knowledge, comparable global recovery guarantees are not available to date. This is why we focus on SPF in this paper, using the results of [23] as our starting point.

The precise condition for their guarantee to hold is that both (normalized) input signals need to be larger than some $c>\frac{1}{2}$ in supremum norm-more than one quarter of its mass needs to be located in just one entry, that is, the signals must have a very high peak-to-average power ratio.

In this paper, we considerably weaken this rather strong restriction in two ways. Firstly, we show that similar results hold for smaller lower bounds $c$ at the expense of a moderately increased number of measurements. Secondly, we show that similar results can be obtained when the mass of one of the signals is concentrated in more than one, but still a small number of entries.

The SPF algorithm, the thresholding initialization, and the resulting recovery guarantees are reviewed in Section 2 before we discuss and prove our results in Sections 4 and 5.

### 1.1 Notation

Throughout the paper, we will use the following notation. By [ $n$ ], we will denote the set $\{1 ; \ldots ; n\}$. For any set $J$, we will denote its cardinality by $|J|$. For a vector $v \in \mathbb{C}^{m}$, we will denote by $\|v\|$ its $\ell_{2}$-norm and by $\|v\|_{\infty}$ the modulus of its largest entry. If $J \subset[n]$, we will by $v_{J}$ denote the restriction of $v$ to elements indexed by $J$. For matrices $A \in \mathbb{C}^{n_{1} \times n_{2}}$, we will denote by $\|A\|_{F}$ its Frobenius norm and by $\|A\|$ its spectral norm, i.e., the largest singular value of $A$.

## 2 Sparse power factorization: algorithm and initialization

### 2.1 Problem formulation

Let $b \in \mathbb{C}^{m}$ be given by

$$
b:=B(u, v)+z,
$$

where $B: \mathbb{C}^{n_{1}} \times \mathbb{C}^{n_{2}} \rightarrow \mathbb{C}^{m}$ is a bilinear map and $z \in \mathbb{C}^{m}$ is noise. Recall that one can represent the bilinear map $B: \mathbb{C}^{n_{1}} \times \mathbb{C}^{n_{2}} \rightarrow \mathbb{C}^{m}$ by a linear map $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \longrightarrow \mathbb{C}^{m}$, which satisfies

$$
B(u, v)=\mathcal{A}\left(u v^{*}\right)
$$

for all vectors $u \in \mathbb{C}^{n_{1}}$ and all $v \in \mathbb{C}^{n_{2}}$. Note that such a linear map $\mathcal{A}$ is characterized by a (unique) set of matrices $\left\{A_{\ell}\right\}_{\ell=1}^{m} \subset \mathbb{C}^{n_{1} \times n_{2}}$ such that the $\ell$ th entry of $\mathcal{A}(X)$ is given by

$$
\begin{equation*}
(\mathcal{A}(X))(\ell)=\operatorname{trace}\left(A_{\ell}^{*} X\right) \tag{1}
\end{equation*}
$$

In this notation, our goal will be to reconstruct $u$ and $v$ from linear measurements given by

$$
b_{\ell}=\operatorname{trace}\left(A_{\ell}^{*} u v^{*}\right)
$$

At the core of the Sparse Power Factorization Algorithm, as introduced in [23], are the linear operators $F: \mathbb{C}^{n_{2}} \longrightarrow \mathbb{C}^{m \times n_{1}}$ and $G: \mathbb{C}^{n_{1}} \longrightarrow \mathbb{C}^{m \times n_{2}}$ defined by

$$
F(y):=\left(\begin{array}{c}
y^{*} A_{1}^{*} \\
\vdots \\
y^{*} A_{m}^{*}
\end{array}\right), \quad G(x):=\left(\begin{array}{c}
x^{*} A_{1} \\
\vdots \\
x^{*} A_{m}
\end{array}\right)
$$

A direct consequence of this definition is that

$$
\mathcal{A}\left(x y^{*}\right)=[F(y)] x=\overline{[G(x)] y}
$$

for all $x \in \mathbb{C}^{n_{1}}$ and all $y \in \mathbb{C}^{n_{2}}$.

### 2.2 Sparse power factorization

The idea of sparse power factorization is to iteratively update estimates $u_{t}$ and $v_{t}$ for $u$ and $v$ in an alternating fashion. That is, in each iteration, one keeps one of $v_{t}$ and $u_{t}$ fixed and updates the respective other one by solving a (underdetermined) linear system. Solving each of these linear systems then amounts to solving a linear inverse problem with sparsity constraints. Hence, many pursuit algorithms proposed in the context of compressed sensing can be applied such as CoSaMP [30], Hard Thresholding Pursuit [11], or Basis Pursuit. In [23], the authors used Hard Thresholding Pursuit (HTP) for their analysis and in this paper, we will also restrict ourselves to HTP. With this, the Sparse Power Factorization Algorithm reads as follows.

```
Algorithm 1 Algorithm 1 in [23].
Input: Operator \(\mathcal{A}\), Measurement \(b\), Sparsity Constraints \(s_{1}, s_{2}\), Initialisation \(v_{0}\).
Output: Estimate \(\widehat{X}\).
    \(t \leftarrow 0\)
    while stop condition not satisfied do
        \(t \leftarrow t+1\)
        \(v_{t-1} \leftarrow \frac{v_{t-1}}{\left\|v_{t-1}\right\|}\)
        if \(s_{1}<n_{1}\) then
            \(u_{t} \leftarrow \operatorname{HTP}\left(\mathrm{~F}\left(v_{t-1}\right), b, s_{1}\right)\)
        else
            \(u_{t} \leftarrow \arg \min \left\|b-\left[\mathrm{F}\left(v_{t-1}\right)\right] x\right\|^{2}\)
        end if
        \(u_{t} \leftarrow \frac{u_{t}}{\left\|u_{t}\right\|}\)
        if \(s_{2}<n_{2}\) then
            \(v_{t} \leftarrow \operatorname{HTP}\left(\mathrm{G}\left(u_{t}\right), \bar{b}, s_{2}\right)\)
        else
            \(v_{t} \leftarrow \underset{b}{\arg \min }\left\|\bar{b}-\left[\mathrm{G}\left(u_{t}\right)\right] b\right\|^{2}\)
        end if
    end while
    return \(\widehat{X} \leftarrow u_{t} v_{t}^{*}\)
```

The Hard Thresholding Pursuit Algorithm is defined as follows:

```
Algorithm 2 HTP(A, b, s).
Input: Measurement matrix \(A \in \mathbb{C}^{m \times n}\), measurement \(b \in \mathbb{C}^{m}\), sparsity constraint \(s \in \mathbb{N}\).
Output: \(\hat{x} \in \mathbb{C}^{n}\).
    \(t \leftarrow 0\)
    while stop condition not satisfied do
        \(t \leftarrow t+1\)
        \(w=x_{t-1}+A^{*}\left(b-A x_{t-1}\right)\)
        \(J \leftarrow \arg \max \left\|w_{J}\right\|\)
            \(J \subset[n],|J|=s\)
        \(x_{t} \leftarrow \underset{x \cdot \arg \min }{ }\|A x-b\|\)
        \(x: \operatorname{supp}(x) \subset J\)
    end while
    return \(\hat{x} \leftarrow x\)
```


### 2.3 Initialization

As for many other non-convex algorithms (e.g., $[6,15]$ ), the convergence properties of sparse power factorization depend crucially on the choice of the starting
point. In [6, 15], the starting point is chosen via a spectral initialization. That is, one chooses the leading left- and right-singular vectors of $\mathcal{A}^{*}(b)$ as the starting point, where $\mathcal{A}^{*}$ denotes the adjoint of $\mathcal{A}$. The general idea behind this approach is that, if the map $\mathcal{A}$ is random, under appropriate assumptions, the leading eigenvectors of $\mathbb{E}\left[\mathcal{A}^{*}(y)\right]$ are given by $u$ and $v$. Indeed, under the assumptions in this manuscript (see Section 3), we have that $\mathbb{E}\left[\mathcal{A}^{*} \mathcal{A}\right]=I d$. If $z=0$, this implies that $\mathbb{E}\left[\mathcal{A}^{*}(y)\right]=\mathbb{E}\left[\mathcal{A}^{*} \mathcal{A}\left(u v^{*}\right)\right]=u v^{*}$. However, spectral initialization requires that the number of measurements is at the order of $\max \left\{n_{1}, n_{2}\right\}$, as otherwise the matrix $\mathcal{A}^{*}(y)$ will in general not concentrate around its expectation. Hence, spectral initialization will in general not be optimal as it does not take into account the sparsity of the vectors $u$ and $v$. One way to incorporate the sparsity assumption would be to solve the sparse principal component analysis (SparsePCA) problem.

$$
\begin{array}{ll}
\max & \operatorname{Re}\left(\tilde{u}^{*} \mathcal{A}^{*}(b) \tilde{v}\right) \\
\text { subject to } & \|\tilde{u}\|_{0} \leq s_{1},\|\tilde{u}\|=1  \tag{2}\\
& \|\tilde{v}\|_{0} \leq s_{2},\|\tilde{v}\|=1,
\end{array}
$$

where $\|\cdot\|_{0}$ denotes the number of non-zero entries. As it was shown in [23, Proposition 2], Algorithm 1, if initialized by a solution of (2) is able to recover the solution $u$ and $v$ from a number of measurements at the order of $\left(s_{1}+s_{2}\right) \max \left\{\frac{s_{1}}{n_{1}}, \frac{s_{2}}{n_{2}}\right\}$. However, the SparsePCA problem has been shown to be NP-hard [35]. Nevertheless, in the last 15 years, there has been a lot of research on the SparsePCA problem and, in particular, on tractable (i.e., polynomial time) algorithms, which yield good approximations to the true solution. Several computationally tractable algorithms have been proposed for solving (2), e.g., thresholdings algorithms [28], a general version of the power method [16] and semidefinite programs [8]. From the statistical perspective, a particular emphasis has been put for computationally efficient or at least tractable algorithms on the analysis of the single spike model [2, 9, 19]. These approaches, however, require that the number of samples scales with the square of the number of non-zero entries of the signal to estimate (up to log-factors). This raised the question whether there are fundamental barriers preventing the SparsePCA problem to be solved in polynomial time at a sampling rate close to the information theoretic limit. Indeed, it has been shown that an algorithm that achieves this would also allow for an algorithm which solves the $k$-clique problem in polynomial time [5, 36]. However, a widely believed conjecture in theoretical computer science states that this is not the case, which indicates that this approach will not be suited for initializing bilinear recovery problems either.

In this manuscript, we will analyze the following initialization algorithm, which is the one proposed in [23]. For a set $J_{1} \subset[n]$, respectively $J_{2} \subset\left[n_{2}\right]$ in the following, we will denote by $\Pi_{J_{1}}$, respectively $\Pi_{J_{2}}$ the matrix, which projects a vector onto the components which belong to $J_{1}$, respectively $J_{2}$.

```
Algorithm 3 Algorithm 3 in [23].
Input: Operator \(\mathcal{A}\), Measurement \(b\), Sparsity Constraints \(s_{1}, s_{2}\),
Output: Initial guess \(v_{0}\) for \(v \in \mathbb{C}^{n_{2}}\).
    1: For all \(i \in\left[n_{1}\right]\) let \(\xi_{i}\) be the \(\ell_{2}\)-norm of the best \(s_{2}\)-sparse approximation of the \(i\) th row of
    the matrix \(\mathcal{A}^{*}(b) \in \mathbb{C}^{n_{1} \times n_{2}}\).
    Let \(\widehat{J}_{1} \subset\left[n_{1}\right]\) be the set of the \(s_{2}\) largest elements in \(\left\{\xi_{1} ; \xi_{2} ; \ldots ; \xi_{n_{1}}\right\}\)
    Choose \(\widehat{J}_{2}\) to contain the indices of the \(s_{2}\) columns of \(\Pi_{\widehat{J}_{1}} \mathcal{A}^{*}(b)\) largest in \(\ell_{2}\) norm, i.e.,
\[
\begin{equation*}
\widehat{J}_{2}:=\underset{J \subset\left[n_{2}\right],|J|=s_{2}}{\arg \max }\left\|\Pi_{\widehat{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{J}\right\|_{\mathrm{F}} . \tag{3}
\end{equation*}
\]
4: return \(v_{0}\), the leading right singular vector of \(\Pi_{\widehat{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{\widehat{J}_{2}}\).
```


## 3 Previous results

In the following, we will work with model (1), i.e., we observe

$$
\operatorname{trace}\left(A_{\ell}^{*} u v^{*}\right)+z_{\ell}
$$

where $u \in \mathbb{C}^{n_{1}}$ is $s_{1}$-sparse, $v \in \mathbb{C}^{n_{2}}$ is $s_{2}$-sparse, and $z \in \mathbb{C}^{m}$ is noise. As in [23], $v(z)$ will quantify the noise-to-signal ratio by

$$
\begin{equation*}
v(z):=\frac{\|z\|}{\left\|\mathcal{A}\left(u v^{*}\right)\right\|} . \tag{4}
\end{equation*}
$$

In our results, we will make no assumptions on the noise $z$ except that $v(z)$ needs to be smaller than a certain threshold. (Our results will hold for adversarial noise, i.e., the recovery guarantees will hold uniformly for all $z \in \mathbb{C}^{m}$, such that $v(z)$ satisfies this threshold.) For our analysis, $\mathcal{A}$ will be a Gaussian linear operator, that is, all the entries of the matrices $A_{1}, \ldots, A_{m}$ are independent with distribution $\mathcal{C N}\left(0, \frac{1}{m}\right)$. (Here, a complex-valued random variable $X$ has distribution $\mathcal{C N}\left(0, \frac{1}{m}\right)$ if its real and complex part are independent Gaussians with expectation 0 and variance $\sqrt{\frac{\sigma}{2}}$.)

In [23], the authors derived that Algorithm 1, if initialized by Algorithm 3, is able to recover both $u$ and $v$ (up to scale ambiguity), if both $u$ and $v$ belong to a certain restricted class of signals. More precisely, they proved the following result.

Theorem 1 ([23, see Theorem 1 and 4]) Assume that $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \longrightarrow \mathbb{C}^{m}$ is $a$ Gaussian linear operator as described above. Let $b=\mathcal{A}\left(u v^{*}\right)+z$, where $u$ is $s_{1}$-sparse and $v$ is $s_{2}$-sparse. Suppose that $\|u\|_{\infty} \geq 0.78\|u\|,\|v\|_{\infty} \geq 0.78\|v\|$, and that the noise level satisfies $v(z) \leq 0.04$. Then, with probability exceeding
$1-\exp \left(-c_{1} m\right)$, the output of the Algorithm 1, initialized by Algorithm 3, converges linearly to $u v^{*}$ provided that

$$
m \geq c_{2}\left(s_{1}+s_{2}\right) \log \left(\max \left\{\frac{n_{1}}{s_{1}}, \frac{n_{2}}{s_{2}}\right\}\right)
$$

where $c_{1}, c_{2}>0$ are absolute constants.
Note that in order to apply Theorem 1 to signals $u$ and $v$, one needs to require that more than half of the mass of $u$ and $v$ are located in one single entry, which is a severe restriction, which can be prohibitive for many applications. Our goal in the following will be to considerably relax this assumption by slightly increasing the amount of required measurements. We will relax this assumption in two different ways: On the one hand, we will show that one can replace 0.78 by an arbitrary small constant that will then show up in the number of measurements. On the other hand, we generalize the result to the case that a significant portion of mass of $u$ is concentrated on a small number of entries $k$, rather than just one of them.

## 4 Main result

In this section, we will state the main result of this article, Theorem 2. For that, we need to define the quantity

$$
\|x\|_{[k]}:=\max _{I \subset\left[n_{1}\right],|I|=k}\left(\sum_{i \in I}\left|x_{i}\right|^{2}\right)^{1 / 2}=\left(\sum_{i=1}^{k}\left(x_{i}^{*}\right)^{2}\right)^{1 / 2}
$$

for any $x \in \mathbb{C}^{n_{1}}$, where $\left(x_{i}^{*}\right)_{i=1}^{n_{1}}$ denotes the non-increasing rearrangement of $\left(\left|x_{i}\right|\right)_{i=1}^{n_{1}}$. (This is in fact a norm, cf. [29].) Our main requirement on the vector $u$ will be that a significant amount of its mass is located in the largest $k$ entries, i.e., that $\frac{\|u\|_{[k]}}{\|u\|}$ is large enough.

Theorem 2 Let $k \in\left[n_{1}\right]$ and $0<\xi<1,0<\mu<1$. Then, there are absolute constants $C_{1}, C_{2}, C_{3}>0$ such that if

$$
\begin{equation*}
m \geq C_{1} \max \left\{\frac{1}{\xi^{4} \mu^{4}}, \frac{k}{\xi^{2}}\right\}\left(s_{1}+s_{2}\right) \log \left(\max \left\{\frac{n_{1}}{s_{1}}, \frac{n_{2}}{s_{2}}\right\}\right) \tag{5}
\end{equation*}
$$

then with probability at least $1-\exp \left(-C_{2} m\right)$, the following holds.
For all $s_{1}$-sparse $u \in \mathbb{C}^{n_{1}}$ with $\|u\|_{[k]} \geq \xi\|u\|$, all $s_{2}$-sparse $v \in \mathbb{C}^{n_{2}}$ with $\|v\|_{\infty} \geq \mu\|v\|$, and all $z \in \mathbb{C}^{m}$ with $v(z) \leq C_{3} \min \left\{\xi^{2} \mu^{2} ; \frac{\xi}{\sqrt{k}}\right\}$, the iterates $\left\{X_{t}\right\}_{t \in \mathbb{N}}$ generated by applying Algorithm 1, initialized by Algorithm 3, satisfy

$$
\limsup _{t \rightarrow \infty} \frac{\left\|X_{t}-u v^{*}\right\|_{\mathrm{F}}}{\left\|u v^{*}\right\|_{\mathrm{F}}} \leq 8.3 v
$$

Furthermore, the convergence is linear, i.e., for all $t \gtrsim \log \left(\frac{1}{\varepsilon}\right)$, we have that

$$
\begin{equation*}
\frac{\left\|X_{t}-u v^{*}\right\|_{\mathrm{F}}}{\left\|u v^{*}\right\|_{\mathrm{F}}} \leq 8.3 v+\varepsilon \tag{6}
\end{equation*}
$$

In the following, we will discuss some important special cases of Theorem 2.

- Peaky signals: In [23], the authors discuss recovery guarantees for signals $u$ and $v$ with $\frac{\|u\|_{\infty}}{\|u\|}$ and $\frac{\|v\|_{\infty}}{\|v\|}$, both bounded below by an absolute constant $\mu \approx 0.78$. The case $k=1$ of our theorem yields a direct improvement of this result in the sense that $\mu$ can be chosen arbitrarily small with the number of required measurements only increasing by a factor of order $\mu^{-8}$. Hence, even when this constant decays logarithmically in the dimension, the required number of measurements will only increase by logarithmic factors.
- Signals with multiple large entries: When one of the input signals has multiple large entries, using the $\|\cdot\|_{[k]}$ norm improves upon the resulting guarantee as compared to the scenario just discussed. As an example, assume that $s_{1}=s_{2}=s$, that $u$ and $v$ are normalized with $\|v\|_{\infty} \geq c_{1} s^{-1 / 8}$, and that $k=c_{2} s^{1 / 2}$ of the entries of $u$ are of absolute value at least $c_{3} s^{-1 / 4}$. Then, $\|u\|_{[k]} \geq \sqrt{c_{2}} c_{3}$. Using Theorem 2, we obtain that the vectors $u$ and $v$ can be recovered if the number of measurements is on the order of $s^{3 / 2}$, thus below the order of $s^{2}$ that has been established for arbitrary sparse signals in [25] (cf. next item). In contrast, applying Theorem 2 with $k=1$ would yield that the number of measurements would have to be on the order of $s^{5 / 2}$, which is worse than the state-of-the-art.
- Arbitrary sparse signals: Applying Theorem 2 to non-peaky signals yields suboptimal results. Indeed, let $u \in \mathbb{C}^{n_{1}} s_{1}$-sparse and $v \in \mathbb{C}^{n_{2}} s_{2}$-sparse be generic vectors. Observe that $\|v\|_{\infty} \asymp \frac{1}{\sqrt{s_{2}}}\|v\|$. Consequently, Theorem 2 applied with $\xi=1, k=s_{1}$, and $\mu=\frac{1}{\sqrt{s_{2}}}$ yields that with high probability a generic $s_{1}$-sparse $u$ and a generic $s_{2}$-sparse $v$ can be recovered from $y=\mathcal{A}\left(u v^{*}\right)+z$, if the number of measurements satisfies

$$
m \geq C \max \left\{s_{1} ; s_{2}^{2}\right\}\left(s_{1}+s_{2}\right) \log \left(\max \left\{\frac{n_{1}}{s_{1}}, \frac{n_{2}}{s_{2}}\right\}\right)
$$

and if the noise level $v$ is on the order of $\mathcal{O}\left(\max \left\{\frac{1}{s_{2}} ; \frac{1}{\sqrt{s_{1}}}\right\}\right)$. Previous results (see, e.g., [25]), in contrast, require $m \geq C \max \left\{s_{1}^{2} ; s_{2}^{2}\right\} \log \left(\max \left\{\frac{n_{1}}{s_{1}}, \frac{n_{2}}{s_{2}}\right\}\right)$ samples.

Remark 1 The peakiness assumptions in Theorem 2 may seem arbitrary at first sight but in certain applications they are reasonable. Namely, when $u$ is the signal transmitted via a wireless channel and $v$ is the unknown vector of channel parameters, it is natural to assume that $v$ has a large entry, as the direct path will always carry most of the energy. The signal $u$ can be modified by the sender, so some large entries can be artificially introduced. In this regard, being able to consider multiple entries of comparable size is of advantage as adding a single very large entry will result in a dramatic increase of the peak-to-average power ratio.

## 5 Proofs

### 5.1 Technical tools

The goal of this section is to prove Theorem 2 . We will start by recalling the following variant of the well-known restricted isometry property.

Definition 1 (see [23]) A linear operator $\mathcal{A}$ has the ( $s_{1}, s_{2}, r$ )-restricted isometry property with constant $\delta>0$ if

$$
\begin{equation*}
(1-\delta)\|X\|_{F}^{2} \leq\|\mathcal{A}(X)\|^{2} \leq(1+\delta)\|X\|_{F}^{2} \tag{7}
\end{equation*}
$$

for all matrices $X \in \mathbb{C}^{n_{1} \times n_{2}}$ of rank at most $r$ with at most $s_{1}$ non-zero rows and at most $s_{2}$ non-zero columns.

The following lemma tells us that this property holds with high probability for a number of measurements close to the information-theoretic limit.

Lemma 1 (See, e.g., Theorem 2 in [23]) There are absolute constants $c_{1}, c_{2}>0$, such that if

$$
\begin{equation*}
m \geq \frac{c_{1}}{\delta^{2}} r\left(s_{1}+s_{2}\right) \log \left(\max \left\{\frac{n_{1}}{s_{1}}, \frac{n_{2}}{s_{2}}\right\}\right) \tag{8}
\end{equation*}
$$

for some $\delta>0$, then with probability at least $1-\exp \left(-c_{2} m\right) \mathcal{A}$ has the $\left(s_{1}, s_{2}, r\right)$ restricted isometry property with restricted isometry constant $\delta$.

As in [23, Lemma 6], we will need the following quantity, which depends on $\delta$ and $\nu$.

$$
\begin{equation*}
\omega_{\text {sup }}:=\sup \left\{\omega \in\left[0, \frac{\pi}{2}\right): \sin (\omega) \geq C_{\delta}[\delta \tan (\omega)+(1+\delta) v \sec (\omega)]\right\} \tag{9}
\end{equation*}
$$

Here, the constant $C_{\delta}$ is given by the expression

$$
C_{\delta}=1.01 \frac{\sqrt{\frac{2}{1-\delta^{2}}}+\frac{1}{1-\delta}}{1-\sqrt{\frac{2}{1-\delta^{2}}} \delta},
$$

as it can be seen by an inspection of the proof of Lemma 3 in [23]. The precise value of $C_{\delta}$ will not be important in the following, we will only use that $2 \leq C_{\delta} \leq 5$ for $\delta \leq 0.04$.

A simple estimate for $\omega_{\text {sup }}$ is given by the following lemma.
Lemma 2 Assume that $0<\delta \leq 0.04$ and $v \leq 0.04$. Then, it holds that

$$
\frac{1}{2} \leq \sin \left(\omega_{\text {sup }}\right) \leq 1
$$

Proof We observe that in order to show the claim, it is enough to verify that $\omega=$ $\arcsin \frac{1}{2}$ fulfills the inequality in (9). Indeed, using $\cos \omega=\sqrt{\frac{3}{4}}$ and $C_{\delta} \leq 5$, we obtain that

$$
\begin{aligned}
C_{\delta}\left[\delta \tan \left(\arcsin \frac{1}{2}\right)+(1+\delta) v \sec \left(\arcsin \frac{1}{2}\right)\right] & \leq C_{\delta}\left[0.04 \frac{1 / 2}{\sqrt{3 / 4}}+\frac{1.04 \cdot 0.04}{\sqrt{3 / 4}}\right] \\
& \leq \frac{1}{2}
\end{aligned}
$$

The quantity $\omega_{\text {sup }}$ controls the maximal angle between the initialization $v_{0}$ and the ground truth $v$ such that the sparse power factorization is guaranteed to converge as captured by the following theorem.

Theorem 3 (Theorem 3 in [23]) Assume that:

1) $\mathcal{A}$ has the $\left(3 s_{1}, 3 s_{2}, 2\right)$-RIP with isometry constant $\delta \leq 0.08$.
2) $v \leq 0.08$.
3) The initialization $v_{0}$ satisfies $\sin \left(\angle\left(v_{0}, v\right)\right)<\sin \left(\omega_{\text {sup }}\right)$.

Then, the iterates $\left\{X_{t}\right\}_{t \in \mathbb{N}}$ generated by Algorithm 1, initialized via Algorithm 3, satisfy

$$
\limsup _{t \rightarrow \infty} \frac{\left\|X_{t}-u v^{*}\right\|_{\mathrm{F}}}{\left\|u v^{*}\right\|_{\mathrm{F}}} \leq 8.3 v
$$

Furthermore, the convergence is linear in the sense of (6).
Thus, it remains to verify that the initialization satisfies $\sin \left(\angle\left(v_{0}, v\right)\right)<$ $\sin \left(\omega_{\text {sup }}\right)$. The following lemma gives an upper bound on $\sin \left(\angle\left(v_{0}, v\right)\right)$.

Lemma 3 (Lemma 8 in [23]) Assume that the ( $3 s_{1}, 3 s_{2}$, 2)-restricted isometry property holds for some constant $\delta>0$. Furthermore, assume that $\|u\|=\|v\|=1$. Let $\widehat{J}_{1} \subseteq\left[n_{1}\right]$ and $\widehat{J_{2}} \subseteq\left[n_{2}\right]$ denote the output resulting from Algorithm 3. Denote by $v_{0}$ the leading right-singular vector of $\Pi_{\widehat{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{\widehat{J}_{2}}$. Then, it holds that

$$
\begin{equation*}
\sin \left(\angle\left(v_{0}, v\right)\right) \leq \frac{\left\|\Pi_{\widehat{J}_{1}} u\right\|\left\|\Pi_{\widehat{J}_{2}}^{\perp} v\right\|+(\delta+v+\delta v)}{\left\|\Pi_{\widehat{J}_{1}} u\right\|-(\delta+v+\delta v)} . \tag{10}
\end{equation*}
$$

Furthermore, we will need the following two lemmas for our proof.
Lemma 4 (Lemma 10 in [23]) Let $u$ and $v$ be as in Lemma 5 and assume that the measurement operator $\mathcal{A}$ satisfies the $\left(3 s_{1}, 3 s_{2}, 2\right)$-restricted isometry property with constant $\delta$. Recall that $\widehat{J}_{1} \subset\left[n_{1}\right]$ is the support estimate for $v_{0}$ given by the initialization algorithm 3. Define

$$
\begin{equation*}
\widetilde{J}_{1}:=\left\{j \in\left[n_{1}\right]:\left|u_{j}\right| \geq 2(\delta+v+\delta v)\right\} . \tag{11}
\end{equation*}
$$

Then, we have that $\widetilde{J}_{1} \subset \widehat{J}_{1}$.

Lemma 5 Assume that $\mathcal{A}$ has the $\left(3 s_{1}, 3 s_{2}, 2\right)$-restricted isometry property with isometry constant $\delta>0$ and assume that $u$, respectively $v$, are $s_{1}$-sparse, respectively $s_{2}$-sparse, and satisfy $\|u\|=\|v\|=1$. Let $\widetilde{J}_{1}$ be defined as in (11). Then, it holds that

$$
\left\|\Pi_{\widehat{J}_{1}} u\right\|\left\|\Pi_{\widehat{J}_{2}} v\right\| \geq\left\|\Pi_{\widetilde{J}_{1}} u\right\|\|v\|_{\infty}-2(\delta+v+\delta v)
$$

Lemma 5 is actually a slight generalization of what has been shown in [23, p. 1685]. For completeness, we have included a proof in the Appendix, which closely follows the proof in [23].

### 5.2 Proof of our main result

We will now piece together these ingredients to obtain a sufficient condition; in the remainder of the section, we will then show that the condition holds in our measurement setup. First note that in order to apply Theorem 3, we need to check that $\sin \left(\angle\left(v_{0}, v\right)\right)<\sin \left(\omega_{\text {sup }}\right)$ is satisfied. By Lemma 3, it is sufficient to show that the right-hand side of inequality (10) is strictly smaller than $\sin \left(\omega_{\text {sup }}\right)$. Combining this with the equality $\left\|\Pi_{\widehat{J}_{2}}^{\perp} v\right\|=\sqrt{1-\left\|\Pi_{\widehat{J}_{2}} v\right\|^{2}}$, we obtain the sufficient condition

$$
\left\|\Pi_{\widehat{J}_{1}} u\right\| \sqrt{1-\left\|\Pi_{\widehat{J}_{2}} v\right\|^{2}}<\sin \left(\omega_{\text {sup }}\right)\left(\left\|\Pi_{\widehat{J}_{1}} u\right\|-(\delta+v+\delta v)\right)-(\delta+v+\delta v)
$$

Further manipulations yield that this is equivalent to

$$
\begin{array}{ll}
\left\|\Pi_{\widehat{J}_{1}} u\right\|^{2}< & \left(\sin \left(\omega_{\text {sup }}\right)\left\|\Pi_{\widehat{J}_{1}} u\right\|-\left(1+\sin \left(\omega_{\text {sup }}\right)\right)(\delta+v+\delta v)\right)^{2}  \tag{12}\\
+ & \left\|\Pi_{\widehat{J}_{1}} u\right\|^{2}\left\|\Pi_{\widehat{J}_{2}} v\right\|^{2} .
\end{array}
$$

Hence, in the following, our goal will be to verify (12). We already noticed that the angle $\omega_{\text {sup }}$ measures how much the vector $v_{0}$ given by the initializiation has to be aligned with the ground truth $v$ in order for the sparse power factorization to converge. Consequently, it is natural to expect that the smaller the constant $\delta$ and the noise-to-signal ratio $v$, the less the initializiation vector has to be aligned with the ground truth, i.e., the larger $\omega_{\text {sup }}$ can be. This fact is captured by the following lemma.

Lemma 6 Let $0<\delta \leq 0.04$ and $v \leq 0.04$. Then, it holds that

$$
\sin \left(\omega_{\text {sup }}\right) \geq 1-C_{\delta}^{2}(\delta+2 \delta v+2 v)^{2}
$$

Proof We will first show that it holds that

$$
\begin{equation*}
\sin \left(\omega_{\text {sup }}\right)=C_{\delta}\left[\delta \tan \left(\omega_{\text {sup }}\right)+(1+\delta) v \sec \left(\omega_{\text {sup }}\right)\right] \tag{13}
\end{equation*}
$$

For that, we define the set

$$
\Omega:=\left\{\omega \in[0, \pi / 2): \sin (\omega) \geq C_{\delta}[\delta \tan (\omega)+(1+\delta) \nu \sec (\omega)]\right\}
$$

and note that $\omega_{\text {sup }}=\sup \Omega$. (Note that from Lemma 2 and its proof, it follows that $\Omega$ is nonempty.) We observe that

$$
\begin{equation*}
\lim _{\omega \uparrow \pi / 2} C_{\delta}[\delta \tan (\omega)+(1+\delta) v \sec (\omega)]=+\infty \tag{14}
\end{equation*}
$$

Hence, $\Omega$ is a compact set. In particular, $\omega_{\text {sup }}$ is contained in this set. Now assume by contradiction that

$$
\sin \left(\omega_{\text {sup }}\right)>C_{\delta}\left[\delta \tan \left(\omega_{\text {sup }}\right)+(1+\delta) v \sec \left(\omega_{\text {sup }}\right)\right] .
$$

Because of (14) and as the sine is bounded in $[0, \pi / 2$ ), this implies by continuity that there must be an $\omega \in[0, \pi / 2)$ such that $\omega>\omega_{\text {sup }}$ and $\sin (\omega)=C_{\delta}[\delta \tan (\omega)+(1+$ $\delta) v \sec (\omega)$. Hence, $\omega \in \Omega$, which is a contradiction to the definition of $\omega_{\text {sup }}$. Hence, we have proven equation (13). Using trigonometric identities, we obtain from (13) that

$$
\sin \left(\omega_{\text {sup }}\right)=C_{\delta}\left[\delta \frac{\sin \left(\omega_{\text {sup }}\right)}{\sqrt{1-\sin \left(\omega_{\text {sup }}\right)^{2}}}+(1+\delta) v \frac{1}{\sqrt{1-\sin \left(\omega_{\text {sup }}\right)^{2}}}\right]
$$

Lemma 2 implies that

$$
\sin \left(\omega_{\text {sup }}\right) \leq \frac{\sin \left(\omega_{\text {sup }}\right)}{\sqrt{1-\sin \left(\omega_{\text {sup }}\right)^{2}}} C_{\delta}(\delta+2(1+\delta) v)
$$

Rearranging terms yields that

$$
\sin \left(\omega_{\text {sup }}\right) \geq \sqrt{1-C_{\delta}^{2}(\delta+2 \delta v+2 v)^{2}}
$$

The claim follows then using the fact that $\sqrt{x} \geq x$ for all $x \in[0,1]$.
With these preliminary lemmas, we can now prove the following proposition, which is a slightly more general form of Theorem 2.

Proposition 1 There are absolute constants $c_{1}, c_{2}, c_{3}>0$ such that if

$$
\begin{equation*}
m \geq c_{1} \delta^{-2}\left(s_{1}+s_{2}\right) \log \left(\max \left\{\frac{n_{1}}{s_{1}}, \frac{n_{2}}{s_{2}}\right\}\right), \tag{15}
\end{equation*}
$$

for some $0<\delta<0.01$, then with probability at least $1-\exp \left(-c_{2} m\right)$, the following statement holds uniformly for all $s_{1}$-sparse $u \in \mathbb{C}^{n_{1}}$, $s_{2}$-sparse $v \in \mathbb{C}^{n_{2}}$, and $z \in \mathbb{C}^{m}$ such that $\|u\|=\|v\|=1$ and $v(z) \leq 0.01$ :
Let the measurements be given by $b=\mathcal{A}\left(u v^{*}\right)+z$ for $\mathcal{A}$ Gaussian as above and let $\widetilde{J}_{1}$ be defined by

$$
\begin{equation*}
\widetilde{J}_{1}:=\left\{j \in\left[n_{1}\right]:\left|u_{j}\right| \geq M_{\delta, v}\right\} \tag{16}
\end{equation*}
$$

where

$$
M_{\delta, v}:=2(\delta+v+\delta v)
$$

Then, whenever

$$
\begin{equation*}
\left\|\Pi_{\widetilde{J}_{1}} u\right\|\|v\|_{\infty}>c_{3} \sqrt{M_{\delta, v}} \tag{17}
\end{equation*}
$$

the iterates $\left\{X_{t}\right\}_{t \in \mathbb{N}}$ generated by Algorithm 1 initialized via Algorithm 3 satisfy

$$
\limsup _{t \rightarrow \infty}\left\|X_{t}-u v^{*}\right\|_{\mathrm{F}} \leq 8.3 v
$$

Furthermore, the convergence is linear in the sense of (6).

Proof of Proposition 1 Assumption (15) and Lemma 1 yield that with probability at least $1-\exp (-c m)$, the $\left(3 s_{1}, 3 s_{2}, 2\right)$-restricted isometry property holds with constant $\delta$. For the remainder of the proof, we will consider the event that the restricted isometry property holds for such $\delta$. We obtain

$$
\left\|\Pi_{\widetilde{J}_{1}} u\right\|\|v\|_{\infty} \geq\left(\sqrt{C_{\delta}^{2}+1}+1\right) \sqrt{M_{\delta, v}}
$$

from $2 \leq C_{\delta} \leq 5$ and by choosing the constant $c_{3}$ in assumption (17) large enough. Combining this with Lemma 5, we obtain that

$$
\begin{align*}
\left\|\Pi_{\widehat{J}_{1}} u\right\|\left\|\Pi_{\widehat{J}_{2}} v\right\| & \geq\left\|\Pi_{\widetilde{J}_{1}} u\right\|\|v\|_{\infty}-M_{\delta, v}  \tag{18}\\
& >\sqrt{\left(C_{\delta}^{2}+1\right) M_{\delta, v}}
\end{align*}
$$

where we used that $\sqrt{x} \geq x$ for all $x \in[0,1]$. This yields a lower bound for the second summand of the right-hand side of (12). To bound the first summand, we estimate

$$
\begin{align*}
& \sin \left(\omega_{\text {sup }}\right)\left\|\Pi_{\widehat{J}_{1}} u\right\|-\left(\sin \left(\omega_{\text {sup }}\right)+1\right)(\delta+v+\delta v) \\
\geq & \left(1-C_{\delta}^{2}(\delta+2 v+2 \delta v)^{2}\right)\left\|\Pi_{\widehat{J}_{1}} u\right\|-2(\delta+v+\delta v) \\
\geq & \left\|\Pi_{\widehat{J}_{1}} u\right\|-C_{\delta}^{2}(\delta+2 v+2 \delta v)^{2}-2(\delta+v+\delta v)  \tag{19}\\
\geq & \left\|\Pi_{\widehat{J}_{1}} u\right\|-\left(C_{\delta}^{2}+1\right) M_{\delta, v} \\
\geq & 0 .
\end{align*}
$$

In the first line, we used Lemma 6 and the fact that $\sin \left(\omega_{\text {sup }}\right) \leq 1$. The second line is due to $\left\|\Pi_{\widehat{J}_{1}} u\right\| \leq 1$ and the third inequality is due to $\delta \geq 0, v \geq 0$. In order to verify the last inequality, it is enough to observe that due to Lemma 4 and due to assumption (17) with $c_{3}$ large enough

$$
\left\|\Pi_{\widehat{J}_{1}} u\right\| \geq\left\|\Pi_{\widetilde{J}_{1}} u\right\| \geq\left\|\Pi_{\widetilde{J}_{1}} u\right\|\| \| v \|_{\infty} \geq\left(C_{\delta}^{2}+1\right) M_{\delta, v}
$$

where the last inequality uses that $C_{\delta} \leq 5$ and $0 \leq \delta, v \leq 0.01$. Hence, by squaring (19), we obtain that

$$
\begin{align*}
& \left(\sin \left(\omega_{\text {sup }}\right)\left\|\Pi_{\widehat{J}_{1}} u\right\|-\left(\sin \left(\omega_{\text {sup }}\right)+1\right)(\delta+v+\delta v)\right)^{2} \\
\geq & \left(\left\|\Pi_{\widehat{J}_{1}} u\right\|-\frac{1}{2}\left(C_{\delta}^{2}+1\right) M_{\delta, v}\right)^{2}  \tag{20}\\
\geq & \left\|\Pi_{\widehat{J}_{1}} u\right\|^{2}-\left(C_{\delta}^{2}+1\right) M_{\delta, v}\left\|\Pi_{\widehat{J}_{1}} u\right\| \\
\geq & \left\|\Pi_{\widehat{J}_{1}} u\right\|^{2}-\left(C_{\delta}^{2}+1\right) M_{\delta, v},
\end{align*}
$$

where in the last line, we again used that $\left\|\Pi_{\widehat{J}_{1}} u\right\| \leq 1$. Together with (18), this yields (12), as desired.

Finally, we will deduce Theorem 2 from Proposition 1.

Proof of Theorem 2 We will prove this result by applying Proposition 1 with

$$
\begin{equation*}
\delta=\min \left\{\frac{\xi}{6 \sqrt{2 k}} ; \frac{\xi^{2} \mu^{2}}{8 c_{3}^{2}}\right\} \tag{21}
\end{equation*}
$$

Let $u \in \mathbb{C}^{n_{1}} s_{1}$-sparse, $v \in \mathbb{C}^{n_{2}} s_{2}$-sparse, and $z \in \mathbb{C}^{m}$ such that the assumptions of Theorem 2 are satisfied. Without loss of generality, we may assume in the following that $\|u\|=\|v\|=1$. First, we note that invoking $\delta, v<0.01$ and potentially decreasing the size of $C_{3}$, we have that

$$
2(\delta+v(z)+\delta v(z))<2(\delta+2 v(z)) \leq \frac{\xi}{\sqrt{2 k}}
$$

Hence, we obtain that

$$
\begin{equation*}
\breve{J}_{1}:=\left\{j \in\left[n_{1}\right]:\left|u_{j}\right| \geq \frac{\xi}{\sqrt{2 k}}\right\} \subset \widetilde{J}_{1} \tag{22}
\end{equation*}
$$

where $\widetilde{J}_{1}$ is the set defined in (16). Note that

$$
\sum_{i \in[k] \backslash \breve{J}_{1}}\left(u_{i}^{*}\right)^{2}<\sum_{i \in[k] \backslash \breve{J}_{1}} \frac{\xi^{2}}{2 k} \leq \frac{\xi^{2}}{2}
$$

where in the first inequality, we have used that $u_{i}^{*}<\frac{\xi}{\sqrt{2 k}}$ for all $i \in[k] \backslash \breve{J}_{1}$. By the assumption $\|u\|_{[k]} \geq \xi$, this yields that $\sum_{i \in[k] \cap \breve{J}_{1}}\left(u_{i}^{*}\right)^{2} \geq \frac{\xi^{2}}{2}$, which in turn implies that $\left\|\Pi_{\breve{J}_{1}} u\right\| \geq \frac{\xi}{\sqrt{2}}$. By the inclusion (22), we obtain that $\left\|\Pi_{\widetilde{J}_{1}} u\right\| \geq \frac{\xi}{\sqrt{2}}$. Hence, using the assumption $\|v\|_{\infty} \geq \mu$, our choice of $\delta$, the assumption on the noise level $v(z)$ and potentially again decreasing the value of the constant $C_{3}$, we obtain that

$$
\left\|\Pi_{\widetilde{J}_{1}} u\right\|\|v\|_{\infty} \geq \frac{\xi \mu}{\sqrt{2}} \geq c_{3} \sqrt{M_{\delta, v}}
$$

This shows that (17) is satisfied. Hence, we can apply Proposition 1 and by inserting our choice of $\delta$ into (15), so choosing the constant $C_{1}$ large enough, we obtain the main result.

## 6 Outlook

We see many interesting directions for follow-up work. Most importantly, it remains to explore whether additional constraints on the signals to be recovered are truly necessary (cf. our discussion on to SparsePCA in Section 2.3). Even if this is the case, there is substantial room for improvement with respect to the noise-dependence of the recovery results. A direction to proceed could be to consider stochastic noise models instead of adversarial noise. Also in this work, we exclusively considered operators $\mathcal{A}$ constructed using Gaussian matrices. However, in many applications of interest, the
measurement matrices possess a significantly reduced amount of randomness. For example, in blind deconvolution, one typically encounters rank-one measurements. That is, the restricted isometry property as used in this paper does not hold. Thus, one needs additional insight to study whether there exists a computationally tractable initialization procedure at a near-optimal sampling rate. First steps in this direction were taken in [20, 22], but a lot of questions remain open.
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## Appendix: Proof of Lemma 5

For the proof of Lemma 5, we will use the following result.
Lemma 7 (Lemma 17 and Lemma 18 in [23]) Assume that the ( $3 s_{1}, 3 s_{2}, 2$ )restricted isometry property is fulfilled for some restricted isometry constant $\delta>0$. Assume that the cardinality of $\widetilde{J}_{1} \subseteq\left[n_{1}\right]$, respectively $\widetilde{J}_{2} \subseteq\left[n_{2}\right]$ is at most $2 s_{1}$, respectively $2 s_{2}$. Then, whenever $u \in \mathbb{C}^{n_{1}}$ is at most $2 s_{1}$-sparse and $v \in \mathbb{C}^{n_{2}}$ is at most $2 s_{2}$-sparse, we have that

$$
\left\|\Pi_{\tilde{J}_{1}}\left[\left(\mathcal{A}^{*} \mathcal{A}-I\right)\left(u v^{*}\right)\right] \Pi_{\tilde{J}_{2}}\right\| \leq \delta\left\|u v^{*}\right\|_{\mathrm{F}}
$$

Furthermore for all $z \in \mathbb{C}^{n}$ and for all $\widetilde{J}_{1} \subseteq\left[n_{1}\right]$, respectively $\widetilde{J}_{2} \subseteq\left[n_{2}\right]$, with cardinality at most $s_{1}$, respectively $s_{2}$, we have that

$$
\left\|\Pi_{\tilde{J}_{1}}\left[\mathcal{A}^{*}(z)\right] \Pi_{\tilde{J}_{2}}\right\| \leq \sqrt{1+\delta}\|z\|_{\ell_{2}}
$$

Proof of Lemma 5 Recall that $b=\mathcal{A}(X)+z$ and define $k_{1}$ and $k_{2}$ by

$$
\begin{align*}
& k_{1}:=\underset{k \in\left[n_{2}\right]}{\arg \max }\left|v_{k}\right| \\
& k_{2}:=\underset{k \in\left[n_{2}\right]}{\arg \max }\left\|\Pi_{\widehat{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{\{k\}}\right\|_{\mathrm{F}} . \tag{23}
\end{align*}
$$

The starting point of our proof is the observation that

$$
\begin{equation*}
\left\|\Pi_{\widehat{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{\left\{k_{2}\right\}}\right\|_{\mathrm{F}} \geq\left\|\Pi_{\widehat{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{\left\{k_{1}\right\}}\right\|_{\mathrm{F}} \geq\left\|\Pi_{\tilde{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{\left\{k_{1}\right\}}\right\|_{\mathrm{F}} \tag{24}
\end{equation*}
$$

where the first inequality is due to the definition of $k_{2}$ and the second one follows from $\widetilde{J}_{1} \subset \widehat{J}_{1}$, which is due to Lemma 4 . The right-hand side of the inequality chain can be estimated from below by

$$
\begin{align*}
& \left\|\Pi_{\tilde{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{\left\{k_{1}\right\}}\right\|_{\mathrm{F}^{*}} \\
\geq & \left\|\Pi_{\tilde{J}_{1}} u v^{*} \Pi_{\left\{k_{1}\right\}}\right\|_{\mathrm{F}}-\left\|\Pi_{\tilde{J}_{2}}\left[\left(\mathcal{A}^{*} \mathcal{A}-I\right)\left(u v^{*}\right)\right] \Pi_{\left\{k_{1}\right\}}\right\|_{\mathrm{F}}-\left\|\Pi_{\widetilde{J}_{1}} \mathcal{A}^{*}(z) \Pi_{\left\{k_{1}\right\}}\right\|_{\mathrm{F}} \\
\geq & \left\|\Pi_{\tilde{J}_{1}} u v^{*} \Pi_{\left\{k_{1}\right\}}\right\|_{\mathrm{F}}-\left(\delta\left\|u v^{*}\right\|_{F}+\sqrt{1+\delta}\|z\|\right)  \tag{25}\\
\geq & \left\|\Pi_{\widetilde{J}_{1}} u\right\|\|v\|_{\infty}-(\delta+v+\delta v) .
\end{align*}
$$

In the first inequality, we used $b=\mathcal{A}\left(u v^{*}\right)+z$ and the triangle inequality. The second inequality follows from Lemma 7. The last line follows from $\left\|u v^{*}\right\|_{F}=1$ and $\|z\|=\nu$. Next, we will estimate the left-hand side of (24) by

$$
\begin{align*}
& \left\|\Pi_{\widehat{J}_{1}}\left[\mathcal{A}^{*}(b)\right] \Pi_{\left\{k_{2}\right\}}\right\|_{\mathrm{F}}  \tag{26}\\
\leq & \left\|\Pi_{\widehat{J}_{1}} u v^{*} \Pi_{\left\{k_{2}\right\}}\right\|_{\mathrm{F}}+\left(\delta\left\|u v^{*}\right\|_{F}+\sqrt{1+\delta}\|z\|\right) \\
\leq & \left\|\Pi_{\widehat{J_{1}}} u\right\|\left\|\Pi_{\left\{k_{2}\right\}} v\right\|+(\delta+v+\delta v) \\
\leq & \left\|\Pi_{\widehat{J}_{1}} u\right\|\left\|\Pi_{\widehat{J}_{2}} v\right\|+(\delta+v+\delta v) .
\end{align*}
$$

The first two lines are obtained by an analogous reasoning as for (25). The last line is due to $\left\{k_{2}\right\} \subset \widehat{J}_{2}$, which is a consequence of the definition of $\widehat{J}_{2}(3)$ and the definition of $\left\{k_{2}\right\}$ (23). We finish the proof by combining the inequality chains (24), (25), and (26).
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## C. Article: On the convex geometry of blind deconvolution and matrix completion

## Summary

We have seen in previous sections that both blind deconvolution and matrix completion can be formulated as problems of the form

$$
y=\mathcal{A}\left(X_{0}\right)+e \in \mathbb{C}^{m},
$$

where $X_{0}$ is a low-rank matrix, $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \rightarrow \mathbb{C}^{m}$ is a linear operator, and $\|e\| \leq \tau$ is additive, deterministic noise. A widely-studied approach is to solve this problem is the semidefinite program

$$
\begin{align*}
\operatorname{minimize} & \|X\|_{*}  \tag{C.1}\\
\text { subject to } & \|y-\mathcal{A}(X)\| \leq \tau .
\end{align*}
$$

While previous results show that exact recovery is possible for this approach for a nearoptimal amount of measurements, the corresponding noise bounds are rather of the type

$$
\left\|\hat{X}-X_{0}\right\|_{F} \lesssim \sqrt{n_{2}} \tau,
$$

where $\hat{X}$ denotes a minimizer of C.1. This noise bound seems to be suboptimal as such an additional dimension factor as $\sqrt{n_{2}}$ does not appear in other problems like matrix sensing [99] or phase retrieval [17, 10. The goal of the following article is to obtain a better understanding of this phenomenon. Its two main results are as follows.
(a) Matrix completion and blind deconvolution are unstable in the following sense. Let the ground truth matrix $X_{0}$ be given. Then with high probability there is a noise level $\tau_{0}>0$ such that for all $\tau \leq \tau_{0}$ there exists a noise vector $e$ with $\|e\| \leq \tau$ such that there is an alternative solution $\hat{X}$ to C.1 with the following properties.

- $\hat{X}$ is feasible, i.e., $\|\mathcal{A}(X)-y\| \leq e$
- $\hat{X}$ is preferred to $X_{0}$ by the SDP (C.1), i.e., $\|\hat{X}\|_{*} \leq\left\|X_{0}\right\|_{*}$,
- but $\hat{X}$ is far from $X_{0}$ in Frobenius norm, i.e., $\left\|\hat{X}-X_{0}\right\|_{F}$ is large.

For a precise statement of these results we refer to [68, Theorem 3.1] and [68, Theorem 3.5].
(b) If the noise level $\tau$ is sufficiently large near-optimal noise bounds are possible in the blind deconvolution framework. For a precise statement of this result we refer to [68, Theorem 3.7].

## Statement of individual contribution

The project started with my observation that in blind deconvolution Mendelson's small method can be applied successfully to a certain subset of matrices in the descent cone of the nuclear norm. This observation allowed me to find a proof of [68, Theorem 3.7], where Felix Krahmer and I had several research discussions about this topic.
While we were still trying to prove that $\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)\right) \gtrsim 1$, which was our first conjecture, my advisor Felix Krahmer suggested me to look at certain special matrices $B$ and to also take into account the possibility that such a result might just not be true in general. From this discussions the proof idea for a first version of [68, Proposition 3.3] arose, which showed a special case. After I worked out the proof details, Felix Krahmer and I found in joint discussions a way to simplify the proof. I could use this insight to show [68, Proposition 3.3] in full generality.
I was mainly responsible for tranferring our results from the randomized blind deconvolution setting to the matrix completion framework, where Felix Krahmer provided technical input. Furthermore, I was fully responsible for writing and preparing this manuscript. After that Felix Krahmer and I both proofread and polished the article together.
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#### Abstract

Low-rank matrix recovery from structured measurements has been a topic of intense study in the last decade and many important problems like matrix completion and blind deconvolution have been formulated in this framework. An important benchmark method to solve these problems is to minimize the nuclear norm, a convex proxy for the rank. A common approach to establish recovery guarantees for this convex program relies on the construction of a so-called approximate dual certificate. However, this approach provides only limited insight in various respects. Most prominently, the noise bounds exhibit seemingly suboptimal dimension factors. In this paper we take a novel, more geometric viewpoint to analyze both the matrix completion and the blind deconvolution scenario. We find that for both these applications the dimension factors in the noise bounds are not an artifact of the proof, but the problems are intrinsically badly conditioned. We show, however, that bad conditioning only arises for very small noise levels: Under mild assumptions that include many realistic noise levels we derive near-optimal error estimates for blind deconvolution under adversarial noise.
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## 1. Introduction

A number of recent works have explored the observation that various ill-posed inverse problems in signal processing, imaging, and machine learning can be naturally formulated as the task of recovering a low-rank matrix $X_{0} \in \mathbb{C}^{n_{1} \times n_{2}}$ from an underdetermined system of structured linear measurements

$$
y=\mathcal{A}\left(X_{0}\right)+e \in \mathbb{C}^{m}
$$

[^6]where $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \rightarrow \mathbb{C}^{m}$ is a linear map and $e \in \mathbb{C}^{m},\|e\| \leq \tau$, represents additive noise. Such problems include, for example, matrix completion [8], phase retrieval [9], blind deconvolution [1], robust PCA [6], and demixing [47]. In this paper, we aim to analyze the worst case scenario, that is, we do not make any assumptions on the noise except for the bound on its Euclidean norm (this scenario is sometimes referred to as adversarial noise, as it allows for noise specifically designed to be most harmful in a given situation). A natural first approach to recover $X_{0}$ that remains an important benchmark is to solve the semidefinite program
\[

$$
\begin{aligned}
\operatorname{minimize} & \|X\|_{*} \\
\text { subject to } & \|y-\mathcal{A}(X)\| \leq \tau
\end{aligned}
$$
\]

where $\|\cdot\|_{*}$ denotes the nuclear norm, i.e., the sum of the singular values. Recovery guarantees have been shown under the assumption that the measurement operator $\mathcal{A}$ possesses a certain degree of randomness. To establish such guarantees various proof strategies have been proposed, including approaches via the restricted isometry property [52, 45], descent cone analysis [11], and so-called approximate dual certificates [24, 23]. While the latter approach remains state of the art for many structured problems including the highly relevant problems of randomized blind deconvolution and matrix completion, it seemingly has some disadvantages. Most prominently, the resulting recovery guarantees take the form

$$
\begin{equation*}
\left\|\hat{X}-X_{0}\right\|_{F} \lesssim \sqrt{n_{1}} \tau, \tag{1}
\end{equation*}
$$

where $\hat{X}$ denotes a minimizer of the semidefinite program above and $\|\cdot\|_{F}$ denotes the Frobenius norm, whereas under comparable normalization, the first two approaches, when applicable, give rise to superior recovery guarantees of the form

$$
\left\|\hat{X}-X_{0}\right\|_{F} \lesssim \tau .
$$

Before this paper it was open whether the additional dimension scaling factor in (1) is a proof artifact. Similarly, for randomized blind deconvolution one of the coherence terms appearing in the result was believed to arise only from the proof technique (cf. [44, Remark 2]).

Another drawback of proceeding via an approximate dual certificate is that it gives only limited insight into geometric properties of the problems such as the null-space property [15], which is also an important ingredient for the study of some more efficient non-convex algorithms [19, 40].

Approaches via descent cone analysis [11], in contrast, provide much more geometrical insight. The underlying idea of such approaches is to study the minimum conic singular value defined by

$$
\lambda_{\min }(\mathcal{A}, \mathcal{K}):=\inf _{Z \in \mathcal{K} \backslash\{0\}} \frac{\|\mathcal{A}(Z)\|}{\|Z\|_{F}}
$$

for $\mathcal{K}$ the descent cone of the underlying atomic norm - the nuclear norm in case of lowrank matrix recovery. For a more detailed review of this approach including a precise
definition of the descent cone we refer to Section 2.3 below. Through the study of the minimum conic singular value many superior results were obtained for low-rank recovery problems, most importantly in the context of phase retrieval [39, 38]. Furthermore, minimum conic singular values can also help to understand certain nonlinear measurement models [50].

For all these reasons, it would be desirable to apply this approach also for matrix completion and blind deconvolution. A challenge that one faces, however, is that for both problems one cannot hope to recover all low-rank matrices; rather, only matrices that satisfy certain coherence constraints are admissible (cf. the discussion in [57, Section 5.4]). In this article we address this challenge, providing the first geometric analysis of these problems. We find that the dimensional factors appearing in the error bounds are the true scaling of the minimum conic singular value and hence intrinsically relate to the underlying geometry. Nevertheless for blind deconvolution, near-optimal recovery is possible, if the noise level is not too small.

### 1.1. Organization of the paper and our contribution

In Section 2 we will review blind deconvolution, matrix completion, as well as some techniques related to descent cone analysis. In Section 3 we will present the main results of this paper. Theorems 3.1 and 3.5 establish that for both blind deconvolution and matrix completion, nuclear norm minimization is intrinsically ill-conditioned. In contrast, Theorem 3.7 provides a near-optimal error bound for blind deconvolution when the noise level is not too small, implying that the conditioning problems only take effect for very small noise levels. The upper bounds for the minimum conic singular value which are the main ingredients of Theorems 3.1 and 3.5 are derived in Section 4. In Section 5 we prove the stability results for blind deconvolution.
We believe that not only our results, but also the proof techniques and geometric insights in this manuscript will be of general interest and help to obtain further understanding of low-rank matrix recovery models, in particular under coherence constraints. We discuss interesting directions for future research in Section 6.

## 2. Background and related work

### 2.1. Blind deconvolution

Blind deconvolution problems arise in a number of different areas in science and engineering such as astronomy, imaging, and communications. The goal is to recover both an unknown signal and an unknown kernel from their convolution. In this paper we work with the circular convolution, which is defined by

$$
w * x:=\left(\sum_{j=1}^{L} w_{j} x_{k-j}\right)_{k=1}^{L}
$$

where the index difference $k-j$ is considered modulo $L$. Without further assumptions on $w$ and $x$ this bilinear map is far from injective. Consequently, it is crucial to impose structural constraints on both $w$ and $x$. Arguably, the simplest such model is given by linear constraints, that is, both $w$ and $x$ are constrained to known subspaces. Such a model is reasonable in many applications. In wireless communication, for example, it makes sense to assume that the channel behaviour is dominated by the most direct paths and for the signal $x$ a subspace model can be enforced by embedding the message via a suitable coding map into a higher-dimensional space before transmission.

The first rigorous recovery guarantees for such a model were derived by Ahmed, Recht, and Romberg [1]. More precisely, they assume that $w=B h$, where $B \in \mathbb{C}^{L \times K}$ is a fixed, deterministic matrix such that $B^{*} B=I d_{K}$ (i.e., $B$ is an isometry) and they model $x=C \overline{m_{0}}$, where $\bar{m}_{0}$ denotes the complex-conjugate of $m_{0}$. Here, the matrix $C \in \mathbb{C}^{L \times K}$ is a random matrix, whose entries are independent and identically distributed with circular symmetric normal distribution $\mathcal{C N}\left(0, \frac{1}{\sqrt{L}}\right)$. In this paper we also adopt this model.

Using the well-known fact that the Fourier transform diagonalizes the circular convolution one can rewrite

$$
w * x=\sqrt{L} F^{*} \operatorname{diag}(F w) F x
$$

where $F \in \mathbb{C}^{L \times L}$ denotes the normalized, unitary discrete Fourier matrix, and

$$
\widehat{w * x}:=F(w * x)=\sqrt{L} \operatorname{diag}\left(F B h_{0}\right) F C \bar{m}_{0} .
$$

Denoting by $b_{\ell}$ the $\ell$ th row of the matrix $\overline{F B}$, and by $c_{\ell}$ the $\ell$ th row of the matrix $\sqrt{L} F C$, one observes that

$$
(\widehat{w * x})_{\ell}=b_{\ell}^{*} h_{0} m_{0}^{*} c_{\ell}=\operatorname{Tr}\left(h_{0} m_{0}^{*} c_{\ell} b_{\ell}^{*}\right)=\left\langle b_{\ell} c_{\ell}^{*}, h_{0} m_{0}^{*}\right\rangle_{F} .
$$

Furthermore, because of the rotation invariance of the circular symmetric normal distribution all the entries of the vectors $\left\{c_{\ell}\right\}_{\ell=1}^{L}$ are (jointly) independent and identically distributed with distribution $\mathcal{C N}(0,1)$. Noting that the expression $\left\langle h_{0} m_{0}^{*}, b_{\ell} c_{\ell}^{*}\right\rangle_{F}$ is linear in $h_{0} m_{0}^{*}$, Ahmed, Recht, and Romberg [1] defined the operator $\mathcal{A}: \mathbb{C}^{K \times N} \rightarrow \mathbb{C}^{L}$ by

$$
\begin{equation*}
(\mathcal{A}(X))(\ell):=\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F} \tag{2}
\end{equation*}
$$

obtaining the measurement model

$$
y=\widehat{w * x}+e=\mathcal{A}\left(X_{0}\right)+e,
$$

where $e \in \mathbb{C}^{L}$ is additive noise and $X_{0}=h_{0} m_{0}^{*}$. The goal is then to determine $h_{0}$ and $m_{0}$ from $y \in \mathbb{C}^{L}$ up to the inherent scaling ambiguity, or, equivalently, to find the rank-one matrix $X_{0}=h_{0} m_{0}^{*}$.

For $e=0$, among all solutions of the equation $y=\mathcal{A}\left(X_{0}\right)$, the matrix $X_{0}$ is the one with the smallest rank. For this reason, Ahmed, Recht, and Romberg [1] suggested to
minimize a natural proxy for the rank, the nuclear norm $\|\cdot\|_{*}$, defined as the sum of the singular values of a matrix.

$$
\begin{array}{ll}
\operatorname{minimize} & \|X\|_{*} \\
\text { subject to } & \|\mathcal{A}(X)-y\| \leq \tau \tag{3}
\end{array}
$$

Here $\tau>0$ is an a priori bound for the noise level, that is, we assume that $\|e\| \leq \tau$. For this semidefinite program, they establish the following recovery guarantee.

Theorem 2.1 ([1]). Consider measurements of the form $y=\mathcal{A}\left(h_{0} m_{0}^{*}\right)+e$ for $h_{0} \in \mathbb{C}^{K}$, $m_{0} \in \mathbb{C}^{N}, e \in \mathbb{C}^{L}$, and $\mathcal{A}$ as defined in (2). Assume that $\|e\| \leq \tau$ and

$$
L / \log ^{3} L \gtrsim K \mu_{\max }^{2}+N \max \left\{\mu_{h_{0}}^{2} ; \tilde{\mu}_{h_{0}}^{2}\right\} .
$$

Then with probability exceeding $1-\mathcal{O}\left(L^{-1}\right)$ every minimizer $\hat{X}$ of the SDP (3) satisfies

$$
\begin{equation*}
\left\|\hat{X}-h_{0} m_{0}^{*}\right\|_{F} \lesssim \sqrt{K+N} \tau \tag{4}
\end{equation*}
$$

Here $\mu_{\max }^{2}$ and $\mu_{h_{0}}^{2}$ are coherence parameters, which are defined via

$$
\mu_{\max }^{2}:=\frac{L}{K} \max _{\ell \in[L]}\left\|b_{\ell}\right\|^{2}
$$

and

$$
\mu_{h_{0}}^{2}:=\frac{L}{\left\|h_{0}\right\|^{2}} \max _{\ell \in[L]}\left|\left\langle b_{\ell}, h_{0}\right\rangle\right|^{2} .
$$

The third coherence factor $\tilde{\mu}_{h_{0}}$ is a technical term corresponding to a partition that is constructed as a part of the proof of Theorem 2.1, which is based on the Golfing Scheme [23].

To put the impact of the coherence factors into perspective, observe that if all vectors $b_{\ell}$ have the same $\ell_{2}$-norm, one obtains that $\mu_{\max }=1$; this will be the case, for example, when $B$ is a low-frequency Fourier matrix, as it appears for applications in wireless communication. The second coherence factor always satisfies $1 \leq \mu_{h_{0}}^{2} \leq K \mu_{\max }^{2}$. If $\mu_{h_{0}}$ is smaller, this indicates that the mass $\left\|h_{0}\right\|^{2}=\sum_{\ell=1}^{L}\left|\left\langle b_{\ell}, h_{0}\right\rangle\right|^{2}$ is distributed fairly evenly among $\left|\left\langle b_{\ell}, h_{0}\right\rangle\right|$. For example, if $\mu_{h_{0}}=1$, then $\left|\left\langle b_{\ell}, h_{0}\right\rangle\right|=\frac{1}{\sqrt{L}}\left\|h_{0}\right\|$ for all $\ell \in[L]$. Numerical simulations in [1] confirm that many $h_{0}$ corresponding to large $\mu_{h_{0}}$ show worse performance, indicating that this factor may be necessary.
The last coherence factor $\tilde{\mu}_{h_{0}}$, in contrast, will no longer appear in our result below, which is why we refrain from detailed discussion. We refer the interested reader to [44, Remark 2.1] and [28, Section 2.3] for details.
For generic $h_{0}$ the parameters $\mu_{h_{0}}$ and $\tilde{\mu}_{h_{0}}$ are reasonably small. For example, if $h_{0}$ is chosen from the uniform distribution on the sphere, one can show that with high probability $\mu_{h_{0}}=\mathcal{O}(\sqrt{\log L})$.
For the noiseless case, i.e., $\tau=0$, Theorem 2.1 yields exact recovery, and the required
sample complexity $L / \log ^{3} L \gtrsim K+N$ is optimal up to logarithmic factors, as the number of degrees of freedom is $K+N-1$ (see [30] for an exact identifiability analysis based on algebraic geometry.) However, if there is noise, the bound for the reconstruction error scales with $\sqrt{K+N}$, in contrast to other measurement scenarios such as low-rank matrix recovery from Gaussian measurements (see, e.g., [11]).

Let us comment on some related work. The foundational paper [1] has triggered a number of follow-up works on the problem of randomized blind deconvolution. A first line of works extended the result to recovering signals from their superposition $\sum_{i=1}^{r} w_{i} * x_{i}$, a problem often referred to as blind demixing [44, 28]. Another line of works investigated non-convex (gradient-descent based) algorithms [43, 46, 26], which have the advantage that they are computationally less expensive, as they operate in the natural parameter space. It has been shown that they require a near-optimal number of measurements for recovery. For such an algorithm, [43] derived near-optimal noise-bounds for a Gaussian noise model. However, as in this paper, we focus on the scenario of adversarial noise (instead of random noise) the resulting guarantees are not comparable to ours below.

### 2.2. Matrix completion

The matrix completion problem of reconstructing a low-rank matrix $X_{0} \in \mathbb{R}^{n_{1} \times n_{2}}$ (we assume that w.l.o.g. $n_{1} \geq n_{2}$ ) from only a part of its entries arises in many different applications such as in collaborative filtering [53] and multiclass learning [3]. For this reason one could observe a flurry of work on this problem in the last decade, and we will only be able to give a very selective overview of this topic. The precise sampling model that we consider is that $m$ entries of $X_{0}$ are sampled uniformly at random with replacement. Denoting by $e_{i}$ the standard coordinate vectors in $\mathbb{R}^{n_{1}}$ and $\mathbb{R}^{n_{2}}$, respectively, the corresponding measurement operator $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{m}$ can be written as

$$
\begin{equation*}
\mathcal{A}(X)(i):=\sqrt{\frac{n_{1} n_{2}}{m}}\left\langle X, e_{a_{i}} e_{b_{i}}^{*}\right\rangle_{F}, \tag{5}
\end{equation*}
$$

where $\left(a_{i}, b_{i}\right) \in\left[n_{1}\right] \times\left[n_{2}\right]$ is chosen uniformly at random for each $i \in[m]$ (and independently from all other measurements). The scaling factor $\sqrt{\frac{n_{1} n_{2}}{m}}$ in the definition of the measurement operator $\mathcal{A}$ is chosen to ensure that $\mathbb{E}\left[\|\mathcal{A}(X)\|^{2}\right]=\|X\|_{F}^{2}$. (Some other papers on matrix completion choose a different scaling. We have chosen this normalization because in this way the results for the matrix completion problem can be better compared to those for the blind deconvolution scenario.) Alternative sampling models analyzed in other works include sampling a subset $\Omega$ uniformly from $\left[n_{1}\right] \times\left[n_{2}\right]$ (i.e., without replacement, see, e.g., [10]), or sampling using random selectors.

Again we aim to recover $X_{0}$ from noisy observations $y=\mathcal{A}\left(X_{0}\right)+e$, with a noise vector $e \in \mathbb{R}^{m}$ that satisfies $\|e\| \leq \tau$ via the SDP

$$
\begin{array}{ll}
\operatorname{minimize} & \|X\|_{*} \\
\text { subject to } & \|\mathcal{A}(X)-y\| \leq \tau \tag{6}
\end{array}
$$

For matrix completion, this approach has first been studied in [8].
It is well known that similarly to the blind deconvolution problem, some incoherence assumptions are necessary to allow for successful recovery. Indeed, suppose that $X_{0}=$ $e_{1} e_{1}^{*}$. Then, if $m \ll n_{1} n_{2}$ with high probability it holds that $\mathcal{A}\left(X_{0}\right)=0$ and one cannot hope to recover $X_{0}$. To avoid such special cases, one needs to ensure that the mass of the Frobenius norm of $X_{0}$ is spread out over all entries rather evenly. This property is captured by the following coherence parameters [23]

$$
\begin{aligned}
& \mu(U):=\sqrt{\frac{n_{1}}{r}} \max _{i \in\left[n_{1}\right]}\left\|U^{*} e_{i}\right\| \\
& \mu(V):=\sqrt{\frac{n_{2}}{r}} \max _{i \in\left[n_{2}\right]}\left\|V^{*} e_{i}\right\| .
\end{aligned}
$$

For these coherence parameters, a series of works $[8,10,23,51,12]$ lead to the following recovery guarantee for the noiseless scenario.

Theorem $2.2\left([12]^{1}\right)$. Consider measurements of the form $y=\mathcal{A}\left(X_{0}\right)$, where $X_{0} \in$ $\mathbb{R}^{n_{1} \times n_{2}}$ is a rank-r matrix and $\mathcal{A}$ is given by (5). Assume that

$$
m \geq C \max \left\{\mu^{2}(U) ; \mu^{2}(V)\right\} r n_{1} \log ^{2} n_{1}
$$

Then with probability at least $1-\mathcal{O}\left(n_{1}^{-1}\right)$ the matrix $X_{0}$ is the unique minimizer of the $S D P$ (6) with $\tau=0$.

As for blind deconvolution, this result has been shown using an approximate dual certificate. In [7] this result has been generalized to the case of adversarial noise, showing that with high probability the minimizer $\hat{X}$ of (6) satisfies

$$
\begin{equation*}
\left\|\hat{X}-X_{0}\right\|_{F} \lesssim \tau \sqrt{n_{2}}, \tag{7}
\end{equation*}
$$

whenever $m \gtrsim n_{1}$ polylog $n_{1}$. As in the blind deconvolution framework, this error bound differs from the case of full Gaussian measurements as discussed, for example, in [11], and also from oracle estimates [6, Section III.B] by a dimensional scaling factor, which will be addressed in this paper.

Also random noise models for matrix completion have been studied in a number of works. In particular, we would like to mention [34, 49], which derive near-optimal rates (both in sample size and estimation error) for matrix completion under subexponential noise with a slightly different nuclear-norm penalized estimator than the one we consider as long as the noise-level is not too small. Similar bounds have also been obtained in [33] using an estimator, which is closer to the one in this work.

Apart from convex methods also many nonconvex algorithms have been proposed and analysed, for example a number of variants of gradient descent (see, e.g., [31, 27, 25, 56,

[^7]$21,19,40,46]$ ). Arguably the strongest result for matrix completion under adversarial noise has been shown in $[31,32]$. These works propose a non-convex algorithm based on Riemannian optimization and show that if the number of measurements is larger than $r^{2} n_{1}$ polylog $\left(n_{1}\right)$ the true matrix can be reconstructed up to an estimation error superior to the one in [7]. Namely for $\kappa$ denoting the condition number of the matrix $X_{0}$ they show that the output $\hat{X}$ of their algorithm satisfies (in our notation)
\[

$$
\begin{equation*}
\left\|\hat{X}-X_{0}\right\| \lesssim \kappa^{2} \sqrt{r m}\|e\|_{\infty}, \tag{8}
\end{equation*}
$$

\]

provided the noise level is below a certain, small threshold that scales with the smallest singular value of $X_{0}$. For error vectors $e$ that are spread out evenly and matrices that are well conditioned, one has that $\sqrt{m}\|e\|_{\infty} \approx\|e\|_{2}$, so this bound is superior to (7) in the sense that the scaling factors that appear only scale with the rank $r$ and not the dimension. It should be noted though that in contrast to nuclear norm minimization the underlying algorithm requires precise knowledge of the true rank of the matrix to be recovered.

Just before completion of this manuscript, Chen et al. [14] bridged convex and nonconvex approaches, using nonconvex methods to analyze a convex recovery scheme. Their results provide near optimal recovery guarantees for the matrix completion problem via nuclear norm minimization under a subgaussian random noise model for a much larger range of admissible noise levels than the aforementioned works. More precisely, the proof is based on the observation that in their scenario the minimizer of the convex problem is very close to an approximate critical point of a non-convex gradient based method. This allows them to transfer existing stability results [46] for non-convex optimization to the convex problem. However, the required sample complexity scales suboptimally in the rank $r$ of the matrix and similarly to (8), the error bound depends on the condition number $\kappa$.

### 2.3. Descent cone analysis

In recent years a number of works have studied low-rank matrix recovery and compressed sensing via a descent cone analysis. This approach has been pioneered for $\ell_{1}$-norm minimization in [55] and for more general (atomic) norms in [11]. Here the descent cone of a norm at a point $X_{0} \in \mathbb{C}^{K \times N}$ is the set of all possible directions $Z \in \mathbb{C}^{K \times N}$ such that the norm does not increase. For the nuclear norm, this leads to the following definition.

Definition 2.3. For any matrix $X_{0} \in \mathbb{C}^{K \times N}$ define its descent cone $\mathcal{K}_{*}\left(X_{0}\right)$ by

$$
\mathcal{K}_{*}\left(X_{0}\right):=\left\{Z \in \mathbb{C}^{K \times N}:\left\|X_{0}+\varepsilon Z\right\|_{*} \leq\left\|X_{0}\right\|_{*} \text { for some } \varepsilon>0\right\}
$$

To understand its relevance for recovery guarantees assume for a moment that we are in the noiseless scenario, i.e., $\tau=0$ and $e=0$. Then the matrix $X_{0} \in \mathbb{C}^{K \times N}$ is the unique minimizer the semidefinite program (3), if and only if the null space of $\mathcal{A}$ does not intersect the descent cone $\mathcal{K}_{*}\left(X_{0}\right)$. In the case of noise, the constraint $\left\|y-\mathcal{A}\left(X_{0}\right)\right\| \leq \tau$
in the SDPs (3) and (6) defines a region around $X_{0}+\operatorname{ker} \mathcal{A}$, i.e., the affine subspace consistent with the observed measurements in the noiseless scenario. The intersection of this region with the set of all signals that have a smaller nuclear norm than the ground truth $X_{0}$ is the set of feasible solutions that are preferred to $X_{0}$. The following quantity for a matrix $X_{0}$, which is often referred to as minimum conic singular value, quantifies the size of this intersection

$$
\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(X_{0}\right)\right):=\inf _{Z \in \mathcal{K}_{*}\left(X_{0}\right) \backslash\{0\}} \frac{\|\mathcal{A}(Z)\|}{\|Z\|_{F}} .
$$

If $\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(X_{0}\right)\right)$ becomes larger, this intersection becomes smaller, which translates into stronger recovery guarantees. The following theorem confirms this intuition.

Theorem 2.4. [11, Proposition 2.2] Let $\mathcal{A}: \mathbb{C}^{n_{1} \times n_{2}} \rightarrow \mathbb{C}^{m}$ be a linear operator and assume that $y=\mathcal{A}\left(X_{0}\right)+e$ with $\|e\| \leq \tau$. Then any minimizer $\hat{X}$ of the SDP (3) satisfies

$$
\left\|\hat{X}-X_{0}\right\|_{F} \leq \frac{2 \tau}{\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(X_{0}\right)\right)}
$$

When measurement matrices of the operator $\mathcal{A}$ are full Gaussian matrices (in contrast to rank- 1 measurements as in this paper) and $\mathcal{A}$ is normalized such that $\mathbb{E}\left[\mathcal{A}^{*} \mathcal{A}\right]=\mathrm{Id}$, for an arbitrary low-rank matrix $X_{0}$ one has with high probability that $\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(X_{0}\right)\right) \asymp$ 1. Consequently, Theorem 2.4 yields an optimal estimation error even for adversarial noise. As we will show this is no longer the case for blind deconvolution and matrix completion.

The geometric analysis of linear inverse problems via the descent cone and the minimum conic singular value has lead to many new results and insights in compressed sensing and low-rank matrix recovery. For convex programs the phase transition of the success rate could be precisely predicted [2]. As the proofs are specific to full Gaussian measuements, they do not apply for a number of important structured and heavy-tailed measurement scenarios. Stronger results [41, 18, 38, 29, 39] were subsequently obtained using Mendelson's small ball method [35, 48], a powerful tool for bounding a nonnegative empirical process from below, now often refereed to as Mendelson's small ball method.

### 2.4. Notation

For $n \in \mathbb{N}$ we will write $[n]$ to denote the set $\{1 ; \ldots ; n\}$. For any set $A$ we will denote its cardinality by $|A|$. For a complex number $z$ we will denote its real part by $\operatorname{Re}(z)$ and its imaginary part by $\operatorname{Im}(z)$. By $\log (\cdot)$ we will denote the logarithm to the base $e$. By $\mathbb{E} X$ we will denote the expectation of a random variable $X$ and by $\mathbb{P}(A)$ we denote the probability of an event $A$. If $v \in \mathbb{C}^{n}$ we will denote its $\ell_{2}$-norm by $\|v\|$ and its Hermitian transpose by $v^{*}$. For $u, v \in \mathbb{C}^{n}$ the (Euclidean) inner product is defined by $\langle u, v\rangle:=u^{*} v$. Furthermore, for $Z \in \mathbb{C}^{n_{1} \times n_{2}}$ its spectral norm is given by $\|Z\|$, i.e., the dual norm of the nuclear norm $\|Z\|_{*}$. Moreover, the Frobenius norm of $Z$ is defined by $\|Z\|_{F}$ with corresponding inner product $\langle Z, W\rangle_{F}:=\operatorname{Tr}\left(Z^{*} W\right)$, where $W \in \mathbb{C}^{n_{1} \times n_{2}}$.

When we study matrix completion, we will work with matrices $Z \in \mathbb{R}^{n_{1} \times n_{2}}$ and the previous quantities will be defined analogously. Moreover, in that scenario we will use the notation $\|Z\|_{\ell_{\infty}}:=\max _{(i, j) \in\left[n_{1}\right] \times\left[n_{2}\right]}\left|Z_{i, j}\right|$, where $\left\{Z_{i, j}\right\}_{i, j=1}^{n_{1}, n_{2}}$.

## 3. Our results

### 3.1. Instability of low-rank matrix recovery

### 3.1.1. Blind deconvolution

Our first main result states that randomized blind deconvolution can be unstable under adversarial noise.

Theorem 3.1. Let $K, N \in \mathbb{N} \backslash\{1\}$. Assume that $L$ is an integer multiple of $K$ and that

$$
C_{1} K \leq L \leq \frac{K N}{9}
$$

Then there exists a matrix $B \in \mathbb{C}^{L \times K}$ satisfying $B^{*} B=I d_{K}$ and with $F B$ having rows of equal norm, i.e., $\mu_{\max }^{2}=1$, such that for all $h_{0} \in \mathbb{C}^{K} \backslash\{0\}$ and $m_{0} \in \mathbb{C}^{N} \backslash\{0\}$ the following holds:
With probability at least $1-\mathcal{O}\left(\exp \left(-\frac{K}{C_{2} \mu^{2}}\right)\right)$, where $\mu^{2}=\mu_{h_{0}}^{2}=\frac{L}{\left\|h_{0}\right\|^{2}} \max _{\ell \in[L]}\left|\left\langle b_{\ell}, h_{0}\right\rangle\right|^{2}$, there is $\tau_{0}>0$ such that for all $\tau \leq \tau_{0}$ there exists an adversarial noise vector $e \in \mathbb{C}^{L}$ with $\|e\| \leq \tau$ that admits an alternative solution $\tilde{X}$ with the following properties.

- $\tilde{X}$ is feasible, i.e., $\|\mathcal{A}(\tilde{X})-y\|=\tau$ for $y=\mathcal{A}\left(h_{0} m_{0}^{*}\right)+e$ the noisy measurement vector
- $\tilde{X}$ is preferred to $X_{0}=h_{0} m_{0}^{*}$ by the $\operatorname{SDP}$ (3), i.e., $\|\tilde{X}\|_{*} \leq\left\|X_{0}\right\|_{*}$, but
- $\tilde{X}$ is far from the true solution in Frobenius norm, i.e.,

$$
\left\|\tilde{X}-X_{0}\right\|_{F} \geq \frac{\tau}{C_{3}} \sqrt{\frac{K N}{L}}
$$

The constants $C_{1}, C_{2}$, and $C_{3}$ are universal.
Remark 3.2. The matrix $B$ in the above result exactly fits into the framework of Theorem 2.1, and also one can check that for our choice of $B$ (see the proof of Proposition 3.3 for its definition) one has that $\mu_{2, h_{0}}=\mu_{1, h_{0}}$. That is, the assumptions of Theorem 2.1 cannot be enough to deduce stability.

We do not expect, however, that this kind of instability is observed for arbitrary isometric embeddings $B \in \mathbb{C}^{L \times K}$. In particular, if $B$ is a random embedding we expect that a similar result as in [38] applies.

To put our results in perspective note that for $L \asymp(K+N)$ polylog $(K+N)$, which is the minimal number of measurements required for noiseless recovery, it holds that $\sqrt{\frac{K N}{L}} \asymp \sqrt{\frac{\min \{K, N\}}{\operatorname{polylog}(K+N)}}$. Up to logarithmic factors, this coincides with the rate predicted by (4), whenever $K \asymp N$.

Theorem 3.1 is a direct consequence of the following proposition, which we think is interesting in its own right.

Proposition 3.3. Let $K, N \in \mathbb{N} \backslash\{1\}$. Assume that $L$ is an integer multiple of $K$ and that

$$
\begin{equation*}
C_{1} K \leq L \leq \frac{K N}{9} \tag{9}
\end{equation*}
$$

Then there exists $B \in \mathbb{C}^{L \times K}$ satisfying $B^{*} B=I d_{K}$ and $\mu_{\max }^{2}=1$, whose corresponding measurement operator $\mathcal{A}$ satisfies the following.
Let $h_{0} \in \mathbb{C}^{K} \backslash\{0\}, m_{0} \in \mathbb{C}^{N} \backslash\{0\}$ and set $\mu^{2}:=\mu_{h_{0}}=L \frac{\max _{\ell \in[L]}\left|\left\langle b_{\ell}, h_{0}\right\rangle\right|^{2}}{\left\|h_{0}\right\|^{2}}$. Then with probability at least $1-\mathcal{O}\left(\exp \left(-C_{2} K / \mu^{2}\right)\right)$ it holds that

$$
\begin{equation*}
\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)\right) \leq C_{3} \sqrt{\frac{L}{K N}} \tag{10}
\end{equation*}
$$

Here $C_{1}, C_{2}$, and $C_{3}$ are absolute constants.
The proof of Proposition 3.3 will be provided in Section 4. Note that by definition of the minimum conic singular value $\lambda_{\text {min }}\left(\mathcal{A}, \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)\right)$ Proposition 3.3 is equivalent to the statement that with high probability there is $Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right) \backslash\{0\}$ such that

$$
\|\mathcal{A}(Z)\| \lesssim \sqrt{\frac{L}{K N}}\|Z\|_{F} .
$$

Our construction of such $Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)$ relies on the observation that with high probability there is a rank-one matrix $W \in \mathbb{C}^{K \times N}$ in the null-space of $\mathcal{A}$ which is relatively close to the descent cone (with respect to the $\|\cdot\|_{F}$-distance). Perturbing $W$ by $-\beta h_{0} m_{0}^{*}$ for a suitable $\beta$ one can then obtain a matrix $Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)$, which fulfills (3.1.1). The existence of such a matrix $W \in \operatorname{ker} \mathcal{A}$ also reveals a fact about the geometry of the problem, which we find somewhat surprising: while the null space of $\mathcal{A}$ does not intersect the descent cone (otherwise exact recovery would not be possible), the angle between those objects is very small. This is very different from the behavior for measurement matrices $\mathcal{A}$ with i.i.d. Gaussian entries (instead of $b_{\ell} c_{\ell}^{*}$ ).
Remark 3.4. While $\tilde{X}$ is preferred to the true solution by the $S D P$ (3) $\tilde{X}$ is typically not a minimizer of (3). To see this, assume that without noise exact recovery is possible, which is the case with high probability by Theorem 2.1. Then consider $\tilde{X}=X_{0}+t Z$ for $Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)$ of the form $Z=W-\beta h_{0} m_{0}^{*}$ with $W \in \operatorname{ker} \mathcal{A}$ and $\beta>0$ such that
$\frac{\|\mathcal{A}(Z)\|}{\|Z\|_{F}} \lesssim \sqrt{\frac{L}{K N}}$, as in the proof of Proposition 3.3. As $W \notin \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)$ (otherwise exact recovery would not be possible) it follows that for $t>0$

$$
\begin{aligned}
\|\tilde{X}\|_{*} & =\left\|X_{0}+t Z\right\|_{*} \\
& =\left\|(1-t \beta) X_{0}+t W\right\|_{*} \\
& >\left\|(1-t \beta) X_{0}\right\|_{*}
\end{aligned}
$$

where the last line is due to $\mathcal{K}_{*}\left(X_{0}\right)=\mathcal{K}_{*}\left((1-t \beta) X_{0}\right)$.
On the other hand, we also have that $\mathcal{A}(\hat{X})=\mathcal{A}\left((1-t \beta) X_{0}\right)$ due to $\mathcal{A}(W)=0$ and, hence, $(1-t \beta) X_{0}$ is admissible whenever $\tilde{X}$ is admissible. Consequently, the SDP (3) will always prefer $(1-\beta t) h_{0} m_{0}^{*}$ to $\tilde{X}$ and $\tilde{X}$ will never be a minimizer. It remains an open problem what one can say about the minimizer $\hat{X}$ of (3), see also Section 6. Even if the minimizer of (3) $\hat{X}$ is closer to the ground truth (in $\|\cdot\|_{F}$-distance) than $\tilde{X}$, however, the nuclear norms of $X$ and $\tilde{X}$ will be very close, which can easily lead to numerical instabilities.

### 3.1.2. Matrix completion

Our second main result states that for arbitrary incoherent low-rank matrices, matrix completion is unstable with high probability. Note that in contrast to Theorem 3.1 which is based on a specific choice of parameters the following result holds for an arbitrary incoherent matrix $X_{0}$.

Theorem 3.5. Let $n_{1} \geq n_{2}$ and let $\mathcal{A}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{m}$ be defined as in (5). Assume that $X_{0} \in \mathbb{R}^{n_{1} \times n_{2}} \backslash\{0\}$ is a rank $r$ matrix with singular value decomposition $X_{0}=U \Sigma V^{*}$. Moreover, assume that

$$
C_{1} r n_{1} \mu^{2}(V) \log (2 r) \leq m \leq \frac{n_{1} n_{2}}{32}
$$

Then with probability at least $1-\mathcal{O}\left(\exp \left(-\frac{m}{C_{2} r \mu^{2}(U) \mu^{2}(V)}\right)\right)$ there is $\tau_{0}>0$ such that for all $\tau \leq \tau_{0}$ there exists an adversarial noise vector $e \in \mathbb{R}^{m}$ with $\|e\| \leq \tau$ that admits an alternative solution $\tilde{X} \in \mathbb{R}^{n_{1} \times n_{2}}$ with the following properties.

- $\tilde{X}$ is feasible, i.e., $\|\mathcal{A}(\tilde{X})-y\|=\tau$ for $y=\mathcal{A}\left(X_{0}\right)+e$ the noisy measurement vector
- $\tilde{X}$ is preferred to $X_{0}$ by the $\operatorname{SDP}$ (6), i.e., $\|\tilde{X}\|_{*} \leq\left\|X_{0}\right\|_{*}$, but
- $\tilde{X}$ is far from the true solution in Frobenius norm, i.e.,

$$
\left\|\tilde{X}-X_{0}\right\|_{F} \geq \frac{\tau}{C_{3}} \sqrt{\frac{r n_{1} n_{2}}{m}}
$$

Here the constants $C_{1}, C_{2}$, and $C_{3}$ are universal.

Again, to put our results in perspective note that for $m \asymp n_{1}$ polylog $\left(n_{1}\right)$, which is the minimal number of measurements required for noiseless recovery, it holds that $\sqrt{\frac{T n_{1} n_{2}}{m}} \asymp \sqrt{\frac{n_{2}}{\text { polylog}\left(n_{1}\right)}}$. Up to logarithmic factors, this coincides with the rate predicted by (7).

Theorem 3.5 is a direct consequence of the following proposition, which in our opinion is of independent interest, as it provides a negative answer to a question by Tropp [57, Section 5.4].

Proposition 3.6. Let $X_{0} \in \mathbb{R}^{n_{1} \times n_{2}} \backslash\{0\}$ be a rank-r matrix with corresponding singular value decomposition $X_{0}=U \Sigma V^{*}$. Moreover, assume that

$$
\begin{equation*}
C_{1} r n_{1} \mu^{2}(V) \log (2 r) \leq m \leq \frac{n_{1} n_{2}}{32} \tag{11}
\end{equation*}
$$

Then with probability at least $1-\mathcal{O}\left(\exp \left(-\frac{m}{C_{2} r \mu^{2}(U) \mu^{2}(V)}\right)\right)$ it holds that

$$
\begin{equation*}
\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(X_{0}\right)\right) \leq C_{3} \sqrt{\frac{m}{n_{1} n_{2} r}} . \tag{12}
\end{equation*}
$$

The constants $C_{1}, C_{2}$, and $C_{3}$ are universal.
Proposition 3.6 corresponds to Proposition 3.3 for blind deconvolution and will be proved analogously. We will again show that with high probability there is $W \in \mathbb{R}^{n_{1} \times n_{2}}$ such that $\mathcal{A}(W)=0$ and $W$ is relatively close to the descent cone of $X_{0}$ in $\|\cdot\|_{F}$-distance. Setting $Z:=W-\beta U V^{*}$ for a suitable $\beta>0$ yields an element of $\mathcal{K}_{*}\left(X_{0}\right)$ with

$$
\frac{\|\mathcal{A}(Z)\|}{\|Z\|_{F}} \leq C_{3} \sqrt{\frac{m}{n_{1} n_{2} r}} .
$$

### 3.2. Stable recovery

A geometric interpretation of Theorems 3.1 and 3.5 is that the nuclear norm ball is neartangential to both the kernels of matrix completion and randomized blind deconvolution. Given that tangent spaces only provide local approximation, these results leave open, what happens in some distance, i.e., for larger noise levels - this will depend on the curvature of the nuclear norm ball.

Our third main result concerns exactly this problem for the randomized blind deconvolution setup. As it turns out, the descent directions $Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)$ with $\|\mathcal{A}(Z)\| /\|Z\|_{F}$ very small correspond to directions of significant curvature. That is, only a very short segment in this direction will have smaller nuclear norm than $h_{0} m_{0}^{*}$, and the corresponding alternative solutions all correspond to very small $e$. For noise levels $\tau$ large enough, in contrast, these directions can be excluded and one can obtain near-optimal error bounds. In order to precisely formulate this observation, we denote the set of $\mu$-incoherent vectors $h \in \mathbb{C}^{K}$ with respect to $B \in \mathbb{C}^{L \times K}$ for $\mu \geq 1$ by

$$
\mathcal{H}_{\mu}:=\left\{h_{0} \in \mathbb{C}^{K}: \quad \sqrt{L}\left|\left\langle b_{\ell}, h_{0}\right\rangle\right| \leq \mu\left\|h_{0}\right\| \text { for all } \ell \in[L]\right\} .
$$

With this notation, our result reads as follows.

Theorem 3.7. Let $\alpha>0$ and $B \in \mathbb{C}^{L \times K}$ such that $B^{*} B=I d$. Assume that

$$
L \geq C_{1} \frac{\mu^{2}}{\alpha^{2}}(K+N) \log ^{2} L
$$

Then with probability at least $1-\mathcal{O}\left(\exp \left(-\frac{L \alpha^{4 / 3}}{C_{2} \log ^{4 / 3}(e L) \mu^{4 / 3}}\right)\right)$ the following statement holds for all $h_{0} \in \mathcal{H}_{\mu} \backslash\{0\}$, all $m_{0} \in \mathbb{C}^{N} \backslash\{0\}$, all $\tau>0$, and all $e \in \mathbb{C}^{L}$ with $\|e\| \leq \tau$ : Any minimizer $\hat{X}$ of (3) satisfies

$$
\left\|\hat{X}-h_{0} m_{0}^{*}\right\|_{F} \leq \frac{C_{3} \mu^{2 / 3} \log ^{2 / 3} L}{\alpha^{2 / 3}} \max \left\{\tau ; \alpha\left\|h_{0} m_{0}^{*}\right\|_{F}\right\}
$$

Here $C_{1}, C_{2}$, and $C_{3}$ are absolute constants.
In words, this theorem establishes linear scaling in the noise level $\tau$ with only a logarithmic dimensional factor for $\tau \geq \alpha\left\|h_{0} m_{0}^{*}\right\|_{F}$, in contrast to the polynomial factor required for small noise levels as a consequence of Theorem 3.1. Here the value of $\alpha$ can be chosen arbitrarily small, at the expense of an increased number of measurements. For example when one is interested in noise levels $\tau=\epsilon \mu^{-2} \log ^{-2} L$ for some $\epsilon>\epsilon_{0}$ (this is the largest order to expect meaningful error bounds despite the additional logarithmic factors) one should choose $\alpha \asymp \epsilon_{0} \mu^{-2} \log ^{-2} L$, and near-linear error bounds will be guaranteed for a sample complexity of

$$
L \geq C_{1} \frac{\mu^{6}}{\epsilon_{0}^{2}}(K+N) \log ^{6} L .
$$

Remark 3.8. A similar approach to the proof of Theorem 3.7 also yields a corresponding result for rank-one matrix completion. Arguably, however, matrix completion is mainly of interest for ground truth matrices of rank higher than one, so we decided to omit the proof details.

## 4. Upper bounds for the minimum conic singular values

### 4.1. Characterization of the descent cone of the nuclear norm

The goal of this section is to prove Proposition 3.3 and Proposition 3.6, from which we will then be able to deduce Theorem 3.1 and Theorem 3.5. For that we first discuss a characterization of the descent cone $\mathcal{K}_{*}(X)$. In order to state this characterization, Lemma 4.1, we need to introduce some additional notation. Let $X \in \mathbb{C}^{n_{1} \times n_{2}}$ be a matrix of rank $r$. We will denote its corresponding singular value decomposition by $X=U \Sigma V^{*}$, where $\Sigma \in \mathbb{R}^{r \times r}$ is a diagonal matrix with nonnegative entries and $U \in \mathbb{C}^{n_{1} \times r}$ and $V \in \mathbb{C}^{n_{2} \times r}$ are unitary matrices, i.e., $U^{*} U=V^{*} V=\operatorname{Id}_{r}$. This allows us to define the tangent space of the manifold of rank- $r$ matrices at the point $X$ by

$$
\begin{equation*}
T_{X}:=\left\{U A^{*}+B V^{*}: A \in \mathbb{C}^{n_{2} \times r}, B \in \mathbb{C}^{n_{1} \times r}\right\} \tag{13}
\end{equation*}
$$

By $\mathcal{P}_{T_{X}}$ we will denote the orthogonal projection onto $T_{X}$, by $\mathcal{P}_{T_{\bar{X}}^{\perp}}=\mathrm{Id}-\mathcal{P}_{T_{X}}$ the projection onto its orthogonal complement.

Lemma 4.1. Let $X \in \mathbb{C}^{n_{1} \times n_{2}} \backslash\{0\}$ be a matrix of rank $r$ with corresponding singular value decomposition $X=U \Sigma V^{*}$. Then

$$
\overline{\mathcal{K}_{*}(X)}=\left\{Z \in \mathbb{C}^{n_{1} \times n_{2}}:-\operatorname{Re}\left(\left\langle U V^{*}, Z\right\rangle_{F}\right) \geq\left\|\mathcal{P}_{T_{\frac{1}{X}}}(Z)\right\|_{*}\right\}
$$

where $\overline{\mathcal{K}_{*}(X)}$ denotes the topological closure of $\mathcal{K}_{*}(X)$.
Remark 4.2. Lemma 4.1 is similar to well-known results in convex optimization and may be known to the community. As we could not find it in the literature in this form, we decided to include a proof for completeness.

The proof of Lemma 4.1 relies on the duality between the descent cone and the subdifferential of a convex function. In the following we will denote by $\partial\|\cdot\|_{*}(X)$ the subdifferential of the nuclear norm at the point $X \in \mathbb{C}^{n_{1} \times n_{2}}$. We will use that a characterization of $\partial\|\cdot\|_{*}$ is well-known [61]. Namely, for all $X \in \mathbb{C}^{n_{1} \times n_{2}}$ with corresponding singular value decomposition $X=U \Sigma V^{*}$ it holds that

$$
\begin{equation*}
\partial\|\cdot\|_{*}(X)=\left\{W \in \mathbb{C}^{n_{1} \times n_{2}}: \mathcal{P}_{T_{X}} W=U V^{*},\left\|\mathcal{P}_{T_{X}^{\frac{1}{X}}} W\right\| \leq 1\right\} \tag{14}
\end{equation*}
$$

Proof. Recall that for a set of matrices $\mathcal{V} \subset \mathbb{C}^{n_{1} \times n_{2}}$ its polar cone $\mathcal{V}^{\circ}$ is defined by

$$
\mathcal{V}^{\circ}:=\left\{Z \in \mathbb{C}^{n_{1} \times n_{2}}: \operatorname{Re}\left(\langle W, Z\rangle_{F}\right) \leq 0 \text { for all } W \in \mathcal{V}\right\}
$$

For all $X \in \mathbb{C}^{n_{1} \times n_{2}} \backslash\{0\}$ we have the following polarity relation between the descent cone and the subdifferential

$$
\mathcal{K}_{*}(X)^{\circ}=\overline{\left\{\lambda W: \lambda \geq 0, W \in \partial\|\cdot\|_{*}(X)\right\}}
$$

For sets and functions defined in $\mathbb{R}^{n}$ with the usual Euclidean inner product, this is [54, Theorem 23.7]. The complex case directly follows, as $\mathbb{C}^{n_{1} \times n_{2}}$ with the inner product $\operatorname{Re}\left(\langle\cdot, \cdot\rangle_{F}\right)$ can be identified with an $2 n_{1} n_{2}$-dimensional real-valued vector space with standard Euclidean inner product.

It follows from the bipolar theorem (see, e.g., [5, p. 53]) that

$$
\overline{\mathcal{K}_{*}(X)}=\left(\partial\|\cdot\|_{*}(X)\right)^{\circ} .
$$

Hence, in order to complete the proof it is sufficient to show that

$$
\begin{equation*}
\left\{Z \in \mathbb{C}^{n_{1} \times n_{2}}:-\operatorname{Re}\left(\left\langle U V^{*}, Z\right\rangle_{F}\right) \geq\left\|\mathcal{P}_{T_{\frac{1}{X}}}(Z)\right\|_{*}\right\}=\left(\partial\|\cdot\|_{*}(X)\right)^{\circ}=\overline{\operatorname{cone}\left(\partial\|\cdot\|_{*}(X)\right)} . \tag{15}
\end{equation*}
$$

First, suppose that $Z \in \mathbb{C}^{n_{1} \times n_{2}}$ satisfies $-\operatorname{Re}\left(\left\langle U V^{*}, Z\right\rangle_{F}\right) \geq\left\|\mathcal{P}_{T_{X}^{\perp}}(Z)\right\|_{*}$. We have to show that $\operatorname{Re}\left(\langle W, Z\rangle_{F}\right) \leq 0$ for all $W \in \partial\|\cdot\|_{*}(X)$. Indeed,

$$
\begin{aligned}
\operatorname{Re}\left(\langle W, Z\rangle_{F}\right) & =\operatorname{Re}\left(\left\langle\mathcal{P}_{T_{X}} W, Z\right\rangle_{F}\right)+\operatorname{Re}\left(\left\langle\mathcal{P}_{T_{\bar{X}}^{\perp}} W, Z\right\rangle_{F}\right) \\
& =\operatorname{Re}\left(\left\langle U V^{*}, Z\right\rangle_{F}\right)+\operatorname{Re}\left(\left\langle\mathcal{P}_{T_{X}^{\frac{1}{X}}} W, \mathcal{P}_{T_{X}^{\perp}} Z\right\rangle_{F}\right) \\
& \leq \operatorname{Re}\left(\left\langle U V^{*}, Z\right\rangle_{F}\right)+\left\|\mathcal{P}_{T_{\bar{X}}} W\right\|\left\|\mathcal{P}_{T_{\frac{1}{X}}} Z\right\|_{*} \\
& \leq \operatorname{Re}\left(\left\langle U V^{*}, Z\right\rangle_{F}\right)+\left\|\mathcal{P}_{T_{X}^{\frac{1}{X}}} Z\right\|_{*} \\
& \leq 0 .
\end{aligned}
$$

In the first inequality we have used that the spectral norm is the dual norm of the nuclear norm. The second inequality follows from $\left\|\mathcal{P}_{T_{\bar{X}}} W\right\| \leq 1$. Hence, we have shown that $Z \in\left(\partial\|\cdot\|_{*}(X)\right)^{\circ}$. Next, let $Z \in\left(\partial\|\cdot\|_{*}(X)\right)^{\circ}$ be arbitrary. Choose $\tilde{W} \in T_{\bar{X}}^{\perp}$ such that $\operatorname{Re}\left(\langle\tilde{W}, Z\rangle_{F}\right)=\left\|\mathcal{P}_{T_{\bar{X}}}(Z)\right\|_{*}$ and $\|\tilde{W}\| \leq 1$. Then by (14) it follows that $U V^{*}+\tilde{W} \in \partial\|\cdot\|_{*}(X)$ and as $Z \in\left(\partial\|\cdot\|_{*}(X)\right)^{\circ}$ we obtain that

$$
\begin{aligned}
0 & \geq \operatorname{Re}\left(\left\langle U V^{*}+\tilde{W}, Z\right\rangle_{F}\right) \\
& =\operatorname{Re}\left(\left\langle U V^{*}, Z\right\rangle_{F}\right)+\left\|\mathcal{P}_{T_{\frac{1}{x}}}(Z)\right\|_{*} .
\end{aligned}
$$

This shows that $-\operatorname{Re}\left(\left\langle U V^{*}, Z\right\rangle_{F}\right) \geq\left\|\mathcal{P}_{T_{\frac{1}{X}}}(Z)\right\|_{*}$. Hence, we have verified (15), which completes the proof.

### 4.2. Upper bound for blind deconvolution

The goal of this section is to prove Proposition 3.3. For that we need the following lemma, which is a consequence of the concentration of measure theorem for Lipschitz functions. (For a proof of the real-valued case see, e.g., [60, Lemma 5.3.2]. The complex-case can be shown analogously.)

Lemma 4.3. Let $P: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be a random projection onto a $k$-dimensional subspace, which is uniformly distributed in the Grassmannian $\operatorname{Gr}\left(k, \mathbb{C}^{n}\right)$. Fix $z \in \mathbb{C}^{n}$. Then for all $\varepsilon>0$ with probability at least $1-2 e^{-\tilde{c} k \varepsilon^{2}}$ we have that

$$
(1-\varepsilon) \frac{k}{n}\|z\|^{2} \leq\|P z\|^{2} \leq(1+\varepsilon) \frac{k}{n}\|z\|^{2},
$$

where $\tilde{c}>0$ is absolute some constant.
Proof of Proposition 3.3. By assumption we may write $L=\eta K$ for some $\eta \in \mathbb{N}$. Let $\left\{e_{i}\right\}_{i=1}^{K}$ an arbitrary orthonormal basis of $\mathbb{C}^{K}$. Choose $B \in \mathbb{C}^{L \times K}$ such that the matrix $\overline{F B}$ consists of rows $\left\{b_{k, i}\right\}_{k, i}^{K, \eta}$ defined by $b_{k, i}=\frac{1}{\sqrt{\eta}} e_{k}$ for all $k \in[K]$ and all $i \in[\eta]$. We observe that $(F B)^{*}(F B)=\operatorname{Id}_{K}$, which implies $B^{*} B=\mathrm{Id}_{K}$. Furthermore, we have $\left\|b_{k, i}\right\|=\sqrt{\frac{1}{\eta}}$ for all $k \in[K]$ and $i \in[\eta]$, which implies that also all rows of $F B$ have
equal norm.
Without loss of generality we assume that $\left\|h_{0}\right\|=\left\|m_{0}\right\|=1$ as rescaling does not change the descent cone $\mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)$. For the proof we will condition on two events. The first event states that

$$
\begin{equation*}
\left\|\mathcal{A}\left(h_{0} m_{0}^{*}\right)\right\| \leq 2\left\|h_{0} m_{0}^{*}\right\|_{F}, \tag{16}
\end{equation*}
$$

which by the Bernstein inequality (see, e.g., [60]) is fulfilled with probability at least $1-\exp \left(-c L / \mu^{2}\right)$, where $c>0$ is some numerical constant. To formulate the second event, we define for all $i \in[K]$ the subspaces

$$
D_{i}:=\operatorname{span}\left\{c_{i, 1} ; \ldots ; c_{i, \eta}\right\} \subset \mathbb{C}^{N}
$$

and denote by $m_{i}^{\|}$the orthogonal projection of $m_{0}$ onto $D_{i}$ and by $m_{i}^{\perp}$ the projection onto $D_{i}^{\perp}$, the orthogonal complement of $D_{i}$. Note that $D_{i} \subset \mathbb{C}^{N}$ is a random subspace of dimension $\frac{L}{K}$, distributed uniformly over the Grassmannian $\operatorname{Gr}\left(\frac{L}{K}, \mathbb{C}^{N}\right)$ due to the rotation invariance of $\mathcal{C \mathcal { N }}(0,1)$. Hence, as $\left\|m_{0}\right\|=1$ Lemma 4.3 yields that for fixed $i \in[K]$ with probability at least $1-2 \exp \left(-\frac{\tilde{c} L}{4 K}\right)$ one has

$$
\begin{equation*}
\frac{L}{2 K N} \leq\left\|m_{i}^{\|}\right\|^{2} \leq \frac{3 L}{2 K N} \tag{17}
\end{equation*}
$$

As the matrix $C$ is Gaussian, the different subspaces $D_{i}$ 's and hence also the random vectors $\left\{m_{i}^{\|}\right\}_{i=1}^{K}$ are independent, so with probability at least

$$
1-\left(2 \exp \left(-\frac{\tilde{c} L}{4 K}\right)\right)^{K}=1-\exp \left(K \log 2-\frac{\tilde{c} L}{4}\right)
$$

there exists at least one $k \in[K]$ such that (17) holds (with $k=i$ ). Also note that

$$
1-\exp \left(K \log 2-\frac{\tilde{c} L}{4}\right) \geq 1-\exp \left(-\frac{C_{1}}{2} L\right)
$$

which for $C_{1}=\frac{8 \log 2}{\tilde{c}}$ follows from assumption (9).
To summarize, we have shown that the two events $\mathcal{E}_{1}:=\left\{\left\|\mathcal{A}\left(h_{0} m_{0}^{*}\right)\right\| \leq 2\left\|h_{0} m_{0}^{*}\right\|_{F}\right\}$ and

$$
\mathcal{E}_{2}:=\left\{\exists k \in[K]: \frac{L}{2 K N} \leq\left\|m_{k}^{\|}\right\|^{2} \leq \frac{3 L}{2 K N}\right\}
$$

happen with probability at least $1-\mathcal{O}\left(\exp \left(-C_{2} L / \mu^{2}\right)\right)$, where $C_{2}>0$ is an appropriately chosen constant.

Conditional on $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$, we will construct $Z \in \mathbb{C}^{K \times N}$ (depending on the vectors $\left.\left(c_{i, k}\right)_{i, k}\right)$ such that $Z \in \overline{\mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)} \backslash\{0\}$ and such that the inequality

$$
\begin{equation*}
\|\mathcal{A}(Z)\|<8 \sqrt{\frac{L}{K N}}\|Z\|_{F} \tag{18}
\end{equation*}
$$

is satisfied. Note that this will complete the proof. Indeed, by definition of the closure and the continuity of $\mathcal{A}$ this implies that there exists $\tilde{Z} \in \mathcal{K}_{*}\left(X_{0}\right)$ such that

$$
\frac{\|\mathcal{A}(\tilde{Z})\|}{\|\tilde{Z}\|_{F}} \leq 8 \sqrt{\frac{L}{K N}}
$$

which by the definition of $\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)\right)$ implies that (10) holds with constant $C_{3}=8$.

To construct $Z$ satisfying (18), define

$$
W:=-\frac{\left\langle h_{0}, e_{i}\right\rangle}{\left\|m_{i}^{\perp}\right\|\left|\left\langle e_{i}, h_{0}\right\rangle\right|} e_{i}\left(m_{i}^{\perp}\right)^{*},
$$

where $i \in[K]$ is chosen to satisfy (17). It follows directly from the definition of $W$ that $\|W\|_{F}=1$. We observe that $\mathcal{A}(W)=0$ as for each $k \in[K]$ and $i \in[\eta]$ we either have $\left\langle e_{k}, b_{k, i}\right\rangle=0$ or $\left\langle m_{k, i}^{\perp}, c_{k, i}\right\rangle=0$. Denote by $T=T_{X_{0}}$ the tangent space of the manifold of rank-one matrices at $X_{0}=h_{0} m_{0}^{*}$ as defined in (13) and by $\mathcal{P}_{T}$ and $\mathcal{P}_{T^{\perp}}$ the corresponding orthogonal projections. It follows that

$$
\begin{align*}
\left\|\mathcal{P}_{T^{\perp}} W\right\|_{*} & =\left\|\mathcal{P}_{T^{\perp}}\left(e_{i}\left(\frac{m_{i}^{\perp}}{\left\|m_{i}^{\perp}\right\|}\right)^{*}\right)\right\|_{F} \\
& =\left\|P_{h_{0}^{\perp}} e_{i}\right\|\left\|P_{m_{0}^{\perp}}\left(\frac{m_{i}^{\perp}}{\left\|m_{i}^{\perp}\right\|}\right)\right\| \\
& =\sqrt{1-\left|\left\langle h_{0}, e_{i}\right\rangle\right|^{2}} \sqrt{1-\left|\left\langle m_{0}, \frac{m_{i}^{\perp}}{\left\|m_{i}^{\perp}\right\|}\right\rangle\right|^{2}} \\
& \leq \sqrt{1-\left|\left\langle m_{0}, \frac{m_{i}^{\perp}}{\left\|m_{i}^{\perp}\right\|}\right\rangle\right|^{2}}  \tag{19}\\
& =\sqrt{1-\left\|m_{i}^{\perp}\right\|^{2}} \\
& =\left\|m_{i}^{\|}\right\| \\
& (17) \\
& \leq \sqrt{\frac{3 L}{2 K N}} .
\end{align*}
$$

Thus we have shown that $W$, an element of the null space of $\mathcal{A}$, is close to the tangent space $T$. We will now show that for $\beta=2 \sqrt{\frac{L}{K N}}$

$$
Z:=-\beta h_{0} m_{0}^{*}+W,
$$

lies in the closure of the descent cone $\overline{\mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)}$. For that, we observe that

$$
\begin{aligned}
-\operatorname{Re}\left(\left\langle Z, h_{0} m_{0}^{*}\right\rangle\right) & =\beta-\operatorname{Re}\left(\left\langle W, h_{0} m_{0}^{*}\right\rangle_{F}\right) \\
& =\beta+\operatorname{Re}\left(\frac{\left\langle h_{0}, e_{i}\right\rangle}{\left\|m_{i}^{\perp}\right\|\left|\left\langle h_{0}, e_{i}\right\rangle\right|}\left\langle e_{i}\left(m_{i}^{\perp}\right)^{*}, h_{0} m_{0}^{*}\right\rangle_{F}\right) \\
& =\beta+\operatorname{Re}\left(\frac{\left\langle h_{0}, e_{i}\right\rangle}{\left\|m_{i}^{\perp}\right\|| |\left\langle h_{0}, e_{i}\right\rangle \mid}\left\langle e_{i}, h_{0}\right\rangle\left\langle m_{0}, m_{i}^{\perp}\right\rangle\right) \\
& =\beta+\mid\left\langle h_{0}, e_{i}\right\rangle\left\|m_{i}^{\perp}\right\| \\
& \geq \beta \\
& \stackrel{(19)}{\geq}\left\|\mathcal{P}_{T^{\perp}} W\right\|_{*} \\
& =\left\|\mathcal{P}_{T^{\perp}} Z\right\|_{*}
\end{aligned}
$$

and hence Lemma 4.1 entails that $Z \in \overline{\mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)}$. Moreover, note that by the triangle inequality and by the assumption $L \leq \frac{1}{16} K N$ it holds that

$$
\begin{align*}
\|Z\|_{F} & \geq\|W\|_{F}-\beta \\
& =1-2 \sqrt{\frac{L}{K N}}  \tag{20}\\
& >\frac{1}{2} .
\end{align*}
$$

These observations together with $\mathcal{A}(W)=0$ yield that

$$
\|\mathcal{A}(Z)\|=\left\|\mathcal{A}\left(\beta h_{0} m_{0}^{*}\right)\right\| \stackrel{(16)}{\leq} 2 \beta=4 \sqrt{\frac{L}{K N}} \stackrel{(20)}{<} 8 \sqrt{\frac{L}{K N}}\|Z\|_{F} .
$$

This shows (18), as desired.

### 4.3. Upper bound for matrix completion

In this section, we prove Proposition 3.6. For that we introduce sets $\mathcal{N}_{a}, a \in\left[n_{1}\right]$, via

$$
\mathcal{N}_{a}:=\left\{b \in\left[n_{2}\right]: a=a_{i} \text { and } b=b_{i} \text { for some } i \in[m]\right\} .
$$

That is, $\mathcal{N}_{a}$ contains all the indices of the $a$ th row of the matrix $X_{0}$, which are observed by the measurements. Furthermore, define by $P_{\mathcal{N}_{a}} \in \mathbb{R}^{n_{2} \times n_{2}}$ the projection onto the coordinates, which are contained in $\mathcal{N}_{a}$, i.e. $P_{\mathcal{N}_{a}}=\sum_{b \in \mathcal{N}_{a}} e_{b} e_{b}^{*}$. By $P_{\mathcal{N}_{a}^{\perp}}=\sum_{b \in[m] \backslash \mathcal{N}_{a}} e_{b} e_{b}^{*}$ we denote the coordinate projection onto $[m] \backslash \mathcal{N}_{a}$.

We need the following technical lemma.
Lemma 4.4. Let $V \in \mathbb{R}^{n_{2} \times r}$ be an isometry, i.e. $V^{*} V=I d$. Assume that

$$
\begin{equation*}
m \geq C_{1} r n_{1} \mu^{2}(V) \log (2 r) \tag{21}
\end{equation*}
$$

Then with probability at least $1-\mathcal{O}\left(\exp \left(-\frac{m}{C_{2} r \mu^{2}(V)}\right)\right)$ there exists $a \in\left[n_{1}\right]$ such that

$$
\left\|P_{\mathcal{N}_{a}} V\right\| \leq \sqrt{\frac{2 m}{n_{1} n_{2}}}
$$

$C_{1}$ and $C_{2}$ are universal constants.
Proof. For each $a \in\left[n_{1}\right]$ we set $\mathcal{I}_{a}:=\left\{i \in[m]: a_{i}=a\right\}$ and define the event

$$
\mathcal{E}_{a}:=\left\{\left\|P_{\mathcal{N}_{a}} V\right\|^{2} \leq \frac{2 m}{n_{1} n_{2}}\right\} .
$$

We will first derive a lower bound for $\mathbb{P}\left(\mathcal{E}_{a} \mid \mathcal{I}_{a}\right)$. For that we note that $\left\|P_{\mathcal{N}_{a}} V\right\|^{2}=$ $\left\|V^{*} P_{\mathcal{N}_{a}} V\right\|$. Let $v_{1}, v_{2}, \ldots, v_{n_{2}}$ denote the rows of the matrix $V$. By definition of $\mathcal{N}_{a}$ and $\mathcal{I}_{a}$ it follows that for $X_{i}:=v_{b_{i}} v_{b_{i}}^{*}$

$$
\begin{equation*}
V^{*} P_{\mathcal{N}_{a}} V=\sum_{b \in \mathcal{N}_{a}} v_{b} v_{b}^{*} \preceq \sum_{i \in \mathcal{I}_{a}} v_{b_{i}} v_{b_{i}}^{*}=\sum_{i \in \mathcal{I}_{a}} X_{i} . \tag{22}
\end{equation*}
$$

Here we write $A \preceq B$ for two symmetric matrices $A$ and $B$, if and only if $B-A$ is positive semidefinite. By (22) it is sufficient to bound the probability of the event

$$
\begin{equation*}
\left\{\left\|\sum_{i \in \mathcal{I}_{a}} X_{i}\right\| \leq \frac{2 m}{n_{1} n_{2}}\right\} \subset \mathcal{E}_{a} \tag{23}
\end{equation*}
$$

conditionally on $\mathcal{I}_{a}$. To bound $\left\|\sum_{i \in \mathcal{I}_{a}} X_{i}\right\|$ we will use the matrix Bernstein inequality (see, e.g., [58, Theorem 6.1.1]) conditionally on $\mathcal{I}_{a}$, which requires as ingredients

$$
\mathbb{E}\left[\sum_{i \in \mathcal{I}_{a}} X_{i} \mid \mathcal{I}_{a}\right]=\frac{\left|\mathcal{I}_{a}\right|}{n_{2}} \sum_{b=1}^{n_{2}} v_{b} v_{b}^{*}=\frac{\left|\mathcal{I}_{a}\right|}{n_{2}} V^{*} V=\frac{\left|\mathcal{I}_{a}\right|}{n_{2}} \mathrm{Id}
$$

an upper bound for $\sigma^{2}\left(\mathcal{I}_{a}\right):=\left\|\mathbb{E}\left[\sum_{i \in \mathcal{I}_{a}}\left(X_{i}-\mathbb{E}\left[X_{i}\right]\right)^{2} \mid \mathcal{I}_{a}\right]\right\|$ and a constant $K>0$ such that $\left\|X_{i}-\mathbb{E}\left[X_{i}\right]\right\| \leq K$ almost surely. To bound $\sigma^{2}\left(\mathcal{I}_{a}\right)$ we note that

$$
\begin{aligned}
\mathbb{E}\left[\sum_{i \in \mathcal{I}_{a}}\left(X_{i}-\mathbb{E}\left[X_{i}\right]\right)^{2} \mid \mathcal{I}_{a}\right] & \preceq \mathbb{E}\left[\sum_{i \in \mathcal{I}_{a}} X_{i}^{2} \mid \mathcal{I}_{a}\right] \\
& \preceq\left(\max _{b \in\left[n_{2}\right]}\left\|v_{b}\right\|^{2}\right) \mathbb{E}\left[\sum_{i \in \mathcal{I}_{a}} X_{i} \mid \mathcal{I}_{a}\right] \\
& =\frac{\left|\mathcal{I}_{a}\right|\left(\max _{b \in\left[n_{2}\right]}\left\|v_{b}\right\|^{2}\right)}{n_{2}} \mathrm{Id} \\
& =\frac{\left|\mathcal{I}_{a}\right| \mu^{2}(V) r}{n_{2}^{2}} \mathrm{Id}
\end{aligned}
$$

where the fourth line is due to the definition of $\mu^{2}(V)$. This implies that

$$
\sigma^{2}\left(\mathcal{I}_{a}\right) \leq \frac{\left|\mathcal{I}_{a}\right| \mu^{2}(V) r}{n_{2}^{2}}
$$

To find an appropriate $K>0$ note that almost surely

$$
\begin{aligned}
\left\|X_{i}-\mathbb{E} X_{i}\right\| & =\left\|X_{i}-\frac{1}{n_{1} n_{2}} \mathrm{Id}\right\| \\
& \leq \max _{i \in\left[n_{2}\right]}\left\|v_{i} v_{i}^{*}-\frac{1}{n_{1} n_{2}} \mathrm{Id}\right\| \\
& \leq \frac{1}{n_{1} n_{2}}+\max _{i \in\left[n_{2}\right]}\left\|v_{i}\right\|^{2} \\
& \leq\left(\frac{1}{n_{1} r}+1\right) \max _{i \in\left[n_{2}\right]}\left\|v_{i}\right\|^{2} \\
& \leq \frac{2 r}{n_{2}} \mu^{2}(V)=: K,
\end{aligned}
$$

where in the fourth line we used that $\max _{i \in\left[n_{2}\right]}\left\|v_{i}\right\|^{2} \geq \frac{r}{n_{2}}=\frac{1}{n_{2}} \sum_{i \in\left[n_{2}\right]}\left\|v_{i}\right\|^{2}$. Finally to apply Bernstein inequality we need that the $X_{i}$ 's are independent conditionally on $\mathcal{I}_{a}$, which follows from the fact that the $a_{i}$ 's and $b_{i}$ 's are drawn independently. With these ingredients the matrix Bernstein inequality yields that

$$
\begin{aligned}
\mathbb{P}\left(\left.\left\|\sum_{i \in \mathcal{I}_{a}} X_{i}-\frac{\left|\mathcal{I}_{a}\right|}{n_{2}} \operatorname{Id}\right\| \leq t \right\rvert\, \mathcal{I}_{a}\right) & \geq 1-2 r \exp \left(-c \min \left(\frac{t^{2}}{\sigma^{2}\left(\mathcal{I}_{a}\right)} ; \frac{t}{K}\right)\right) \\
& \geq 1-2 r \exp \left(-c \min \left\{\frac{n_{2}^{2} t^{2}}{\left|\mathcal{I}_{a}\right| r \mu^{2}(V)} ; \frac{n_{2} t}{2 r \mu^{2}(V)}\right\}\right) .
\end{aligned}
$$

Setting $t=\frac{m}{2 n_{1} n_{2}}$ this implies that for fixed $a \in\left[n_{1}\right]$ it holds that

$$
\begin{align*}
\mathbb{P}\left(\left.\left\|\sum_{i \in \mathcal{I}_{a}} X_{i}\right\| \leq \frac{m}{2 n_{1} n_{2}}+\frac{\left|\mathcal{I}_{a}\right|}{n_{2}} \right\rvert\, \mathcal{I}_{a}\right) & \geq \mathbb{P}\left(\left.\left\|\sum_{i \in \mathcal{I}_{a}} X_{i}-\frac{\left|\mathcal{I}_{a}\right|}{n_{2}} \operatorname{Id}\right\| \leq \frac{m}{2 n_{1} n_{2}} \right\rvert\, \mathcal{I}_{a}\right) \\
& \geq 1-2 r \exp \left(-\frac{c m}{4 r n_{1} \mu^{2}(V)} \min \left\{\frac{m}{\left|\mathcal{I}_{a}\right| n_{1}} ; 1\right\}\right) . \tag{24}
\end{align*}
$$

To complete the proof we restrict our attention to $A:=\left\{a \in\left[n_{1}\right]:\left|\mathcal{I}_{a}\right| \leq \frac{4 m}{3 n_{1}}\right\}$ as it follows from (23) that

$$
\begin{equation*}
\left\{\left|\mathcal{I}_{a}\right| \leq \frac{4 m}{3 n_{1}}\right\} \cap\left\{\left\|\sum_{i \in \mathcal{I}_{a}} X_{i}\right\| \leq \frac{m}{2 n_{1} n_{2}}+\frac{\left|\mathcal{I}_{a}\right|}{n_{2}}\right\} \subset \mathcal{E}_{a} \tag{25}
\end{equation*}
$$

and, consequently, for $a \in A$ we obtain that

$$
\begin{align*}
\mathbb{P}\left(\mathcal{E}_{a} \mid \mathcal{I}_{a}\right) & \stackrel{(25),(24),}{\geq} 1-2 r \exp \left(-\frac{c m}{4 r n_{1} \mu^{2}(V)} \min \left\{\frac{m}{\left|\mathcal{I}_{a}\right| n_{1}} ; 1\right\}\right) \\
& \stackrel{a \in A}{\geq} 1-2 r \exp \left(-\frac{3 c m}{16 r n_{1} \mu^{2}(V)}\right) . \tag{26}
\end{align*}
$$

As the $\mathcal{E}_{a}$ 's only depend on $\left\{b_{i}\right\}_{i \in \mathcal{I}_{a}}$ and are hence independent conditionally on $\mathcal{I}_{\alpha}$, this implies that

$$
\begin{aligned}
\mathbb{P}\left(\bigcap_{a \in A} \mathcal{E}_{a}^{c} \mid\left\{\mathcal{I}_{a}\right\}_{a=1}^{n_{1}}\right) & =\prod_{a \in A} \mathbb{P}\left(\mathcal{E}_{a}^{c} \mid\left\{\mathcal{I}_{a}\right\}_{a=1}^{n_{1}}\right) \\
& =\prod_{a \in A} \mathbb{P}\left(\mathcal{E}_{a}^{c} \mid \mathcal{I}_{a}\right) \\
& \stackrel{(26)}{\leq} \prod_{a \in A}\left(2 r \exp \left(-\frac{3 c m}{16 r n_{1} \mu^{2}(V)}\right)\right) \\
& =\left(2 r \exp \left(-\frac{3 c m}{16 r n_{1} \mu^{2}(V)}\right)\right)^{|A|} \\
& =\left(\exp \left(\log (2 r)-\frac{3 c m}{16 r n_{1} \mu^{2}(V)}\right)\right)^{|A|} \\
& \leq\left(\exp \left(-\frac{m}{C_{1}^{\prime} r n_{1} \mu^{2}(V)}\right)\right)^{|A|}
\end{aligned}
$$

where in the last line we have used assumption (21) with $C_{1}$ large enough. Furthermore, note that

$$
m=\sum_{a=1}^{n_{1}}\left|\mathcal{I}_{a}\right| \geq \sum_{i \in\left[n_{1}\right] \backslash A}\left|\mathcal{I}_{a}\right| \geq \frac{4 m}{3 n_{1}}\left|\left[n_{1}\right] \backslash A\right|=\frac{4 m}{3 n_{1}}\left(n_{1}-|A|\right)
$$

implies that $|A| \geq \frac{n_{1}}{4}$ almost surely. Hence, it follows that

$$
\mathbb{P}\left(\bigcap_{a \in A} \mathcal{E}_{a}^{c} \mid\left\{\mathcal{I}_{a}\right\}_{a=1}^{n_{1}}\right) \leq \exp \left(-\frac{m}{C_{2} r \mu^{2}(V)}\right) .
$$

This shows that conditional on $\left\{\mathcal{I}_{a}\right\}_{a=1}^{n_{1}}$ we have that almost surely

$$
\mathbb{P}\left(\bigcup_{a \in\left[n_{1}\right]} \mathcal{E}_{a} \mid\left\{\mathcal{I}_{a}\right\}_{a=1}^{n_{1}}\right) \geq \mathbb{P}\left(\bigcup_{a \in A} \mathcal{E}_{a} \mid\left\{\mathcal{I}_{a}\right\}_{a=1}^{n_{1}}\right) \geq 1-\exp \left(-\frac{m}{C_{2} r \mu^{2}(V)}\right) .
$$

Taking expectations yields the claim.

Now we are prepared to give a proof of Proposition 3.6.
Proof of Proposition 3.6. For the proof we will condition on two events $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$, which we will define in the following. The event $\mathcal{E}_{1}$ is defined by

$$
\begin{equation*}
\mathcal{E}_{1}:=\left\{\left\|\mathcal{A}\left(U V^{*}\right)\right\|^{2} \leq 2\left\|U V^{*}\right\|_{F}^{2}=2 r\right\} . \tag{27}
\end{equation*}
$$

Observe that

$$
\left\|\mathcal{A}\left(U V^{*}\right)\right\|^{2}=\frac{n_{1} n_{2}}{m} \sum_{i=1}^{m}\left|\left(U V^{*}\right)_{a_{i}, b_{i}}\right|^{2}=\sum_{i=1}^{m} X_{i},
$$

where we have set $X_{i}:=\frac{n_{1} n_{2}}{m}\left|\left(U V^{*}\right)_{a_{i}, b_{i}}\right|^{2}$. Note that one has almost surely that

$$
\begin{aligned}
X_{i} & =\frac{n_{1} n_{2}}{m}\left(\sum_{k=1}^{r} U_{a_{i}, k} V_{b_{i}, k}\right)^{2} \\
& \leq \frac{n_{1} n_{2}}{m}\left(\sum_{k=1}^{r}\left|U_{a_{i}, k}\right|^{2}\right)\left(\sum_{k=1}^{r}\left|V_{b_{i}, k}\right|^{2}\right) \\
& \leq \frac{\mu^{2}(U) \mu^{2}(V) r^{2}}{m}
\end{aligned}
$$

where we have applied Cauchy-Schwarz and the definition of $\mu(U)$ and $\mu(V)$. Hence, one has

$$
\begin{aligned}
\mathbb{E} X_{i} & =\frac{\left\|U V^{*}\right\|_{F}^{2}}{m}=\frac{r}{m}, \\
\mathbb{E} X_{i}^{2} & \leq \frac{\mu^{2}(U) \mu^{2}(V) r^{2}}{m} \mathbb{E} X_{i}=\frac{r^{3} \mu^{2}(U) \mu^{2}(V)}{m^{2}}
\end{aligned}
$$

where we used $\left\|U V^{*}\right\|_{F}^{2}=r$ and the previous estimate. Hence, by the Bernstein inequality (see, e.g., [60, Theorem 2.8.4]) we obtain that

$$
\mathbb{P}\left(\left|\sum_{i=1}^{m} X_{i}-\left\|U V^{*}\right\|_{F}^{2}\right| \leq t\right) \leq 2 \exp \left(-c \min \left\{\frac{t^{2} m^{2}}{r^{3} \mu^{2}(U) \mu^{2}(V)} ; \frac{t m}{r^{2} \mu^{2}(U) \mu^{2}(V)}\right\}\right)
$$

By setting $t=\left\|U V^{*}\right\|_{F}^{2}=r$ we observe that $\mathcal{E}_{1}$ holds with probability at least $1-$ $2 \exp \left(-\frac{c m}{r \mu^{2}(U) \mu^{2}(V)}\right)$.

The second event $\mathcal{E}_{2}$ is defined by

$$
\mathcal{E}_{2}:=\left\{\exists a \in\left[n_{1}\right] \text { such that }\left\|P_{\mathcal{N}_{a}} V\right\| \leq \sqrt{\frac{2 m}{n_{1} n_{2}}}\right\} .
$$

For $C_{1}$ in assumption (11) chosen large enough Lemma 4.4 then entails that $\mathbb{P}\left(\mathcal{E}_{2}\right) \geq$ $1-\mathcal{O}\left(\exp \left(-\frac{c m}{r \mu^{2}(V)}\right)\right)$. Consequently, we can find $a \in\left[n_{1}\right]$ (depending on the random
sampling pattern) such that the condition defining $\mathcal{E}_{2}$ is satisfied.
Note that in order to prove Proposition 3.6 it is enough to find $Z \in \overline{\mathcal{K}_{*}\left(X_{0}\right)} \backslash\{0\}$ such that

$$
\begin{equation*}
\|\mathcal{A}(Z)\|<8 \sqrt{\frac{m}{r n_{1} n_{2}}}\|Z\|_{F} \tag{28}
\end{equation*}
$$

because by definition of the closure and the continuity of $\mathcal{A}$ this implies that there is a matrix $\tilde{Z} \in \mathcal{K}_{*}\left(X_{0}\right) \backslash\{0\}$ such that

$$
\frac{\|\mathcal{A}(\tilde{Z})\|}{\|\tilde{Z}\|_{F}} \leq 8 \sqrt{\frac{m}{r n_{1} n_{2}}},
$$

which implies (12) with constant $C_{3}=8$. In the following we will construct such a matrix $Z$. Let $x \in \mathbb{R}^{r}$ be a vector such that $\|x\|=1$. Then for $a \in\left[n_{1}\right]$ as above we define the vector $w_{a} \in \mathbb{R}^{n_{2}}$ by

$$
w_{a}:=P_{\mathcal{N}_{a}^{\perp}} V x
$$

and set

$$
W:=-\frac{\left\langle e_{a} w_{a}^{*}, U V^{*}\right\rangle_{F}}{\left|\left\langle e_{a} w_{a}^{*}, U V^{*}\right\rangle_{F}\right|} e_{a} w_{a}^{*}=\frac{\left\langle e_{a} w_{a}^{*}, U V^{*}\right\rangle_{F}}{\left|\left\langle e_{a} w_{a}^{*}, U V^{*}\right\rangle_{F}\right|} e_{a} x^{*} V^{*} P_{\mathcal{N}_{a}^{+}} .
$$

It follows directly from the definition of $\mathcal{N}_{a}$ that $\mathcal{A}(W)=0$. In the following let $T$ be the tangent space of the manifold of rank- $r$ matrices at $X_{0}$ as defined in (13). Furthermore, denote by $P_{U}=U U^{*}$ the orthogonal projection onto the column space of $U$ and, analogously, by $P_{V}=V V^{*}$ the orthogonal projection onto the column space of $V$. Then we obtain that

$$
\begin{aligned}
\left\|\mathcal{P}_{T^{\perp}} W\right\|_{*} & =\left\|\mathcal{P}_{T^{\perp}}\left(e_{i} w_{a}^{*}\right)\right\|_{*} \\
& =\left\|P_{U^{\perp}} e_{i} w_{a}^{*} P_{V^{\perp}}\right\|_{*} \\
& =\left\|P_{U^{\perp}} e_{a} w_{a}^{*} P_{V^{\perp}}\right\|_{F} \\
& =\left\|P_{U^{\perp}} e_{a}\right\|\left\|P_{V^{\perp}} w_{a}\right\| \\
& \leq\left\|P_{V^{\perp}} w_{a}\right\|,
\end{aligned}
$$

where in the second equality we have used that $\mathcal{P}_{T^{\perp}} M=P_{U^{\perp}} M P_{V^{\perp}}$ for all $M \in \mathbb{R}^{n_{1} \times n_{2}}$ and in the last line we used that $\left\|P_{U \perp} e_{i}\right\| \leq 1$. Plugging in $w_{a}=P_{\mathcal{N}_{a}^{\perp}} V m$ it follows that

$$
\begin{aligned}
\left\|\mathcal{P}_{T^{\perp}} W\right\|_{*} & \leq\left\|P_{V^{\perp}} P_{\mathcal{N}_{a}^{\perp}} V x\right\| \\
& =\left\|P_{V^{\perp}} P_{\mathcal{N}_{a}} V x\right\|,
\end{aligned}
$$

where the last line is due to $P_{V^{\perp}} V x=0$. The fact that $\left\|P_{V^{\perp}}\right\| \leq 1$ then yields that

$$
\begin{align*}
\left\|\mathcal{P}_{T^{\perp}} W\right\|_{*} & \leq\left\|P_{\mathcal{N}_{a}} V x\right\| \\
& \leq\left\|P_{\mathcal{N}_{a}} V\right\|\|x\|  \tag{29}\\
& \leq \sqrt{\frac{2 m}{n_{1} n_{2}}}
\end{align*}
$$

where for the last line we used that $a \in\left[n_{1}\right]$ was chosen such that the condition in $\mathcal{E}_{2}$ holds. This shows that $W$ is relatively close to $T$. Based on $W$ we now aim to find $Z \in \overline{\mathcal{K}_{*}(X)}$ of the form

$$
Z:=W-\beta U V^{*},
$$

where $\beta>0$ will be chosen in the following such that $Z \in \overline{\mathcal{K}_{*}\left(X_{0}\right)}$, which by Lemma 4.1 is equivalent to $-\left\langle U V^{*}, Z\right\rangle_{F} \geq\left\|\mathcal{P}_{T^{\perp}} Z\right\|_{*}$. First, we note that

$$
\begin{equation*}
\left\|\mathcal{P}_{T^{\perp}} Z\right\|_{*}=\left\|\mathcal{P}_{T^{\perp}} W\right\|_{*} \leq \sqrt{\frac{2 m}{n_{1} n_{2}}} \tag{30}
\end{equation*}
$$

due to $\mathcal{P}_{T^{\perp}}\left(U V^{*}\right)=0$ and the inequality chain (29). Furthermore, we have that

$$
\begin{align*}
-\left\langle U V^{*}, Z\right\rangle_{F} & =r \beta-\left\langle U V^{*}, W\right\rangle_{F} \\
& =r \beta+\left\langle U V^{*}, \frac{\left\langle e_{a} w_{a}^{*}, U V^{*}\right\rangle_{F}}{\left|\left\langle e_{a} w_{a}^{*}, U V^{*}\right\rangle_{F}\right|} e_{a} w_{a}^{*}\right\rangle_{F}  \tag{31}\\
& =r \beta+\left|\left\langle e_{a} w_{a}^{*}, U V^{*}\right\rangle_{F}\right| \\
& \geq r \beta .
\end{align*}
$$

Hence, setting $\beta=2 \sqrt{\frac{m}{r^{2} n_{1} n_{2}}}$ and combining (30) and (31) it follows that $Z \in \overline{\mathcal{K}_{*}\left(X_{0}\right)}$. This $Z$ also satisfies (28). To see that we observe that

$$
\begin{aligned}
\|Z\|_{F} & \geq\left\|e_{a} w_{a}^{*}\right\|_{F}-\beta\left\|U V^{*}\right\|_{F} \\
& =\left\|w_{a}\right\|-\beta \sqrt{r} \\
& =\left\|P_{\mathcal{N}_{a}^{\perp}} V x\right\|-\beta \sqrt{r} \\
& =\sqrt{\|V x\|^{2}-\left\|P_{\mathcal{N}_{a}} V x\right\|^{2}}-\beta \sqrt{r} \\
& \geq \sqrt{1-\frac{2 m}{n_{1} n_{2}}}-2 \sqrt{\frac{m}{r n_{1} n_{2}}} \\
& >\frac{1}{2}
\end{aligned}
$$

where in the last line we used the assumption that $m \leq \frac{n_{1} n_{2}}{32}$. Furthermore, from $\mathcal{A}(W)=0$ it follows that

$$
\|\mathcal{A}(Z)\|=\beta\left\|\mathcal{A}\left(U V^{*}\right)\right\| \stackrel{(27)}{\leq} \beta \sqrt{2 r}=2 \sqrt{\frac{2 m}{r n_{1} n_{2}}}<8 \sqrt{\frac{m}{r n_{1} n_{2}}}\|Z\|_{F}
$$

Combining the last two inequality chains implies (28), which completes the proof.

### 4.4. Proof of Theorem 3.1 and Theorem 3.5

As already mentioned Theorem 3.1 can be deduced from Proposition 3.3 and Theorem 3.5 can be deduced from Proposition 3.6. We only show how to prove Theorem 3.1, as the proof of Theorem 3.5 is analogous.

Proof of Theorem 3.1. By Proposition 3.6 and the definition of the minimum conic singular value $\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)\right)$ with probability at least $1-\mathcal{O}\left(\exp \left(-\frac{K}{C_{2} \mu^{2}}\right)\right)$ there is a matrix $Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right) \backslash\{0\}$ such that

$$
\begin{equation*}
\|\mathcal{A}(Z)\| \leq C_{3} \sqrt{\frac{L}{K N}}\|Z\|_{F} \tag{32}
\end{equation*}
$$

and such that $\tilde{X}_{t}:=h_{0} m_{0}^{*}+t Z$ obeys $\left\|\tilde{X}_{t}\right\|_{*} \leq\left\|h_{0} m_{0}^{*}\right\|_{*}$ for all $0<t \leq 1$. Next, set $e_{t}=\frac{t}{2} \mathcal{A}(Z)$. Then for $y_{t}=\mathcal{A}\left(h_{0} m_{0}^{*}\right)+e_{t}$ we have that

$$
\left\|\mathcal{A}\left(\tilde{X}_{t}\right)-\tilde{y}_{t}\right\|=\|\mathcal{A}(t Z)-e\|=\frac{t}{2}\|\mathcal{A}(Z)\| .
$$

Hence, by setting $\tau_{0}:=\frac{\|\mathcal{A}(Z)\|}{2}$ we observe that $\left\|\mathcal{A}\left(\hat{X}_{t}\right)-y_{t}\right\|=t \tau_{0}$. Furthermore, note that

$$
\left\|\tilde{X}_{t}-X_{0}\right\|_{F}=\|t Z\|_{F}=\stackrel{(32)}{\geq} \frac{t}{C_{3}} \sqrt{\frac{K N}{L}}\|\mathcal{A}(Z)\|=\frac{2 t \tau_{0}}{C_{3}} \sqrt{\frac{K N}{L}}
$$

Now let $0<\tau \leq \tau_{0}$. Then by setting $t=\frac{\tau}{\tau_{0}}, \tilde{X}:=\tilde{X}_{t}, y:=y_{t}$, and $e:=e_{t}$ the desired claim follows.

## 5. Stability of blind deconvolution

### 5.1. Outline of the proof and main ideas

The goal of this section is to prove Theorem 3.7. We first give a proof sketch and present the key ideas. We have seen in Proposition 3.3 that for certain isometries $B \in \mathbb{C}^{L \times K}$ with high probability one has that $\lambda_{\min }\left(\mathcal{A}, \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)\right) \lesssim \sqrt{\frac{L}{K N}}$. Hence, applying Theorem 2.4 cannot lead to very strong error estimates. However, if we closely inspect the proof of Proposition 3.3 we observe the following. Again, denote by $T$ the tangent space of the manifold of rank- 1 matrices at point $h_{0} m_{0}^{*}$ as defined in (13) and assume that $\left\|h_{0}\right\|=\left\|m_{0}\right\|=1$. By construction we have that $Z=W-\beta h_{0} m_{0}^{*}$, where $W=$ $\frac{\left\langle h_{0}, e_{i}\right\rangle}{\left\|m_{i}^{\perp}\right\|\left|\left\langle h_{0}, e_{i}\right\rangle\right|} e_{i}\left(m_{i}^{\perp}\right)^{*}$. This implies that

$$
\begin{aligned}
\left|\left\langle Z, h_{0} m_{0}^{*}\right\rangle_{F}\right| & \leq\left|\left\langle\frac{\left\langle h_{0}, e_{i}\right\rangle}{\left\|m_{i}^{\perp}\right\|\left|\left\langle h_{0}, e_{i}\right\rangle\right|} e_{i}\left(m_{i}^{\perp}\right)^{*}, h_{0} m_{0}^{*}\right\rangle_{F}\right|+\beta\left\|h_{0} m_{0}^{*}\right\|_{F}^{2} \\
& =\left|\left\langle e_{i}, h_{0}\right\rangle\right|\left\|m_{i}^{\perp}\right\|+\beta\left\|h_{0} m_{0}^{*}\right\|_{F}^{2} \\
& \leq \frac{\mu}{\sqrt{L}}+\beta \lesssim \frac{\mu}{\sqrt{L}}+\sqrt{\frac{L}{K N}},
\end{aligned}
$$

where we have used the triangle inequality in the first line and the definition of $m_{i}^{\perp}$ in the second line. In the third line we used that $\left\|m_{i}^{\perp}\right\| \leq 1,\left|\left\langle e_{i}, h_{0}\right\rangle\right| \leq \frac{\mu}{\sqrt{L}}$, and $\beta=\sqrt{\frac{L}{K N}}$.

As $\|Z\|_{F} \gtrsim 1$ this implies that $\frac{\left\langle Z, h_{0} m_{0}^{*}\right\rangle_{F}}{\|Z\|_{F}\left\|h_{0} m_{0}^{*}\right\|_{F}}$ is quite small, meaning that $Z$ and $h_{0} m_{0}^{*}$ are almost orthogonal to each other. All the descent directions $Z$ with this property, however, have in common that the admissible descent step size

$$
t_{0}:=\max \left\{t>0:\left\|h_{0} m_{0}^{*}+t Z\right\|_{*} \leq\left\|h_{0} m_{0}^{*}\right\|_{*}\right\}
$$

is necessarily very small. Geometrically this corresponds to the fact that the nuclear norm ball is curved near $X_{0}$, which is why its near-tangential behaviour only holds locally. This will be made precise in Lemma 5.7 below. For this reason the idea of the proof of Theorem 3.7 is to split the descent cone into two parts. One part will consist of all the matrices aligned with $h_{0} m_{0}^{*}$. The second part will consist of all remaining matrices, which are almost orthogonal to $h_{0} m_{0}^{*}$. As mentioned above, these matrices must necessarily be close to $T$. The first part is captured by the set $\mathcal{E}_{\mu, \delta}$ with

$$
\mathcal{E}_{\mu, \delta}:=\bigcup_{h_{0} \in \mathcal{H}_{\mu}, m_{0} \in \mathbb{C}^{N}}\left\{Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right): \delta \leq \frac{-\operatorname{Re}\left(\left\langle Z, h_{0} m_{0}^{*}\right\rangle_{F}\right)}{\left\|h_{0} m_{0}^{*}\right\|_{F}} \text { and }\|Z\|_{F}=1\right\}
$$

where $\delta>0$. In Section 5.2 we will show that with high probability it holds that

$$
\begin{equation*}
\inf _{Z \in \mathcal{E}_{\mu, \delta}}\|\mathcal{A}(Z)\| \gtrsim \frac{\delta^{2}}{\log ^{2}(L) \mu^{2}} \tag{33}
\end{equation*}
$$

Hence, if we have for the minimizer $\hat{X}$ of (3) that $\hat{X}-h_{0} m_{0}^{*}$ is an element of the conic hull of $\mathcal{E}_{\mu, \delta}$ we can proceed similarly as in [11] to obtain near-optimal error bounds. Let us briefly explain which property of $\mathcal{E}_{\mu, \delta}$ allows us to show (33). We define for any matrix $W \in \mathbb{C}^{K \times N}$ its $\|\cdot\|_{B_{1}}$-norm by

$$
\|W\|_{B_{1}}:=\sum_{\ell=1}^{L}\left\|W^{*} b_{\ell}\right\|
$$

In other words $\|W\|_{B_{1}}$ is the $\ell_{1}$-norm of the vector $\left(\left\|W^{*} b_{\ell}\right\|\right)_{\ell=1}^{L}$. We show in Lemma 5.5 below that all $Z \in \mathcal{E}_{\mu, \delta}$ have rather large $\|\cdot\|_{B_{1}}$-norm, which entails that the mass of the vector $\left(\left\|W^{*} b_{\ell}\right\|\right)_{\ell=1}^{L}$ cannot be concentrated on only very few entries. This in turn will allow us to employ a non-i.i.d. version of Mendelson's smalll bal method [35], allowing us to show a lower bound for (33), see Lemma 5.6 below. To understand the behaviour on the second part recall from Proposition 3.3 that for matrices $Z /\|Z\|_{F} \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right) \backslash \mathcal{E}_{\mu, \delta}$ the quantity $\|\mathcal{A}(Z)\|$ may be quite small, so a uniform bound is not feasible. However, as $Z$ is almost orthogonal to $h_{0} m_{0}^{*}$, also $\left\|\mathcal{P}_{T^{\perp}} Z\right\|_{*}$ must be rather small because of the characterization of the descent cone, Lemma 4.1. Hence, $Z$ is close to the tangent space and is almost orthogonal to $h_{0} m_{0}^{*}$. For that reason, whenever $\left\|h_{0} m_{0}^{*}+t Z\right\|_{*} \leq\left\|h_{0} m_{0}^{*}\right\|_{*}$ holds, the cylindrical shape of the nuclear norm ball implies that $t>0$ is small. This fact is captured by Lemma 5.7 below. Theorem 3.3 can then be proven by combining inequality (33) and Lemma 5.7, see Section 5.3.

### 5.2. A lower bound for the minimum conic singular value

First we recall the notion of Gaussian width (see, e.g., [60]).
Definition 5.1. For a set $\mathcal{E} \subset \mathbb{C}^{K \times N}$ its Gaussian width is defined by

$$
\omega(\mathcal{E}):=\mathbb{E}\left[\sup _{X \in \mathcal{E}} \operatorname{Re}\left(\langle X, G\rangle_{F}\right)\right],
$$

where $G \in \mathbb{C}^{K \times N}$ is a matrix, whose entries are independent and identically distributed random variables with distribution $\mathcal{C N}(0,1)$.

This definition allows us to state the following lemma, which is important for our analysis of the conic singular value. It relies on a uniform lower bound on the number of measurements whose magnitude is larger than a certain constant and is a variant of Theorem 2.1 in [35].
Lemma 5.2. Let $\mathcal{E} \subset \mathbb{C}^{K \times N}$ be a symmetric set, i.e., $\mathcal{E}=-\mathcal{E}$. For all $\xi>0$ and $t>0$ it holds with probability at least $1-\exp \left(-2 t^{2}\right)$ that

$$
\begin{equation*}
\inf _{X \in \mathcal{E}}\left|\left\{\ell \in[L]:\left|\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right| \geq \xi\right\}\right| \geq \inf _{X \in \mathcal{E}}\left(\sum_{\ell=1}^{L} \mathbb{P}\left(\left|\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right| \geq 2 \xi\right)\right)-\frac{4 \omega(\mathcal{E})}{\xi}-t \sqrt{L} \tag{34}
\end{equation*}
$$

Here $\varepsilon_{1}, \ldots, \varepsilon_{L}$ are independent Rademacher variables, i.e., random variables which take the two values $\pm 1$ each with probability $\frac{1}{2}$.
The proof of the Lemma 5.2 is based on a variant of Mendelson's small-ball method and proceeds in analogy to [35]. We have deferred a detailed proof to Appendix A. In order to apply Lemma 5.2 we need to estimate the first term of the right-hand side of Lemma 5.2. Such an estimate can be derived using the Paley-Zygmund inequality as in [35]. For the sake of completeness we have included a proof in Appendix B.

Lemma 5.3. Let $X \in \mathbb{C}^{K \times N}$ be an arbitrary matrix. Then for all $\xi>0$

$$
\sum_{\ell=1}^{L} \mathbb{P}\left(\left|\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right| \geq 2 \xi\right) \geq \frac{9}{32}\left|\left\{\ell \in[L]:\left\|X^{*} b_{\ell}\right\| \geq 4 \xi\right\}\right|
$$

In order to use Lemma 5.3 we need a lower bound for $\left|\left\{\ell \in[L]:\left\|X^{*} b_{\ell}\right\| \geq \xi\right\}\right|$. This will be achieved by the next lemma. For the statement of this lemma and its proof we will need to introduce the following notion. We define for any matrix $W \in \mathbb{C}^{K \times N}$ its $\|\cdot\|_{B_{1, w}}$-quasinorm by

$$
\|W\|_{B_{1, w}}:=\sup _{\xi \geq 0} \xi\left|\left\{\ell \in[L]:\left\|W^{*} b_{\ell}\right\| \geq \xi\right\}\right|
$$

That is, $\|W\|_{B_{1, w}}$ is the weak $\ell_{1}$-norm of the vector $\left(\left\|W^{*} b_{\ell}\right\|\right)_{\ell=1}^{L}$. (For a more detailed discussion of the weak $\ell_{1}$-norm see, e.g., [22].) A direct consequence of this interpretation is the inequality (see, e.g., [20, Proposition 2.10 and Exercise 2.4])

$$
\begin{equation*}
\|W\|_{B_{1, w}} \leq\|W\|_{B_{1}} \leq \log (e L)\|W\|_{B_{1, w}} . \tag{35}
\end{equation*}
$$

Lemma 5.4. Let $Z \in \mathbb{C}^{K \times N}$ such that $\|Z\|_{F}=1$. Then it holds that

$$
\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \frac{\|Z\|_{B_{1}}}{L \log (e L)}\right\}\right| \geq \frac{\|Z\|_{B_{1}}^{2}}{\log ^{2}(e L)}
$$

Proof of Lemma 5.4. Choose $\xi^{*}$ such that

$$
\begin{equation*}
\|Z\|_{B_{1, w}}=\xi^{*}\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \xi^{*}\right\}\right| \tag{36}
\end{equation*}
$$

As $\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \xi^{*}\right\}\right| \leq L$ it follows that

$$
\begin{equation*}
\xi^{*} \geq \frac{\|Z\|_{B_{1, w}}}{L} \geq \frac{\|Z\|_{B_{1}}}{L \log (e L)} \tag{37}
\end{equation*}
$$

where we also used inequality (35). We observe that

$$
\begin{aligned}
1 & =\|Z\|_{F}^{2} \\
& =\sum_{\ell=1}^{L}\left\|Z^{*} b_{\ell}\right\|^{2} \\
& \geq \xi^{* 2}\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \xi^{*}\right\}\right| \\
& \stackrel{(36)}{=} \frac{\|Z\|_{B_{1, w}}^{2}}{\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \xi^{*}\right\}\right|} \\
& \stackrel{(35)}{\geq} \frac{\|Z\|_{B_{1}}^{2}}{\log ^{2}(e L)\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \xi^{*}\right\}\right|}
\end{aligned}
$$

where for the second equality we used the identity $\sum_{\ell=1}^{L} b_{\ell} b_{\ell}^{*}=\mathrm{Id}$. Using inequality (37) and rearranging terms it follows that

$$
\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \frac{\|Z\|_{B_{1}}}{L \log (e L)}\right\}\right| \geq\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \xi^{*}\right\}\right| \geq \frac{\|Z\|_{B_{1}}^{2}}{\log ^{2}(e L)}
$$

which completes the proof.

The next lemma gives a bound on $\inf _{Z \in \mathcal{E}_{\mu, \delta}}\|Z\|_{B_{1}}$.
Lemma 5.5. It holds that

$$
\inf _{Z \in \mathcal{E}_{\mu, \delta}}\|Z\|_{B_{1}} \geq \frac{\delta \sqrt{L}}{\mu}
$$

Proof. Let $Z \in \mathcal{E}_{\mu, \delta}$ be arbitrary. By definition of $\mathcal{E}_{\mu, \delta}$ there is $h_{0} \in \mathcal{H}_{\mu}$ and $m_{0} \in \mathbb{C}^{N}$ such that $Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)$ and such that the inequality

$$
\delta \leq \frac{-\operatorname{Re}\left(\left\langle Z, h_{0} m_{0}^{*}\right\rangle_{F}\right)}{\left\|h_{0} m_{0}^{*}\right\|_{F}}
$$

holds. It follows that

$$
\begin{aligned}
\delta & \leq \frac{-\operatorname{Re}\left(\left\langle Z m_{0}, h_{0}\right\rangle\right)}{\left\|h_{0} m_{0}^{*}\right\|_{F}} \\
& =\frac{-\sum_{\ell=1}^{L} \operatorname{Re}\left(\left\langle Z m_{0}, b_{\ell}\right\rangle\left\langle b_{\ell}, h_{0}\right\rangle\right)}{\left\|h_{0} m_{0}^{*}\right\|_{F}} \\
& \leq \frac{\left(\max _{\ell \in[L]}\left|\left\langle h_{0}, b_{\ell}\right\rangle\right|\right) \sum_{\ell=1}^{L}\left|\left\langle Z m_{0}, b_{\ell}\right\rangle\right|}{\left\|h_{0} m_{0}^{*}\right\|_{F}}
\end{aligned}
$$

where for the second equality we have used that $\sum_{\ell=1}^{L} b_{\ell} b_{\ell}^{*}=\mathrm{Id}$. Note that for all $\ell \in[L]$ it holds that

$$
\frac{\left|\left\langle Z m_{0}, b_{\ell}\right\rangle\right|}{\left\|m_{0}\right\|} \leq\left\|Z^{*} b_{\ell}\right\|
$$

Hence, by the previous inequality chain it follows that

$$
\delta \leq \frac{\max _{\ell \in[L]}\left|\left\langle h_{0}, b_{\ell}\right\rangle\right|}{\left\|h_{0}\right\|} \sum_{\ell=1}^{L}\left\|Z^{*} b_{\ell}\right\| \leq \frac{\mu}{\sqrt{L}}\|Z\|_{B_{1}}
$$

where in the last inequality we used the definition of $\mu$ and $\|Z\|_{B_{1}}$. Rearranging terms and taking the infimum over all $Z \in \mathcal{E}_{\mu, \delta}$ yields the desired inequality.

Having gathered all the necessary ingredients we can state and prove the main lemma of this section.

Lemma 5.6. Let $\delta>0$. Assume that

$$
\begin{equation*}
L \geq C_{1}\left(\frac{\mu}{\delta}\right)^{6}(K+N) \log ^{6}(e L) \tag{38}
\end{equation*}
$$

Then with probability at least $1-\exp \left(-\frac{L \delta^{4}}{C_{2} \log ^{4}(e L) \mu^{4}}\right)$ it holds that

$$
\begin{equation*}
\inf _{Z \in \mathcal{E}_{\mu, \delta}}\|\mathcal{A}(Z)\| \gtrsim \frac{\delta^{2}}{\log ^{2}(L) \mu^{2}} \tag{39}
\end{equation*}
$$

$C_{1}$ and $C_{2}$ are absolute constants.
Proof. Our goal is to apply Lemma 5.2. In order to apply it we first derive a lower bound for the first term on the right-hand side of inequality (34). For that recall that by Lemma 5.5 it holds that

$$
\begin{equation*}
\inf _{Z \in \mathcal{E}_{\mu, \delta}}\|Z\|_{B_{1}} \geq \frac{\delta \sqrt{L}}{\mu} \tag{40}
\end{equation*}
$$

Thus, for any $Z \in \mathcal{E}_{\mu, \delta}$ we obtain that

$$
\begin{aligned}
\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \frac{\delta}{\mu \sqrt{L} \log (e L)}\right\}\right| & \geq\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \frac{\|Z\|_{B_{1}}}{L \log (e L)}\right\}\right| \\
& \geq \frac{\|Z\|_{B_{1}}^{2}}{\log ^{2}(e L)} \\
& \geq \frac{\delta^{2} L}{\mu^{2} \log ^{2}(e L)}
\end{aligned}
$$

where the first inequality follows from (40), the second one is due to Lemma 5.4, and the third one follows again from (40). Hence, by Lemma 5.3 applied with $\xi=\frac{\delta}{4 \sqrt{L} \ln (e L) \mu}$ we finally obtain that

$$
\begin{align*}
& \inf _{Z \in \mathcal{E}_{\mu, \delta}}\left(\sum_{\ell=1}^{L} \mathbb{P}\left(\left|\left\langle b_{\ell} c_{\ell}^{*}, Z\right\rangle_{F}\right| \geq \frac{\delta}{2 \sqrt{L} \ln (e L) \mu}\right)\right) \\
\geq & \frac{9}{32} \inf _{Z \in \mathcal{E}_{\mu, \delta}}\left|\left\{\ell \in[L]:\left\|Z^{*} b_{\ell}\right\| \geq \frac{\delta}{\sqrt{L} \ln (e L) \mu}\right\}\right|  \tag{41}\\
\geq & \frac{9 \delta^{2} L}{32 \mu^{2} \log ^{2}(e L)} .
\end{align*}
$$

Next, we need an upper bound for the Gaussian width. For that, we first observe that

$$
\mathcal{E}_{\mu, \delta} \subset\left(\bigcup_{h_{0} \in \mathbb{C}^{K}, m_{0} \in \mathbb{C}^{N}} \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)\right) \cap\left\{Z \in \mathbb{C}^{K \times N}:\|Z\|_{F}=1\right\}=: \mathcal{E}
$$

The Gaussian width of $\mathcal{E}$ has been bounded in [29, Lemma 4.1], combined with the monotonicity of the Gaussian width their results yields that

$$
\begin{equation*}
\omega\left(\mathcal{E}_{\mu, \delta}\right) \leq \omega(\mathcal{E}) \leq 2 \sqrt{(K+N)} \tag{42}
\end{equation*}
$$

Thus for $\xi=\frac{\delta}{4 \sqrt{L} \log (e L) \mu}$ we obtain from Lemma 5.2 together with (41), (42) that with probability at least $1-\exp \left(-2 t^{2}\right)$ it holds that

$$
\begin{aligned}
\inf _{Z \in \mathcal{E}_{\mu, \delta}}\left|\left\{\ell \in[L]:\left|\left\langle b_{\ell} c_{\ell}^{*}, Z\right\rangle_{F}\right| \geq \xi\right\}\right| & \geq \frac{9 L \delta^{2}}{32 \log ^{2}(e L) \mu^{2}}-\frac{2 \log (e L) \mu \sqrt{L(K+N)}}{\delta}-t \sqrt{L} \\
& \geq \frac{9 L \delta^{2}}{64 \log ^{2}(e L) \mu^{2}}-t \sqrt{L}
\end{aligned}
$$

where the second inequality follows from assumption (38), if the constant $C_{1}>0$ is chosen large enough. Consequently, setting $t=\frac{9 \delta^{2} \sqrt{L}}{128 \log ^{2}(e L) \mu^{2}}$ and recalling that $(\mathcal{A}(Z))(\ell)=\left\langle b_{\ell} c_{\ell}^{*}, Z\right\rangle_{F}$ we have that with probability at least $1-\exp \left(-\frac{L \delta^{4}}{C_{2} \log ^{4}(e L) \mu^{4}}\right)$ with $C_{2}$ chosen appropriately

$$
\inf _{Z \in \mathcal{E}_{\mu, \delta}}\left|\left\{\ell \in[L]:|\mathcal{A}(Z)(\ell)| \geq \frac{\delta}{4 \sqrt{L} \log (e L) \mu}\right\}\right| \geq \frac{9 L \delta^{2}}{128 \log ^{2}(L) \mu^{2}}
$$

Summing up we obtain that with probability at least $1-\exp \left(-\frac{L \delta^{4}}{C_{2} \log ^{4}(e L) \mu^{4}}\right)$

$$
\begin{aligned}
\inf _{Z \in \mathcal{E}_{\mu, \delta}}\|\mathcal{A}(Z)\| & \geq \inf _{Z \in \mathcal{E}_{\mu, \delta}} \frac{\delta}{4 \sqrt{L} \log (e L) \mu} \sqrt{\left|\left\{\ell \in[L]:|\mathcal{A}(Z)(\ell)| \geq \frac{\delta}{4 \sqrt{L} \log (e L) \mu}\right\}\right|} \\
& \gtrsim \frac{\delta^{2}}{\log ^{2}(L) \mu^{2}} .
\end{aligned}
$$

This shows the claim.

### 5.3. Proof of Theorem 3.7

As already mentioned in Section 4, in order to control all matrices $Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)$, which are almost orthogonal to $h_{0} m_{0}^{*}$, we need the following key lemma.

Lemma 5.7. Let $h_{0} m_{0}^{*} \in \mathbb{C}^{n_{1} \times n_{2}}$ be a rank-1 matrix. Assume that $Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right) \backslash\{0\}$. Then, whenever $\left\|h_{0} m_{0}^{*}+Z\right\|_{*} \leq\left\|h_{0} m_{0}^{*}\right\|_{*}$, it holds that

$$
\|Z\|_{F} \leq-2 \operatorname{Re}\left(\left\langle h_{0} m_{0}^{*}, \frac{1}{\|Z\|_{F}} Z\right\rangle_{F}\right)
$$

Proof. We observe that

$$
\begin{aligned}
\left\|h_{0} m_{0}^{*}\right\|_{F}^{2} & =\left\|h_{0} m_{0}^{*}\right\|_{*}^{2} \\
& \geq\left\|h_{0} m_{0}^{*}+Z\right\|_{*}^{2} \\
& \geq\left\|h_{0} m_{0}^{*}+Z\right\|_{F}^{2} \\
& =\left\|h_{0} m_{0}^{*}\right\|_{F}^{2}+\|Z\|_{F}^{2}+2 \operatorname{Re}\left(\left\langle h_{0} m_{0}^{*}, Z\right\rangle_{F}\right) .
\end{aligned}
$$

Rearranging terms yields the result.
Now we have gathered all tools which are needed to prove Theorem 3.7.
Proof of Theorem 3.7. Having introduced all necessary tools in the last two sections we can now give a proof of Theorem 3.7. We set $\delta:=(\log e L)^{2 / 3} \mu^{2 / 3} \alpha^{1 / 3}$. Throughout the proof we will assume that inequality (39) holds, which by Lemma 5.6 holds with probability at least

$$
1-\exp \left(-\frac{L \delta^{4}}{C_{2} \log ^{4}(e L) \mu^{4}}\right)=1-\exp \left(-\frac{L \alpha^{4 / 3}}{C_{2} \log ^{4 / 3}(e L) \mu^{4 / 3}}\right) .
$$

Let $h_{0} \in \mathcal{H}_{\mu}$ and $m_{0} \in \mathbb{C}^{N}$. Furthermore, let $\hat{X}$ be a minimizer of (3) and set $Z:=$ $\hat{X}-h_{0} m_{0}^{*}$. Note that from the minimality of $\hat{X}$ it follows that $\|\hat{X}\|_{*} \leq\left\|h_{0} m_{0}^{*}\right\|_{*}$. This implies that $Z \in \mathcal{K}_{*}\left(h_{0} m_{0}^{*}\right)$. To prove the lemma it remains to derive an appropriate
upper bound on $\|Z\|_{F}$. For that we will distinguish two cases, namely $\frac{Z}{\|Z\|_{F}} \in \mathcal{E}_{\mu, \delta}$ and $\frac{Z}{\|Z\|_{F}} \notin \mathcal{E}_{\mu, \delta}$. If $\frac{Z}{\|Z\|_{F}} \in \mathcal{E}_{\mu, \delta}$, it follows from inequality (39) that

$$
\begin{align*}
\|Z\|_{F} & \lesssim \frac{\log ^{2}(L) \mu^{2}}{\delta^{2}}\|\mathcal{A}(Z)\| \\
& \leq \frac{\log ^{2}(L) \mu^{2}}{\delta^{2}}(\|\mathcal{A}(\hat{X})-y\|+\|e\|)  \tag{43}\\
& \leq 2 \frac{\log ^{2}(L) \mu^{2}}{\delta^{2}} \tau \\
& =2 \frac{\log ^{2 / 3}(L) \mu^{2 / 3}}{\alpha^{2 / 3}} \tau,
\end{align*}
$$

where in the second inequality we used the triangle inequality as well as $Z=\hat{X}-h_{0} m_{0}^{*}$ and $y=\mathcal{A}\left(h_{0} m_{0}^{*}\right)+e$. In the third inequality we used that $\hat{X}$ is feasible and $\|e\| \leq \tau$. If $\frac{Z}{\|Z\|_{F}} \notin \mathcal{E}_{\mu, \delta}$, it follows directly from the definition of $\mathcal{E}_{\mu, \delta}$ that $-\operatorname{Re}\left(\left\langle\frac{h_{0} m_{0}^{*}}{\left\|h_{0} m_{0}^{*}\right\|_{F}}, \frac{Z}{\|Z\|_{F}}\right\rangle_{F}\right)<$ $\delta$. By Lemma 5.7 we obtain that

$$
\begin{align*}
\|Z\|_{F} & \leq-2 \operatorname{Re}\left(\left\langle h_{0} m_{0}^{*}, \frac{1}{\|Z\|_{F}} Z\right\rangle_{F}\right) \\
& <2 \delta\left\|h_{0} m_{0}^{*}\right\|_{F}  \tag{44}\\
& <2(\log L)^{2 / 3} \mu^{2 / 3} \alpha^{1 / 3}\left\|h_{0} m_{0}^{*}\right\|_{F}
\end{align*}
$$

Combining the estimates (43) and (44) we obtain that

$$
\left\|\hat{X}-h_{0} m_{0}^{*}\right\|_{F}=\|Z\|_{F} \lesssim \frac{\mu^{2 / 3} \log ^{2 / 3} L}{\alpha^{2 / 3}} \max \left\{\tau ; \alpha\left\|h_{0} m_{0}^{*}\right\|_{F}\right\}
$$

which completes the proof.

## 6. Outlook

In this paper we have analyzed two important cases of structured low-rank matrix recovery problems, blind deconvolution and matrix completion, through an inspection of the descent cone of the nuclear norm and its interaction with the measurement operator $\mathcal{A}$. We have shown that the conic singular value is typically quite small and, consequently, previous analysis approaches cannot give strong recovery guarantees. For the example of blind deconvolution we have presented a new approach based on a refined analysis of the descent cone, showing that the nuclear norm minimization approach is stable against adversarial noise in certain important parameter regimes and allows for uniform recovery guarantees in the presence of noise. In our opinion our results give rise to a number of interesting follow-up questions.

- Stability for small noise-levels: Until now, our stability result only covers the situation that the noise level $\tau$ is of constant order (up to logarithmic factors). For small $\tau$, Theorem 3.1, respectively Theorem 3.5, put some barriers on
what performance can be expected. Nevertheless, it will be interesting to examine the transitional case, that $\tau$ is rather small, even further. For example, while the bad conditioning for small noise levels has been established, it remains open whether one can construct a noise vector $e$ such that the true minimizer behaves like the alternative (but non-minimal) solutions constructed in Theorems 3.1 and 3.5. Also the transitional behavior of the minimum conic singular values between very small noise levels (where we established bad conditioning) and larger noise levels (where at least for randomized blind deconvolution, we proved stability) will be an interesting question to study.
- Extension to the rank $r$ case: Understanding nuclear norm recovery for matrix completion under adversarial noise remains an important open problem in the field. While our result established that recovery guarantees for arbitrary noise levels are not feasible, our considerations for the rank one scenario give hope that for sufficiently large noise levels, near optimal guarantees are within reach also for matrices of arbitrary rank.
Similarly, a natural generalization of blind deconvolution is the problem of blind demixing [44, 28], where one observes a noisy superposition of several convolutions, that is, $y=\sum_{i=1}^{r} w_{i} * x_{i}+e$. The corresponding low-rank matrix formulation can be interpreted as a rank $r$ version of the randomized blind deconvolution problem.

We expect that a rank $r$ version of Theorem 3.7 will apply to both these scenarios, which is why we consider this a very promising direction for future research.

- Extension to other low-rank matrix recovery models: Various other lowrank matrix models also involve incoherence in some way, for example, robust PCA ([6]) and spectral compressed sensing via matrix completion [13]. Also for these problems, recovery results are typically proven via the Golfing Scheme and lead to a seemingly suboptimal noise bound (see, e.g., [62, Section VI]). Can these problems be analyzed with the methods developed in this paper?
Moreover, [36] provided an incoherence based analysis of the phase retrieval problem under random Bernoulli measurements. It will be interesting to analyze this setup with similar methods as in this manuscript.
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## A. Proof of Lemma 5.2

The proof of Lemma 5.2 will rely on the following two lemmas. The first lemma is a version of Mendelson's small-ball method for non-i.i.d. measurements. In order to state it let $X_{1}, \ldots, X_{L}$ be independent, matrix-valued random variables defined on a probability space $(\Omega, \mu)$. For every measurable, real-valued function $f$ and for every $\xi>0$ we define the quantity

$$
Q_{\xi}(f)=\sum_{\ell=1}^{L} \mathbb{P}\left(f\left(X_{\ell}\right) \geq \xi\right)
$$

Lemma A.1. Let $X_{1}, \ldots, X_{L} \in \mathbb{C}^{K \times N}$ be independent random variables and $\mathcal{F}$ be $a$ set of real-valued functions, which are measurable with respect to $(\Omega, \mu)$. Let $t>0$ and $\xi>0$. Then with probability at least $1-\exp \left(-2 t^{2}\right)$ it holds that

$$
\inf _{f \in \mathcal{F}}\left|\left\{\ell \in[L]: f\left(X_{\ell}\right) \geq \xi\right\}\right| \geq \inf _{f \in \mathcal{F}} Q_{2 \xi}(f)-\frac{2}{\xi} \mathbb{E}\left[\sup _{f \in \mathcal{F}} \sum_{\ell=1}^{L} \varepsilon_{\ell} f\left(X_{\ell}\right)\right]-t \sqrt{L},
$$

where $\varepsilon_{1}, \ldots, \varepsilon_{L}$ are independent Rademacher variables, i.e., random variables which take the two values $\pm 1$ each with probability $\frac{1}{2}$.

The proof of Lemma A. 1 is exactly analogous as the proof of the original small-ball method [35], see Section A.1. The second auxiliary lemma, proved in Section A.2, relates the quantity $\mathbb{E}\left[\sup _{f \in \mathcal{F}} \sum_{\ell=1}^{L} \varepsilon_{\ell} f\left(X_{\ell}\right)\right]$ in the blind deconvolution framework to the Gaussian width (cf. Definition 5.1).
Lemma A.2. Let $\mathcal{E} \subset \mathbb{C}^{K \times N}$. Then it holds that

$$
\mathbb{E}\left[\sup _{X \in \mathcal{E}} R e\left(\sum_{\ell=1}^{L} b_{\ell}^{*} X c_{\ell}\right)\right]=\omega(\mathcal{E}) .
$$

With these lemmas we can now prove Lemma 5.2.
Proof of Lemma 5.2. Set $X_{\ell}:=b_{\ell} c_{\ell}^{*}$ for all $\ell \in[L]$ and define

$$
\mathcal{F}:=\left\{\left|\langle M, \cdot\rangle_{F}\right|: M \in \mathcal{E}\right\} .
$$

Then, by a direct application of Lemma A. 1 we obtain that with probability at least $1-\exp \left(-2 t^{2}\right)$ it holds that

$$
\begin{align*}
& \inf _{M \in \mathcal{E}}\left|\left\{\ell \in[L]:\left|\left\langle M, b_{\ell} c_{\ell}^{*}\right\rangle_{F}\right| \geq \xi\right\}\right| \\
\geq & \inf _{M \in \mathcal{E}}\left(\sum_{\ell=1}^{L} \mathbb{P}\left(\left|\left\langle b_{\ell} c_{\ell}^{*}, M\right\rangle_{F}\right| \geq 2 \xi\right)\right)-\frac{2}{\xi} \mathbb{E}\left[\sup _{M \in \mathcal{E}} \sum_{\ell=1}^{L} \varepsilon_{\ell}\left|\left\langle b_{\ell} c_{\ell}^{*}, M\right\rangle_{F}\right|\right]-t \sqrt{L} . \tag{45}
\end{align*}
$$

To bound the second summand, we observe that

$$
\begin{align*}
& \mathbb{E}\left[\sup _{M \in \mathcal{E}} \sum_{\ell=1}^{L} \varepsilon_{\ell}\left|\left\langle b_{\ell} c_{\ell}^{*}, M\right\rangle_{F}\right|\right] \\
\leq & \mathbb{E}\left[\sup _{M \in \mathcal{E}} \sum_{\ell=1}^{L} \varepsilon_{\ell}\left|\operatorname{Re}\left(\left\langle b_{\ell} c_{\ell}^{*}, M\right\rangle_{F}\right)\right|\right]+\mathbb{E}\left[\sup _{M \in \mathcal{E}} \sum_{\ell=1}^{L} \varepsilon_{\ell}\left|\operatorname{Im}\left(\left\langle b_{\ell} c_{\ell}^{*}, M\right\rangle_{F}\right)\right|\right] \\
= & 2 \mathbb{E}\left[\sup _{M \in \mathcal{E}} \sum_{\ell=1}^{L} \varepsilon_{\ell}\left|\operatorname{Re}\left(\left\langle b_{\ell} c_{\ell}^{*}, M\right\rangle_{F}\right)\right|\right]  \tag{46}\\
= & 2 \mathbb{E}\left[\sup _{M \in \mathcal{E}} \sum_{\ell=1}^{L} \varepsilon_{\ell} \operatorname{Re}\left(\left\langle b_{\ell} c_{\ell}^{*}, M\right\rangle_{F}\right)\right] \\
= & 2 \omega(\mathcal{E})
\end{align*}
$$

where in the third line we used that $\operatorname{Re}\left(\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right)$ and $\operatorname{Im}\left(\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right)$ have the same distribution. The fourth line follows from the symmetry of the set $\mathcal{E}$ and the last line is due to Lemma A.2. Combining (45) and (46) finishes the proof.

## A.1. Proof of Lemma A. 1

We directly trace the steps of the proof of Theorem 1.5 in [35]. In the following $\mathbb{1}_{A}$ denotes the indicator function, which takes the value 1 , if the event $A$ occurs and the value 0 otherwise. Note that

$$
\xi\left|\left\{\ell \in[L]: f\left(X_{\ell}\right) \geq \xi\right\}\right|=\xi \sum_{\ell=1}^{L} \mathbb{1}_{\left\{f\left(X_{\ell}\right) \geq \xi\right\}} .
$$

Taking the infimum we observe that by the definition of $Q_{2 \xi}$

$$
\begin{align*}
& \xi \inf _{f \in \mathcal{F}}\left|\left\{\ell \in[L]: f\left(X_{\ell}\right) \geq \xi\right\}\right| \\
\geq \xi & \inf _{f \in \mathcal{F}} Q_{2 \xi}(f)-\xi \sup _{f \in \mathcal{F}} \sum_{\ell=1}^{L}\left(\mathbb{P}\left(f\left(X_{\ell}\right) \geq 2 \xi\right)-\mathbb{1}_{\left\{f\left(X_{\ell}\right) \geq \xi\right\}}\right) . \tag{47}
\end{align*}
$$

The bounded difference inequality (see, for example, [4]) implies that with probability at least $1-\exp \left(-2 t^{2}\right)$ it holds that

$$
\begin{align*}
& \sup _{f \in \mathcal{F}} \sum_{\ell=1}^{L}\left(\mathbb{P}\left(f\left(X_{\ell}\right) \geq 2 \xi\right)-\mathbb{1}_{\left\{f\left(X_{\ell}\right) \geq \xi\right\}}\right) \\
\leq & \mathbb{E}\left[\sup _{f \in \mathcal{F}} \sum_{\ell=1}^{L}\left(\mathbb{P}\left(f\left(X_{\ell}\right) \geq 2 \xi\right)-\mathbb{1}_{\left\{f\left(X_{\ell}\right) \geq \xi\right\}}\right)\right]+t \sqrt{L}  \tag{48}\\
= & \mathbb{E}\left[\sup _{f \in \mathcal{F}} \sum_{\ell=1}^{L}\left(\mathbb{E}\left[\mathbb{1}_{\left\{f\left(X_{\ell}\right) \geq 2 \xi\right\}}\right]-\mathbb{1}_{\left\{f\left(X_{\ell}\right) \geq \xi\right\}}\right)\right]+t \sqrt{L}
\end{align*}
$$

To deal with the expectation we will use the function $\Psi_{\xi}:[0,+\infty) \longrightarrow \mathbb{R}$ defined by

$$
\Psi_{\xi}(u)= \begin{cases}0 & 0 \leq u \leq \xi \\ \frac{1}{\xi}(u-\xi) & \xi \leq u \leq 2 \xi \\ 1 & u \geq 2 \xi\end{cases}
$$

We observe that $\Psi_{\xi}$ is Lipschitz continuous with Lipschitz constant $1 / \xi$. Furthermore, for all $u \in[0,+\infty)$ it holds that $\mathbb{1}_{\{u \geq 2 \xi\}} \leq \Psi_{\xi}(u) \leq \mathbb{1}_{\{u \geq \xi\}}$. Combining this monotonicity relation with Gine-Zinn symmetrization (see, e.g., [59, Lemma 2.3.1]) and the Rademacher comparison principle for Lipschitz continuous functions (see, e.g., [42, Equation (4.20)]), we obtain that

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{f \in \mathcal{F}} \sum_{\ell=1}^{L}\left(\mathbb{E}\left[\mathbb{1}_{\left\{f\left(X_{\ell}\right) \geq 2 \xi\right\}}\right]-\mathbb{1}_{\left\{f\left(X_{\ell}\right) \geq \xi\right\}}\right)\right] \\
\leq & \mathbb{E}\left[\sup _{f \in \mathcal{F}} \sum_{\ell=1}^{L}\left(\mathbb{E}\left[\Psi_{\xi}\left(f\left(X_{\ell}\right)\right)\right]-\Psi_{\xi}\left(f\left(X_{\ell}\right)\right)\right)\right] \\
\leq & 2 \mathbb{E}\left[\sup _{f \in \mathcal{F}} \sum_{\ell=1}^{L} \varepsilon_{\ell} \Psi_{\xi}\left(f\left(X_{\ell}\right)\right)\right] \\
\leq & \frac{2}{\xi} \mathbb{E}\left[\sup _{f \in \mathcal{F}} \sum_{\ell=1}^{L} \varepsilon_{\ell} f\left(X_{\ell}\right)\right] .
\end{aligned}
$$

Together with the inequality chains (47) and (48), this completes the proof.

## A.2. Proof of Lemma A. 2

First, we observe that

$$
\mathbb{E}\left[\sup _{X \in \mathcal{E}} \operatorname{Re}\left(\sum_{\ell=1}^{L} b_{\ell}^{*} X c_{\ell}\right)\right]=\mathbb{E}\left[\sup _{X \in \mathcal{E}} \operatorname{Re}\left(\left\langle X, \sum_{\ell=1}^{L} b_{\ell} c_{\ell}^{*}\right\rangle_{F}\right)\right]
$$

Note that due to the definition of $\omega(\mathcal{E})$ in order to finish the proof it is enough to show that the entries of the matrix $X=\sum_{\ell=1}^{L} b_{\ell} c_{\ell}^{*}$ are independent and identically distributed with distribution $\mathcal{C N}(0,1)$. For that, let $(i, j) \in[K] \times[N]$ and compute that

$$
\mathbb{E}\left[\left|e_{i}^{*}\left(\sum_{\ell=1}^{L} b_{\ell} c_{\ell}^{*}\right) e_{j}\right|^{2}\right]=\sum_{\ell=1}^{L} e_{i}^{*} b_{\ell} b_{\ell}^{*} e_{i} \mathbb{E}\left[\left|c_{\ell}^{*} e_{j}\right|^{2}\right]^{2}=\sum_{\ell=1}^{L} e_{i}^{*} b_{\ell} b_{\ell}^{*} e_{i}=1 .
$$

This implies that $e_{i}^{*}\left(\sum_{\ell=1}^{L} b_{\ell} c_{\ell}^{*}\right) e_{j} \in \mathcal{C N}(0,1)$. It remains to show that the individual entries of the matrix $\sum_{\ell=1}^{m} b_{\ell} c_{\ell}^{*}$ are independent. For that, we set

$$
X_{i, j}:=\left(\sum_{\ell=1}^{m} b_{\ell} c_{\ell}^{*}\right)_{i, j}=e_{i}^{*}\left(\sum_{\ell=1}^{L} b_{\ell} c_{\ell}^{*}\right) e_{j} .
$$

Now let $(i, j),\left(i^{\prime}, j^{\prime}\right) \in[K] \times[N]$ such that $(i, j) \neq\left(i^{\prime}, j^{\prime}\right)$. Our goal is to show that $\mathbb{E}\left[X_{i, j} \bar{X}_{i^{\prime}, j^{\prime}}\right]=0$. If $j \neq j^{\prime}$ this follows immediately from the observation that $c_{\ell}^{*} e_{j}$ and $c_{\ell}^{*} e_{j^{\prime}}$ are independent for all $\ell \in[L]$. Now assume that $j=j^{\prime}$. Then we can compute that

$$
\mathbb{E}\left[X_{i, j} \bar{X}_{i^{\prime}, j^{\prime}}\right]=\sum_{\ell=1}^{L} e_{i}^{*} b_{\ell} b_{\ell}^{*} e_{i^{\prime}}\left|c_{\ell}^{*} e_{j}\right|^{2}=\sum_{\ell=1}^{L} e_{i}^{*} b_{\ell} b_{\ell}^{*} e_{i^{\prime}}=0 .
$$

Hence, we have shown that all entries of the matrix $X$ are uncorrelated. As the entries of $X$ are jointly Gaussian this implies that they are independent, which completes the proof.

## B. Proof of Lemma 5.3

Proof of Lemma 5.3. Let $\ell \in[L]$ such that $\left\|X^{*} b_{\ell}\right\| \geq 4 \xi$. Using the Paley-Zygmund inequality (see, e.g., [16]) we obtain that

$$
\begin{aligned}
\mathbb{P}\left(\left|\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right| \geq 2 \xi\right) & \geq \mathbb{P}\left(\left|\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right| \geq \frac{1}{2}\left\|X^{*} b_{\ell}\right\|\right) \\
& \geq \frac{\left(\mathbb{E}\left[\left|\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right|^{2}\right]-\frac{1}{4}\left\|X^{*} b_{\ell}\right\|^{2}\right)^{2}}{\mathbb{E}\left[\left|\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right|^{4}\right]} \\
& =\frac{\left(\left\|X^{*} b_{\ell}\right\|^{2}-\frac{1}{4}\left\|X^{*} b_{\ell}\right\|^{2}\right)^{2}}{2\left\|X^{*} b_{\ell}\right\|^{4}}=\frac{9}{32} .
\end{aligned}
$$

(We used that $\mathbb{E}\left|\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right|^{2}=\left\|X^{*} b_{\ell}\right\|^{2}$ and $\mathbb{E}\left|\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F}\right|^{4}=2\left\|X^{*} b_{\ell}\right\|^{4}$, which is due to $\left\langle b_{\ell} c_{\ell}^{*}, X\right\rangle_{F} \sim \mathcal{C N}\left(0,\left\|X^{*} b_{\ell}\right\|\right)$.) Summing over all $\ell \in[L]$ such that $\left\|X^{*} b_{\ell}\right\| \geq 4 \xi$ yields the claim.
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