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A B S T R A C T

This article is a contribution to the geometry generalization for computational fluid dynamics (CFD) simulations
of gas dispersion in urban areas. The CO2 emission from a natural gas-fueled thermal power plant is simulated
using different generic urban patterns. The buildings distribution, the built density and the height of the buildings
were analyzed. Both buildings distribution and built density did not show significant effect on the gas concen-
tration over the city, whereas the average height of the buildings shows a clear influence on the vertical profile of
the gas concentration. The results of the general patterns were compared with a real city (Munich, Germany),
obtaining agreement between both generalized and real city geometries. Additionally, the vertical profiles of gas
concentration were compared with the Gaussian plume model, and a new equation for computing the vertical
dispersion parameter is proposed for urban environments as a function of the averaged buildings height.
1. Introduction

As is well known, air pollution is a major problem with strong impact
on environment (Clark et al., 2016), economy (Carleton and Hsiang,
2016) and human health (Lelieveld et al., 2015). The urban environment
has a great interest because it is where the major anthropogenic emis-
sions take place (Beirle et al., 2011) and where the highest health impact
exists (Jerrett et al., 2005). In order to analyze pollutant emissions and
their effect on the urban air quality, it is necessary to use modeling
techniques combined with on-site measurements (von Schneidemesser
et al., 2017; Kiesewetter et al., 2015; Toja-Silva et al., 2017).

The Weather Research and Forecasting (WRF) model is commonly
used for the simulation at the meso-scale coupled with pollutant
dispersion and photochemical reactionmodels, e.g. WRF Greenhouse Gas
Model (WRF-GHG) (Beck et al., 2011) and Calidad del Aire Operacional
para Espa~na (CALIOPE) (Baldasano et al., 2008). These meso-scale
models reach a finest resolution of around 1 km in the latest de-
velopments for urban environments (Feng et al., 2016; Guevara et al.,
2017; McKain et al., 2015; Nehrkorn et al., 2013). In order to thoroughly
understand emissions, especially in the urban environment, it is neces-
sary to map them on a finer scale (micro-scale simulations), reflecting the
dimensions at which carbon is emitted: by individual buildings, vehicles,
parks, factories and power plants. Computational Fluid Dynamics (CFD)
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is a very powerful tool extensively used nowadays for dealing with the
micro-scale simulation of pollutants dispersion in urban environments
(Lateb et al., 2016; Tominaga and Stathopoulos, 2013, 2016; Meroney
et al., 2016). Several researchers conducted pollutant dispersion CFD
simulations for reproducing wind-tunnel simplified problems (e.g.
(Takano and Moonen, 2013; Tominaga and Stathopoulos, 2010; Hang
et al., 2012; Tang et al., 2006; Tominaga and Stathopoulos, 2007; Yu and
Th�e, 2016; Gromke and Blocken, 2015; Zhang et al., 2015; Wingstedt
et al., 2017)) or for real urban areas (e.g. (Nozu and Tamura, 2012;
Patnaik et al., 2007; Jeanjean et al., 2015; Hanna et al., 2006)). When
dealing with real cities, the problem becomes complex because it requires
a simulation domain bigger than that usually considered in micro-scale
simulations, because the emissions in a far region can affect another
area, or even the whole city can be the area of study, and there are
limitations inmicro-scale simulations regarding the geometry complexity
and the associated mesh grid density. Additionally, the spatial resolution
required in urban environments is finer than that used in meso-scale
simulations, because it is important to adequately characterize and
locate emission sources, and due to the strong effect of buildings on the
fluid flow, i.e. the turbulence associated with the urban boundary layer
can increase the plume dilution by a factor of two compared with an
open-country exposure (Saathoff et al., 1998). It is clear that a mesh
resolution of 1 km cannot accurately reproduce the urban details and
g - Jordi Girona 29, 08034 Barcelona, Spain.
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Fig. 1. Realistic domain of the city of Tokyo extracted from GIS, used for CFD simulations. The isosurface corresponds to a polutant release (Nozu and Tamura, 2012).
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singularities. Therefore, there is a gap between meso- and micro-scale
ranges. With the aim of filling this gap, simplified empirical models are
frequently used to deal with this intermediate scale range. Such models
are generally based on the Gaussian plume dispersion equations (Bel-
lander et al., 2001), using a more sophisticated formulation in order to
deal with multiple sources (both punctual and line sources) and with
complex problems as the dispersion phenomena, e.g. AERMOD (Cimor-
elli et al., 2005), Immission Frequency Distribution Model (IFDM)
(Cosemans et al., 1992) and RLINE (Snyder et al., 2013). Although these
models are very useful and show reasonably acceptable results for big
urban domains, it is important to mention that they are not physical
models, i.e. they are not based in physical principles of fluid mechanics
and pollutant dispersion but in mathematical formulations derived from
physical observations for other cases, under similar conditions when it is
possible. Therefore, there is still a necessity of physical models able to
deal with this intermediate scale range for several reasons: e.g. for being
used to calibrate, develop and improve simplified models, to study
particular cases where simplified models show incongruence or differ-
ences with observations, and for dealing with complex or potentially
high-risk case studies.

The contribution of the present investigation is to bring useful in-
formation for using CFD in future simulations dealing with spatial do-
mains and resolutions between micro- and meso-scales, focusing in two
types of studies: when the objective is to analyze the gas dispersion
around some target buildings immersed in a big urban area, and when
the objective is studying the effect of the whole urban area on the gas
dispersion, i.e. observed from outside the buildings ensemble. In both
cases, it is very useful for making simulations viable to use a general
pattern for replacing the detailed geometry (excluding target buildings).
Therefore, the objective of this article is to determine which aspects must
be considered for the urban geometry generalization in CFD simulations
of pollutants dispersion in urban areas. In order to reach this objective,
the CO2 dispersion from a natural gas-fueled thermal power plant is
simulated and analyzed using different generic urban patterns. The final
results are also compared with an irregular (or non-homogeneous)
pattern and with a real city geometry, Munich (Germany). Since we are
exploring the upper scale-range limit for CFD, we use Reynolds-Averaged
Navier-Stokes (RANS) equations. Large-Eddy Simulation (LES) shows
better agreement with wind-tunnel experimental data than RANS, but its
computational cost is too high for full-scale big urban areas (Franke et al.,
2007). Additionally, due to the high uncertainty present in real urban
environments (presence of severe disturbances), the benefits (in terms of
2

accuracy and others) of using LES instead of RANS for dealing with this
application were not scientifically demonstrated yet (Toja-Silva et al.,
2017).

Up to the authors’ knowledge, this is a completely new approach
because CFD was not used before for the analysis of buildings geometry
influence on the gas dispersion above the urban canopy with the focus on
bigger scales (i.e. the simulation of a whole city). The only precedents are
the study of geometry (buildings shape and height) influence on the
dispersion between and around (i.e. near surfaces) buildings (Hajra et al.,
2011; Chavez et al., 2012; Shen et al., 2017), and inside street canyons
from the point of view of street ventilation (Takano and Moonen, 2013;
Gu et al., 2657; Nosek et al., 2016; Nosek et al., 2017).

The present investigation extends the research presented in Toja-Silva
et al. (2017), where CFD simulations of the CO2 dispersion over the urban
area of Sendling (Munich) were conducted. Such CFD simulations were
validated by comparing the results with experimental measurements of
column-averaged dry-air mole fraction (Chen et al., 2016, 2017) on the
site, and the influence of the turbulent Schmidt number (Sct) on the re-
sults was studied. Solution verification was also carried out. The case
study used for analyzing the real geometry of Munich is extended in the
present study to general geometries. In order to be consistent and making
fair comparisons, we used the same mesh configuration (i.e. close grid
sizes) for simplified and real geometries, yielding a similar computational
cost, i.e. no apparent advantage using the simplified geometries. How-
ever, the use of a simplified geometry leads to significant advantages
when dealing with preprocessing and meshing processes. The real ge-
ometry (i.e. Munich) that we are comparing with the general patterns is
very clean (e.g. smooth walls), and it required a significant amount of
dedication (i.e. high preprocessing cost) for being developed. When the
geometry is obtained from other sources, e.g. from Geographical Infor-
mation Systems (GIS), usually it does not have the same degree of
cleanness. As an example, Fig. 1 shows the geometry used by Nozu and
Tamura (2012). They used GIS data to simulate the city of Tokyo. They
focused on singular high-rise buildings and a more homogeneous sur-
rounding. It is clearly observed that the surrounding buildings have a
very complex geometry. Such complexity (especially the irregular sur-
faces) leads to significant problems for obtaining a high quality mesh. As
an alternative to use GIS, considering the results of our investigation, it is
possible to represent the singular high-rise buildings with a clean shape
and a general simplified pattern for representing the surrounding
buildings. Van Hooff and Blocken (van Hooff and Blocken, 2010) also
recommends using detailed geometry for target buildings and simplified



Fig. 2. Mesh details and grid independence study (Toja-Silva et al., 2017).
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geometries for surroundings. Additionally, GIS data could not be avail-
able or the geometry can be much more complex when dealing with a
bigger area, or with the whole city.

In addition to the geometry generalization study, the vertical profiles
of CO2 concentration obtained in the simulations are used for improving
the equation used for computing the vertical dispersion parameter in the
Gaussian plume model for urban environments (Briggs, 1973), consid-
ering the most relevant characteristics (detected in the present investi-
gation) of the geometry. We compare the results with the Gaussian plume
model because, as we commented above, it is frequently used when
dealing with the scale range that we are focusing, i.e. between micro- and
meso-scales (Seinfeld and Pandis, 2006; Reynolds, 1992).

In what follows, Section 2 discusses about the computational
modeling, Section 3 introduces the case study, Section 4 discusses the
effect of the buildings distribution, Section 5 analyzes the built density,
Section 6 presents an study of the influence of the buildings height on the
gas dispersion, and Section 7 shows an example for a heterogeneous
pattern. Finally, Section 8 discusses the effect of the urban environment
on the dispersion parameters of the Gaussian plume model, and Section 9
presents the conclusions.

2. Computational modeling

The fluid flow (wind) is initially solved using the steady RANS
equations (Cheng et al., 2003) (using Einstein notation):
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where u is the time-averaged velocity, p is the mean pressure, ρ the fluid
density, ν the kinematic viscosity, νt is the kinematic eddy viscosity, k is
the turbulence kinetic energy (TKE), u'iu'j are Reynolds stresses (related
to TKE for RANS), Pk ¼ νt S2 is the production of TKE, S is the modulus of
the mean rate of strain tensor, and ε is the turbulence dissipation. The
coefficients used in the equations are Cμ ¼ 0:09, Cε1 ¼ 1:44, Cε2 ¼ 1:92,
σk ¼ 1:0 and σε ¼ 1:3.

The Durbin k� ε turbulence model (Durbin, 1996) is used for the
closure. It was developed from the standard k� ε model in order to
improve the accuracy of simulation results (especially TKE) when dealing
with bluff bodies, e.g. buildings in urban environments. It consists in
applying a realizability constraint that leads to the bounding of the



Fig. 3. Location of the real urban area of study and simulations domain.

F. Toja-Silva et al. Journal of Wind Engineering & Industrial Aerodynamics 177 (2018) 1–18
turbulence velocity time scale (T) when computing νt ¼ CμkT, i.e.

T ¼ min
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ε
;
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3CμS

ffiffiffi
3
2

r !
: (5)

The exhaust from the chimneys is considered as air in the fluid flow
simulation. We neither consider buoyancy nor use the energy equation
because the density difference between exhaust and air is not very sig-
nificant, and a downwash effect takes place due to the large dimensions
of the power plant (i.e. vertical section around 250� 50m) and the
4

presence of surrounding buildings. We have previously validated this
turbulence modeling setting in Toja-Silva et al. (2015) by studying the
benchmark case A of the Architectural Institute of Japan (Yoshie et al.,
2007; Architectural Institute Japan (AIJ), 2006). This benchmark case
consists in an isolated building placed within an atmospheric boundary
layer inside of a wind tunnel (experiment of Meng and Hibi (1998)). Hit
rates of 87.5% and 75.0% were obtained for wind speed and turbulence
kinetic energy (TKE), respectively.

After solving the wind field (i.e. having velocity and turbulence
magnitudes), the CO2 content in the environment (background) is set to



Fig. 4. General view of the general urban patterns compared for the lower buildings: corridor (left) and interpolated (right). The blue line corresponds to the vertical
axis used for the CO2 concentration comparison. The number of mesh cells used for each case is also indicated. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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401.4 ppm. The CO2 concentration used as boundary condition for
chimneys exhaust is 13%. This value could lead to problems for consid-
ering CO2 as trace gas (i.e. passive scalar). However, when the injection
takes place, the CO2 concentration decreases to values below 1% almost
immediately due to the large amount of air mass, and it decreases to few
thousands of ppm just few tens of meters downstream. Therefore, the gas
dispersion problem is solved using the unsteady convection-diffusion
passive scalar equation for incompressible turbulent flows (Shen et al.,
2002),
5
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where C is the averaged volumetric CO2 concentration in parts per
million (ppm), D ¼ 1:6⋅10�5 m2s�1 is the molecular diffusivity (Lide,
2004) and Sct ¼ 0:6 is the turbulent Schmidt number. We have previ-
ously optimized the Sct number and validated the gas dispersion
modeling in Toja-Silva et al. (2017), by comparing simulation results



Fig. 5. General view of the general urban patterns compared for the higher buildings: corridor (left) and interpolated (right). The blue line corresponds to the vertical
axis used for the CO2 concentration comparison. The number of mesh cells used for each case is also indicated. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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Fig. 6. Vertical profile of CO2 concentration for corridor vs. interpolated general patterns for different heights.
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with experimental measurements of averaged column concentration of
CO2 (XCO2). As observed in Fig. 2b, the simulation result is inside the
error band of the experimental measurement for the configuration used
in the simulations (i.e. grid size used).

A self-customized version of the open-source and open-access soft-
ware OpenFOAM (OpenFOAM) is used for the CFD simulations. The
simpleFoam solver for steady-state incompressible turbulent flows is
used for solving the fluid flow (RANS equations), and the customized
solver turbulentScalarTransportFoam for the gas dispersion (turbulent
convection-diffusion passive scalar equation). The simulations are car-
ried out in a Linux cluster using 84 processors.

The inlet wind profiles for velocity (logarithmic), TKE and turbulence
dissipation are set according to Richards and Hoxey (1993), with a
roughness of z0 ¼ 0.2m. The von K�arm�an constant is considered as κ ¼
0:4. Since 30 < yþ < 1000, standard turbulent wall laws (Blocken et al.,
2007; Parente et al., 2011; O'Sullivan et al., 2011) can be used for the
treatment of near wall flow. For the ground, sand-grain-based fully rough
law of the wall (Blocken et al., 2007) is used, calculating the equivalent
sand-grain roughness height according to van Hooff and Blocken (van
Hooff and Blocken, 2010) and Toja-Silva et al. (2017). Slip boundary
condition is used on the top and both sides, and zero gradient at the
outlet. For pressure, zero is imposed at the outlet and zero gradient at the
rest of boundaries. The values of velocity and gas concentration from the
chimneys are calculated from the emission data. Gas concentration is also
7

known at the inlet, and zero gradient is imposed at the rest of boundaries.
The spatial discretization of the differential operators is carried out

using Gaussian integration with different interpolation schemes. Second
order linear interpolation is used for gradients and divergences, and
explicit non-orthogonal correction is added for the Laplacian terms. For
linear system solvers, generalized geometric-algebraic multi-grid solver
(GAMG) with DIC smoother is applied for pressure, and preconditioned
bi-conjugate gradient solver for asymmetric matrices (PBiCG) with di-
agonal incomplete LU (DILU) preconditioner for the rest of variables. The
convergence criteria is set to at least 10�5 for all the residuals.

The mesh grid is developed in two steps. Initially, we construct a
background mesh using the structured blockMesh application of Open-
FOAM. In a second stage, the geometry (i.e. power plant and buildings
previously designed with a CAD tool and saved in STL format) is
embedded into the background mesh using the snappyHexMesh appli-
cation. The mesh is refined around the buildings and adapted to their
shape, with refinement distances of 40m and 10m around the power
plant and the rest of the buildings, respectively. Fig. 2a shows the mesh
used for the real city case. The Richardson extrapolation (Richardson,
1911) for estimating the discretization error cannot be applied in the
present case due to the extremely complex geometry, i.e. we have a
limitation regarding minimum and maximum number of cells in order to
adequately reproduce the geometry (using the grid refinement around
buildings) and due to computational resources limitations (we are



Fig. 7. Horizontal slice of CO2 concentration around 60m height buildings at z¼ 4m for interpolated (top) and corridor (bottom) general patterns. The black point
corresponds to the measurement axis in each case.

F. Toja-Silva et al. Journal of Wind Engineering & Industrial Aerodynamics 177 (2018) 1–18
reaching near 19M cells), respectively. In order to verify the mesh in-
dependence of the solution, we performed a mesh sensitivity analysis,
presented in Toja-Silva et al. (2017). Fig. 2b shows an experimental
measurement of XCO2 compared with the simulation results using 6
different mesh sizes: 8.3M, 11.9M, 13.8M, 15.1M, 17.4M and 18.7M
cells, respectively. Convergence is clearly observed for �13.8M cells.
Since the configuration corresponding to the finest mesh (18.7M cells) is
used in all the computations presented in this article, the mesh inde-
pendence of the results is guaranteed. Additionally, we have previously
verified the order of convergence of the solutions (exhaustive mesh
study) using the wind-tunnel model in Toja-Silva et al. (2015), where the
hit rate for TKE was analyzed for 3 different meshes (i.e. 1.7M, 3.1M and
9.8M cells), yielding a convergence rate of 2.23 and a grid convergence
index of 0.0577 (5.77%). Other authors (e.g. Blocken et al. (2004)) also
carried out rigorous mesh studies using simplified geometries related to
the same problem.

3. The case study

Since the present investigation is an extension of the work of Toja--
Silva et al. (2017), the same case study is reproduced varying the
buildings geometry. Fig. 3 shows a location map and the geometry of the
domain for the real urban case in Sendling (Munich, Germany). The
domain sizing was carried out according to the Best Practice Guidelines
(Franke et al., 2007).

The goal is to simulate the CO2 dispersion from a 1.5 GW thermal
(natural gas fueled) power plant. The vertical profile of CO2 concentra-
tion at a distance of 500m is analyzed. The total emission is 43.3 kgCO2
s�1, and the exhaust speed is set to 0.5m s�1 and 2.0m s�1 from North
and South chimneys, respectively. The CO2 content in the exhaust is set
to 13% in all cases. The background CO2 concentration in the environ-
ment is set to 401.4 ppm.

The inlet wind profiles (for velocity, turbulence kinetic energy and
turbulence dissipation) used are set according to Richards and Hoxey
(1993), using the reference wind speed Uref ¼ 1.38m s�1 at a reference
height zref ¼ 30m.

4. Effect of buildings pattern on the gas dispersion

In order to analyze the effect of the buildings distribution on the
vertical CO2 profile, two different general patterns are compared, namely
8

corridor and interpolated as shown at the left and right hand sides of
Figs. 4 and 5, respectively. The number of mesh cells used for the
simulation of the different geometries is also shown. Corridor and
interpolated patterns are compared for different heights, i.e. 5 m, 20m,
30m, 40m, 50m and 60m. These two general patterns are frequently
used to analyze the effect of urban buildings distribution in other related
fields, e.g. urban wind energy (Toja-Silva et al., 2016) and urban
microclimate (Shishegar, 2013).

As shown in Fig. 6, above the buildings, small differences in the
vertical profile of CO2 concentration are found between both general
patterns (i.e. corridor and interpolated), for buildings of the same height.
The largest difference is observed for the case of 20m height, yielding a
maximum difference of 3% for the peak of CO2 concentration around
90m height (6.3% with respect to the background concentration).
Therefore, we can state that the building distribution is not the deter-
mining factor governing the CO2 dispersion in urban environments.

The most significant difference between the vertical profiles of the
general patterns is observed at the ground level, i.e. below the buildings
height. Such difference is due to local effects given by the position and
the shape of the buildings. As expected, these local effects are more
pronounced for higher buildings (Fig. 6f) and they are negligible for short
buildings (Fig. 6a). Fig. 7 shows a horizontal slice of the CO2 around the
60m height buildings at the ground level (i.e. 4 m height). It is observed
that the buildings have an important influence at this level, and the
concentration values can vary significantly around the buildings.
Therefore, we can state that there is not a significant effect of the
buildings configuration on the gas concentration profile above the
buildings, but at the ground level (i.e. between the buildings) the
buildings position and shape has a strong relevance, especially for high
buildings. Thus, it is already clear that the present investigation will be
valid only above the urban canopy, and that will be the area of study.

5. Effect of built density on the gas dispersion

In this section, general urban patterns with different densities are
compared in order to analyze the effect of the built density on the gas
dispersion. The patterns used in this comparison have a height of 20m.
The build density is calculated considering an internal area of around
0.15 km2 (i.e. 350� 420m) inside the domain, as shown in Fig. 8.

Fig. 9 shows a comparison of the vertical profile obtained for different
built densities, with buildings of 20m height. Again, high differences are



Fig. 8. Geometry of the general patterns with different build densities. The buildings height is 20m in all the cases. The red square corresponds to the area where the
built density is computed, and the blue line corresponds to the axis used for the CO2 profile comparison. (For interpretation of the references to colour in this figure
legend, the reader is referred to the Web version of this article.)

Fig. 9. Vertical profile of CO2 concentration for different built densities (% of built area), buildings of 20m height.
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observed at the ground level (i.e. below 20m) due to local effects. Above
the buildings, the highest difference occurs for the peak values. Such
difference does not show a clear relationship with the density magnitude.
Themaximum difference observed in this case is 3.7% (7.9%with respect
to the background concentration). Therefore, the difference obtained in
the CO2 vertical profile for different built densities is slightly higher than
9

that obtained for different buildings configuration. However, the simu-
lation results do not reveal a clear dependence of the CO2 dispersion on
the built density because the maximum difference observed between
different densities is reasonably low, and a clear relationship is not
observed between the density magnitude and the CO2 profile.



Fig. 10. Geometry used for the study of the in fluence of the buildings height on the CO2 concentration in the represented axis (blue), including the real geometry of
Munich. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 11. Vertical profile of CO2 concentration for different buildings heights.
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6. Effect of the buildings height on the gas dispersion

Attending to the evidences in previous sections that suggest that the
buildings height has a higher influence on the CO2 concentration profile,
we carry out a comparison of a general pattern with different heights, but
10
with the same buildings distribution and density. As shown in Fig. 10, we
compare buildings of 5, 30 and 50m height, together with the real ge-
ometry of Munich which has an averaged height of 20m. It is observed
that the total number of cells used in all the simulations are similar, in
order to make fair comparisons. The objective of the geometry



Fig. 12. Vertical slice of wind velocity for building patterns of different heights,
including the streamlines from the chimneys.
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generalization is to simplify the preprocessing for the geometry genera-
tion, but not necessarily decrease the calculation time. The highest
advantage is that the real buildings are not needed, and a simplified city
can be designed from simple cartographic information (e.g. using Google
Maps (Google, ).

The simulation results show that the CO2 concentration profile has a
dependence on the buildings height. As shown in Fig. 11, the peak value
of CO2 concentration increases with the buildings height. The results
obtained for 50m height buildings show a thinner but longer plume,
whereas the pattern of 5m height buildings shows a wider and shorter
plume. The rest of the cases, i.e. 20 m (Munich) and 30m show inter-
mediate plume shapes. This is because the gas diffusion effect is more
important for lower buildings, i.e. the convection is more predominant
with higher buildings due to a higher wind speed and lower TKE. It is also
observed that the higher the buildings height the higher the plume
height. This phenomenon is due to the recirculation of the air flow
behind the power plant, due to its big dimensions.

The higher wind speed induces a higher convection effect. As shown
in Fig. 12, the higher the buildings height the higher the wind speed
above the buildings roofs. It is also observed that the plume velocity is
higher (i.e. streamlines in Fig. 12) for higher buildings. The streamlines
11
also show that the plume is higher for higher buildings, i.e. the reason
why the peak values in the CO2 profile are at a higher height for higher
buildings. This phenomenon is due to the big wake of the power plant
due to its big dimensions, i.e. the air flow falls down behind the power
plant. This effect, called downwash effect, occurs without buildings or
with low rise buildings, as shown in Fig. 13a. Fig. 13b shows the flow
behavior when there are higher buildings, where the air flow climbs up
due to the presence of the buildings. This downwash effect is the most
important reason why we neglect the effect of the temperature in these
simulations.

The gas diffusion effect is more important with lower buildings
because the TKE reaches higher values. Fig. 14 shows lower values of TKE
above the buildings (i.e. less red color above the buildings for the case of
50m buildings in Fig. 14d) and at the ground level (i.e. more blue color
between the buildings for higher heights) for the high-rise buildings. The
same (high) values of TKE are observed around the chimneys in all the
cases.

Fig. 15 shows horizontal and vertical slices of CO2 concentration for
the urban patterns of different heights, including the real geometry of
Munich. In agreement with the comments above, it is observed a higher
gas diffusion effect for the lower buildings, i.e. the plume tends to fall
down to the ground level at the last array of buildings in Fig. 15a. On the
contrary, the core of the plume does not penetrate between the higher
buildings due to a lower diffusion effect (see Fig. 15d).

Fig. 16 shows isosurfaces of the CO2 concentration. It is observed an
enhancement of the street canyon effect (i.e. strong convection inside
street canyons due to high wind speed) reported in Toja-Silva et al.
(2017) (both up- and down-stream) for the higher buildings. It is clearly
observed in Fig. 16c and d (left) how the CO2 concentration is lower at
the ground level when the wind comes from outside of the plume, and
vice versa. This street canyon effect (i.e. speed-up in certain streets)
causes the unexpected non-homogeneous distribution of CO2 at the
ground level, observed in the horizontal concentration maps in Figs. 7
and 15c (up) and 15d (up).

7. Dispersion coefficient in the Gaussian plume model for
different buildings heights

From the simulation results we derive that the buildings height is the
most relevant characteristic of an urban environment when replaced by a
general pattern. We use these results to improve the vertical dispersion
coefficient of the Gaussian plume model, for being used in urban envi-
ronments of different buildings heights.

The Gaussian plume model (Seinfeld and Pandis, 2006; Reynolds,
1992) consists in a relatively simple expression for computing the mean
concentration of a trace gas C (mass per unit volume) under near ideal-
ized conditions,

C ¼ Q
2πσyσzU

exp

 
� y2

2σ2y

!"
exp

 
� ðz� HÞ2

2σ2
z

!
þ exp

 
� ðzþ HÞ2

2σ2z

!#
;

(7)

where x, y and z are the spatial coordinates, Q is the mass flow rate of gas
released, H is the emission source height (chimney height), U is the free-
stream wind speed (at chimney height), and σyðxÞ and σzðxÞ are standard
deviation in cross-wind and vertical directions, i.e. horizontal and ver-
tical dispersion coefficients respectively. For a neutrally stratified at-
mosphere (condition assumed in the simulations), the dispersion
parameters are defined as (Briggs, 1973)

σyðxÞ ¼ 0:08xð1þ 0:0001xÞ�1
2 (8)

and

σzðxÞ ¼ 0:06xð1þ 0:0015xÞ�1
2: (9)



Fig. 13. Streamlines of the air flow behind the power plant, over the buildings.
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Briggs (1973) also suggests a specific vertical dispersion parameter
for an urban environment,

σzðxÞ ¼ 0:14xð1þ 0:0003xÞ�1
2: (10)

These dispersion coefficients are recommended by the ALOHA Re-
view Committee (Reynolds, 1992). They are not applicable to every
actual ambient situation (United States Environmental Protection
Agency, 1980), and they have to be empirically determined from actual
atmospheric diffusion experiments or simulations under conditions
similar to those of the application (Seinfeld and Pandis, 2006). According
to that, Toja-Silva et al. (2017) propose the following expression for the
vertical dispersion coefficient yielding a better agreement with the re-
sults of numerical simulations using the real geometry of Sending
(Munich):

σzðxÞ ¼ 0:11xð1þ 0:0003xÞ�1
2: (11)

Since we observed in the present investigation that the plume shape
(i.e. the dispersion effect) is dependent on the buildings height, we
propose a general expression as a function of the buildings height (h) in
order to improve Eq. (11):

σzðx; hÞ ¼ f ðhÞxð1þ 0:0003xÞ�1
2; (12)

The expression for f ðhÞ used in Eq. (12) is obtained from the optimal
value found for the vertical dispersion comparing the Gaussian plume
model with CFD simulations of different buildings heights, at a distance
of around 500m downstream of the power plant. Although we studied
the simulation results in the whole domain during our investigation,
there are several reasons to use this vertical axis for presenting the
12
quantitative results and extracting the conclusions, i.e.: (i) as can be
observed in Fig. 15, the plume has a very similar shape within the first
100m in all the cases and, after that, it changes and shows the effect of
the surrounding buildings of different heights; (ii) as shown in Fig. 13a,
the flow becomes stable over the buildings after more than 200m
downstream, especially for the lower buildings; (iii) distances above
hundreds of meters are always considered when using the Gaussian
plume model (Reynolds, 1992; Briggs, 1973); (iv) we can compare the
results with those presented in Toja-Silva et al. (2017), where a com-
parison with experimental measurements is presented.

Fig. 17a shows the vertical profiles of CO2 obtained in CFD simula-
tions for different buildings heights, and the same vertical profile
computed with the Gaussian plume model using the dispersion coeffi-
cient that leads to the maximum agreement. It is observed that the height
of the plume is always the same using the Gaussian plume model, this is
expected because the Gaussian plume model is not able to predict the air
flow. The highest difference regarding the plume height is observed for
the lowest buildings, because the plume goes down due to the flow
recirculation behind the power plant, as explained above.

As shown in Fig. 17b, the optimum value empirically obtained for f ðhÞ
has a linear relationship with the buildings heights. Such linear regres-
sion yields

f ðhÞ ¼ 0:1208� 0:0006h; (13)

and therefore,

σzðx; hÞ ¼ ð0:1208� 0:0006hÞxð1þ 0:0003xÞ�1
2: (14)

Note that only one site (around 500m downstream) is analyzed in the
present short communication. Therefore, Eq. (14) can be verified or



Fig. 14. Horizontal (at z ¼ 4m) and vertical slices of turbulence kinetic energy (k [m2/s2]) for building patterns of different heights.
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improved (if possible) in further complementary investigations by
analyzing different sites and case studies.

8. Verification of the results for an heterogeneous case study

As a verification of the results presented above, we compare the CFD
simulation results obtained for Munich with simulation results obtained
for an heterogeneous urban environment, i.e. with heterogeneous density
and heterogeneous buildings heights (see Fig. 18). Fig. 19 shows the
comparison of the CO2 vertical profiles obtained with these simulations,
and with the Gaussian plume model using the vertical dispersion
parameter for 20m. It is observed a reasonably good agreement among
the three vertical profiles. As expected, the highest differences take place
at the ground level, i.e. between buildings due to local effects explained
above. The vertical axis used for the comparison is near higher buildings
in the heterogeneous pattern. Additionally, there is a significant differ-
ence on the built density, being 19.5% for the heterogeneous pattern and
35.2% for Munich. It is demonstrated thus the independence of the CO2
vertical profile on the built density. Therefore, we can state that the CO2
vertical profile is mostly dependent on the averaged building height,
regardless of both built density and buildings configuration that cause
lower impact on the results.

9. Conclusions

This article is a contribution to the geometry generalization for CFD
simulations of gas dispersion in urban areas, with special interest when
13
dealing with scale ranges between the standard meso- and micro-scales.
The CO2 emission from a natural gas-fueled thermal power plant was
simulated using different generic urban patterns, analyzing the influence
of buildings distribution, built density and buildings height.

The results from the simulations showed that differences on the urban
plant configuration (i.e. buildings distribution and built density) do not
have a significant influence on the vertical profile of CO2 concentration
above the city. Amarginal difference was observed for different buildings
distribution, and a maximum difference of 3.7% for the concentration
peak (7.9% with respect to the background concentration) was found for
urban patterns with different built density. Of course, higher differences
were observed at the ground level (below buildings heights) because the
presence (or absence) of a building close to the study site strongly affects
locally the values of velocity, TKE and gas concentration.

The average height of the buildings showed a clear influence on the
vertical profile of the gas concentration, and such profiles showed a
tendency as a function of buildings height. The higher the buildings
height, the higher the gas concentration peak above the buildings, and
the lower the concentration at the ground level (below buildings height).
This is because high buildings induce a high wind speed above the roofs,
and turbulent kinetic energy decreases. Therefore, the convective phe-
nomenon enhances and the turbulent diffusion decreases. Additionally,
the plume reaches a higher height when the buildings are high. On the
opposite, with low buildings, the recirculation of the flow takes place
behind the power plant due to its great dimensions and, therefore, the
plume descends (downwash effect).

The results obtained for the city of Munich (average height near 20m)



Fig. 15. Horizontal (at z ¼ 4m) and vertical slices of CO2 concentration (C [ppm]) for building patterns of different heights.
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Fig. 16. Isosurfaces of 500 ppm (left) and 403 ppm (right) of CO2 concentration. Colorbar is wind speed (U [m/s]).
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Fig. 17. Optimal dispersion coefficient for different buildings heights, and linear regression of the parameters.

Fig. 18. Geometry of the heterogeneous city, with an averaged height of 20m.
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were compared with those obtained for a pattern composed of buildings
with different height (having an average height close to 20m). A good
agreement was observed for the vertical profiles of gas concentration.
The most substantial difference takes place below the buildings height
due to local phenomena (i.e. street canyon effect).
16
Regarding the geometry generalization, the final conclusion is that a
real city can be replaced by a general pattern with the same averaged
height. The objective of the geometry generalization is to simplify the
preprocessing for geometry and high-quality mesh generation. The
highest advantage is that the real buildings are not needed, and a
simplified city can be designed from simple cartographic information.
The geometry simplification proposed here aims at two type of problems:
when the objective is to analyze the gas dispersion around target build-
ings immersed in a big urban area, and when the objective is studying the
effect of a whole urban area on the gas dispersion, i.e. observed from
outside the buildings ensemble, e.g. for determining total city emissions
combined with column measurements.

The vertical profiles of gas concentration for different buildings
height were also compared with the Gaussian plume model. A new
equation for computing the vertical dispersion parameter was empiri-
cally derived. Such equation yields the most adequate σz for a urban area
as a function of its averaged building height. The validity of the empirical
equation proposed for the vertical dispersion parameter was demon-
strated at around 500m downstream. The universality of this equation
can be verified in further investigations by studying different distances
from the source, i.e. different orders of magnitude (e.g. few km).

As future research recommendations, the analysis of other cases (both
real cities and generic patterns), and different geometries for the source
(power plant) may also be interesting. Additionally, the study of different
emission rates and wind speed values would demonstrate that these two
factors have no influence on the dispersion parameters used in the
Gaussian plume model, an assumption made by all the researchers in the
literature. The next step is the simulation of a whole city (or a large urban
area), including different simultaneous pollution sources and comparison
with experimental measurements.



Fig. 19. Vertical profile of CO2 concentration for different urban environments with an averaged buildings height of 20m.
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