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Abstract

Self-driving vehicles must be able to safely navigate in any traffic scenario. However, all situations are different; even when clustering them, an impractical amount of scenarios would have to be verified. Thus, we propose a safety framework to verify the safety of each planned trajectory on-the-fly, using formal methods to handle uncertain measurements and future behaviors of traffic participants and disturbances acting on the ego vehicle, among others. Our framework can easily be integrated in existing motion planning architectures and enables fail-safe operation of self-driving vehicles, since we provide a safe plan for any given point in time. We demonstrate the benefits of our framework in different highway and urban scenarios of the CommonRoad benchmark suite.
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1 Introduction

A recent study has revealed that self-driving vehicles need to be tested for 440 million km to demonstrate that they have a better performance than humans with a 95% confidence level [1]. This translates to 12.5 years of test driving with a fleet of 100 vehicles continuously driving 24 hours a day. Moreover, this intensive testing is required for each major change of the software of the vehicle. Similarly, the number of distinct traffic situations which would need to be tested for a good coverage is estimated to be at least $10^{82}$, which is a larger number than the amount of
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atoms in the universe\(^1\). Even in allegedly simple scenarios such as vehicle following, behaviors of other traffic participants, e.g., a cut-in, create safety-critical situations. Safety-critical situations have to be resolved by self-driving vehicles in a timely manner in order to not endanger passengers and other traffic participants.

Designing a safety component which is able to deal with all expected situations and is easy to understand for certification authorities is crucial for operational safety as defined in the ISO 26262 standard [2]. Classical verification approaches perform the safety assessment offline before the vehicle is deployed. However, since the environment of the self-driving is usually not known beforehand and highly uncertain, classical verification approaches cannot be applied to guarantee safety. Novel online verification approaches are needed to cope with any traffic situation of the self-driving vehicle during its operation.

1.1 Literature Overview

In the following, we briefly review common planning and verification approaches for the domain of self-driving vehicles.

Many motion planning approaches compute trajectories which are collision-free against the predicted (most-likely) motion of obstacles within the planning horizon [3–5]. In safety-critical situations, [6,7] plan evasive trajectories to avoid potential collisions. However, when only predicting single behaviors, the safety of planned trajectories only holds if other traffic participants do not deviate from this single predicted motion.

One approach to guarantee safety is logical reasoning. Here, planned motions are checked whether they comply with certain rules, e.g., formulated using higher-order logic as presented in [8]. Multi-lane spatial logic is used to assess the safety of a lane change controller in [9]. The safety of an adaptive cruise control system is verified in [10] by applying quantified differential dynamic logic. Although the application of logical reasoning can guarantee safety, logical expressions for the verification of highly-complex systems are often complex and must be adapted to new scenarios.

Yet in another approach [11–13], motion plans are only executed if they do not end in an inevitable collision state (ICS), which are states in which the self-driving vehicle eventually collides, no matter what trajectory it executes. Motion plans are called passive safe, if the vehicle is at standstill at the time of collision, which is ensured by pre-computed braking trajectories in [14]. Both ICS and passive safety are computationally expensive, and most works can only handle a single trajectory prediction of traffic participants for online computation.

\(^1\)For every surrounding traffic participant, we require \(x\) and \(y\) position, velocity, and orientation, i.e., 4 variables per traffic participant. For every lane, we require its width, curvature, and curvature rate, i.e., 3 variables per lane. For the ego vehicle, we require \(x\) and \(y\) position, velocity, orientation, yaw rate, slip angle, friction coefficient, and mass, i.e., 8 variables. Assuming that we consider 20 possible values for each variable, 10 surrounding traffic participants while neglecting their type, and 5 lanes, we obtain \((20^4)^{10} \cdot (20^3)^5 \cdot 20^8 = 10^{83}\) distinct traffic situations.
Reachability analysis, in contrast, accounts for any feasible future motion of dynamic obstacles [15–17]. By calculating the reachable set of each obstacle, i.e., the set of states reachable from their current state, and checking for intersections with the reachable set of the self-driving vehicle, one can identify possible future collisions. Safety verification using reachability analysis has been proposed for several domains, e.g., self-driving vehicles [18, 19] and robot manipulators [20]. However, set-based techniques have the disadvantage that unsafe regions may grow rapidly for long planning horizons, eventually blocking the whole drivable area. Nevertheless, the application of reachability analysis to the safety verification of self-driving vehicles is promising.

1.2 Contribution

Online verification verifies systems during their operation. In order to realize online verification, standard offline verification techniques have to be rethought in many ways: (1) one requires anytime algorithms to adjust to the changing environments and timing-constraints of the vehicle, (2) one must consider other surrounding (intelligent) obstacles which appear and disappear on-the-fly, and (3) one must combine planning and control with verification techniques to repair failed verification attempts online. In this work, we propose a novel safety framework for self-driving vehicles using reachability analysis which

1. verifies the safety of motion plans of self-driving vehicles online,
2. considers any feasible (legal) future motions of obstacles in the environment,
3. works with any provided motion planning framework, and
4. allows effortless integration in vehicles and reduces costs for certification.

This paper is structured as follows: In Sec. 2, we explain the structure of our framework and how it can be integrated in existing vehicle architectures. The modules of our framework are described in Sec. 3. Afterwards, we demonstrate the benefits of the proposed framework in a highway and an urban scenario in Sec. 4. We finish with conclusions in Sec. 5.

2 Integration in Existing Vehicle Frameworks

Our online safety verification framework works with any provided motion planning framework. As shown in Fig. 1, it is integrated between the planning and the control layer of the vehicle. Our framework is composed of modules for set-based prediction, fail-safe trajectory generation, and online verification (cf. Sec. 3). The framework only requires the planned trajectories of the vehicle and the detected surrounding obstacles. This design allows components above our safety layer to be changed at any time without any sacrifice of safety, since the safety layer will verify on-the-fly whether the proposed motions are safe or not.
The proposed architecture in Fig. 1 has the big advantage that techniques developed for motion planning do not have to be certified (cf. ISO 26262 [2]), and the code in the motion planner can be easily changed or updated. As a result, our framework can even safely cope with machine learning approaches [21], which are usually hard to certify. Prototypes of our modules consist of only a few thousand lines of code, enabling companies to use model checking tools to prove correctness of the code according to its specification [22]. In case of any malfunction, where new trajectories cannot be obtained during run-time (e.g., due to an error in the computing hardware, including our safety module), the self-driving vehicle remains safe, since it can just execute the previously verified fail-safe trajectory which is stored on a redundant memory (cf. memory module in Fig. 1). By using a redundant memory module, a redundant computing hardware for the safety layer becomes obsolete, reducing the number of hardware components which require certification.

3 Modules of the Safety Framework

The basic idea of our proposed online verification cycle during vehicle operation is presented in Fig. 2. Based on the detected traffic participants, their possible future occupancy (i.e., feasible future positions) is predicted over a specified time horizon (cf. Sec. 3.1). This prediction incorporates uncertainties such as uncertain positions or velocities of surrounding traffic participants. To reasonably restrict the predicted occupancy, we also consider traffic rules; we can explicitly
assume that traffic participants abide by certain rules, but remove this constraint if traffic rules are violated. In step 2 of Fig. 2, we plan safe trajectories, i.e., fail-safe trajectories branching off the intended trajectories given by the motion planner of the vehicle (cf. Sec. 3.2). Subsequently, these safe trajectories are verified as safe with respect to the predicted occupancies of other traffic participants and possible disturbances in the controller of the ego vehicle (cf. Sec. 3.3). Thus, they enable the self-driving vehicle to recover safely if a safety-critical situation occurs. If multiple trajectories are provided by the motion planner of the vehicle, we check the safety of each of them and return the best verified trajectory according to a cost function to the vehicle controller in step 4. The verification cycle of Fig. 2 is repeated in every planning cycle of the vehicle and thus enables fail-safe operation, since a safe plan exists at any given point in time.

3.1 Formal Prediction of Other Traffic Participants

We predict all feasible future motions of surrounding traffic participants to determine possible occupied regions over time [23, 24]. Since the exact behavior of surrounding traffic participants is not known, we use reachability analysis to add set-based uncertainty. Let us introduce $X \subset \mathbb{R}^n$ as the set of possible states $x$, $X^0$ as the set of possible initial states considering measurement
errors, and \( \mathcal{U} \subset \mathbb{R}^m \) as the set of admissible control inputs \( u \) of an obstacle \( b \in \mathcal{B} \subset \mathbb{N}_+ \), whose motion is governed by the differential equation

\[
\dot{x}(t) = f(x(t), u(t)).
\]  

Without loss of generality, we assume that the initial time is \( t_0 = 0 \). Using an input trajectory \( u(\cdot) \), a possible solution of (1) is denoted as \( \chi(t, x(0), u(\cdot)) \).

**Definition 1 (Reachable Set).** The reachable set \( \mathcal{R} \subseteq \mathcal{X} \) describes the set of states which are reachable by (1) at a certain point in time \( r \) from a set of initial states \( \mathcal{X}^0 \) and subject to the set of inputs \( \mathcal{U} \):

\[
\mathcal{R}(r) := \left\{ \chi(r, x(0), u(\cdot)) \mid x(0) \in \mathcal{X}^0, \forall t \in [0, r] : \chi(t, x(0), u(\cdot)) \in \mathcal{X}, u(t) \in \mathcal{U} \right\}.
\]

For collision checking, we introduce a relation from the state space of an obstacle to occupied points in \( \mathbb{R}^2 \).

**Definition 2 (Occupancy of States).** The operator \( \text{occ}(x) \) relates the state vector \( x \) to the set of points in the environment occupied by (1) (including its dimensions) as \( \text{occ}(x) : X \rightarrow \mathcal{P}(\mathbb{R}^2) \), where \( \mathcal{P}(\mathbb{R}^2) \) is the power set of \( \mathbb{R}^2 \). Given a set of states \( X \), we define \( \text{occ}(X) := \{\text{occ}(x) \mid x \in X\} \).

Based on Def. 2, we are able to compute the occupancy of all feasible future behaviors of an obstacle at a point in time \( t \).

**Definition 3 (Occupancy Set).** The occupancy set \( O(t) := \text{occ}(\mathcal{R}(t)) \) describes the set of possibly occupied positions by an obstacle at a given point in time \( t \). For a time interval \( [t_1, t_2] \), \( t_1 \leq t_2 \), we define \( O([t_1, t_2]) = \bigcup_{t_1 \leq t \leq t_2} O(t) \).

For each traffic participant (e.g., cars, trucks, motorbikes, bicyclists, and pedestrians), a mathematical model is taken from a database and used to predict all feasible future behaviors in a rigorous and over-approximative way. In order to account for all variations within a class, differential inclusions are used to capture the uncertainty, such as different maximum acceleration and speed.

We consider different layers of assumptions for other traffic participants (cf. Tab. 1) to reduce the size of the occupancy sets by considering only legal behavior, i.e., we initially assume that all traffic participants respect traffic rules. In case an obstacle violates certain assumptions, a less restrictive behavior is assumed individually. Thus, we directly react to misbehavior of other traffic participants.

As an example, we predict three vehicles approaching an uncontrolled intersection. The resulting occupancies \( O(t) \) for different time intervals are shown in Fig. 3. It can be seen that we restrict vehicles from driving backwards (cf. \( A_{\text{back}} \) in Tab. 1) and from changing to lanes with opposite driving direction (cf. \( A_{\text{lane}} \) in Tab. 1).
Figure 3: Formal prediction of other traffic participants $\mathcal{B}$. Based on their initial states $X^0$, we predict all possible occupied regions $O(t)$ over time.

### 3.2 Fail-safe Trajectory Planning

Since formal methods consider all eventualities, intended plans might be refused due to a small possibility of failure. However, after initially being unsafe for the entire time horizon, many long-term plans quickly become safe due to the reduced uncertainty about possible behaviors of other traffic participants with new measurements. Thus, we consider two time horizons in parallel as illustrated in Fig. 4a. Intended trajectories provided by the motion planner are used as long-term trajectories, since they typically use less-restrictive assumptions, e.g., other vehicles continue with constant velocity. Please note that those assumptions often do not hold in reality and thus obtained motion plans are not always safe. Therefore, we apply our verification concept only to the first part of the intended long-term reference trajectory of the ego vehicle: We generate safe trajectories by appending fail-safe trajectories (depicted by the red path in Fig. 4a) to the first part of the intended trajectory [26]. The time horizon of this safe trajectory

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\text{amax}}$</td>
<td>Absolute acceleration is limited by $</td>
</tr>
<tr>
<td>$A_{\text{back}}$</td>
<td>Driving backwards in a lane is not allowed, i.e., velocities $v \geq 0$.</td>
</tr>
<tr>
<td>$A_{\text{vmax}}$</td>
<td>Positive longitudinal acceleration is stopped when a parameterized speed $v_{\text{max}}$ is reached.</td>
</tr>
<tr>
<td>$A_{\text{lane}}$</td>
<td>Changing the lane is only allowed if the new lane has the same driving direction.</td>
</tr>
</tbody>
</table>
Figure 4: We combine the first part of the intended trajectory from the motion planner with our fail-safe trajectory to obtain a safe trajectory which is collision-free with respect to any feasible behavior of obstacles (a). While the ego vehicle moves along its intended trajectory, new fail-safe trajectories are computed (b). If no new valid fail-safe trajectory is found, the ego vehicle must execute the previously computed fail-safe trajectory.

is short, such that the proposed set-based techniques (cf. Sec. 3.1) do not block overly large regions. Fail-safe trajectories ensure that the ego vehicle returns to a safe state in case a safety-critical situation occurs.

Thus, even if other vehicles deviate from the most-likely behavior, as illustrated in Fig. 4b, the ego vehicle remains safe. Remember: Since the previous safe trajectory already considered all possible behaviors of the other traffic participant, it remains safe, even though the situation has changed. In most cases, the planner of the vehicle obtains a new intended trajectory and we are able to generate a new valid safe trajectory so that the previous fail-safe trajectory does not have to be engaged.

In order to obtain our safe trajectories, we have to determine 1) a position along the intended trajectory at which the fail-safe trajectory should start and 2) the optimized fail-safe trajectory itself. For determining the latest possible position to branch off the fail-safe trajectory, we compute simple upper and lower bounds and subsequently use binary search (anytime-properties hold) [27]. To find an optimal fail-safe trajectory, we construct convex optimization problems which separately consider the lateral and longitudinal dynamics of the vehicle [28].

Definition 4 (Convex Trajectory Optimization). The convex optimization problem for the quadratic cost function \( J(x,u) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) over the time horizon \( t_h \) and subject to the set of linear constraints \( C(t) \) on the state and input is defined as

\[
\arg\min_u \int_0^{t_h} J((x(t),u(t))) dt, \quad \text{subject to } \forall t : (x(t),u(t)) \in C(t).
\]

The convex constraint set \( C \) considers the kinematic vehicle model in Fig. 5, which is described with respect to a curvilinear coordinate system aligned to a reference path \( \Gamma \) with orientation \( \theta_\Gamma \). The pose of the ego vehicle is represented by the longitudinal position \( s \), the lateral deviation \( d \), and the orientation \( \theta \). Furthermore, \( C \) restricts solutions so that they do not intersect with the predicted occupancy sets of other traffic participants.
Figure 5: Kinematic vehicle model with respect to a curvilinear coordinate system aligned to the reference path $\Gamma$ with orientation $\theta_\Gamma$. The pose of the ego vehicle is described by the longitudinal position $s$, the lateral deviation $d$, and the orientation $\theta$.

The usage of convex optimization offers various benefits for the generation of fail-safe trajectories. First of all, we are able to plan trajectories in continuous space. Furthermore, efficient and mature solving techniques for convex optimization problems exist [29]. By punishing high accelerations and jerk in the quadratic cost function $J$ of the longitudinal and lateral optimization problem, we are able to obtain jerk-optimal trajectories. This allows us to provide enhanced comfort for passengers in case the safety-critical situation suddenly resolves (by finding a new fail-safe trajectory along the intended trajectory of the vehicle, as illustrated in Fig. 4b).

### 3.3 Online Verification of Trajectories

For online verification of the obtained safe trajectory, which corresponds to a combination of the first part of the intended trajectory plus a subsequent fail-safe trajectory (cf. Sec. 3.2), we compute the reachable set of the ego vehicle along this combined trajectory (cf. Fig. 6). In order to determine possible deviations from the planned motion, the reachable sets consider a) the underlying trajectory tracking controller following the motion plan, b) sensor noise and disturbances, and c) model uncertainties [30]. If the ego vehicle deviates from the planned motion, its safety may not be guaranteed anymore. Based on the reachable set of the ego vehicle, we compute the possible occupancies given the dimensions of the ego vehicle.

**Definition 5** (Occupancy along Trajectory). The occupancy $O_{\text{ego}}(t), t \in [0,t_h]$, describes the occupancy of the ego vehicle along its safe trajectory $x(t), t \in [0,t_h]$, including possible disturbances on the underlying controller.

Next, we check whether the occupancy of the ego vehicle possibly intersects with the set-based prediction of other traffic participants (cf. Sec. 3.1).

**Theorem 1** (Collision-free Safe Trajectory). The planned safe trajectory $x(t), t \in [0,t_h]$, of the ego vehicle is collision-free with respect to a set of obstacles $b \in \mathcal{B}$, represented by occupancy
Obstacle Traffic participant Ego vehicle Fail-safe trajectory

\[ t \in [t_0, t_1] \]

\[ t \in [t_1, t_2] \]

\[ t \in [t_2, t_3] \]

Figure 6: Online verification: the safe trajectory of the ego vehicle is collision-free with respect to other obstacles in the environment if the occupancy set of the ego vehicle does not intersect with the occupancy sets of other obstacles.

\[ sets \ O_b(t) := \bigcup_{b \in B} O_b(t) \text{ if } \]

\[ \forall t \in [0, t_h] : O_{ego}(t) \cap O_b(t) = \emptyset. \]

**Proof.** The soundness has been shown in [19, 30].

If there is no intersection with any occupancy of other traffic participants (cf. Fig. 6), the safe trajectory is guaranteed to be collision-free, even if obstacles deviate from the most-likely behavior. Furthermore, the drivability of the safe trajectory is ensured, since we use set-based control techniques to determine possible deviations from the planned motion beforehand [30]. Thus, even if the vehicle deviates from the planned motion due to disturbances, we can still guarantee its safety.

4 **Evaluation**

Our framework is implemented partly in C++ and in Python and runs on a computer with an Intel i5 1.4GHz processor and 8GB of DDR3 1600MHz memory. We use a highway scenario from the CommonRoad benchmark suite [31] and a recorded urban scenario provided by BMW to demonstrate the benefits of our framework. For both scenarios, we set the maximum absolute acceleration of vehicles to \( |a_{\text{max,vehicle}}| = 8 \text{ m/s}^2 \) and of pedestrians to \( |a_{\max,\text{pedestrian}}| = 0.6 \text{ m/s}^2 \).

Fig. 7a shows the initial highway scenario, in which the ego vehicle is following vehicle \( b_2 \); used parameters are provided in Tab. 2a. The intended trajectory of the ego vehicle is planned assuming that all other vehicles continue with constant velocity. Fig. 7b shows the predicted occupancies (for improved visibility they are only shown for \( b_1 \)) and the planned fail-safe trajectory, which lets the ego vehicle swerve to the adjacent shoulder lane to certainly
Table 2: Parameters of the highway and urban scenario.

<table>
<thead>
<tr>
<th>(a) Highway scenario</th>
<th>(b) Urban scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
<td><strong>Description</strong></td>
</tr>
<tr>
<td>Ego vehicle</td>
<td>((x, y, v)_{ego}^T = (2.25 \text{m}, 0 \text{m}, 23 \text{m/s})^T)</td>
</tr>
<tr>
<td>Vehicle (b_1)</td>
<td>((x, y, v)_{b_1}^T = (10 \text{m}, 7 \text{m}, 20 \text{m/s})^T)</td>
</tr>
<tr>
<td>Vehicle (b_2)</td>
<td>((x, y, v)_{b_2}^T = (25 \text{m}, 3.5 \text{m}, 25 \text{m/s})^T)</td>
</tr>
<tr>
<td>Vehicle (b_3)</td>
<td>((x, y, v)_{b_3}^T = (30 \text{m}, 7 \text{m}, 30 \text{m/s})^T)</td>
</tr>
<tr>
<td>Planning horizon</td>
<td>(t_h = 4.0 \text{s}, N = 40, \Delta t = 0.1 \text{s})</td>
</tr>
</tbody>
</table>

avoid a collision. The occupancy of the ego vehicle along its safe trajectory is denoted by gray rectangles and does not intersect with the predicted occupancies of other traffic participants at any time. The overall computation time of our framework in this scenario is 16 ms (cf. Tab. 3).

An urban scenario, in which a pedestrian violates traffic rules by suddenly crossing the road during a red light, is shown in Fig. 8a and its parameters are given in Tab 2b. In this scenario, the ego vehicle remains safe by executing our computed fail-safe trajectory (cf. Fig. 8b). Since our occupancies consider any feasible future motion of the pedestrian in an over-approximative way, the ego vehicle is able to avoid a collision. The computation time in this scenario is 14 ms (cf. Tab. 3).

Figure 7: The ego vehicle follows its leading vehicle \(b_2\) on a highway (a). In case vehicle \(b_1\) suddenly changes to the lane of the ego vehicle, the ego vehicle remains safe by executing the fail-safe trajectory, which initiates a lane change to the adjacent shoulder lane (b).
Figure 8: The ego vehicle intends to continue straight across the intersection (a). However, if the pedestrian suddenly crosses the lane of the ego vehicle, the ego vehicle remains safe by executing the fail-safe trajectory (b).

## 5 Conclusions

The proposed framework verifies motion plans online before their execution. Fail-safe plans are provided to withstand component failures or the absence of a timely computed intended motion. Our fail-safe plans are collision-free with respect to any feasible future behavior of other traffic participants and explicitly consider uncertainties originating from sensor noise, disturbances, and modeling uncertainties. We believe that our framework streamlines the development process—motion planning does no longer require certification (e. g., ISO 26262 conformance [2]), this is only required for our proposed safety layer. This significantly reduces the required amount of testing and development costs. Since our framework is independent of the utilized planning framework, it can easily be integrated in existing vehicle frameworks. We have demonstrated the benefits of our framework using a highway and an urban scenario. In a next step, we want to test our framework on a real vehicle.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Computation times of each component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highway</td>
<td>Prediction : 11 ms, Planning : 4 ms, Verification : 1 ms</td>
</tr>
<tr>
<td>Urban</td>
<td>Prediction : 5 ms, Planning : 8 ms, Verification : 1 ms</td>
</tr>
</tbody>
</table>
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