
1 INTRODUCTION  

For many complex engineering systems a compre-
hensive probabilistic risk assessment (PRA) is an es-
sential element of safety and reliability assurance. A 
PRA should answer the questions: What are possible 
failure scenarios? What are corresponding adverse 
consequences? What are the failure scenarios’ prob-
abilities? Many engineering systems can be charac-
terized as human-machine systems, meaning that the 
human operator and the technical system are inter-
acting. For that reason it is essential for a PRA to 
consider not only failures of technical components 
but also the effect of human actions as well as hu-
man inaction. Human reliability assessment (HRA) 
models human elements as part of PRAs through 
identification and quantification of human failure 
events (HFEs) in PRA models. A variety of methods 
have been developed and applied in this field to de-
termine human error probabilities (HEPs) corre-
sponding to HFEs. Among the most important repre-
sentatives are THERP (Swain and Guttmann, 1983), 
SPAR-H (Gertman et al., 2005) and ATHEANA 
(Cooper et al., 1996). 
The limitations of existing HRA methods are widely 
known (Woods, 1990, Hollnagel, 2000, Mosleh and 
Chang, 2004, Sträter, 2004, Boring et al., 2007, 
French et al., 2011, Groth and Swiler, 2013).  Two 
interrelated shortcomings of in existing HRA meth-
ods are the limited technical and scientific basis used 
to develop those methods and the use of overly sim-

plified modeling techniques (lacking causal structure 
and quantitative traceability). 
To address some of the limitations in the technical 
basis of older HRA models, the U.S. Nuclear Regu-
latory Commission (NRC) has initiated development 
of a new HRA method called IDHEAS (Integrated 
Decision-Tree Human Event Analysis System)(Xing 
et al., 2013). The new method strengthens part of the 
technical basis of HRA through its foundation in 
psychological literature (Whaley et al., 2012) . 
However, the new method uses overly simple quan-
titative models, and as a result falls short in captur-
ing causal relationships and the complexity of hu-
man-machine interactions.  
These shortcomings have been echoed in comments 
from the NRC ACRS, which has identified two ma-
jor shortcomings of the quantification method 
(Stetkar, 2014). Firstly, it remains unclear why spe-
cific cognitive mechanisms and PIFs (performance 
influencing factors), which were identified as part of 
the cognitive foundation in (Whaley et al., 2012), 
were not explicitly considered in the IDHEAS crew 
failure modes (CFMs). Secondly, a “formal and 
complete expert elicitation process […] to develop 
human error probabilities and associated uncertainty 
distributions for each combination of contextual fac-
tors” (Stetkar, 2014) is lacking. In this paper, we 
propose a methodology to address both of these 
shortcomings. We propose a methodology to devel-
op a Bayesian network (BN) model for a CFM step 
by step, starting from the corresponding IDHEAS 
decision tree model, expanding it to a level where its 
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cognitive foundation is modeled explicitly, and fi-
nally reducing the expanded model to a level where 
its quantification becomes straightforward. This pro-
cess enhances the traceability between the IDHEAS 
quantification models and the underlying cognitive 
literature basis. 
This paper also briefly touches upon the quantifica-
tion of the model by expert elicitations in combina-
tion with a database. The final model is therefore 
based on both expert knowledge and observed data. 
While experience has shown that it is almost impos-
sible to get full agreement in an expert elicitation 
process, data-scarcity in HRA applications prohibits 
a quantification fully based on past data. However, 
since both experts and data provide a valuable 
source of information, a reliable HRA model should 
be based on a combination of them. 

2 BAYESIAN NETWORKS 

Like decision, event and fault trees, which are well 
known in the HRA community, BNs are a probabil-
istic modeling tool that is compatible with PRAs. 
The graphical or qualitative part of a BN can be seen 
as a documentation of the causal dependencies be-
tween the random variables included in the model. A 
key advantage of BN models is that they can explic-
itly represent the causality among the variables in 
the model. The efficiency of BNs for quantification 
is based on independence assumptions that ideally 
follow from a causal model. Only a short introduc-
tion to the most important technical aspects of BNs 
is provided here. For a more in-depth treatment of 
BNs, the reader is referred to textbooks (Jensen and 
Nielsen, 2007, Kjaerulff and Madsen, 2013).  
BNs are an efficient representation of a joint proba-
bility distribution 𝑝𝑝 𝒁𝒁  over a random vector 𝒁𝒁, by 
graphical means. Each node represents a random 
variable 𝑍𝑍!. The qualitative dependence structure be-
tween the random variables 𝑍𝑍! is represented by a di-
rected acyclic graph (DAG). Family terms are used 
to describe relationships between random variables 
in a BN e.g., in Fig 1, 𝑍𝑍! is a child of 𝑍𝑍!, 𝑍𝑍! and 𝑍𝑍!, 
which in turn are its parents, 𝑝𝑝𝑝𝑝(𝑍𝑍!). Furthermore 
𝑍𝑍! to 𝑍𝑍! are ancestors of 𝑍𝑍!, and 𝑍𝑍! is a descendant 
of the former ones.  Interpreting the BN in Fig. 1 
casually it can be said that 𝑍𝑍! directly influences 𝑍𝑍! 
and 𝑍𝑍!, but only indirectly influences 𝑍𝑍! through 𝑍𝑍! 
and 𝑍𝑍!. 
Marginal probability distributions are attached to 
nodes without parents, whereas conditional distribu-
tions are attached to nodes with parents. We restrict 
ourselves to BNs with discrete random variables. In 
this case the distributions are represented in condi-
tional probability tables (CPTs).  
With the independence assumptions encoded in the 
BN graph, the well-known chain rule in Eq. 1 reduc-
es to the expression in Eq. 2 for a BN. 

Figure 1. Example BN structure documenting the causal 
relationships between five variables (Z1 through Z5). In 
an HRA application, this model could be interpreted as 
the relationship between four PSFs (Z1, Z2, Z3, Z4) and 
error (Z5)  

𝑝𝑝 𝐳𝐳 = 𝑝𝑝 𝑧𝑧! 𝑧𝑧!!!,… , 𝑧𝑧!
∙ 𝑝𝑝 𝑧𝑧!!! 𝑧𝑧!!!,… , 𝑧𝑧! ∙ 𝑝𝑝 𝑧𝑧!  

1  

𝑝𝑝 𝐳𝐳 = 𝑝𝑝 𝑧𝑧! 𝑝𝑝𝑝𝑝(𝑍𝑍!)     
!

!!!

 
2  

 
The advantage of this reduction is that it facilitates 
the quantification of the model by separating condi-
tionally independent terms; it is significantly easier 
to elicit or quantify reduced terms, e.g., 𝑝𝑝(𝑧𝑧!|𝑧𝑧!) vs. 
𝑝𝑝(𝑧𝑧!|𝑧𝑧!, 𝑧𝑧!, 𝑧𝑧!). The gain in efficiency through the 
use of BNs depends on the links and therefore on the 
independence assumptions made. Furthermore the 
number of parameters needed to define the CPT of a 
node 𝑍𝑍! depends on the number of parents of 𝑍𝑍! and 
on the number of states of 𝑍𝑍! and its parents. The BN 
model allows practitioners to conduct reasoning 
about variables in the model (e.g., the HEP given the 
states of some or all PIFs).  

3 IDHEAS 

The IDHEAS method is being developed to address 
an NRC need for a new HRA model, which is “prac-
tical and straightforward to use” and which “inte-
grates the good features in HRA state-of-practice 
methods and incorporate[s] the state of knowledge 
on human performance and cognitive psychology“ 
(Xing et al., 2013).  
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3.1 IDHEAS modeling approach 
For each HFE modeled in the PRA, the HRA 

procedure with IDHEAS entails several activities: 
-  Performing a qualitative task analysis and 

documenting crew failure paths in a crew re-
sponse tree (CRT).  

- Selecting applicable crew failure modes 
(CFMs) for each event CRT.  

- Quantifying the individual CFMs via DTs 
and combining probabilities of the relevant 
CFMs to calculate the human error probabili-
ties (HEPs) for each event. 

- Analyzing HFE dependency analysis and 
possible recovery actions.  

Here we focus specifically on the modeling and 
quantification of the CFMs. The method employs 14 
CFMs representing failures that are typical for hu-
man performance in nuclear power plant control 
rooms. Each CFM is quantified using a decision 
tree1 (DTs) e.g., Fig 2. The probability of occurrence 
of a CFM depends on the circumstances under 
which the tasks have to be performed. IDHEAS, like 
most other HRA methods, uses performance influ-
encing factors (PIFs) – also called performance 
shaping factors (PSFs) – to characterize the circum-
stances or context. For each CFM, relevant PIFs 
were identified, based on a review of the cognitive 
basis report. Each PIF is represented as a branch 
point in the DT. For simplicity, the IDHEAS devel-
opers chose to limit the number of PIFs in each DT 
to four. 

3.2 Critical data misperceived crew failure mode 
In the remainder of this paper the CFM ‘critical data 
misperceived’ is used exemplarily to demonstrate 
the proposed framework. For that reason this CFM is 
presented to some detail in the following. ‘critical 
data misperceived’ captures situations where, e.g., a 
parameter has to be read from a control panel or the 
status of some piece of equipment is to be deter-
mined from an indication on the control panel and 
this piece of information is critical in the sense that 
it will lead to an incorrect response (Xing et al., 
2013). Three PIFs are used to describe the context: 
HSI (human-system interface)/environment, work-
load, and training2. All the PIFs are binary with 

                                                
1 Note: The used models are referred to as decision trees in the 
IDHEAS report (Xing et al, 2013). However since there are no 
decisions involved, the tool should rather be termed event tree 
in a PRA sense. Since this paper is mainly intended for the 
HRA community we stick to the terms used in the IDHEAS re-
port.  
2 This DT also contains a branch for recovery potential, which 
is used in most IDHEAS CFM. However, “recovery potential” 
has not been clearly defined in IDHEAS, and thus we neglect 
this concept in the remaining sections of the paper. 

states labeled as (poor and good), (high and low) or 
(no and yes) respectively. In Fig. 2 the DT for the 
CFM ‘critical data misperceived’ is shown. Each 
path through the DT represents one possible crew 
failure scenario. The analysts are provided with a set 
of two to five questions for each PIF guiding them in 
determining the states of the PIFs. Expert elicitation 
was used to assign probabilities to the event of mis-
perception of critical data given each combination 
of PIFs.  

4 DEVELOPMENT OF A CAUSAL BN 
STRUCTURE FOR THE CFM 

For each CFM the DT can be transformed to a BN. 
Assuming that the PIFs are independent, if there is 
no information on the state of the target node, the 
BN structure consists of the CFM node – in our case 
‘Misperception of critical data’ – which has all the 
PIFs as its parents. Apart from that the PIFs are un-
connected. Such a BN reveals little about the causal 
background of a HRA method. For that reason we 
develop an expanded BN structure for the CFM, 

 
Figure 2. Decision Tree (DT) for the CFM ‘Critical data 
misperceived’. E.g., the HEP for Poor HSI/Environment, 
High Workload, Poor Training and No Recovery poten-
tial is 0.56. 

which documents the cognitive psychological foun-
dation of the method.  

4.1 Expanded BN structure 
The model contains an additional layer of nodes 
(white in Fig. 3), which are intended to specify the 
PIFs that are often too generic or abstract for ana-
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lysts to directly determine their states, but which are 
critical for understanding of human performance. 
IDHEAS provides questions and rules for the ana-
lysts to consider when determining the states of the 
PIFs. The additional layer of PIF specification nodes 
can thus be based on these questions (light grey in 
Fig 4). The literature serving as a foundation for 
IDHEAS (Whaley et al., 2012) summarizes  the 
causal paths that could lead to a crew failure event 
based a comprehensive study of cognitive psycholo-
gy. These paths may be implemented directly in the 
model to add additional causal details extracted from 
scientific literature. For the example CFM (Fig. 3) 
there a three main causal paths stemming from cog-
nitive literature:  

• The first causal path (path I in Figure 3) is 
the misperception of data due to extreme 
HSI/Environment conditions. E.g., the quali-
ty of the HSI or factors in the environment 
degrade the information in such a way that it 
is misperceived; technically this could be 
seen as an instrumentation failure rather than 
a human error, but this instrumentation fail-
ure would manifest as a human failure event. 

• The second causal path (path II in Figure 3) 
leading to misperception of data is from at-
tention degradation. Attention can be de-
graded due to a combination of factors, in-
cluding characteristics of the situation and 
the information (e.g., the HSI and environ-
ment), high workloads, multiple priorities

 
 
 
 

 

Fig 3. Fully expanded BN structure revealing the cognitive psychological background of IDHEAS. The numbers (I-III) 
show the failure paths, which may lead to Misperception of critical data. 

Workload
HSI /

Environment

Training

Prioriti-
zation

Knowledge

Experience

Perception
of urgency

Un-
ambiguity

Easiness
of data to 

read

Clear display
of range for 
comparison

Indicators 
easy to read and

locate

Environment
nominal

Crew trained to
understand the

scenario 

Attention

Expectation
bias

Still determin-
ing plant status

Several
alarms

More
tasks than

usual

I
I,III

I,II,III II

II

II

II

III

III
II

I

I

I

II

II

I
I

Misperception
of critical data

I,II,III

I

I

II

II



 
and through biases introduced by training, 
knowledge, and experience. Training, work-
load and perception of urgency cause the 
crew to prioritize certain tasks, alarms etc. 
and direct attention resources to high priori-
ty tasks. A misdirection of attention could 
lead to misperception of the critical data. 
The prioritization and the crew members’ 
expectation biases determines the amount of 
attention paid to the various pieces of infor-
mation, which again may lead to misperceiv-
ing the critical data (paths I in Fig. 3). 

• The third causal path (path III in Figure 3) 
stems from expectation biases leading to 
misperception. Experience and knowledge 
may introduce an expectation bias, which 
again may directly cause misperception of 
critical data (e.g., situations where a person 
“sees what they want to see”) or indirectly 
through changing the person’s attention 
(path II). 

  
As shown in the model, the PSFs identified in the 
IDHEAS model influence the occurrence of CFM 
through multiple causal paths. HSI/Environment in-
fluences CFM through one direct causal path and 
additionally through two indirect causal paths. 
Training also influences CFM (indirectly) through 
two different causal paths. One causal path, expecta-
tion bias, is only indirectly captured in the original 
IDHEAS model. 
The IDHEAS questions (light grey nodes) are in-
tended to determine relevant aspects associated with 
the three PIFs, and are used here to demonstrate how 
observable questions can be explicitly included in 
the model. In some cases (prioritization) the nodes  
based on the IDHEAS questions also provide a criti-
cal causal detail. 

4.2 BN structure for IDHEAS-like quantification 
The full model in Fig 3 can be quantified using a va-
riety of approaches. However, a main objective of 
this work is to develop a HRA model based on 
IDHEAS, and thus to limit the amount of additional 
information that must be elicited. To achieve this 
goal, the model in Fig 3 is reduced to a form that 
closely resembles the original IDHEAS DT aug-
mented with the DT questions from (Xing et al., 
2013). To do so, the node removal algorithm 
(Shachter, 1986, Shachter, 1988, Straub and Der 
Kiureghian, 2010) are applied.  This algorithm al-
lows removing nodes, which have not received evi-
dence, in a way that the independence assumptions 
incorporated in a BN are not altered. The two prin-
cipals of node removal are: First a node, which has 

not received evidence and which does not have chil-
dren can be removed from the network; Secondly 
the direction of a link between two nodes 𝑍𝑍! and 𝑍𝑍! 
can be reversed if 𝑍𝑍! inherits 𝑍𝑍!′𝑠𝑠 parents and vice 
versa and if this does not cause the BN structure to 
become cyclic. 
Reducing the white nodes from the structure in Fig. 
3 leads to the structure in Fig. 4. In this structure 
Prioritization is directly connected to the target 
node. The causal interpretation of this would be that 
workload may lead to a larger HEP, but only if the 
crew does not set priorities correctly. Since this 
would introduce a new PIF to the CFM, and we aim 
at keeping the quantification of the model as close to 
the original method as possible, we indicate this only 
qualitatively in the model.  
The BN structure in Fig. 4 has significant ad-
vantages over the IDHEAS DT or its equivalent BN 
structure. Firstly, in this model the analyst would di-
rectly answer the PIF questions rather than assigning 
a PIF state based on implicit consideration of the 
questions, which is much more abstract3. The explic-
it inclusion of PIF questions in the model, which ex-
pands the level of documentation provided by the 
model, and enhances the traceability from analysis 
input to probability estimate, and reduces variability 
between analyst  
Secondly if marginal probabilities are elicited for the 
PIF specification nodes, as was done in (Hallbert 
and Kolaczkowski, 2007), the BN in Fig. 4 can deal 
with missing information or uncertainty about one of 
the PIF specification  nodes’ states. For example, the 
HRA analyst may lack information about specific 
indicator designs, which may make it difficult to as-
sess the ‘easiness of data to read_. In situations 
where the analyst does not have information about 
one or more PIFs, the analyst can use the prior prob-
abilities in the BN rather than guessing or making 
unwarranted assumptions about the system.  
Thirdly, the fully quantified BN can be used to rea-
son about additional problems and gather additional 
insight.  With identical analyst inputs, the BN struc-
ture in Figure 4 will produce the same HEP assign-
ments as the IDHEAS DT. The BN structure also of-
fers the opportunity to reason about the PIFs, given 
knowledge of the CFM (and/or other PSFs). This 
provides a powerful benefit: the ability to identify 
which PSFs (or PSF details) states are likely to be 
present when we know there is an error. This pro-
vides powerful insight into the probabilities of the 
causes or errors, which is a critical piece of infor-
mation that can be used to prevent errors. Additional 
insight into this topic are provided in (Groth and 
Swiler, 2013). 
 

                                                
3 This is also true if the original DT is considered together with 
the questions provided in the IDHEAS report 



  

 

Figure 4. Reduced BN structure for IDHEAS-like quantification.

5 A CONCEPT FOR MODEL 
QUANTIFICATION 

Once the qualitative dependence structure between 
the random variables in the model has been devel-
oped, these dependencies are to be quantified. In this 
section we briefly sketch the approach for quantify-
ing the BN structure in Fig. 4. For brevity we skip 
the numerical results in this paper and refer to 
(Zwirglmaier et al., 2015). The PIF specification 
nodes are quantified through expert elicitations. The 
states of the PIFs conditional on the states of the PIF 
specification nodes can be determined through de-
terministic rules given in the IDHEAS report (Xing 
et al., 2013). Furthermore, the same report provides 
HEPs for the crew failure scenarios. These numbers 
are elicited from experts. In the scope of these elici-
tations experts additionally provide uncertainty es-
timates in the form of quantiles. We use these esti-
mates for the quantification of the IDHEAS-BN. 
However, since sound models should be based on all 
information available, we apply Bayesian updating 
to enhance the model. Bayesian updating for HRA is 
described in (Groth et al., 2014).  

From the quantiles elicited in (Xing et al., 2013), we 
take the 0.1 and 0.9 quantile of the HEP of a crew 
failure scenario 𝑖𝑖 (here denoted as θ!). A beta prior-
distribution with PDF 𝜋𝜋! θ  is fitted to these quan-
tiles: 

𝜋𝜋! θ! =
1

𝐵𝐵 𝑎𝑎!  , 𝑏𝑏!  
θ!!!! 1− θ !!!!	   (3)	  

denotes the beta function and 𝑎𝑎! and 𝑏𝑏! are the pa-
rameters of the distribution. Assume now a database, 
where 𝑛𝑛 cases of crew failure scenario 𝑖𝑖 are reported, 
of which 𝑛𝑛! resulted in a HFE. This information can 
be used to update our belief about the HEP associat-
ed to this crew failure scenario. The updated belief is 
described through a beta posterior distribution 
𝜋𝜋! θ!  with parameters 𝑎𝑎! and 𝑏𝑏! i.e.: 
  
𝑎𝑎! = 𝑎𝑎! + 𝑛𝑛! 	   (4)	  

 
𝑏𝑏! = 𝑏𝑏! + 𝑛𝑛 − 𝑛𝑛! 	  

	  
(5)	  
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6 DISCUSSION 

This paper presents a framework for the application 
of BNs to address many shortcomings of the 
IDHEAS HRA-method. Multiple research groups 
have shown that BNs can provide a sound and versa-
tile mathematical model to mitigate many of the 
shortcomings of older HRA methods (Baraldi et al., 
2009, Mosleh et al., 2012, Li et al., 2012, Groth and 
Swiler, 2013, Ekanem and Mosleh, 2014, Mkrtchyan 
et al., 2015).  
Causal traceability is a major need of HRA methods. 
In this paper we propose to have an expanded BN 
structure qualitatively revealing the theoretical 
background of the method and a reduced structure, 
which enables a more straightforward quantification 
than the full expanded structure. While both struc-
tures are quantifiable from a mathematical point of 
view, quantification of the expanded structure is dif-
ficult from a HRA-perspective because of lack of 
data and the difficulty in estimating the required 
probabilities by experts. If the expanded BN was 
implemented in a software tool, the additional nodes 
from the expanded structure could for example be 
presented in a lighter color, showing that these nodes 
are necessary for the understanding of the causal re-
lationships but are not quantified. While most of the 
developed methods have a strong background from 
the psychological side, this background is usually 
hidden to more applied users, who are presented 
with only a reduced number of PIFs. By developing 
expanded BN structures and presenting them to us-
ers, the theoretical background becomes more trace-
able even if it may not be possible to present it in 
full detail in this manner. It has been found by many 
researchers that in HRA the results depend strongly 
on the person doing the analysis e.g., (Lois et al., 
2009). This can be seen as a major point of criticism 
against the HRA methods. Granting the users of the 
methods more insight may not completely overcome 
this problem, however it will certainly help to miti-
gate it.   
Another major need in HRA, which is only briefly 
addressed here, is an exhaustive and rigorous quanti-
fication framework. It is generally known that HRA 
models are not capable or even intended to fully cap-
ture all aspects of human behavior. Nevertheless, it 
is necessary to model human error, using all infor-
mation and knowledge available. While many HRA 
researchers rely on quantifying their models either 
through experts or through data, our proposed quan-
tification framework combines these two. Combin-
ing expert knowledge and data is well in line with 
the Bayesian understanding of probability used 
throughout PRA (Kelly and Smith, 2009) and is the 
only method to come up with sound probability es-
timates in an industry with scarce data. Using Bayes-
ian updating allows using continuously more data to 

update the parameters of the BN, in order to improve 
the quality of the model.  
A last point implicitly addressed in this paper is the 
applicability of BN-based HRA methods for every-
day HRA practice. While HRA researchers may be 
tempted to embrace BNs simply for their powerful 
modeling features, HRA practitioners call for mod-
els that are applicable in their everyday practice. Not 
many of the BN HRA models developed up to this 
point satisfy this need. (Groth and Swiler, 2013) re-
alized this and proposed a BN version of SPAR-H. 
SPAR-H is the HRA method mostly used by the 
United States Nuclear Regulatory Commission 
(NRC). By converting the widely used SPAR-H 
HRA method into a BN, they showed that BN-based 
HRA methods can readily meet the HRA practition-
ers’ needs; it is not actually due to the BN that most 
BN-based HRA methods do not meet the practition-
er’s needs. Following the same line of thought, in 
this paper we propose a BN version of IDHEAS, 
which is capable of meeting the needs of both HRA 
researchers and HRA practitioners.  
Since IDHEAS is still in development, it is not cur-
rently used in practice, however it is intended as a 
replacement for SPAR-H at the US NRC, and thus 
its development focuses clearly on practical usability 
as well as technical foundations. The IDHEAS-BN 
approach expands these technical foundations with 
additional rigor beyond the DTs in the original ver-
sion of IDHEAS. As illustrated in this work, the 
IDHEAS-BN demonstrates can be both well-
grounded in science and practical for use by HRA 
practitioners. In the scope of this paper we propose a 
framework for modeling and quantifying the 
IDHEAS decision trees in a BN environment. We il-
lustrate the process using a single CFM. Further re-
search is necessary to apply the proposed framework 
to the remaining CFMs and to carry out more de-
tailed expert elicitations etc. 

7 CONCLUSION 

This paper proposes a framework for treating the 
IDHEAS HRA method in a Bayesian network envi-
ronment. We base the work on an existing HRA 
method, which is intended for practical use. By do-
ing so the need for practically applicable methods is 
satisfied. Furthermore we address the needs from the 
HRA community for a well-founded quantification 
framework and causal traceability within the HRA 
methods.  
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