




Technische Universität München
Physik Department

Lehrstuhl für Biomedizinische Physik

High-sensitivity grating-based
phase-contrast computed tomography with

incoherent sources

Lorenz Johann Benedikt Birnbacher
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Abstract

Several novel X-ray imaging techniques have been developed over the last decades
to access phase-contrast information aside the conventional X-ray attenuation con-
trast. One of those methods is X-ray grating interferometry or Talbot interferometry,
which is an X-ray imaging technique highly sensitive to soft tissue differences. The
method, which was developed at highly coherent synchrotron sources, is also compat-
ible with X-ray sources of limited coherence enabling the use of high-flux laboratory
X-ray sources. Additionally, grating interferometry provides access to the so-called
dark-field signal, which is an imaging contrast related to small-angle scattering. In
combination with computed tomography, grating-based phase-contrast computed to-
mography (GBPC-CT) and grating-based dark-field computed tomography (GBDF-
CT) can be performed.

This work entitled ”High-sensitivity grating-based phase-contrast computed tomog-
raphy with incoherent sources” addresses several challenges of GBPC-CT that occur
when going from monochromatic, high-flux synchrotron sources to polychromatic lab-
oratory X-ray sources.

One of the main goals of X-ray phase-contrast imaging is to achieve high angular
sensitivity necessary for high soft tissue contrast, which relates to resolving subtle
differences in electron density. We could show that high angular sensitivity and thus
electron density resolution comparable to results from synchrotron sources is possible
with laboratory GBPC-CT.

In comparison to other phase-contrast techniques, GBPC-CT provides the advan-
tage to perform quantitative imaging, which renders the method highly interesting for
increased comparability of the data. In this work, we present not only how to achieve
highly reliable electron density values, but also how to use the attenuation coefficient
to determine the effective atomic number with polychromatic GBPC-CT.

When performing high sensitivity GBPC-CT, the method gets more prone to streak
artifacts reducing the quality of the phase-contrast data. The solution that we present
in this work is tilting the gratings by π/4 around the optical axis in combination
with statistical iterative reconstruction to utilize the two-dimensional phase-contrast
information. In doing so, the extent of streak artifacts could be enormously reduced
and the reliability of the quantitative values could be improved.

Furthermore, we used laboratory GBPC-CT for several biomedical studies within
the range of this work to assess the potential of GBPC-CT as a biomedical imaging
method. The results of phase-contrast studies covering breast cancer and renal cell
carcinoma samples using the high soft tissue contrast of GBPC-CT, as well as the
visualization of microcalcifications in specimens containing atherosclerotic plaque with
grating-based dark-field tomography render GBPC-CT and respectively GBDF-CT
promising preclinical imaging methods.
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Zusammenfassung

In den letzten Jahrzehnten wurden diverse neuartige Röntgenbildgebungsmethoden
entwickelt, um die Phasenkontrastinformation jenseits des allseits bekannten Röntgen-
absorptionskontrasts zugänglich zu machen. Eine dieser Methoden ist gitterbasierte
Röntgeninterferometrie oder Röntgen-Talbot-Interferometrie, eine Technik, die hoch-
sensitive Gewebedifferenzierung ermöglicht. Diese Methode, die an Synchrotronanla-
gen mittels äußerst kohärenter Röntgenstrahlung entwickelt wurde, ist dadurch charak-
terisiert, dass sie sich auch mit inkohärenten Röntgenquellen, wie sie vornehmlich
im Labor auftreten, realisieren lässt. Zusätzlich erhält man mit Röntgengitterinter-
ferometrie das so genannte Dunkelfeldsignal, welches einer Art Kleinwinkelstreuung
entspricht. In Kombination mit Computertomographie ist es zudem möglich, gitter-
basierte Phasenkontrastcomputertomographie (GBPC-CT) und gitterbasierte Dunkel-
feldcomputertomographie (GBDF-CT) anzuwenden.

Die vorliegende Arbeit
”
High-sensitivity grating-based phase-contrast computed to-

mography with incoherent sources” liefert einen Beitrag zu den Herausforderungen
von GBPC-CT, die durch die Translation von monoenergetischen Synchrotronquellen
mit hohem Fluss zu polychromatischen Laborquellen entstehen.

Ein Hauptziel von Röntgenphasenkontrastbildgebung ist das Erreichen von möglichst
hoher Winkelsensitivität für maximalen Gewebekontrast, was dem Erreichen einer ho-
hen Elektronendichteauflösung entspricht. In dieser Arbeit konnte gezeigt werden,
dass eine Winkelsensitivität und dementsprechend eine Elektronendichteauflösung auf
einem vergleichbaren Level von Ergebnissen, die an Synchrotronquellen erzielt wurden,
auch mit Laborquellen erreicht werden kann.

Ein großer Vorteil von GBPC-CT gegenüber anderen Röntgenphasenkontrasttech-
niken ist die quantitative Art der Bildgebung, was GBPC-CT zu einer besonders be-
deutsamen Methode aufgrund der hohen Vergleichbarkeit der Daten macht. In dieser
Arbeit wird nicht nur gezeigt, dass mit GBPC-CT verlässliche Elektronendichtewerte
bestimmt werden können, sondern auch, dass die Absorptionsmodalität in Kombina-
tion mit der Elektronendichte dazu verwendet werden kann, die effektive Atomzahl zu
bestimmen.

Bei hochsensitiver GBPC-CT reduziert das erhöhte Auftreten von Streifenartefak-
ten die Qualität der Phasenkontrastdaten. Eine Methode, die in dieser Arbeit präsen-
tiert wird, um diese Artefakte zu minimieren, ist das Drehen der Gitter um π/4 um
die Strahlachse in Kombination mit statistischer iterativer Rekonstruktion. Mit der
dadurch erhaltenen zweidimensionalen Phasenkontrastinformation gelang es, Streife-
nartefakte deutlich zu reduzieren und damit die quantitativen Werte zu verbessern.

Desweiteren wurde in mehreren GBPC-CT Studien im Rahmen dieser Arbeit das
Potential von GBPC-CT in Verwendung von Laborquellen als biomedizinische Bildge-
bungsmethode untersucht. Die Phasenkontrastergebnisse von hochaufgelösten, quanti-
tativen Brustkrebs- und Nierenkrebsmessungen sowie die Visualisierung von Mikrover-
kalkungen von Proben mit atherosklerotischer Plaque in der Dunkelfeldcomputerto-
mographie machen GBCT-CT bzw. GBDF-CT zu vielversprechenden vorklinischen
Bildgebungsmethoden.
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CHAPTER 1

Introduction to X-ray phase-contrast
imaging

X-ray phase-contrast imaging combines two originally different fields of imaging: X-
ray imaging and phase-contrast microscopy. While phase-contrast techniques were
developed with light microscopy, similar contrast modalities are difficult to achieve
with X-rays aside from the commonly known conventional absorption imaging.

1.1 Phase-contrast imaging

Light microscopy emerged in the 17th century with the development of bright-field
microscopy by Robert Hooke and Anton van Leeuwenhoek (Hooke, 1665; Schierbeek,
1959). Technical progress and the use of staining techniques continuously improved
the image contrast. In the early 1930’s the Danish scientist Frits Zernike developed
phase-contrast microscopy (Zernike, 1942, 1955; Murphy and Davidson, 2013), which
enabled the first visualization of internal structures of living cells without the need
for staining. For his invention using a combination of a condenser annulus and phase
plates, Frits Zernike was awarded with the Nobel Prize in Physics in 1953. A sim-
ilar phase-contrast microscopy technique developed by Georges Nomarski in 1955 is
differential interference contrast (DIC) microscopy, which leads to the optical path
difference induced by optical prisms (Nomarski, 1955; Murphy and Davidson, 2013).
The third classical microscopy concept is dark-field microscopy, which visualizes only
light scattered by the sample, whereas the image remains mainly dark if no scattering
occurs (Gage, 2009). The difference between dark-field, phase-contrast, and bright
field microscopy is illustrated in Fig. 1.1 by way of example for a tissue paper.

While the recent developments in light microscopy focus primarily on superresolu-
tion methods like stimulated emission depletion (STED) fluorescence microscopy, for
which the Nobel Prize in Chemistry was awarded in 2014 overcoming Abbe’s resolu-
tion limit (Vonesch et al., 2006), new imaging methods have emerged in combination
with X-ray imaging.

1.2 X-ray phase-contrast imaging

X-rays were discovered 1895 by Wilhelm C. Röntgen and became shortly thereafter
indispensable for medical and industrial X-ray imaging (Röntgen, 1898). For his break-
through discovery, Röntgen received the first Nobel Prize in Physics in 1901.

But it was not until 1965 that only absorption contrast was used as X-ray imag-
ing contrast, when Ulrich Bonse and Michael Hart performed first experiments at a
synchrotron showing X-ray phase-contrast images. Three silicon crystals were used to
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2 1.2. X-RAY PHASE-CONTRAST IMAGING

Fig. 1.1 Micrograph of a lens tissue paper. Subfigure (A) shows the bright-field image,
subfigure (B) the phase-contrast image, and subfigure (C) the dark-field image. The pixel size is
1.6 µm at 10x magnification. Figure adapted from Wheeler (2010).

visualize phase changes that coherent, monochromatic X-rays undergo when penetrat-
ing matter similarly to visible light. The interference of the beam with and without
the object allowed to directly measure the phase of the object Φ (Bonse and Hart,
1965; Momose et al., 1996; Fitzgerald, 2000; Bravin et al., 2012).

In the 1990’s, analyzer based phase-contrast (or diffraction enhanced) imaging,
which is based like the previous method on Bragg reflection, was developed. Thereby,
a single crystal is used to visualize the phase change when an object is inserted into
the X-ray beam. The sample is scanned under different angles leading to an inten-
sity rocking curve related to the phase shift. Only one analyzer crystal is needed to
measure the one-dimensional gradient of the object ∇Φ (Davis et al., 1995; Chapman
et al., 1997). Another method to access phase-contrast is single or multi distance prop-
agation imaging. The method utilizes free-space propagation of the sample wave-front
to the detector. This technique needs a detector system with small pixel size next to
a coherent X-ray source to resolve the edge-enhancement corresponding to the second
derivative of the phase ∇2Φ. The method does not use any additional optical elements
in the beam rendering it quite popular for high resolution phase-contrast imaging at
synchrotron facilities (Snigirev et al., 1995; Wilkins et al., 1996).

With the development of grating interferometry in the late 1990’s, a further impor-
tant step in phase-contrast imaging was achieved (Momose et al., 2003). In detail,
a so-called phase grating creates a periodically reappearing interference pattern due
to Fresnel propagation (Cloetens et al., 1999). This phenomenon is described by the
so-called Talbot effect, which is originally known from experiments with visible light
(Talbot, 1836). Samples in the beam cause changes in the interference pattern, which
can be resolved by the use an analyzer grating (David et al., 2002; Momose et al., 2003;
Weitkamp et al., 2005). With this Talbot interferometer, one does not only obtain the
differential phase-contrast (DPC) signal related to the gradient of the phase ∇Φ, but
also the dark-field contrast (DFC) signal related to small-angle scattering next to the
conventional attenuation signal (Pfeiffer et al., 2008).
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1.3 Grating-based phase-contrast computed tomog-

raphy

Conventional computed tomography provides the distribution of the attenuation infor-
mation in a non-destructive manner and is besides magnetic resonance imaging (MRI)
and positron-emission tomography (PET) one of the most successful three-dimensional
imaging techniques in medicine. Although the concept of computed tomography is
rather old, it took until the 1960’s and 1970’s to develop first clinical scanners by
Godfrey N. Hounsfield and Allan M. McCormack. For their work on computed to-
mography, Godfrey N. Hounsfield and Allan M. McCormack were awarded with the
Nobel Prize in Medicine in 1979 (Buzug, 2008).

However, CT suffers from low soft tissue contrast or limited functional imaging in
comparison to MRI and PET. Combining now CT with grating interferometry allows
for a new range of potential applications: grating-based phase-contrast CT (GBPC-
CT) does not only provide high three-dimensional soft tissue sensitivity in comparison
to equivalent attenuation data (Momose, 2003; Weitkamp et al., 2005; Pfeiffer et al.,
2007a, 2013), GBPC-CT enables quantitative imaging related to the electron density
(Herzen et al., 2009; Qi et al., 2010; Willner et al., 2014). Moreover, the grating-
based dark-field computed tomography (GBDF-CT) signal enables the visualization
of small-angle scattering structures below the physical pixel size like in the case of
microcalcifications (Pfeiffer et al., 2008; Malecki et al., 2012; Wolf et al., 2014). First
GBPC-CT results from synchrotron sources include for example high resolution rat
brain imaging without the need of contrast agents (Pfeiffer et al., 2007a; Schulz et al.,
2010), breast cancer imaging (Sztrókay et al., 2012b), or microtomography of human
testicle samples (Zanette et al., 2013b).

1.4 Laboratory grating-based phase-contrast com-

puted tomography

Although grating-based phase-contrast imaging requires coherent X-ray sources, in-
troducing an additional source grating enabled the use of grating interferometry with
limited coherence X-ray sources (Pfeiffer et al., 2006). The latter step has provided lab-
oratory access to the method increasing the range of potential applications in medicine
and material science.

With all the promising GBPC-CT results and applications from high-flux, monochro-
matic synchrotron sources, the central question is what level of performance can be
achieved with laboratory GBPC-CT setups due to the limited coherence and the poly-
chromatic spectrum. The respective performance parameter is the angular sensitivity,
which describes the minimum resolvable refraction angle of the Talbot-Lau interferom-
eter (Modregger et al., 2011). High angular sensitivity is essential for high soft tissue
contrast related to high electron density resolution. One goal of this work is to inves-
tigate what level of angular sensitivity can be reached with optimized polychromatic,
laboratory GBPC-CT in comparison to synchrotron sources.

Moreover, in comparison to other phase-contrast techniques GBPC-CT provides the
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advantage to perform quantitative imaging (Pfeiffer et al., 2007b; Herzen et al., 2009;
Qi et al., 2010; Willner et al., 2014), which renders the method highly interesting
for increased comparability of the data. The extent of the accuracy of quantitative
imaging using a polychromatic X-ray source is of current interest using state-of-the-
art GBPC-CT with incoherent sources. In this work, not only how to achieve reliable
electron density values is presented, but also how to utilize the attenuation coefficient
to determine the effective atomic number with polychromatic GBPC-CT. This allows
to access two in general absolute physical quantities.

When performing high sensitivity GBPC-CT, the method gets prone to streak ar-
tifacts reducing the quality of the phase-contrast data. One promising method is to
tilt the gratings by π/4 in combination with additional processing (Rutishauser et al.,
2011). However, this approach is not applicable for laboratory GBPC-CT setups due
to the cone beam geometry. This work presents a novel approach which combines
the tilted gratings with statistical iterative reconstruction to use the two-dimensional
phase-contrast information. In doing so, the extent of streak artifacts could be enor-
mously reduced and the quality of the quantitative values could be improved.

In the last years not only methodical advances were made, first relevant applica-
tions in medical phase-contrast radiography and GBPC-CT were studied. Concerning
phase-contrast and dark-field radiography, highly promising results were achieved for
example in phase-contrast mammography (Stampanoni et al., 2011; Grandl et al.,
2015; Scherer et al., 2015b; Hauser et al., 2014; Köhler et al., 2015). Also, dark-field
radiography with focus on characterization of chronic obstructive pulmonary diseases
(COPDs) and lung carcinomas turned out to be of great interest (Bech et al., 2013;
Yaroshenko et al., 2013; Meinel et al., 2014; Yaroshenko et al., 2015, 2016; Hellbach
et al., 2015, 2016, 2017; Scherer et al., 2017). Just recently, the first DFC radiography
of living pigs was successfully accomplished as a further milestone towards clinical ap-
plication (Gromann et al., 2017). Furthermore, first studies of laboratory GBPC-CT
based on the work described in Willner et al. (2016) include phase-contrast tomog-
raphy of breast (Grandl et al., 2013, 2014), atherosclerotic plaque (Hetterich et al.,
2014, 2015a,b) and kidney (Fingerle et al., 2014). The potential of GBPC-CT as a
biomedical imaging method is further intensified within the range of this work. Results
of studies covering phase-contrast results of breast cancer imaging and renal cell car-
cinoma using the high soft tissue contrast of GBPC-CT, as well as the visualization of
microcalcifications in atherosclerotic plaque with grating-based dark-field tomography
render GBPC-CT and respectively GBDF-CT promising preclinical imaging methods.

1.5 Outline

In Chapter 2 of this work entitled ”High-sensitivity grating-based phase-contrast
computed tomography with incoherent sources” the underlying theory covering the
basic concept of the utilized laboratory grating-based phase-contrast CT setup is out-
lined. The first aspects presented are X-ray interaction and the complex index of refrac-
tion. Next, the Talbot effect and grating interferometry with incoherent sources lead-
ing to the three image signals X-rat attenuation contrast, differential phase-contrast,
and dark-field contrast are described. The last part of the first chapter illustrates
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the basics of tomographic reconstruction including filtered backprojection (FBP) and
statistical iterative reconstruction (SIR).

Chapter 3 presents the experimental Talbot-Lau type interferometer setup at hand.
The setup components, namely the X-ray source, the detector, and the gratings, lead to
the setup design and performance. Processing and postprocessing of the data as well as
the workflow for tomographic experiments at this setup and the setup characterization
are completing Chapter 3.

For high quality GBPC-CT results, the essential parameter is the angular sensitivity
besides other performance parameters like the spatial resolution and the measurement
duration. In Chapter 4, the main parameters how to achieve high angular resolution
defined by the minimum resolvable refraction angle are derived. The latter leads to
high electron density resolution and thus subtle soft tissue differentiation.

In Chapter 5, quantitative imaging with determination of the electron density and
the effective atomic number is investigated. After the theoretical presentation how to
calculate the electron density and the effective atomic number using effective energy
calibration with polychromatic GBPC-CT setup, experimental results showing the
performance of the method are discussed.

A special case of artifacts arising with high sensitivity GBPC-CT are streak artifacts.
Using the tilted grating method being topic of Chapter 6, one can elegantly reduce
streak artifacts using the full three-dimensional phase-contrast information. First,
an analytical method using two-dimensional phase integration and subsequent phase-
contrast computed tomography is introduced. Next, the novel approach combining the
tilted grating configuration with statistical iterative reconstruction (SIR) is illustrated.

Chapter 7 presents exemplary biomedical applications of GBPC-CT. In several
preclinical studies the diagnostic value of preclinical, ex-vivo GBPC-CT was investi-
gated. In the first study presented within the range of this work, phase-contrast CT
results of breast tumor samples – intraductal carinoma in situ (DCIS) – are shown.
Thereby, dilated ducts related to breast cancer could be visualized. Further, an ex-
vivo study investigating the potential of GBPC-CT imaging of renal cell carcinomas
(RCC) enabled improved quantitative characterization of tumor tissue in comparison
to clinical CT and clinical MRI. In this case, especially the potential to avoid the
use of contrast agents, which can for example cause renal failure, promotes the effort
to apply clinically GBPC-CT. The last study shown in Chapter 7 deals with the
dark-field signal (GBDF-CT) of atherosclerotic plaque in coronary arteries. As a re-
sult, GBDF-CT leads to an improved detection of microcalcifications of plaques due
to small-angle scattering, which cannot be resolved in conventional CT with the same
pixel size.





CHAPTER 2

Theoretical background

Short summary

This chapter covers the theoretical background of grating-based phase-contrast com-
puted tomography with incoherent X-ray sources. First, basic X-ray interaction with
matter and attenuation imaging will be explained. The chapter continues with X-
ray wave-front propagation necessary for the understanding of phase-contrast imaging.
The next chapter will introduce the principles of the Talbot-Lau interferometer and
especially the Talbot effect used in this work. Eventually, the basics of filtered back-
projection and statistical iterative reconstruction as approaches for reconstruction in
computed tomography will be presented. The references used here for the following
chapter are D. Attwood (1999), D. Paganin (2006), T. Buzug (2008) J. Als-Nielsen &
D. MacMarrow (2011), and P. Willmott (2011).

2.1 X-ray interaction with matter

X-rays are electromagnetic waves with energies mainly in the keV to MeV regime,
which corresponds to wavelengths from approximately 1 nm to 1 pm. Although, the
overlap between X-rays and ultraviolet radiation on the lower energetic side and
gamma rays on the higher energetic part of the electromagnetic spectrum is continu-
ous. In this energy range, X-rays interact mainly with electrons. Thereby, X-rays are
either absorbed photoelectrically or scattered. The latter happens either elastically or
inelastically.

Additional effects, which are not further considered in the following chapter, are X-
ray fluorescence, emission of Auger electrons, and pair-production. X-ray fluorescence
describes the emission of a photon with specific, almost discrete energy after an electron
transition from a higher to a lower shell. Auger electrons are formed when the energy
released after ejecting an inner shell electron directly causes an ejection of secondary
electrons in higher shells. Excess energy with respect to the binding energy leads
to more kinetic energy of the electron. Pair production occurs at energies above
1.022 MeV when an X-ray photon decays into an electron and a positron traveling in
opposite directions.

2.1.1 Cross sections

Photoelectric absorption, elastic, and inelastic scattering are the primary interaction
effects in the X-ray energy regime used for X-ray imaging and form the total scattering
cross section

σtot(E,Z) = σph(E,Z) + σincoh(E,Z) + σcoh(E,Z), (2.1)

7



8 2.1. X-RAY INTERACTION WITH MATTER

Fig. 2.1 Cross sections in dependency of the energy. The different parts of the interaction
cross section are shown by way of example for water (A) and iodine (B). The photoelectric effect,
elastic, and inelastic interaction are the major contributions in this energy range. The data can
be found in Berger et al. (2010).

with σph denoting the photoelectric cross section, σincoh the incoherent cross section,
and σcoh the coherent cross section contribution.

Photoelectric absorption

Photoelectric absorption describes the complete absorption of an incident photon by
the atom ejecting an electron, primarily of the inner ones, and causes a vacancy in
the atomic shell. For this process the energy of the photon must match the binding
energy of the electron.

The cross section of the photoelectric absorption σph(E,Z) can be approximated as

σph(E,Z) ∝ Z4−5

E2.5−3.5
, (2.2)

as shown in White (1977). The variation in the proportionalities for both the atomic
number Z and the photon energy E originate from the different absorption edges of
the atoms.

Inelastic scattering

Inelastic scattering – also known as Compton scattering – describes scattering pro-
cesses in which the photon with initial energy E0 loses part of its energy ejecting
an electron, preferably weaker bound electrons. Applying conservation of energy and
momentum leads to

E0

E
=

λ

λ0

=
k0

k
= 1 + λCk0(1− cos θ), (2.3)

with E being the final energy of the photon, λC = h/mec = 2.43 pm being the Compton
length including the electron rest mass me, the vacuum speed of light c, and Planck’s
constant h (or its reduced version ~) (Compton, 1923). θ is the scattering angle of the
photon. The often needed relation between the energy E and the wave vector k, the
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wavelength λ, or the photon frequency ν is

E = ~kc = hc/λ = hν. (2.4)

The Compton cross section can be approximated by the Klein-Nishina formula
(Klein and Nishina, 1929), which equals for scattering at one single electron

σincoh = 2πr2
0

[(
1 + Ẽ

Ẽ2

)(
2

1 + Ẽ

1 + 2Ẽ2
− ln(1 + 2Ẽ)

Ẽ

)
+

ln(1 + 2Ẽ)

2Ẽ
− 1 + 3Ẽ

(1 + 2Ẽ)2

]
,

(2.5)
with

Ẽ =
hν

mec2
(2.6)

being the reduced photon energy (Buzug, 2008). In good approximation, the pro-
portionality of the Compton cross section σincoh(E,Z) depends only on the atomic
number

σincoh(Z) ∝ Z. (2.7)

Elastic scattering

Elastic X-ray scattering, which is also known as Thomson or Rayleigh scattering,
occurs when only the direction of the incident photon is changed, not its energy or its
momentum, respectively (Buzug, 2008). The latter corresponds to wavelengths of the
X-ray photon λ being much larger than the diameter d of the object

λ� d, (2.8)

which is usually the case for electrons and X-rays. Generally, elastic photon scattering
at an electron can be described by the Thomson cross section

σcoh,e =
8π

3
r2

0

ω4

(ω2 − ω2
0)2

, (2.9)

with the natural frequency of bound electrons ω0 (Buzug, 2008). At the high photon
energy limit corresponding to ω � ω0, the Thomson cross section at a single electron
becomes constant with

σcoh,e =
8π

3
r2

0, (2.10)

which equals the Klein-Nishina cross section (Eq. 2.5) in its low energy limit E → 0.
Scattering now at an atom with Z electrons leads to

σcoh = Zσcoh,e. (2.11)

In classical electromagnetic description, the elastic scattering cross section should be
independent of the energy and show only a proportionality to the atomic number

σcoh(Z) ∝ Z. (2.12)
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However, quantum mechanical effects lead to an energy dependency, which can be
observed in Fig. 2.1, where the total cross section with its individual components is
shown by way of example for water and iodine.

2.1.2 Atomic scattering factor

The total atomic scattering factor f( ~Q) with scattering vector ~Q describes wave-optical
properties of materials when going from photon scattering at a single electron to a cloud
of assumed free electrons. Multiple scattering occurs in phase, when the scattering
process happens in forward direction ~Q ≈ 0. However, when scattering happens at a
different angle, the relative phase and the amplitudes between two scattering waves will
differ from zero. The strength of this interaction is described by the total scattering
factor f( ~Q), which is the Fourier transform of the charge distribution ρ(~r)

f( ~Q) =

∫
e2πi ~Q·~r ρ(~r)d~r. (2.13)

The atomic scattering factor equals the atomic number f(0) = Z when scattering in

forward direction with ~Q = 0 occurs (Willmott, 2011).

Considering now bound electrons in an atom or molecule, the response of the elec-
trons to the electromagnetic wave of X-rays is dampened and reduces the atomic
scattering factor by an additional factor f ′, if the X-ray energy is below the electron
binding energy. Above the binding energy, the electron can be described as a free
electron. Moreover, close to absorption edges, partial absorption will occur causing
delayed re-emission leading to a change of phase and amplitude of the driving X-ray
wave. The latter leads to an additional imaginary part of the atomic scattering fac-
tor corresponding to the absorption. In combination, those two effects form the total
atomic scattering factor

ftot = f1 + if2, (2.14)

which is a complex quantity with f1 being the real part and f2 being the imaginary
part. The real part can be expressed as

f1 = f − f ′. (2.15)

If the electrons are free, f ′ = 0 and f1 equals the unaltered scattering factor of
Eq. (2.13). The imaginary part f2 in forward direction can be formulated as

f2( ~Q = 0) =
σph

2r0λ
=
σphE

2r0hc
, (2.16)

with the photoelectric cross section σph described in Eq. (2.2) (Willmott, 2011).

2.1.3 Complex index of refraction

On a more macroscopic level of interaction, scattering and photoelectric absorption
lead to reflection, refraction, and absorption of X-rays. The quantity describing those
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Fig. 2.2 Comparison of delta and beta The refractive index decrement δ is compared to the
imaginary part of the refractive index β, shown by way of example for water (A) and iodine (B).
Iodine shows an absorption edge at 31 keV. The data can be found in Berger et al. (2010).

effects in the X-ray regime is the complex index of refraction

n(E) = 1− r0

2π

(hc)2

E2

∑
i

Nifi( ~Q), (2.17)

related to the atomic scattering factors with Ni being the number of atoms of type i
per volume and fi( ~Q) being the atomic scattering factor of atom i (Willmott, 2011).
Grouping Eq. (2.17) in real and imaginary part leads to

n(E) = 1− δ(E) + iβ(E), (2.18)

with δ being the refractive index decrement relevant for phase changes and β being
the imaginary part related to absorption. Far from absorption edges and considering
only scattering in forward direction, the scattering factor equals∑

i

Nif1,i( ~Q ≈ 0) = ρe (2.19)

with ρe being the electron density according to Eqs. (2.13)– (2.16). Eventually, this
results in the refractive index decrement

δ =
r0

2π
λ2ρe =

2πr0~2c2

E2
ρe. (2.20)

Comparing the imaginary part of Eq. (2.18) with Eqs. (2.16) and (2.17) leads to the
imaginary part of the refractive index

β =
r0

2π
λ2f2 =

λ

4π

∑
i

Niσi,ph =
~c
2E

∑
i

Niσi,ph, (2.21)

where σi,ph is the photoelectric cross section of atom i as illustrated in Fig. 2.2.
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Fig. 2.3 Comparison of a monochromatic wave propagating through vacuum and through
an object with refractive index n. The object with thickness d induces both a phase shift ∆Φ
(blue) and a reduction of the amplitude from Ψ0 to Ψmed (red).

In the wave optical model, an electromagnetic wave can be described as

Ψ(~r, t) = Ψ0 ei(
~k·~r−ωt), (2.22)

where Ψ0 is the initial amplitude at ~r = (0, 0, 0)T, ~k is the wave vector with |~k| =
2π
λ

, and the angular frequency ω is defined by the energy E = ~ω. If the wave is
propagating in matter, the complex index of refraction is added in Eq. (2.22) changing
its group velocity. Assuming a one-dimensional direction of the wave propagation with
~r = (0, 0, z)T, Eq. (2.22) results in

Ψ(z, t) = Ψ0 ei(nkz−ωt) = Ψ0 ei(kz−ωt)︸ ︷︷ ︸
propagation

· e−iδkz︸ ︷︷ ︸
phase shift

· e−βkz︸ ︷︷ ︸
attenuation

, (2.23)

where the first term describes the undisturbed wave propagation, the second term the
phase shift, and the last term describes the attenuation of the initial wave as shown
in Fig. 2.3.

Attenuation and the Lambert-Beer law

When X-rays interact with matter, the wave amplitude is reduced and the phase is
shifted as indicated in Eq. (2.23). The amplitude is related to the intensity, which is
the experimental quantity that can be directly accessed. Squaring Eq. (2.23) results
in the intensity

I(z) = |Ψ(z, t)|2 = Ψ2
0 e−2βkz . (2.24)

Based on this equation, the linear attenuation coefficient is defined as the exponential
proportionality µ = 2kβ. In a simplified case, the exponential decay – also known as
Lambert-Beer law – is

I(z) = I0 e−µz, (2.25)
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with a linear mono-energetic attenuation coefficient µ and a homogeneous object with
thickness z. In the polychromatic case with an heterogeneous object, Lambert-Beer
law is denoted as

I(z) =

∫ Emax

Emin

I0(E) e−
∫ z
0 µ(E,Z,z′)dz′ dE. (2.26)

The total attenuation coefficient µ(E,Z) for a material depends on both the energy E
and the atomic number Z and relates to the scattering cross section σtot(E,Z) from
Eq. (2.1) as

µ(E,Z) =

(
ρNA

A

)
σtot(E,Z), (2.27)

with ρ being the mass density, NA being Avogadro’s constant, and A being the atomic
mass number. When dealing with molecules with N atoms, the total energy-dependent
attenuation coefficient is

µ(E) =
N∑
i

wiµi(E), (2.28)

with the mass fraction wi of atom i and the respective attenuation coefficient µi(E).
Attenuation coefficients and β-values by way of example for water (Z ≈ 7.5) and
iodine (Z = 53) are shown in Figs. 2.1 and 2.2.

Snell’s law for X-rays

Snell’s law known from geometrical optics is also valid for X-rays

n1 sinα1 = n2 sinα2, (2.29)

with the complex indices of refraction ni and the refraction angles αi. Assuming an
X-ray wave transversing a purely phase shifting object with n2 = 1−δ in air, Eq. (2.29)
results in

sinα1 = (1− δ) sinα2, (2.30)

with the complex index of refraction of air n1 approximated to 1. The electron density
is thereby the essential parameter, which is in air approximately 3.62×10−1 e/nm3 and
about three orders of magnitude below the electron density of water (3.34×102 e/nm3).
Using the approximation sinx ≈ x, Eq. (2.30) simplifies to

α1 ≈ (1− δ)α2. (2.31)

The difference of those two angles ∆α = α2 − α1 is then

∆α ≈ δα2. (2.32)

Due to the higher energy of X-rays in comparison to visible light (cf. Eq. 2.20), the
refractive index decrement δ is in the order of 10−5 − 10−8 depending on the material
and energy (Als-Nielsen and McMorrow, 2011). Visualizing such small differences
in the refractive index and thus in the refraction angle α is one central difficulty of
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phase-contrast imaging. Refractive index decrement values by way of example for
water (Z ≈ 7.5) and iodine (Z = 53) are shown in Fig. 2.2 (A) and (B).

2.2 Talbot effect

In order to derive the Talbot effect necessary for the understanding of grating inter-
ferometry, one has to consider Fresnel diffraction in the near-field. An object in the
beam distorts the wave front and – depending on the distance between the object and
the interaction – the distorted wave propagates further in free space until the detector
system is reached (Talbot, 1836; Paganin, 2006).

2.2.1 Wave front propagation

The Fresnel integral is an approximation of the Kirchhoff-Fresnel diffraction integral
for spherical waves using the paraxial approximation |kz| � |k⊥| for either relatively
small objects or large propagation distances in beam direction. The total distance is
then r ≈ z+ x2+y2

2z
. If one assumes a monochromatic and time-independent wave front

with a refractive index n = 1, one can formulate the Fresnel integral as

Ψ(x, y, z) =
eikz

iλz

∫∫
Ψ0(x′, y′, z = 0) e

ik
2z

((x−x′)2+(y−y′)2) dx′dy′, (2.33)

based on the Huygens-Fresnel principle stating that at each wave can be formed by
a sum of spherical point waves. This equation is equivalent to a convolution of the
initial wave front Ψ(x, y, z = 0) with a propagator function

P(x, y, z) =
eikz

iλz
eik(x2+y2)/2z . (2.34)

resulting in
Ψ(x, y, z) = P(x, y, z) ?Ψ(x, y, z = 0), (2.35)

with ? being the convolution operator. Using the convolution theorem

F{A ? B} = F{A} · F{B}, (2.36)

where F denotes the Fourier transform, one can express the convolution in the two-
dimensional case as

Ψ(x, y, z) = F−1
2D {F2D{P(x, y, z)} · F2D{Ψ0(x′, y′, z = 0)}}, (2.37)

turning the Fresnel integral into a multiplication in frequency space.
The two-dimensional Fourier transform of the propagator P(x, y, z) in Eq. (2.34) is
simply

P̃(kx, ky, z) ≡ eikz e−iz(k
2
x+k2y)/2k, (2.38)

with kx and ky being the components of the wave vector in x- and y-direction.

A periodical structure in the beam with period p results in frequency components
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kx = 2πm/p and ky = 2πn/p after Fourier transform with m,n being positive integers.
Added to Eq. (2.38) at distance z = d, the propagator yields

P̃(kx = 2πm/p, ky = 2πn/p, z = d) = eikd e−
id
2k

[( 2πm
p

)2+( 2πn
p

)2] (2.39)

= eikd e−id
λ
4π

( 2π
p

)2[m2+n2] (2.40)

= eikd e
−2πid λ

2p2
[m2+n2]

, (2.41)

and if the distance d matches the Talbot distance

dT =
2p2

λ
, (2.42)

this leads to
P̃(kx = 2πm/p, ky = 2πn/p, z = dT) = eikdT . (2.43)

This equation signifies that the propagator at the Talbot distance dT is the same as
the propagator at the initial position z = 0. For the wave function, this means

Ψ(x, y, z = dT) = Ψ(x, y, z = 0), (2.44)

under the condition that the grating structure is periodical according to Eq. (2.39).

2.2.2 Talbot distances

Experimentally, Henry Fox Talbot was the first one to discover this effect in 1836
with visible light and a grating (Talbot, 1836). He observed reappearing interfer-
ence patterns at only certain distances. But also fractional distances can be observed
(Winthrop and Worthington, 1965). Those fractional distances were experimentally
determined to occur at

dT = η · 2p2

λ
, (2.45)

where n = 1, 3, 5... is the fractional Talbot order and the factor η being

η =


n for an absorption grating,
n
4

for a π
2
-phase grating,

n
16

for a π-phase grating.
(2.46)

A simulated Talbot carpet for fractional distances for the first period is shown for
three different exemplary grating types in Fig. 2.4. For an absorption grating, the
reappearing intensity pattern repeats itself at half the Talbot distance (cf. Fig. 2.4 A).
An ideal π

2
-shift phase grating has maximum intensity modulation at 1

4
dT and 3

4
dT

(cf. Fig. 2.4 B). A π-shift phase grating has multiple occurrences at m
16
dT with m being

an odd integer (cf. Fig. 2.4 C). Importantly, the period of the intensity pattern behind
the grating also depends on the induced phase shift. Absorption and π

2
-phase gratings

have the same period while π-phase grating periods are halved.
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Fig. 2.4 Talbot carpet of three different grating types. An absorption grating (A), a π/2-
phase grating (B), and a π-phase grating (C) are shown for a full Talbot distance dT in parallel
beam geometry (monochromatic). Fractional Talbot distances can be observed. For the π-phase
grating, the resulting period equals half of the initial period.

2.3 X-ray grating interferometry

The idea behind X-ray grating interferometry is to access the phase shift ∆Φ of an
object caused by changes in the phase shifting part of Eq. (2.23):

∆Φ = k

∫
δ(~r)dz. (2.47)

In X-ray grating interferometry, the so-called phase grating creates the reoccurring
interference pattern at the Talbot distances dT due to its periodic structure according
to Eqs. (2.39) - (2.42). An additional analyzer grating is required to resolve the inter-
ference pattern. The latter has to be positioned at the Talbot distance, where the
pattern is reoccurring. If the detector has small enough pixel sizes, one can directly
resolve the pattern without the need of an analyzer grating. Depending on the periods,
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Fig. 2.5 Interaction at a Talbot-Lau interferometer. Refraction in the sample causes a
change of the direction of the wave front α, which is proportional to the difference in optical
path ∆Φ/2πλ over a lateral beam distance ∆x. The changed wave front propagates to the
analyzer grating causing a shift in the interference pattern S. The figure is not to scale.

distances, and the source size, a so-called source grating is required to fulfill coherence
requirements (Paganin, 2006; Pfeiffer et al., 2006).

Refraction angle α

Refraction of an object can be described by the refraction angle related to the gradient
of the phase:

tanα =

∣∣∣∣1k∇Φ

∣∣∣∣ . (2.48)

For simplification, only a two-dimensional description in the x-z-plane is given here.
The refraction angle α is also related to a change in the wave front and can be expressed
as

tanα =
λ

2π

∆Φ

∆x
, (2.49)
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as shown in Fig. 2.5. By approximating tanα ≈ α and using

lim
∆x→0

∆Φ

∆x
=
∂Φ

∂x
, (2.50)

one obtains

α ≈ 1

k

∂Φ

∂x
, (2.51)

which describes the relation between α and the gradient of the phase ∇xΦ in one
dimension. The refraction angle α causes a lateral shift of the interference pattern S
at the position of the analyzer grating. Geometric considerations shown in Fig. 2.5
lead to

tanα =
S

d
, (2.52)

with d being the inter-grating distance between phase and analyzer grating. A purely
phase shifting object in the beam leads to a phase shift of the interference pattern ϕ,
which is related to the lateral shift of the interference pattern S by

S =
p2

2π
ϕ, (2.53)

with p2 being the period of the analyzer grating as illustrated in Fig. 2.5. By approxi-
mating again tanα ≈ α, the combination of the two prior equations Eqs. (2.52) and (2.53)
results in the refraction angle in dependency of the setup geometry

α ≈ p2

2πd
ϕ. (2.54)

Combining now Eqs. (2.51) and (2.54), one obtains

1

k

∂Φ

∂x
=

p2

2πd
ϕ. (2.55)

Using Eq. (2.47) and including position dependencies, the refractive index decrement
δ(x) is eventually calculated as

δ(x) =

∫
δ(x, z′)dz′ =

p2

2πd

∫ x

0

ϕ(x′)dx′. (2.56)

2.3.1 Image signals

However, this phase shift ϕ cannot be resolved directly. As already illustrated with
Snell’s law (cf. Eq. 2.31), the change in refraction angles for X-rays is in the range of
10−5 − 10−8, which is invisible for large pixel sizes of the detector. But also with
the analyzer grating with periods typically in the range of 5 − 50µm, resolution of
changes in the phase shift is usually hardly possible. To precisely resolve the refraction
angle, one uses the phase-stepping procedure (cf. Sec. 3.4.1) (Weitkamp et al., 2005).
Thereby, one grating is shifted laterally by at least one grating period.

The phase-stepping allows to determine three different image contrast signals: the
attenuation contrast, the differential phase-contrast, and the dark-field contrast
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Fig. 2.6 Contrast signals at Talbot-Lau interferometer. Three different contrast signals
are retrieved by the grating interferometer. The attenuation signal is a reduction of the mean
intensity a0 of a purely attenuating object and leads to different offsets of the stepping curve
(A). A purely refracting object causes a lateral phase-shift of the interference pattern ϕ of the
stepping curve (B). Multiple scattering of an object neglecting absorption and refraction reduces
the amplitude of the interference signal a1 (C). This is referred to as the dark-field signal. Figure
partly adapted from Scherer (2015).

(Weitkamp et al., 2005; Pfeiffer et al., 2008, 2009). A phase-stepping curve is schemat-
ically shown in Fig. 2.6 for each of the signals. The measured intensity for M phase
steps in dependency of the grating position xg is

I(x, y, xg) =
M∑
i

ai sin(
2π

p
xg + ϕi), (2.57)
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which can be approximated to

I(x, y, xg) ≈ a0 + a1 sin(
2π

p
xg + ϕ) (2.58)

if the visibility is below 50 %, what is usually the case in laboratory Talbot interfer-
ometers (Bech, 2009).

Attenuation contrast

The attenuation contrast is the average intensity a0 of the stepping curve (cf. Fig. 2.6
A). With a sample in the beam, for which a reference curve has to be determined, the
transmission signal is

T (x, y) =
as

0

ar
0

= e−
∫
µ(x,y,z)dz, (2.59)

with superscript ’s’ denoting the sample scan and superscript ’r’ the reference scan.

Differential phase-contrast

As can be seen in Fig. 2.6 (B), the two stepping curves for the sample and the reference
have different phase offsets. The difference between these signals is the differential
phase-contrast signal

ϕ(x, y) = ϕs − ϕr. (2.60)

Visibility and dark-field contrast

Moreover, the relative amplitude a1 with respect to the mean intensity a0 defines the
visibility V of the interferometer, which is an essential parameter to assess the quality
of the interferometer. The visibility is defined by the maximum and minimum intensity

V (x, y) =
Imax − Imin

Imax + Imin

=
a1

a0

. (2.61)

The reduction of the visibility due to scattering is described by the dark-field signal
(cf. Fig. 2.6 C)

D(x, y) =
as

1a
r
0

ar
1a

s
0

= e
− 2π2d2

p22

∫
ε(x,y,z)dz

, (2.62)

with the linear diffusion coefficient ε(x, y, z) and a setup dependent prefactor 2π2d2

p22
.

The theoretical basis of the dark-field signal is investigated in Yashiro et al. (2010);
Lynch et al. (2011); Jensen et al. (2010); Chabior et al. (2011b); Malecki et al. (2012);
Strobl (2014); Prade et al. (2015). The dark-field signal enables to visualize small-
angle scattering of structures below the physical pixel size, which are not visible in the
absorption signal (cf. Fig. 2.7). The sensitivity of feature sizes in the dark-field signal
is moreover described by the autocorrelation length

ξ =
dS,G2λ

p2

, (2.63)
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Fig. 2.7 Comparison of transmission and dark-field signal. In a simulation, the transmission
and the dark-field signal of calcium spheres were investigated (Malecki et al., 2012). The total
amount of calcium stayed constant, only the number and diameter of the spheres was changed.
As it turned out, the transmission signal (A) did not change at all as the integrated attenuation
stays constant. In the dark-field signal (B) however, the same signal depends highly on the sphere
diameter and number. The maximum signal (visibility reduction) lies around the period of the
X-ray analyzer grating. This illustrates the sub-resolution sensitivity of the dark-field signal (red
area) in comparison to the spatial resolution of the system. Figure adapted from Scherer (2015).

in dependency of the distance from the object to the analyzer grating dS,G2 , the wave-
length λ, and the period of the analyzer grating p2 (Prade et al., 2015). Similar con-
siderations are used in the description of the angular sensitivity of the phase-contrast
signal in Ch. 4.

2.3.2 X-ray Talbot-Lau interferometry

Up to now, one assumed that the beam is monochromatic and one has a point like
source size. But coherence requirements have to be included for phase-contrast imaging
with polychromatic radiation and extended source sizes of laboratory X-ray sources.

Transverse coherence requirements

The Talbot effect and thus the interference pattern is only visible if the beam is
sufficiently coherent (Paganin, 2006; Pfeiffer et al., 2006). This is often not the case
if high flux laboratory X-ray sources with larger focal spots are used. If the source
size is too large, blur of the source size causes the interference pattern to smear out
or even vanish (cf. Fig. 2.8 A).

If one considers an extended source size as a sum of separated line sources in dis-
tance ε (Bech, 2009), the separation of the line sources at the analyzer grating has to
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Fig. 2.8 Illustration of the effect of source-blurring. An extended source causes destructive
interference (A), which can be prevented by reducing the projected source size by either large
source-to-phase-grating distances l or with the insertion of a source grating (B). The figure is
not to scale. Figure partly adapted from Scherer (2015).

be much smaller than the period of the analyzer grating p2

ε
d

l
� p2. (2.64)

Moreover, if the condition εd/l = p2/2 is fulfilled, the patterns will interfere destruc-
tively. This requires a source size s with

s ≤ lp2

2d
. (2.65)

At synchrotron sources with large distances from the phase grating to the source l,
this requirement is easily fulfilled. Also with microfocus sources which have a small
focal spot of several microns, it is possible to observe the Talbot effect in laboratory
environment.
For larger source sizes like with high flux rotating anode sources, one idea to overcome
this limitation is to introduce a third grating, the so-called source grating (Pfeiffer
et al., 2006). The source grating, which is also an absorption grating like the analyzer
grating, divides the extended tube source into multiple thin line sources. With geo-
metrical considerations as illustrated in Fig. 2.8 (B), the period of the source grating
p0 has to be chosen as

p0 =
l

d
p2. (2.66)

The extended source allows high flux and the source grating provides the necessary
partial transverse coherence for the Talbot effect to occur.

Longitudinal coherence requirements

Besides the requirements for transverse coherence due to an enlarged source size, one
remaining question is whether the interferometer works with a polychromatic X-ray
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source. According to Eq. (2.45), each energy leads to a different Talbot distance. De-
pending on the spectrum S(E), one chooses a design energy for the phase grating.
Photons with higher or lower energy as the design energy of the phase-grating corre-
sponding to the Talbot distance have reduced visibility (Chabior, 2011). Additionally,
the phase-grating is designed for a mean energy and the phase-shift for all other en-
ergies is different. A superposition of those effects and the choice of distances and
duty cycles of the gratings results in the mean visibility. The experimental mean
visibility V (E) including its spectral dependency is presented in Sec. 3.6.3. More de-
tailed description of the energy dependent visibility (or spectral acceptance) of the
interferometer can be found in Chabior (2011).

2.4 Computed tomography

Computed tomography is a non-destructive X-ray imaging method to determine the
interior of an object. With a set of angular projections, one can computationally
reconstruct the inner composition of an object. Basically, there are two different
methods to reconstruct the data. Filtered backprojection (FBP) is a reconstruction
method which is fast and analytically well described. The other type of reconstructions
are iterative reconstruction methods. In this work, statistical iterative reconstruction
(SIR) is presented next to FBP. Compared to FBP, SIR includes prior knowledge of
the sample and statistical information in the reconstruction, allows arbitrary beam
geometry, and can handle better missing measurement data. However, the method
is rather complex and computationally expensive (Buzug, 2008; Kalender, 2006; Kak
and Slaney, 1988).

2.4.1 Filtered backprojection

In filtered backprojection, a set of N sample projections under different angles θ is
measured. In the following, parallel beam geometry and a two-dimensional object
f(x, y) are assumed. A projection of the object is measured at the rotation angle θ
and is defined by the line integral

pθ(r) = − ln

(
I

I0

)
=

∫ s

0

µ(s′)ds′, (2.67)

with the detected signal intensity I relative to the initial intensity I0 (cf. Fig. 2.9). To
account for the exponential dependency in the Lambert-Beer law (cf. Eq. 2.26), the
logarithm of the line integral is taken.
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Fig. 2.9 Fourier slice theorem. The object f(x, y) is measured under the angle θ leading
to the projection p(θ, r). The one-dimensional Fourier transform of a single projection p(θ, r)
corresponds to a slice of the two-dimensional Fourier transform of the object function under
the same angle θ. If the two-dimensional Fourier transform is sampled by measuring several
projections under different angles, the object function f(x, y) is determined via two-dimensional
inverse Fourier transform from F (u, v).

Radon transform

Taking a projection of the object under a certain angle is described by the Radon
transform Rθ (Radon, 1986)

pθ(r) = Rθ

{
f(x, y)

}
(2.68)

=

∫ d

0

f(r, s)ds (2.69)

=

∫∫ ∞
−∞

f(x, y)δ(x cos θ − y sin θ − r)dxdy, (2.70)

with the coordinates r = x cos θ − y sin θ, which corresponds to the detector width,
and the beam direction for each direction s = x sin θ+ y cos θ as illustrated in Fig. 2.9.
The measured set of projections in dependency of the angle θ and the detector width
is called sinogram. The idea is now to determine the object function by the inverse
Radon function

f(x, y) = R−1
θ

{∫
p(θ, r)dθ

}
. (2.71)

However, a direct inversion would be computationally too expensive and would fail
in the presence of noise. One idea to reconstruct the data is to use the Fourier slice
theorem and filtered backprojection.
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Fig. 2.10 Radial frequency distribution. The experimental data is measured in polar coordi-
nates (black dots). After Fourier transform of the projections, this leads to increased sampling
of lower frequencies in the center and more sparse sampling at higher frequencies. With the use
of the Fourier slice theorem, the radial slices are filled by further projections and transformed to
Cartesian coordinates u and v represented by the red circles.

Fourier slice theorem

The Fourier slice theorem states that a one-dimensional Fourier transform of a pro-
jection pθ(r) with respect to r equals a radial slice of the two-dimensional Fourier
transform of the object f(x, y) under the same angle θ. The one-dimensional Fourier
transform of the projection is then:

P (θ, ω) : = Fr→ω{pθ(r)} (2.72)

=

∫
pθ(r)e

−2πiωrdr (2.73)

=

∫ [ ∫∫
f(x, y)δ(x cos θ − y sin θ − r)dxdy

]
e−2πiωrdr (2.74)

=

∫∫ [ ∫
f(x, y)δ(x cos θ − y sin θ − r)e−2πiωrdr

]
dxdy (2.75)

=

∫∫
f(x, y)e−2πiω(x cos θ−y sin θ)dxdy (2.76)

=

∫∫
f(x, y)e−2πi(ux+vy)dxdy

∣∣∣∣
u=ω cos θ,v=−ω sin θ

(2.77)

= F2D{f(x, y)}(u, v)

∣∣∣∣
u=ω cos θ,v=−ω sin θ

(2.78)

=: F (u = ω cos θ, v = −ω sin θ), (2.79)

with u = ω cos θ and v = −ω sin θ.
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Fig. 2.11 Different FBP filter functions. Five different FBP filter functions are shown. The
Ram-Lak filter is the standard ramp filter originating from coordinate transformation. The other
filters have an increasing roll-off towards higher frequencies for noise suppression. The downside
is a reduction of spatial resolution.

Filtered backprojection

Filtered backprojection (FBP) is now the process of determining the object function
f(x, y) from the measured projections p(θ, r) exploiting the Fourier slice theorem.
The object function f(x, y) can be expressed as the two-dimensional inverse Fourier
function

f(x, y) =

∫∫
F (u, v)e2πi(ux+vy)dudv (2.80)

=

∫∫
P (θ, ω)e2πi(ux+vy)dudv

∣∣∣∣
u=ω cos θ,v=ω−sin θ

(2.81)

=

∫ 2π

0

∫ ∞
−∞

P (θ, ω)|ω|e2πiω(x cos θ−y sin θ)dωdθ, (2.82)

using the Fourier slice theorem and coordinate transform dudv = |ω|dωdθ obtained
by the absolute value of the Jacobian determinant. The Jacobi determinant originates
from a coordinate transform from Cartesian to polar coordinates and introduces the
factor |ω| in Eq. (2.80), which is also known as the filter function. In this case, |ω|
is called ramp or Ram-Lak filter. There exist different modifications of this filter to
account for CT noise reduction as can be seen in Fig. 2.11. However, this roll-off
towards higher frequencies causes a decrease in spatial resolution.

Filtered backprojection with differential data

In this work, not only conventional attenuation data, but also DPC and DFC data
is reconstructed. The reconstruction of dark-field contrast (DFC) is handled in the
same way as the reconstruction of the attenuation coefficients. For the reconstruction
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of the differential phase-contrast (DPC) data however, the so-called Hilbert filter is
used (Pfeiffer et al., 2007a):

H(ω) =
1

2πi sgn(ω)
, (2.83)

which corresponds to the ramp filter with an included integration due to the prop-
erties of the Fourier transform. Analysis of FBP reconstruction in combination with
GBPC-CT with respect to noise and spatial resolution is investigated in Raupach and
Flohr (2011); Köhler et al. (2011); Chen et al. (2011); Weber et al. (2011).

Cone beam geometry

In parallel beam geometry, the extension to three dimensions is straightforward since
different slices are independent of each other and can thus be considered separately.
However, when dealing with fan or even cone beam geometry, additional weights have
to be included in the FBP reconstruction (Feldkamp et al., 1984).

Artifacts and sampling

Several reconstruction artifacts can occur in FBP reconstruction. When dealing with
a polychromatic spectrum, beam hardening can lead to a deviating attenuation sig-
nal. Moreover, undersampling could deteriorate the image quality, next to metal arti-
facts also known as beam starvation (Boas and Fleischmann, 2012). According to the
Nyquist sampling criterion, the minimum number of projections N for a sufficiently
sampled tomographic reconstruction with FBP is given by N ≥ π

2
npixels (Kak and

Slaney, 1988). In DPC imaging, streak artifacts due to phase-wrapping and gradients
in the reconstruction originating from gradients in the DPC projections are common
reconstruction artifacts, which are presented in further detail in Sec. 3.4.2 and Ch. 6.

2.4.2 Statistical iterative reconstruction

A different reconstruction technique that emerged with increasing computational ca-
pabilities is statistical iterative reconstruction. Especially general purpose graphical
processing units (GP-GPUs) allow massive parallelization of the reconstruction pro-
cesses and thus a reduction of the computational time. The major advantages of
statistical iterative reconstruction methods are the ability of implementing statistical
models and prior knowledge. Besides, the SIR approach can handle complex geome-
tries and missing data like e.g. lost projections. However, the approach is more
complex than the analytical filtered-backprojection (Fessler, 2000).

In iterative reconstruction, the idea is to determine the data f , i.e. the volume of
the object to be reconstructed, after measuring experimentally a set of projections p.
The relation between the data f and the projections p is given by the system matrix
A:

Af = p. (2.84)

As the volume f is the quantity of interest, inverting this equation leads to the inverse



28 2.4. COMPUTED TOMOGRAPHY

problem
f = A−1p, (2.85)

with the inverse matrix A−1.
Several steps are necessary for statistical iterative reconstruction. First, the data

has to be discretized similarly to FBP reconstruction. Next, prior knowledge and a
combination of forward and data model have to be included. The forward model gen-
erates a physical simulation of the expected experiment and the data model calculates
the log-likelihood minimization of the difference between measurement data and the
forward projection of the calculated data model. The algorithm then tries to find the
minimum of the penalized log-likelihood function L, which has to be optimized

L =
∥∥Af − p

∥∥2

w
, (2.86)

with w being the statistical weights gained by the experimental statistics. The mini-
mization problem is however ill-conditioned since the optimization results in too much
noise due to too many possible solutions (Fessler, 2000).

The addition of a regularizer R(f) penalizes reconstructed data if the corresponding
experimental data implies lower physical probability resulting in

L =
∥∥Af − p

∥∥2

w
+ λR(f), (2.87)

with λ as the regularization strength (or Lagrange multiplier). The quadratic regular-
izer RQ is

RQ(f) =
∑
i

∑
j∈Ni

mij(fi − fj)2, (2.88)

which uses a quadratic weight of neighboring pixels Ni with respect to pixel i and
weightsmij depending on the distance of the voxels. In the realization for the algorithm
in the cause of the presented work here, one utilizes the Huber regularizer RHuber

(Grznar et al., 1997), which is a modified version of the quadratic regularizer:

RHuber(f , γ) =
∑
i

∑
j∈Ni

mij

{
(fi−fj)2

2γ2
for |fi − fj| ≤ γ

|fi−fj |−γ/2
γ

for |fi − fj| > γ,
(2.89)

with the regularization threshold γ. Depending on γ, small difference pixel values are
weighted quadratically (for |fi − fj| ≤ γ) and more differing pixel values are weighted
linearly (for |fi− fj| > γ), which preserves edge discontinuity (Zhang et al., 2013). An
alternative penalizing functions is total variation (TV), which is not considered here
(Fessler, 2000).

SIR with differential data

For the implementation of differential data in the SIR algorithm, one needs to add
an additional derivative operator ∇ (Köhler et al., 2011; Xu et al., 2012; Nilchian
et al., 2013; Hahn, 2014; Hahn et al., 2015). As the data model is then different, the
choice of the solver has to be adapted. Empirically, the limited-memory Broyden-
Fletcher-Goldfarb-Shanno (L-BFGS) algorithm turned out to be quite robust next to
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the non-linear conjugate gradient (NLCG) (Nocedal, 1980). The cost function for
DPC data is then

L =
∥∥∇Af − p

∥∥2

w
+ λRγ(f). (2.90)

The major limitations in iterative reconstruction is the determination of the number
of iterations, which can be done with an empirical criterion for convergence, and
the choice of optimal parameter determination of the regularizer strength λ and the
regularization parameter γ of Rγ. The SIR algorithm with differential data is also
presented in Ch. 6.





CHAPTER 3

Experimental setup

Short summary

This chapter describes the experimental setup starting with the basic components: the
X-ray source, the detector, and the X-ray gratings as displayed in Fig. 3.1. As the
focus of this thesis lies on methodical development and optimization, the experimental
setup changed continuously over the last years. The experimental working principle
of grating interferometry is presented starting from the setup design and alignment
of the gratings. Equally important is the processing to extract the attenuation, differ-
ential phase-contrast, and dark-field signal as well as postprocessing to increase the
quality of the acquired images. Subsequently, the work flow and methods necessary for
tomography are illustrated. There, the flat-field selection and interpolation, methods
determining the center of rotation, and postprocessing algorithms like bilateral filtering
are described, as they are key parts in obtaining high tomographic image quality. A
characterization of the setup with respect to the source, detector, spectral acceptance,
and spatial resolution finishes this chapter. Various topics covered in the following
chapter are presented and complemented in the theses of Willner (2011, 2016); Hipp
(2013); Marschner (2013); De Marco (2015); Viermetz (2015).

3.1 X-ray source

There are several ways to generate X-rays. Besides the conventional X-ray tube and its
advanced modifications like the rotating anode, there are systems like the liquid metal
jet source for generation of X-rays suited for laboratory usage, synchrotron sources,
and compact light source systems.

3.1.1 Generation of X-rays

The conventional X-ray tube is an electrode, in which electrons emitted from a heat
coil – the cathode – are accelerated by an electric field defined by the acceleration
voltage U between anode and cathode. When the electrons hit the target material of
the anode, electrons are decelerated in the electric field of the atoms emitting X-rays.
This continuous part of X-ray generation is called bremsstrahlung. The maximum
energy photons can reach is defined by the acceleration voltage and the electric charge
e as Emax = eU . Depending on the specific electron energy and anode material,
electrons can moreover cause an ejection of bound electrons of the atom if the X-
ray energy is at least equal to the binding energy. This electron vacancy is filled by
electrons from higher shells. The energy difference of the vacant and the higher shell
is emitted as characteristic radiation. The X-ray spectrum from this setup is shown
later in this chapter in Fig. 3.10.

31
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Fig. 3.1 Schematic laboratory GBPC-CT set-up. The setup consists of the X-ray source,
three X-ray gratings, namely the source grating, the phase grating, and the analyzer grating,
followed by the Pilatus II detector. The sample, which is immersed in a water container, is put
directly in front of the phase grating.

At the liquid metal jet source system (Excillum, Kista, Sweden), electrons hit a liq-
uid metal alloy based on indium and gallium. The achieved focal spot size is quite small
and in the range of microfocus X-ray tubes, but with relatively more flux (Thüring
et al., 2013). However, the spectrum is largely dominated by the gallium line at
9.2 keV, which is detrimental for imaging thicker objects due to high absorption.

Highly brilliant X-rays are produced specifically at synchrotron facilities. Brilliance
describes the photon flux, the beam divergence, and the energy bandwidth. Initially,
synchrotron radiation was considered as a parasitic effect when charged particles lost
energy due to a deviation of their trajectory caused by bending magnets. In newer
synchrotron generations, dedicated periodic arrays of magnets – depending on the type
so-called undulators or wigglers – lead to a periodic deviation of the electron trajectory
and generate highly brilliant synchrotron radiation.

A novel method to produce X-rays is the compact light source based on the inverse
Compton effect. A highly focused laser beam is positioned to collide with electrons in
a storage ring. The electrons lose part of their energy to the laser beam increasing its
energy into the X-ray regime (Eggl et al., 2016).

3.1.2 Enraf Nonius FR-591 rotating anode

The X-ray source used in this work is an Enraf Nonius FR-591 rotating anode. The
maximum voltage in the current available state of the system is 60 kV and the max-
imum current is 80 mA resulting in a maximum power of 4.8 kW. The target is a
molybdenum rotating anode cylinder. For this setup, the established operating pa-
rameters are 40 kV and 70 mA due to source stability and mean energy of the spectrum
for the setup design. At this energy range, the rotating anode with the molybdenum
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Fig. 3.2 Simulated quantum efficiency for the Pilatus sensor in dependence of its thick-
ness. The current version of the Pilatus detector has a sensor thickness of 1 mm silicon, the
previous version had 450µm silicon, which provides – as can be observed – only low photon
detection above 20 keV.

spectrum provides reasonably high flux (cf. Sec. 3.6.2). The size of the filament is
0.3× 3 mm2 disrespecting an inclination to the anode. In contrast to other laboratory
X-ray sources like microfocus sources, rotating anode systems provide stable high flux
at the cost of enlarged source sizes. The nominal power per focal spot area for current
use is 3.1 kW/mm2.

3.2 X-ray detectors

There are two major types of digital X-ray imaging detectors, namely integrating and
direct counting detectors. Modern integrating detectors use a scintillator screen to
transform X-rays into visible light and detect the light with a photo diode combined
with a transistor (e.g. CMOS or TFT) or a CCD chip. Integrating detectors are known
for their linear signal over a moderate dynamic range and high spatial resolution, but
this detector type suffers from readout and dark noise. Direct counting detectors
(single-photon counting detectors) – which are able to resolve individual photons in
contrast to the integrating detectors – offer a great dynamic range, are energy sensitive,
and have in comparison to the indirect counting detectors a box-like point spread
function (PSF) as long as charge-sharing does not occur, but the available spatial
resolution is limited and the efficiency is in comparison relatively low (Paganin, 2006).

3.2.1 Pilatus II 100K detector

The main detector used in this work is a Dectris Pilatus II 100K (Dectris AG, Baden,
Switzerland) single-photon counting detector with a 1 mm thick silicon sensor and
487× 195 pixels. The pixel pitch is 172× 172µm2. The active area is 83.8× 33.5 mm2
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Fig. 3.3 Scanning electron microscope images of two gratings. Subfigure (A) shows a
cross section of a silicon grating. Subfigure (B) displays the gold structure of the sunray design.
Images kindly provided by the Institute of Microstructure, Karlsruhe Institute of Technology.

large. The detector chip is a reverse-biased silicon diode array offering 20 bit dynamic
range with the ability to count up to 106 photons. The readout time is 2.3 ms (Dectris,
2014). The detector comes with one adjustable energy threshold, which can be set
between 4 and 18 keV (Broennimann et al., 2006). Here, the threshold is set to
12 keV.

One major limitation of the Pilatus II 100K is the poor quantum efficiency at higher
energies (cf. Fig. 3.2). At 30 keV only 35 % of the photons are detected in the 1 mm
silicon sensor. In a prior version of the detector, the sensor was only 450µm thick.
Different sensor materials like e.g. cadmium telluride (CdTe) or gallium arsenide
(GaAs) would drastically increase the efficiency of the detector for higher energies.

3.3 Gratings

The X-ray gratings are the essential elements forming the X-ray interferometer. The
source grating, which is an absorption grating, has to attenuate enough X-rays in the
lines to act as a sufficiently coherent source. The phase grating induces a periodic
modulation of the wave front caused by a periodical grating structures. There are
variations of the interferometer, where the phase grating is replaced by an absorption
grating. The analyzer grating is also an absorption grating necessary to resolve the
interference pattern on the detector. A scanning electron microscope (SEM) cross
section of a silicon grating can be found in Fig. 3.3 (A).

The periods of the gratings have to be in the range of microns to allow reasonable
experimental Talbot distances (cf. Eq. 2.45). In combination with high attenuation,
the fabrication of especially absorption gratings differs from standard semiconductor
lithography due to the deep structures rendering the fabrication technically challeng-
ing. It is especially difficult to fabricate large field of views and to provide adapted
grating curvature to avoid shadowing necessary for sufficient performance of laboratory
interferometers. Tab. 3.1 lists the gratings used in the range of this work.
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Tab. 3.1 Grating table. Gratings no. 1-3 are used in the current configuration. No. 1 is the
source grating, no. 2 the phase grating, and no. 3 the analyzer grating. Grating no. 4 was used as
previous source grating, grating no. 5 as previous phase grating. Kapton is a type of polyimide,
which provides high X-ray transmittance.

no. type period duty cycle phase shift filling height substrate thickness size design
[µm (design energy) material material

1 absorption 5.4 0.6 N/A 60-70 µm Au 1 mm Kapton 50 x 50 µm2 sunray
2 phase 5.4 0.55 π (27 keV) 5.2 µm Au 200 µm silicon 50 x 50 µm2 laser written
3 absorption 5.4 0.65 N/A 60-70 µm Au 500 µm silicon 70 mm diameter bridge
4 absorption 5.4 0.6 N/A approx. 70 µm Au 200 µm silicon 50 x 50 µm2 sunray
5 phase 5.4 0.5 π (27 keV) 8.5 µm Ni 500 µm silicon 50 x 50 µm2 laser written

3.3.1 Grating fabrication

X-ray grating fabrication is one of the bottlenecks in the process for grating inter-
ferometry due to the need of deep absorbing structures. As phase gratings do not
require highly absorbing structures, the fabrication requirements are more relaxed.
Laser written phase gratings can be fabricated providing large grating areas. How-
ever, as this process is not applicable to get high performance absorption gratings, the
LIGA (lithography and galvanization) process is employed to get high absorbing struc-
tures. The gratings used in this work are fabricated by the Institute of Microstructure
(IMT) at the Karlsruhe Institute of Technology (KIT, Karlsruhe, Germany) and by
Microworks GmbH (Karlsruhe, Germany).

Phase grating filling height calculation

Besides the calculated period and the choice of duty cycle, the filling height of the
structure in the phase grating has to be determined. The setup is designed for a
specific design energy matching the spectrum mean energy, phase shift (or setup type),
the grating periods, and grating distances. The design energy for the specific phase
shift determines the filling height ∆h, which be calculated with Eq. (2.47):

∆Φ = k

∫
δdz (3.1)

= δ
E

~c
∆h, (3.2)

with ∆Φ being the phase shift of the phase grating for the design energy E. Depending
on the material used for the phase grating structures, the filling height is calculated
as

∆h =
∆Φ

δk
(3.3)

=
∆Φk

2πr0ρe

(3.4)

=
∆ΦE

2π~cr0ρe

. (3.5)

The only quantity necessary is the electron density ρe of the filling material besides
the design energy and the phase shift. In this work, the design energy was E = 27 keV
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Fig. 3.4 Illustration of the LIGA process. A silicon wafer is spin-coated with a photoresist
(A). Here it is SU-8. A titanium layer for adhesion of the resist is added to the wafer. A mask
with the grating structure, which is fabricated with an electron beam writer, is positioned directly
on the coated grating and illuminated with X-rays (B). If the sunray design is used the grating is
tilted with respect to the X-ray beam for diagonal connecting structures. The photoresist – here
being a negative photoresist – is removed by wet etching (C). The remaining structure, which is
in the presented case the negative image of the mask, is galvanized and electroplated with gold
as a filling material (D).

and the phase shift was ∆Φ = π. The filling materials were either gold or nickel (Au:
467 e/nm3 and Ni: 256 e/nm3), as can be seen in Tab. 3.1.

LIGA process

The LIGA process (lithography and galvanization) can be roughly divided into four
parts (cf. Fig. 3.4). First, the substrate is coated with a resist (here SU-8) and a
titanium layer is sputtered on the silicon wafer necessary for the adhesion of the re-
sist (cf. Fig. 3.4 A). For the lithographic process, the grating structure is provided by a
mask, which is generated with an electron beam writer. As deep structures are needed,
low energy synchrotron radiation for high penetration depth is used to provide a par-
allel and intense beam with an energy in the range of 5-10 keV (cf. Fig. 3.4 B). Higher
energy would lead to a broadening of the illuminated structure due to scattering. Af-
ter the irradiation changes the chemical structure only of the illuminated photoresist,
the unaltered photoresist is removed by wet etching (cf. Fig. 3.4 C). Eventually, the
gold structures are galvanized into the removed structures, as depicted in Fig. 3.4 (D)
(Becker et al., 1986; Reznikova et al., 2008).

However, the resulting gold structures with high aspect ratios are deformed by
capillary forces. To prevent this deformation, either bridges between the lamellae are
included in the design of the grating mask or the so-called sunray design is used.
In further detail concerning the sunray design, after the first frontal exposure of the
grating, the process is repeated under an inclined exposure direction adding diagonal
ray structures. The sunray design improves the grating quality and thus the mean
visibility in comparison to the bridge design as the active area of the grating is larger
(Kenntner, 2012). A scanning electron microscope cross section of the sunray design
is displayed in Fig. 3.3 (B).
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3.3.2 Low-absorbing substrates

The additional absorption of the gratings is especially detrimental for imaging at low
energies. Silicon, which is the established substrate in lithography, causes substantial
attenuation at lower energies (< 30 keV). Although the substrate thickness per grating
has been successfully reduced from 500 to 200 µm, further reduction is challenging
because of the increased risk of breaking. Therefore, different substrate materials
have been investigated. Carbon and Kapton (polyimide) turned out to be favorable
substitutes for grating substrates via reducing the additional absorption by the grating
substrate. However, as carbon induces scattering, it cannot be used as a phase grating
substrate (Koch et al., 2015).

Increasing the field of view

The current size of the active grating area of absorption gratings, which can be fab-
ricated in one process, is limited to 70 mm in diameter. For imaging larger samples,
the grating size has to be increased. One idea is stitching smaller tiled gratings with
the size of 50× 50 mm2 (Meiser et al., 2016). With sophisticated alignment and re-
duction of the gaps between the tiles, gratings with the size of 200× 200 mm2 have
been achieved. The visibility of each of the tiles turned out to be on a comparable
level (Schröter et al., 2017).

Moreover, the cone beam geometry of laboratory setups reduces the flux due to
shadowing of the X-ray beam. In detail, if the grating structures are not adapted to
the beam shape, the grating lamellae cause position-dependent attenuation and can
even be fully absorbed. With mechanical bending according to the radial distance
from the source, this effect can be avoided. However, the grating substrate has to be
sufficiently flexible for bending, especially for short distances to the source. In this
aspect, carbon and Kapton are more favorable than silicon.

3.4 Imaging with a Talbot-Lau interferometer

The design of a Talbot-Lau interferometer depends basically on the sample specifi-
cations and the available grating parameters like the period and aspect ratio limited
by grating fabrication. First crucial points in setup design are the spectrum and the
design energy for the setup depending on the estimated sample attenuation. A spec-
trum as shown in Fig. 3.10 leads to a mean energy of 27 keV, which is sufficient for
biomedical samples with diameter up to several centimeters. Additionally, one has to
include beam hardening of the sample and the gratings next to the water container
for phase-wrapping reduction.

Another very important point is the choice of the setup geometry. A setup can have
equidistant inter-grating distances (symmetric) or asymmetric inter-grating distances.
A more compact setup can be realized with an asymmetric setup in comparison to a
symmetric setup for the same design energy. Moreover, one has to decide on the type
of the phase grating, which defines the Talbot distances and periods of the source and
analyzer grating. As the key property of the described setup is high sensitivity and the
setup length does not underlie any restrictions, a symmetric design with a phase shift
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Fig. 3.5 Talbot carpet and sample magnification. The period of the interference pattern p2

and the Talbot distance dT are magnified (A). The sample is magnified depending on its position
a leading to the effective pixel size peff (B). The figures are not to scale. Figure partly adapted
from Bech (2009).

Tab. 3.2 Geometric parameters of the setup in the latest configuration.
distance variable
source to source grating s 567 mm
source grating to phase grating l 857 mm
phase grating to analyzer grating d 857 mm
analyzer grating to detector f 279 mm
source to sample a 1309 mm
sample to detector b 1251 mm

of π is chosen. The angular sensitivity is described in detail in the following chapter
(cf. Ch. 4).

Magnification

With cone beam geometry, one has to include also the geometric magnification, which
influences the resulting inter-grating distances and the periods of the analyzer and
source grating. Also, the periods of the gratings are magnified.

At the setup at hand, the period is p1 = 5.4µm, which is limited by grating fabri-
cation and availability. The Talbot distances dT are defined according to Eqs. (2.45)
and (2.46) for parallel beam with a design energy of 27 keV. Due to the magnification
M as illustrated in Fig. 3.5 (A), the Talbot distance is magnified to

d′T = MdT =
l + d′T
l

dT, (3.6)

which can be rearranged to

d′T =
dTl

l − dT

, (3.7)

with d′T being the new Talbot distance. The period of the phase-grating p1 defines the
period of the interference pattern p2. Additionally, the geometric magnification leads
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Fig. 3.6 Grating alignment procedure. The pre-aligned image should look similar to this
detector moiré image (A). The direction of the fringes is not parallel to the orientation of the
gratings. Therefore, the gratings have to be fine-tuned by rotating one or several gratings around
the optical axis (B). Changing the position of the gratings in beam direction increases the size
of the moiré fringes (C).

to an increase of the period of the interference pattern

p′2 = Mp2 =
l + d′T
l

p2. (3.8)

The specific symmetry of the setup presented in this thesis is symmetrical. Thus, the
inter-grating distances and Talbot distances are chosen to l = d′T leading to d′T = 2dT

and a magnification of M = 2. As the period of the analyzer grating is p2 = p1/2 for
a π-phase grating (cf. Fig. 2.4), the resulting period is

p′2 = Mp1/2 = p1. (3.9)

According to Eq. (2.66) the resulting period of the source grating is then

p′0 =
l

d′T
p′2 = p1. (3.10)

Therefore, all periods are determined to p′0, p
′
1, p
′
2 = 5.4µm. This corresponds to a

Talbot distance of 95 cm for the 3rd Talbot distance. Due to spectral optimization to
maximize the mean visibility, the Talbot distance d′T is chosen to equal 85.7 cm. In the
following, the chosen Talbot distance d′T will be denoted as d and the periods as p0,
p1, and p2 for simplification. The current setup positions are summarized in Tab. 3.2.

Grating alignment

After all three gratings are placed at their respective positions, the gratings have
to be aligned. First, due to a heterogeneous beam shape originating in the Heel
effect (Buzug, 2008) and to avoid shadowing due to non radial orientation of the
gratings, each grating has to be rotated around the vertical axis to reduce shadow-
ing (cf. Sec. 3.3.1). The peak of intensity should be in the center of the detector.
Pre-alignment of the grating rotation around the optical axis (y-axis) is helpful to
reduce alignment time. A resulting interference image is shown by way of example
in Fig. 3.6 (A), in which the interference of the three gratings forms a moiré image.
Motorized fine tuning of the grating rotation around the optical axis is performed until
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Fig. 3.7 Simulated phase-stepping curve. This simulated phase-stepping curve shows 11
phase-steps for both sample and reference scan. The parameters for the sinusoidal fit a0, a1, and
ϕ1 are processed with Fast Fourier Transform (FFT) processing.

the moiré fringes are lines parallel to the orientation of the grating lines (cf. Fig. 3.6 B).
Aligning the position of the gratings in beam direction leads to the final experimental
image (cf. Fig. 3.6 C). Due to cone beam geometry, non-perfect gratings, and limited
precision of the alignment, remaining moiré fringes are visible.

With respect to later tomographic applications, the orientation of the grating lines is
advised to be parallel to the tomographic axis. The implementation of tilted gratings
is described in Ch. 6.

3.4.1 Phase-stepping and processing

The primary idea of grating interferometry is to retrieve the differential phase-contrast
and the dark-field signal of an object. Refraction and thus phase shift of the object
cause a change of the interference pattern measured as a change of the intensity of the
respective pixel I(x, y). However, this shift of the interference pattern is usually much
smaller than the detector pixel size, which renders resolving changes in the interference
pattern impossible. Moreover, the additional attenuation of the object also changes
the intensity of the pixel.

To extract the contribution of the phase shift, a lateral scanning of the interference
pattern is performed (Weitkamp et al., 2005). This process is called phase-stepping.
Phase-stepping moreover allows to retrieve the sample scattering described by the
dark-field image next to the conventional attenuation image (Weitkamp et al., 2005;
Pfeiffer et al., 2008). Alternative techniques are single-shot (Bevins et al., 2011; Wu
et al., 2013), two-shot (Marschner et al., 2016a, 2017), fringe-scanning (Kottler et al.,
2007b), or the direct integration of the phase-stepping in the tomographic reconstruc-
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tion, known as intensity-based statistical iterative reconstruction (IB-SIR) (Brendel
et al., 2015; Teuffenbach et al., 2017).

The phase-stepping approach was used due to its stability, which is necessary for
high sensitivity. A nanoconverter converts movement of a linear motor into lateral
movement of the respective gratings with a ratio of 1/100. As already stated in
Eq. (2.58), the measured intensity per pixel I is approximated to

I(xg) ≈ a0 + a1 sin(
2π

p
xg + ϕ), (3.11)

with xg being the position of the phase-stepper. Due to an extended source the binary
gratings produce a sinusoidal intensity shape instead of a triangular shape (Bech,
2009). Fig. 3.7 shows a simulated phase-stepping curve for both sample and reference
scan for one pixel. Fig. 3.8 illustrates an exemplary experimental set of reference and
sample stepping raw images, the processed individual images, and the final contrast
images attenuation (ATC), differential phase shift (DPC), and dark-field scattering
(DFC) of the GBPC-CT setup presented in this work.

The number of phase-steps has to be at least three to extract the three contrast
signals ATC, DPC, and DFC. In this work, usually 11 phase-steps were used for one
grating period, which is an empirical choice leading to sufficiently high resolution of
the interference pattern.

FFT processing

There are several processing methods to extract the three image signals. The easiest
and fastest way to extract the three contrast signals is Fourier processing, which per-
forms a Fast Fourier Transform (FFT) algorithm of the intensity curve I(xg) with M
phase-steps leading to the complex Fourier frequencies cj:

cj =
1

M

M−1∑
k=0

Ik e2πi·j k
M , (3.12)

with the step position k = xg/p ranging from 0...M − 1 (Chabior, 2011). As dis-
cussed earlier, the phase-stepping produces a sinusoidal intensity profile. In terms of
a Fourier transform along the different phase steps, the information is encoded in the
first frequency component c1, as this corresponds exactly to a frequency of one cycle
per period. The zeroth frequency coefficient c0 is the offset of the first Fourier coeffi-
cient. In theory for Talbot-Lau setups, all other Fourier frequencies should be zero and
are therefore neglected in the processing. The image contrast signals are calculated
as:

a0 = |c0|, (3.13)

ϕ = arg c1, (3.14)

a1 = 2|c1|. (3.15)
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Fig. 3.8 Experimental phase-stepping and contrast images. Experimental raw stepping
images with and without the object are shown on the top. For each of the two stepping series
with and without the sample in the beam, the three respective image contrast signals a0, ϕ,
and a1/a0 are retrieved. The processed scattering images are equivalent to the visibility. The
resulting image signals ATC, DPC, and DFC are visualized on the right.

Moreover, the visibility being the ratio of the amplitude and the mean value can be
calculated as

V =
2|c1|
|c0|

, (3.16)

as introduced in Eq. (2.61). Thereby, the additional factor 2 in the nominator origi-
nates from the complex Fourier transform.
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Weighted least-squares processing

A different processing method is weighted least-squares processing, as presented in
Hahn (2014). The cost function L, which has to be minimized to retrieve the fit
parameters p, equals

L = ||I− f(xg; p)||2w (3.17)

=
M−1∑
k=0

wk (Ik − fk((xg; p))2 , (3.18)

with I being the intensity and M the number of phase-steps (De Marco, 2015). The
calculation of the weights w is based on Poisson statistics. The sinusoidal model
function of the measured intensity is

f(xg) = A0 + A1 cosxg +B1 sinxg, (3.19)

with xg being the grating position and A0, A1, and B1 being the fit parameters p to
be determined. The already known image signals can be calculated as

a0 = A0, (3.20)

ϕ = arctan

(
B1

A1

)
, (3.21)

a1 =
√
A2

1 +B2
1 . (3.22)

As the sinusoidal model in Eq. (3.19) is not linear, this model has to be linearized using
trigonometric assumptions (Hahn, 2014). Fitting this linearized model provides addi-
tional variances for the parameters A0, A1, and B1, which are obtained by Gaussian
error propagation (Hahn, 2014). Those statistical variances σT, σϕ, and σD are neces-
sary input weights in statistical iterative reconstruction (SIR) presented in Sec. 2.4.2.

Expectation-maximization processing

The most advanced method used in the range of this work is an expectation-max-
imization (EM) algorithm. In detail, a cost function is minimized by variation of the
model function parameters p of a statistical model function f(p) to fit to the exper-
imental data I (De Marco, 2015). In contrast to the weighted least-squares method,
the EM-algorithm is additionally able to correct random or systematic changes in the
stepping positions. Even missing or unknown steps due to mechanical failure or beam
drops can be handled reducing remaining fringes and thus artifacts in the DPC and
DFC signal (Marschner et al., 2016b).
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Resulting image signals

The resulting three image signals in grating interferometry including reference correc-
tion are eventually calculated as

T ′ = − log
|as

0|
|ar

0|
, (3.23)

ϕ = arg as
1 − arg ar

1, (3.24)

D′ = − log
|as

1|/|as
0|

|ar
1|/|ar

0|
= − log

|as
1||ar

0|
|ar

1||as
0|
, (3.25)

which are visualized in Fig. 3.8. The superscript ’s’ denotes the sample scan and
superscript ’r’ the reference scan. In contrast to Eqs. (2.59) and (2.62), the negative
logarithm of the transmission signal T and the inverted logarithm of the dark-field
signal D is taken.

3.4.2 Ramp and offset correction

Besides the advanced processing methods that are capable of reducing artifacts like
beam drops and residual fringes, the differential phase signal often suffers from gradi-
ents and offsets. Two approaches are primarily used within the range of this work to
improve the DPC image quality.

Three-point-plane and constant offset subtraction

The first approach is the adaptive differential phase recovery method (ADPR), in
which a mean gradient of the whole DPC projection ∇ϕ(x, y), is calculated and then
subtracted from the DPC projection

ϕcorr(x, y) = ϕ(x, y)− arg[ei∇ϕ(x,y)], (3.26)

with ϕcorr being the resulting DPC signal (Tapfer et al., 2012). However, the gradient
over the whole DPC projection with a sample in the beam causes an error as the
sample is included in the calculation.

A modification of this method is the three point-plane approach, in which three
sample free areas at the boarders of the DPC projection are chosen to determine a
linear plane in the DPC signal

∆ϕ(x, y) = a+ bx+ cy. (3.27)

This plane is subtracted from the original DPC signal like in the previous case. The
downside of this approach is the need of the sample free areas (Marschner, 2013;
De Marco, 2015).

After subtraction of the three-point-plane gradient, an additional mean linear offset
has to be subtracted as the gradient does not remove completely the DPC offset. The
idea is to enforce

∫
ϕ(x′, y)dx′ = 0 meaning that the total phase gradient should equal
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zero. This results in

ϕ′corr(x, y) = ϕcorr(x, y)− 1

∆x

〈∫
ϕcorr(x

′, y)dx′
〉

(x,y)
, (3.28)

including averaging in x- and y-direction. The corrections are performed on both
reference and sample scan (De Marco, 2015).

Least-squares fit

It is also possible to employ a least-squares fit of the type

L = ||ϕ(x, y)−∆ϕ(x, y)||2. (3.29)

The gradient of the DPC signal is thereby defined as

∆ϕ(x, y) =
D∑
k=0

D∑
l=0

aklx
kyl, (3.30)

with D being the degree of the polynomial, which was empirically chosen to be 2
(De Marco, 2015; Velroyen, 2015). However, this approach still is not able to handle
constant offsets if phase-wrapping occurs. An advanced adaption of this approach in-
cluding histogram analysis, which shifts the center of the DPC signal to 0, is presented
in De Marco (2015).

3.5 Phase-contrast computed tomography

In order to perform phase-contrast computed tomography with a grating interfer-
ometer, N projections at different angles are measured. This means that for each
tomographic angle, a stepping curve is acquired via taking M phase-steps at each an-
gular position. Additionally, multiple reference scans – so-called flat-fields – without
the sample in the beam are taken.

3.5.1 Work flow and optimization

In this work, usually full 360 degree scans were performed due to the cone beam
geometry and the need for opposing projections in the tilted approach described later
in this work. Furthermore, measurements with the full 360 degrees are beneficial for
the determination of the center of rotation.

The number projections N is dependent on the reconstruction method. For FBP,
the Nyquist sampling criterion has to be fulfilled (cf. Sec. 2.4.1). In our case with a
number of 487 pixels, at least 801 projections were chosen. To improve the quality of
the scan with better statistics sometimes even 1201 projections were used.

Before the scan, the rotation axis is aligned in such way that the sample is centered
and does not rotate out of the field of view. Moreover, there has to be an area
large enough to perform a DPC offset and ramp correction. In order to correct for
ring artifacts originating in bad pixels or defect grating areas, a random typewriter
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shift of the sample is applied smearing out the artifacts. A two-dimensional random
typewriter, which is a movement of the sample in multiple integers of the effective pixel
size for each projection angle, turned out to be most promising (Viermetz, 2015). This
shift has to be corrected after the processing of the projections for each contrast signal.

The stepping is performed with the nanoconverter over one period of the source
grating. In tomographic mode, the phase-stepping is performed in zigzag mode to
reduce the motion time.

Flat-fields

For handling non-linear drift of the interference pattern, several flat-field images were
taken for high image quality of the DPC and DFC signals. Depending on the number of
phase-steps and the exposure time, the sample is moved out of the beam for reference
images every 10 to 20 projections. In most of the experiments in this work the period
was each 15 angular projections. For each angular projection with the sample in the
beam, two neighboring flat-fields are interpolated and weighted corresponding to the
temporal relative position of the projection (Viermetz, 2015).

Increasing the exposure time in the flat-field allows to increase the quality of the
final projections by reducing the total noise in the DPC image σtot, as the higher
exposure of the flat-field by a factor f leads to

σtot =
√
σ2

flat + σ2
sample (3.31)

=

√√√√( √
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=
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sample (3.34)

=

√
1 + f

f
σsample, (3.35)

with the noise in a DPC image depending on the number of counts N and the visibility
V formulated as

σ =

√
2

V
√
N
, (3.36)

which is derived in Engel et al. (2011). For f = 1 the exposure time is the same and
the total noise in the DPC image is equivalent to

σtot =
√

2σsample =
2

V
√
N
. (3.37)

For f = 3 as used in experiments in this work, this reduces the noise to
√

4/3 ≈ 1.15



CHAPTER 3. EXPERIMENTAL SETUP 47

Fig. 3.9 Bilateral filtering of phase-contrast data. Illustration of the effect of bilateral
filtering on the tomographic phase-contrast data of a biomedical sample. The filter induces a
noise reduction as can be seen on the right hand side of the figure. The standard deviation and
noise of the same are in the PMMA rod (white circle) are 158 ± 4.6 HUp and 158 ± 2.1 HUp.
Both data sets were deconvolved as described in Sec. 3.6.4. The phase-contrast values range
linearly from -60 to 120 HUp.

compared to
√

2 ≈ 1.41 signifying a reduction of approximately 20 %.

Center of rotation, tomoconsistency and bilateral filtering

The tomographic center of rotation necessary for reconstruction is determined by com-
paring two opposing attenuation images. Thereby, the difference between features of
projections at e.g. 0 and 180 degrees are compared for each detector line and the cen-
ter of the difference is determined for each detector line per projection (Donath et al.,
2006; Marschner, 2013). A linear fit for all projections leads to the center of rotation.
Extending this approach for all detector rows additionally provides the rotation of the
tomographic axis.

An advanced method to find the center of rotation is the alignment of the projections
by tomographic consistency, which is a method utilizing cross-correlations between the
measured projections and the estimated projections acquired from forwardprojecting
the initial reconstruction (Guizar-Sicairos et al., 2015).

After tomographic reconstruction, the noise in both attenuation or phase-contrast
data can be reduced with the bilateral filtering algorithm based on distance and value
weights (Allner et al., 2016). The effect of the bilateral filter is illustrated in Fig. 3.9.

3.6 Specific characterization of the setup

This section presents the specific experimental parameters of the Talbot-Lau inter-
ferometer in its final state for grating-based phase-contrast computed tomography.
Important parameters are the spectrum, the flux at the detector position, the spectral
performance (energy-dependent visibility) of the interferometer, and the spatial reso-
lution of the setup. Explicit noise characteristics are not covered here, but the angular
sensitivity related to noise of the setup is in detail discussed in the following chapter
(cf. Ch. 4).
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Fig. 3.10 Spectrum of the FR-591 rotating anode at 40 kVp. The raw spectrum, the
spectrum with water container, and the spectrum with the gratings additionally to the water
container were measured. The Kα and the Kβ lines of molybdenum can be seen at 17.48 and
19.61 keV. The spectrum was determined with an Amptek X-123 XRF detector and corrected for
its limited quantum efficiency of the 1 mm thick silicon sensor.

3.6.1 Spectrum

The spectrum of the setup depends mainly on the source acceleration voltage U , which
is here 40 kVp, and the anode material molybdenum. Moreover, the spectrum is shaped
by all additional components in the beam, namely the three gratings and the water
container. The spectrum was measured with an Amptek X-123 XRF detector and is
depicted in Fig. 3.10. The spectrum is needed to decide on the design energy of the
interferometer.

3.6.2 Flux

The flux of the rotating anode was determined with the Pilatus II 100K detector at
its current detector position, which is 2560 mm away from the source, and with the
standard operation parameters of the source (40 kVp and 70 mA). Different scenarios
are presented: the raw beam, three gratings, and the three gratings with additional
40 mm water.

Since the normalized spectrum S(E) (cf. Fig. 3.10) is known, one can correct the
measured flux Φmeas for the reduced quantum efficiency Q(E) = 1 − e−µsi(E)d of the
Pilatus detector (cf. Fig. 3.2). The latter was obtained from tabulated attenuation
coefficients µsi(E) for the silicon sensor of thickness d = 1 mm (Nowotny, 1998; Boone
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Fig. 3.11 Energy-dependent visibility. The spectrum was measured at the Talbot distance
of the setup dT = 85.7 cm shown in subfigure (A). The energy-dependent visibility for different
Talbot distances is depicted in subfigure (B). For different distances the visibility peaks have
different positions. One can observe that the peak positions increase linearly with the energy.
Figure adapted from Viermetz (2015).

and Chavez, 1996). This leads to the corrected flux of the source:

Φcorr =

∫
S(E)

Q(E)
dE · Φmeas. (3.38)

The experimental results are shown in Tab. 3.3. With the current setup configuration
a flux of approximately 520 photons/s/pixel is measured. For the flux at different
positions, the flux can be scaled with 1/r2, with r being the source-to-detector distance.

3.6.3 Spectral performance of the interferometer

The interferometric visibility is a performance quantity of the grating interferometer.
In order to analyze the spectral dependence of the visibility, a phase-stepping curve
was determined using the Amptek X-123 XRF detector. This results in the energy-
dependent visibility plot visualized in Fig. 3.11 (A). Different visibility peaks can be
observed at different energies originating from different energy-dependent Talbot dis-
tances and phase-shifts. The resulting mean visibility, which is measured with the
Pilatus detector, is thus an integration over all the different visibility contributions for

Tab. 3.3 Flux of the FR-591 rotating anode. The source was operated with 40 kVp and
70 mA. The detector was 2650 mm away from the source. The grating substrates were 1 mm
Kapton, 200µm silicon, and 500µm silicon for the source, phase, and analyzer grating, respec-
tively. The water container was 40 mm thick with a combined thickness of 2 mm of the PMMA
container.

flux per pixel flux per area corrected flux per pixel corrected flux per area
[photons/s/pixel] [photons/s/mm2] [photons/s/pixel] [photons/s/mm2]

pure beam (8.7± 0.4)× 104 (2.9± 0.1)× 106 (1.2± 0.5)× 105 (4.0± 0.2)× 106

beam with gratings (4.0± 0.4)× 103 (1.4± 0.1)× 105 (8.2± 0.8)× 103 (2.8± 0.3)× 105

beam with gratings (5.2± 0.4)× 102 (1.8± 0.1)× 104 (1.3± 0.1)× 103 (4.3± 0.3)× 104

and 40 mm H2O
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Fig. 3.12 Determination of the detector PSF. Subfigure (A) shows the raw image of the
siemensstar, which was measured directly in front of the detector. Subfigure (B) depicts the
modulation transfer function (MTF), which is the Fourier transform of the point spread function
(PSF) (C). The siemensstar was measured directly in front of the Pilatus detector.

each energy. As the spectrum of the interferometer S(E) defines the distribution of
the energies, the mean visibility is

V =

∫
V (E)S(E)dE, (3.39)

with the condition that the spectrum is normalized with respect to the number of
photons

∫
S(E)dE = 1. As both the XRF spectrometer and the Pilatus detector

have a silicon sensor thickness of 1 mm, the effect of the reduced quantum efficiencies
cancels out and the mean visibility is not corrected here for quantum efficiency.

An investigation of the energy-dependent visibility for different Talbot distances is
depicted in Fig. 3.11 (B). The energy-dependent visibility was measured for different
symmetric setup configurations with d = l. The source spectrum and the period
of the gratings remained constant. Interestingly, the results of this visibility curve
allow deviations from the optimum inter-grating distance of 85.7 cm, as long as both
distances are equidistant. The mean visibility of this setup at 40 kVp has a range of
28 to 38% depending on the gratings, the grating alignment, and the use of additional
filters like the water container.

3.6.4 Spatial resolution

The size of a voxel is determined by the detector pixelsize pdet and the magnification
of the sample Ms. The effective pixel size peff is

peff =
pdet

Ms

, (3.40)

with Ms = (a+ b)/a being the sample magnification as shown in Fig. 3.5 (B). In three
dimensions with isotropic pixel sizes, the effective pixel size corresponds to the voxel
size. The spatial resolution, which determines the size of structure that can be resolved,
is determined by all optical components in the imaging system. These components have
individual point spread functions (PSF). In a standard imaging system, the resulting
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Fig. 3.13 Influence of the source size. Subfigure (A) shows the raw image of the siemensstar,
which was placed 112 cm away from the Pilatus detector to investigate the influence of the source
size. Subfigure (B) depicts the corresponding modulation transfer function (MTF), which is the
Fourier transform of the point spread function (PSF) (C). The PSF and MTF illustrate the
influence of the extended and even anisotropic source size.

image is then a convolution of the total PSF with the object O plus noise

Image = O ? PSFtotal + noise. (3.41)

The total PSF of an imaging system is a convolution of all elements in the beam,
which is here

PSFtotal = PSFsource ? PSFdetector ? PSFgratings. (3.42)

Determination of the detector PSF

The PSF of the detector was determined with a siemensstar measured directly in front
of the detector without the gratings in the beam (cf. Fig. 3.12 A). At this position
the effect of the source is negligible and the recorded image leads to the PSF of the
detector. As the PSF is not directly accessible with measurements of the siemensstar,
one needs to the determine first the modulation transfer function (MTF), which is
the Fourier transform of the PSF (cf. Fig. 3.12 B). The manufacturer of the detector
guaranteed a box-like PSF of the detector with the size of one pixel (Dectris, 2014),
which is consistent with the retrieved PSF (cf. Fig. 3.12 C).

Determination of the source size

The source size of the rotating anode was measured in the same way as the detector
PSF (cf. Fig.3.13). Due to the limited field of view, the PSF could only be determined
at 112 cm away from the detector. The PSF of the gratings turned out to be approxi-
mately 1. With the same result for the detector, the total PSF is hence approximately
the PSF of the source

PSFtotal ≈ PSFsource. (3.43)

For high-resolution imaging, the sample is positioned close to the source to reach
high optical magnification. This however increases the impact of the source PSF and
deteriorates the achieved spatial resolution.
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Fig. 3.14 Exemplary deconvolution images of a ductal carcinoma in situ (DCIS) sample.
The image quality increases with the number of iterations at the cost of higher noise (De Marco,
2015). The attenuation values are displayed in a linear range from [-40,200] HU, the phase-
contrast values from [-60,120] HUp, and the dark-field values from [-0.004,0.010]. More about
the DCIS samples can be found in Sec. 7.2.

Deconvolution

The point spread function of the setup can be used for deconvolution algorithms to
increase the spatial resolution of the tomographic data. The idea is to reverse the
convolution of the object with the PSF (cf. Eq. 3.41). Whereas a direct inversion
of the convolution is not feasible due to the presence of noise, there exist several
deconvolution algorithms trying to overcome the loss of information in different ways.

In this work, the Richardson-Lucy algorithm is used as deconvolution algorithm
(Richardson, 1972; Lucy, 1974). The iterative algorithm is based on inversion of the
convolution

O(k+1) = O(k) Image

O(k) ? PSF
? PSFT, (3.44)

with PSFT being the transposed PSF and k being the number of iterations. The effect
of the Richardson-Lucy deconvolution on the tomographic data, which was applied
to the raw images followed by standard processing and reconstruction, is exemplary
shown in Fig. 3.14. It can be observed that the reconstructions appear sharper with
increased number of deconvolution iterations k at the cost of increased noise. The
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remaining issue is the determination of the maximum number of iterations and the
risk of induced artifacts. Further analysis, especially with different algorithms, can be
found in De Marco (2015).

Oversampling

Oversampling is a different method to increase the spatial resolution if one does not
change the setup components. The method uses sub-pixel shifts of the sample and
fits the data into a newly generated image. The comparison of oversampling with
the Pilatus detector and a Dectris Eiger detector system with 75µm pixel size at the
GBPC-CT setup at hand is presented in full detail in Viermetz (2015).

3.7 Technical components

The motors are controlled by a Newport XPS controller with eight axes. Most im-
portantly, the three gratings can be rotated around the optical axis. Additionally,
the phase grating can be moved in z-direction (direction of the optical axis). It is
sufficient that the other alignment motions can be performed manually. The stepping
is performed with a Newport LTA-HL linear motor in combination with a nanocon-
verter developed by the Paul Scherrer Institute (PSI, Villigen, Switzerland), which
enables precise and reproducible grating positioning. The sample stages can be moved
in two-dimensions in orthogonal direction with respect to the beam direction and
rotated around the y-axis for tomographic reconstruction. The whole setup motors
are programmed with SPEC (Certified Scientific Software). All used processing and
reconstruction algorithms were developed at the Chair of Biomedical Physics.

3.8 Biological samples

If not stated otherwise, the biological samples are measured in 15 or 50 ml Falcon tubes
filled with a 4-%-formaldehyde or phosphate buffered saline (PBS) solution. All sam-
ples were provided by the corresponding project partner with biological or medical ex-
pertise. The corresponding institutes include the Institut für Rechtsmedizin (Ludwig-
Maximilians-University Hospital Munich, Germany), the Institute for Diagnostic and
Interventional Radiology (Klinikum Rechts der Isar, Technical University of Munich,
Germany), the Institute of Clinical Radiology (Ludwig-Maximilians-University Hos-
pital Munich, Germany), and the Institute of Molecular Nutritional Medicine (Else
Kröner-Fresenius Center for Nutritional Medicine, Technical University of Munich,
Germany). All heart specimens were provided by the Institute for Advancement in
Medicine (IIAM). Written informed consent to provide tissue for research purposes had
been obtained by the donor or the donor’s relatives. The experiments were approved
by the local ethics committee (Projectnumber 319/13, Ethikkommission, Fakultät
für Medizin, Technical University of Munich, Germany or Ethikkommission of the
Ludwig-Maximilian University, Munich) and conducted according to the Declaration
of Helsinki of 1975, as revised in 2008.





CHAPTER 4

High-sensitivity phase-contrast imag-
ing

Short summary

Angular sensitivity – or the minimum resolvable refraction angle – of the phase-contrast
signal is the essential parameter in GBPC-CT imaging allowing high soft tissue con-
trast aside from spatial resolution. This chapter covers the investigation on how to
achieve experimentally high angular sensitivity with laboratory GBPC-CT. For that,
the angular sensitivity is discussed in theory leading to experimental considerations for
high sensitivity GBPC-CT setups. The experimental results achieved with the GBPC-
CT setup presented in this work are compared to other setups based on literature values.
The main results of this chapter are published in Birnbacher et al. (2016).

4.1 Introduction

Sensitivity in grating interferometry can be defined as the minimum resolvable re-
fraction angle in DPC projections (Modregger et al., 2011) based on the refractive
index decrement and subsequently on the electron density. Reaching high sensitivity
– or more precisely angular sensitivity – is one of the main challenges of grating based
phase-contrast computed tomography in order to achieve high soft tissue contrast next
to imaging at high spatial resolution and high performance.

Angular sensitivity has already been investigated in Modregger et al. (2011); Thüring
et al. (2012); Thüring et al. (2013); Thüring and Stampanoni (2014) and depends pri-
marily on the interferometer configuration including the grating periods, the setup
geometry, and the visibility as well as the noise in the DPC projections. Also, the
design energy of the setup depending on the X-ray spectrum, the grating duty-cycle,
and the inter-grating distances have to be chosen carefully. In general, increasing the
angular sensitivity signifies increasing the inter-grating distance between the phase
and the analyzer grating and reducing the period of the analyzer grating. Moreover,
it is advantageous to reach high angular sensitivity to position the sample as close as
possible to the phase grating (Engelhardt et al. (2007); Donath et al. (2009)). Fur-
ther, one can select the design energy independently from the inter-grating distances
enabling a large variety of DPC setups for different applications (Pfeiffer et al., 2006;
Engelhardt et al., 2007; Hipp et al., 2014).

High electron density resolution in GBPC-CT data is directly related to high angular
sensitivity in DPC projections. However, in order to realize experimentally high sensi-
tivity laboratory GBPC-CT imaging using a polychromatic, incoherent X-ray source,
one faces additional challenges mainly in performance and setup design in comparison
to results from quasi-monochromatic synchrotron sources. Recently, new developments
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Fig. 4.1 Schematic of a GBPC-CT setup. From left to right: the X-ray source, the three
gratings – source, phase, and analyzer grating with their corresponding periods p0, p1, and p2 –
followed by the detector. The source grating is positioned at a distance ls away from the source
and the object is placed at a distance r away from the phase grating. The distance between
the detector and the analyzer grating is dd. The object causes a refraction angle α, which is
increased by a factor (l + r)/l taking into account the magnification of α by the distance from
the object to the phase grating r (Engelhardt et al., 2007; Donath et al., 2009). The figure is
not to scale as in particular the refractive angle and grating periods are much smaller. Figure
adapted from Birnbacher et al. (2016).

in grating fabrication (cf. Sec. 3.3.1), the theoretical optimization of the setup design
(Thüring and Stampanoni, 2014; Hipp et al., 2014), and more advanced processing al-
gorithms (cf. Sec. 3.4.1) have lead to a substantial rise in quality and stability of DPC
imaging, namely in an increase of interferometric visibility and a reduction of noise.
Furthermore, studies on quantitative imaging showed that the use of a water container
surrounding the sample is necessary, as the imaging results are significantly improved
due to reduction of phase-wrapping and beam hardening artifacts (Herzen et al., 2009;
Willner et al., 2014; Sarapata et al., 2014).

In this chapter, the design of the GBPC-CT setup presented in this work and how
to reach high sensitivity for tomographic scans combining all individual aspects men-
tioned above is outlined. First, the angular sensitivity in DPC projections is theoret-
ically described. Next, the angular sensitivity of this GBPC-CT setup is determined
to provide a comparison to synchrotron facilities and other laboratory PC-CT setups.
Eventually, an exemplary GBPC-CT scan of a human cerebellum sample visualizing
subtle differences in the refractive index decrement is shown. The reached sensitivity
and – in combination with effective energy calibration – electron density resolution is
comparable to results from synchrotron sources.

4.2 Angular sensitivity

The goal of GBPC-CT is the visualization of small differences in electron density ρe,
which allows high soft tissue differentiation. Those differences in electron density or
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respectively in the related refractive index decrement δ (cf. Eq. 2.20) are based on the
resolution of the gradients in the DPC projections – the lateral phase shift of the
interference pattern ϕ – determined with a Talbot-Lau interferometer. Achieving high
DPC contrast means resolving fine differences in ϕ, which can be described by high
signal-to-noise ratio in grating-based phase-contrast.

The signal-to-noise ratio of ϕ is

SNRϕ =
ϕ

σϕ
, (4.1)

and can be optimized by increasing the signal ϕ and reducing the standard deviation
σϕ. The DPC signal is however dependent on the setup design as can be seen by the
refraction angle as stated in Eq. (2.54)

ϕ =
2πd

p2

α, (4.2)

with p2 being the period of the analyzer grating and d being the inter-grating distance
between the phase and the analyzer grating. The refraction angle depends only on the
energy and the electron density (cf. Eq. 2.51). This leads to the SNRϕ expressed in
combination with the refraction angle as

SNRϕ =

2πd
p2
α

σϕ
, (4.3)

which accounts for setup parameters like setup geometry and analyzer grating period
and the standard deviation of the phase shift ϕ.

The DPC sensitivity can be defined as the minimum refraction angle

αmin =
p2

2πd
σϕ, (4.4)

for which a SNRϕ of one can be achieved in Eq. (4.3) (Modregger et al., 2011; Thüring
et al., 2012; Thüring et al., 2013). The smaller this value is, the smaller refraction
angles can be resolved and thus higher angular sensitivity is achieved. This equation
expresses explicitly the geometrical dependency and includes the noise in the DPC
signal σϕ.

The angular sensitivity αmin depends generally on the geometry of the setup stated
in the first term of Eq. (4.4) and the noise behavior in the DPC projections forming
the second term. Realizing experimentally high angular sensitivity means reducing
the period of the analyzer grating, increasing the Talbot distance d, and reducing the
noise of the DPC signal.

Additionally, one has to include a sample dependent reduction of the angular sensi-
tivity as the sample cannot be positioned directly at the position of the phase grating
(Engelhardt et al., 2007; Donath et al., 2009), which is illustrated in Fig. 4.1. There-
fore, Eq. (4.4) is multiplied with a sample factor f . Taking this into account, the
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resulting formula for the minimum refraction angle is

αmin =
p2

2πd︸︷︷︸
geometry

· f︸︷︷︸
sample

· σϕ︸︷︷︸
noise

, (4.5)

which expresses the three terms geometry, sample position, and noise.

4.2.1 Geometry

The first term of Eq. (4.5) describes the interferometer geometry and depends on the
setup design parameters like phase-shift of the phase grating, design energy, and Talbot
order defining the Talbot distance. In order to reach high angular sensitivity, the period
of the analyzer grating p2 has to be decreased and the magnified Talbot distance d
increased to reduce αmin. For a Talbot-Lau interferometer, the inter-grating distance
between phase and analyzer grating d depends on the choice of periods and the Talbot
order m, whereas the distance between source and phase grating l is defined by

p2

d
=
p0

l
, (4.6)

with p0 being the period of the source grating (cf. Sec. 2.3.2). In a different formulation
including the total setup length l + d, this leads to

p2

d
=

1

l + d
(p0 + p2). (4.7)

For a Talbot interferometer, this expression is described differently as no source grating
is needed (cf. Thüring and Stampanoni (2014)). With limitations on the total setup
length and grating period fabrication (cf. Sec. 3.3.1), the symmetric setup configuration
with d = l and therefore p0 = p1 = p2 as well as π-phase shift is the optimum design
choice for a Talbot-Lau interferometer (Donath et al., 2009; Thüring and Stampanoni,
2014).

4.2.2 Sample position

The position of the sample is application specific and depends on the desired mag-
nification and therefore effective pixel size. The already mentioned reduction of the
refraction angle due to the distance of the sample to the source grating can be formu-
lated as

f(r) =
l + r

l
, (4.8)

with the distance from the sample to the phase grating r ≥ 0 and the distance from
the source grating to the phase grating l (Engelhardt et al., 2007; Donath et al., 2009)
as shown in Fig. 4.1. Hence the sample has to be positioned as close as possible to the
phase grating for high angular sensitivity. The sample can also placed between the
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phase and the analyzer grating resulting in a similar equation:

f(r) =
d+ r

d
. (4.9)

4.2.3 Noise

Noise in phase-contrast imaging can be expressed according to Poisson statistics as

σϕ =

√
2

V
√
N
, (4.10)

depending on the interferometric visibilityV , which describes the quality of the in-
terferometer, and the total number of countsN (Engel et al., 2011). The angular
sensitivity increases, i.e. the minimum resolvable refraction angle decreases, with the
visibility V and the number of counts N . The number of detected photons N can be
formulated as the counts per pixel

N = I0
p2

s2
Mt, (4.11)

with p being the size of the detector pixel, s being the total distance from the source
to the detector, M being the number of steps, and t being the exposure time per
phase step. Increasing the total number of counts via larger exposure time or more
phase-steps is obvious (Thüring et al., 2012).

Since DPC projections require a reference image without a sample in the beam, the
final noise equals a quadratic addition of the individual noise terms

σ2
ϕ = σ2

ϕ,s + σ2
ϕ,r. (4.12)

If the exposure time is the same, Eq. (4.10) is multiplied by an additional factor of
√

2
(Thüring et al., 2012). The effect of higher exposure times of the flat-field reducing the
standard deviation σϕ,r and thus increasing the sensitivity is described in Sec. 3.5.1.

A different detector with larger pixel size increases the sensitivity, however at the cost
of reduced spatial resolution. Decreasing the distance from the source to the detector s
for higher flux is compensated by an increase of the intergrating-distance d or decrease
in the analyzer period p2 when using an asymmetric setup design (cf. Eq. (4.5)).

4.2.4 Visibility

The last parameter of Eq. (4.5) in combination with Eq. (4.10) to investigate is the
visibility as part of the noise term. Being a central parameter of the interferometer,
the visibility has large impact on the setup performance and the noise. Optimum
visibility for a Talbot-Lau interferometer can be calculated based on convolution of
rectangular gratings with transmission factors τ and duty cycles κ of the gratings.
This results in a visibility

V = (
4

π
) · V ∗SG · V ∗AG, (4.13)
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with the subscript ’SG’ signifying the source grating and ’AG’ meaning the absorp-
tion grating as derived in Thüring and Stampanoni (2014). Thereby, the respective
visibility is

V ∗i =
κ(1− τ) sincκ

τ + κ(1− τ)
, (4.14)

with i being either the source grating (’SG’) or the absorption grating (’AG’). This
equation results in a maximum visibility in an ideal case with a transmission ratio of
τ = 0 and a duty cycle of κ = 0.5

V = 2
( 2

π

)3
= 0.52, (4.15)

for a monochromatic setup case (Thüring and Stampanoni, 2014). For a polychromatic
case, the mean visibility depends additionally on the source spectrum, periods, design,
and setup type as well as the detector as illustrated in Sec. 3.6.3. A duty cycle of
0.66 was shown to be optimal for a Talbot-Lau type interferometer (Thüring and
Stampanoni, 2014). Moreover, the use of a π-grating outperforms π/2-gratings for
higher Talbot orders than 1 with respect to the visibility, as outlined in Chabior
(2011), Thüring and Stampanoni (2014), and Hipp et al. (2014).

4.3 Experimental realization of high angular sensi-

tivity

In order to realize experimentally a high sensitivity GBPC-CT setup using a poly-
chromatic source, experimental limitations have to be considered next to the already
outlined theoretical aspects. Combining all previous theoretical considerations, the
minimum refraction angle is

αmin =
p2

2πd

l + r

l

2

V
√
N

(4.16)

=
p2

2πd

l + r

l

2

V
√
I0

p2

s2
Mt

. (4.17)

Concerning the setup length, a small and compact setup provides increased counts due
to a small setup length s. In contrast, the inter-grating distance d should be large.
Both effects cancel, which is explicitly shown in Thüring et al. (2012).

However, if the setup does not need to be optimized with respect to time efficiency,
a long inter-grating distance d allows to increase the field of view, reduce the relative
impact of the sample position, and decrease the effect of shadowing by non-radial
grating illumination.

Spectral optimization for high mean visibility values was performed in combination
with all setup components. This resulted in a symmetric setup with distances l = d =
857 mm, which does not correspond to a discrete Talbot distance of the design energy
(Hipp et al., 2014). As already indicated the symmetric setup design and the phase
shift of π allow high performance at higher Talbot orders and constant periods of all
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Fig. 4.2 Double-logarithmic plot of the minimum resolvable refraction angle αminαminαmin. The
blue triangles represent the minimum angular sensitivity with a 40 mm thick water container, the
red data points the results without the water container in the beam. The theoretical minimum
refraction angle according to Eq. (4.5) is the solid black line. The noise of the lateral phase shift
σϕ was calculated in an area of 190× 190 pixels. The mean visibility was 38.7 %. Figure adapted
from Birnbacher et al. (2016).

three gratings (Thüring and Stampanoni, 2014).
The periods of all gratings were chosen to 5.4µm and the corresponding duty cycles

to approximately 0.6, both parameters limited by grating fabrication. Two of the
gratings were on a 200µm silicon wafer, which is a lower practical limit for this material
because of the danger of breaking. The configuration of the gratings is no. 1, 2, and 4
of Tab. 3.1. The detector efficiency of the single-photon counting detector is lower than
integration detectors, however the direct photon counting without additional read-out
and electronic noise allows to increase the sensitivity.

4.3.1 Sensitivity in DPC projections

The first experiment determines the experimental angular sensitivity in the DPC pro-
jections and compares the results with the theoretical model including explicit noise
behavior as shown in Eq. (4.16). The DPC projections were measured in dependency
of the counts N with and without water container for investigating the maximum
sensitivity limit. Although the angular sensitivity described in Eq. (4.5) is formu-
lated without any theoretical limit, instabilities like thermal or source fluctuations
and vibrations pose an experimental boundary. The mean visibility achieved in this
configuration of the GBPC-CT setup was 38.7 %.

The data obtained with the water container is shown as blue triangles in Fig. 4.2.
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Fig. 4.3 Exemplary electron density slice of a human cerebellum sample. The electron
density resolution based on the high sensitivity reveals subtle differences in the structure of the
cerebellum: the stratum moleculare (1), the white matter (2), and the stratum granulosum (3).
The displayed values are in the linear range of 338 − 356 e/nm3. The sample was measured at
40 kVp. For this GBPC-CT scan, 11 phase-steps with 55 s total exposure time per projection
and a total of 1200 projections were used. Figure adapted from adapted from Birnbacher et al.
(2016).

Starting at about 360 counts, αmin decreases linearly in the double-logarithmic plot
as theoretically expected. At approximately 1.6 × 105 photons, the values start to
increase again due to the already mentioned instabilities like thermal drift and jitter
of the gratings (Revol et al., 2010). The highest sensitivity αmin with water container
is 17 nrad at 1.0 × 105 photons, which is equivalent to 275 s exposure time per DPC
projection. As this is too long to perform tomographic scans in a reasonable amount
of time, the standard exposure time for tomographic scans is 55 s per DPC projection
with a sensitivity of 38 nrad.

In a second set of scans, the angular sensitivity was determined without the water
container to increase to number of counts before time-dependent instabilities occurred
(cf. red triangles in Fig. 4.2). This increased the flux by a factor of approximately 10.
At 1.2 × 106 photons corresponding to 275 s exposure time per DPC projection, the
minimum refraction angle α reached its lower limit of 5 nrad. At 55 s total exposure
time per projection (2.5 × 105 photons) 10 nrad angular sensitivity were measured.
However, without the water container high-quality tomographic scans are not feasible
as phase-wrapping occurs and reduces the quality of quantitative imaging. The DPC
projections for this experiment were acquired with 11 phase-steps and a polynomial
fit and offset correction as described in Sec. 3.4.2 were used.

4.3.2 Sensitivity in tomographic phase-contrast imaging

High angular sensitivity leads to high electron density resolution σρe when performing
tomography. The electron density resolution is determined by the standard deviation
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of the refractive index decrement

σρe =
E2

2π~2c2r0

σδ (4.18)

based on Eq. (2.20). How to determine the electron density is described in detail in
Ch. 5.

An exemplary biomedical application of GBPC-CT showing the possibilities of high
electron density resolution is presented here by a tomographic scan of a human cere-
bellum specimen (cf. Fig. 4.3). Subtle differences in soft tissue are visualized, as it is
possible to delineate the stratum moleculare, the stratum granulosum, and the white
matter. This kind of three-dimensional sensitivity has been previously only achieved
at synchrotron sources or different imaging modalities like MRI (Pfeiffer et al., 2007a;
Schulz et al., 2010, 2012).

The electron density resolution in the cerebellum data was 0.45 e/nm3 in a volume of
10× 10× 10 voxels. A direct determination of the electron density resolution based on
the angular sensitivity is not feasible as additional parameters influence the achievable
resolution of the refractive index decrement σδ when performing a tomographic scan
(Raupach and Flohr, 2011; Köhler et al., 2011; Chen et al., 2011). The signal-to-noise
ratio (SNR) in the same volume was 1.2 × 103 compared to 3.0 in the attenuation
signal. The effective pixel size in this scan was 100× 100µm2. In this experiment the
effective energy was 25.6 keV.

4.4 Discussion and conclusion

As can be seen in Fig. 4.2, the best angular sensitivity measured with this state-
of-the-art GBPC-CT is 5 nrad, which is unrivaled by any other reported laboratory
phase-contrast setup. While this quite long exposure time of 275 s exposure time
per DPC projection and the lack of water container limit practical application, the
results prove what level of sensitivity can be achieved with a laboratory GBPC-CT
setup. The best minimum refraction angle measured with water container is 17 nrad
with 275 s exposure time per DPC projection. As direct sensitivity values are rarely
provided by literature, a comparison of calculated angular sensitivity limits is compiled
in Tab. 4.1. However, the comparison focuses only on the angular sensitivity, since the
experimental conditions of referenced setups like exposure time or spatial resolution

Tab. 4.1 Sensitivity comparison. Parameter comparison between the GBPC-CT setup pre-
sented in this study and other grating-based DPC setups reported in literature. d is the inter-
grating distance between phase and analyzer grating. Table adapted from Birnbacher et al.
(2016).

setup facility period p2 d sensitivity exposure time pixel size
setup without water container laboratory 5.4 µm 85.7 cm 5 nrad 275 s 172 µm
setup with water container laboratory 5.4 µm 85.7 cm 38 nrad 55 s 172 µm
reference setup no. 1 (Pfeiffer et al., 2007a) synchrotron 2.0 µm 36.1 cm 14 nrad 3.2 s 28 µm
reference setup no. 2 (Modregger et al., 2011) synchrotron 2.4 µm 12.1 cm 67 nrad 2.1 s 7.4 µm
reference setup no. 3 (Revol et al., 2010) laboratory 3.0 µm 6.9 cm 110 nrad 80.4 s 48 µm
reference setup no. 4 (Thüring et al., 2012) laboratory 2.4 µm 19.5-32.5 cm 270-300 nrad 128 s 48 µm
reference setup no. 5 (Thüring et al., 2013) laboratory 2.4 µm 10 cm 250 nrad 128 s 48 µm
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are completely different.

Comparison to synchrotron sources

References 1 and 2 are grating interferometer setups operating at a synchrotron source.
The sensitivity and spatial resolution of reference 1 is superior in sensitivity and spatial
resolution, which originates in the small pixel size in combination with higher flux and
the monochromatic performance (Pfeiffer et al., 2007a). The sensitivity of reference
setup 2 is lower due to the relatively small inter-grating distance. However, the spatial
resolution is with a pixel size of 7.4µm definitely superior than the presented GBPC-
CT setup (Modregger et al., 2011). An increase of the Talbot order and thus the
inter-grating distance d or the exposure time, which is quite short in both referenced
setups, would most probably lead to higher sensitivity if the dynamic range of the
detector is sufficient and the respective gratings are available.

One can state that phase-contrast imaging at synchrotron facilities outperforms
laboratory setups in terms of spatial resolution due to the small source size, and in
terms of measurement time due to the high flux. But the cone beam geometry in
laboratory setups enables measuring large sample due to a potentially increased field
of view. The results achieved with this GBPC-CT setup demonstrate that comparably
high sensitivity can be achieved in a laboratory environment.

A direct comparison to the electron density resolution is hardly possible as the
standard deviation of the refractive index decrement depends on both the measured
object and the energy of the experiment. Nonetheless, the electron density resolution
achieved with this setup lies with 0.45 e/nm3 in the range of values calculated from re-
ported measurements at synchrotron facilities (0.1 − 0.6 e/nm3) (Pfeiffer et al., 2007a;
Zanette et al., 2011, 2013a; Schulz et al., 2010; McDonald et al., 2009).

Comparison to laboratory sources

The results from references 3 – 5 originate from laboratory X-ray sources. The calcu-
lated angular sensitivity based on reference 3 is approximately 110 nrad (Revol et al.,
2010), which is significantly less sensitive than the present GBPC-CT setup. The
referred DPC measurement was performed without a water container and longer ex-
posure time, but smaller pixel size. The main difference however grounds on the
differences in geometry. The sensitivity values of references 4 and 5 in Tab. 4.1 were
achieved with a very compact setup using a low flux microfocus tube that causes the
low sensitivity (Thüring et al., 2012; Thüring et al., 2013). Scaling the distances would
lead to an enormous increase in sensitivity.

Edge-illumination or coded aperture is a different phase-contrast technique which
can be operated with laboratory X-ray sources. The reported sensitivity values are
also defined as the minimum resolvable refraction angle and were 270 nrad, which is
attributed to the rather large periods of this method (Diemoz et al., 2014).

Increasing the sensitivity

The performance of high sensitivity in GBPC-CT depends additionally on the spatial
resolution and the energy. Both parameters are not expressed in the minimum resolv-
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able refraction angle αmin. In order to achieve higher spatial resolution, the pixel size
could be reduced by selecting a detector with smaller pixel sizes, which decreases the
flux per pixel and thus reduces the sensitivity. Alternatively, a sample position closer
to the source increases the geometrical magnification. The latter increases the distance
to the phase grating and thus reduces the sensitivity according the sample dependent
factor stated in Eq. (4.8). Also, the effect of the source blur has to be considered as
outlined in Sec. 3.6.4.

The energy dependence of the refractive angle of an object is

α ∝ 1

E2
, (4.19)

which means that the angle to be resolved decreases with increasing energy (cf. Eq. 2.20).
If the energy is increased, the minimum refraction angle αmin is reduced and a refrac-
tion angle cannot be resolved anymore. Reducing the energy leads thus to increased
sensitivity.

Furthermore, the exposure time for GBPC-CT needs to be at a reasonable level
for a broad application of GBPC-CT. X-ray sources with higher power as well as an
increase in flux via reduction of the grating substrates and a more efficient sensor of
the detector would be beneficial.

While increasing the source power and optimizing the detector efficiency might re-
duce the exposure times, a reduction of the analyzer period p2 would provide bene-
ficial impact, however the setup design would have to be adapted. Furthermore, the
fabrication of smaller periods at comparable performance is technically challenging.
Increasing the distance d would have the same impact on the sensitivity than reducing
the analyzer grating period p2 and would also change the Talbot distance and per-
formance. But the increase in distance would be compensated by reduced counts per
pixel if the exposure time stays constant. Further optimizing the visibility would soon
reach a limit, as described by Eq. (4.15).

Alternative setup designs like different phase shifts like 3π/2-phase gratings or the
choice of an absorption grating instead of a phase grating could be promising ideas
to increase the performance especially at higher energies. Moreover, if one wants to
achieve good dark-field contrast, high sensitivity is detrimental, especially imaging
without water container leads to strong phase-wrapping, which saturates the dark-
field signal. The high sensitivity presented in this chapter is necessary for quantitative
imaging investigated in the following chapter (cf. Ch. 5).





CHAPTER 5

Quantitative phase-contrast imaging

Short summary

This chapter presents how to realize quantitative GBPC-CT leading to the electron
density and the effective atomic number. The refractive index decrement can be trans-
formed into the electron density by energy calibration. Comparison of measured elec-
tron density and the attenuation coefficients with literature values showed good agree-
ment for materials with low atomic number. Moreover, one can calculate the effective
atomic number by comparing the ratio of the experimentally determined attenuation
and electron density values with tabulated cross sections. The results also turned out to
be in good agreement with references if a water bath to avoid beam hardening or beam
hardening correction is used. The content of this chapter are published in Birnbacher
et al. (2018c).

5.1 Introduction

Quantitative imaging in medicine is becoming increasingly important as the need of
reproducible, quantitative data emerges with ongoing digitalization (Sardanelli, 2017).
In conventional computed tomography (CT), the attenuation coefficient or its alterna-
tive representation in Hounsfield units are energy-dependent and therefore of limited
comparability. Dual energy computed tomography (DECT) provides a decomposi-
tion of data into Compton and photo effect contributions, from which the electron
density and the effective atomic number can be calculated. The latter are in gen-
eral quantities independent of the experimental conditions in contrast to conventional
energy-dependent CT (Alvarez and Macovski, 1976; Torikoshi et al., 2003). DECT and
related techniques including K-edge or spectral imaging are already used for improved
diagnostic imaging of renal stones, gout, fat content quantification in liver (Schlomka
et al., 2008; Boll et al., 2009; Hidas et al., 2010; Spek et al., 2016; Leng et al., 2016;
Bongartz et al., 2014; Henes et al., 2016; Hur et al., 2014; Hyodo et al., 2017), or for
body tissue characterization in radio- and particle therapy (van Abbema et al., 2015).

The electron density and the effective atomic number can also be determined with
grating-based phase-contrast computed tomography (GBPC-CT). The electron density
is calculated from the refractive index decrement using the beam energy (cf. Eq.2.20).
If the experiment is performed with monochromatic synchrotron radiation, the energy
is known and the resulting electron density and attenuation coefficients can be verified
(Zanette et al., 2011; Willner et al., 2013).

With the translation of GBPC-CT from large-scale synchrotron facilities to labo-
ratory X-ray sources, the range of possible applications is increased and the imaging
method is brought closer to industry and medicine (Pfeiffer et al., 2006). But, the
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polychromatic nature of laboratory GBPC-CT renders the determination of the quan-
titative data more complicated. Correct electron density values can be determined with
effective energy calibration in combination with a highly sensitive laboratory GBPC-
CT setup (Herzen et al., 2009; Qi et al., 2010; Chabior et al., 2011a; Zhou et al., 2013;
Willner et al., 2014). Still, the attenuation coefficient remains an energy-dependent
quantity.

To access the effective atomic number in a single GBPC-CT scan, two different ap-
proaches have been proposed. Qi et al. (2010) use an intensive calibration of a phantom
for the determination of the effective atomic number with a fit function. This method
provides accurate results, but one needs an additional calibration measurement for
each scan differing in parameters like the tube voltage. Additionally, the exponential
fit needs highly reliable reference values, which are limited for the effective atomic
number (Qi et al., 2010; Spiers, 1946). Willner et al. (2013) proposed to determine
the ratio of the Compton scattering part of the linear attenuation coefficient with
the total linear attenuation coefficient and compared this result with theoretical cross
section data. This approach has already been investigated at a synchrotron source
with a monochromatic energy of 82 keV and allowed to determine the effective atomic
number.

This chapter discusses the determination of the electron density and the effective
atomic number with the already presented experimental laboratory GBPC-CT setup
using a polychromatic X-ray source (cf. Ch. 3). First, the energy calibration and re-
trieved electron density values and attenuation coefficients are presented. For that, a
phantom consisting of different materials is measured at 35 kVp and 50 kVp. In order
to avoid phase-wrapping and decrease beam hardening effects, the phantom was mea-
sured in a water container. The resulting quantitative electron density and absorption
coefficients fit well in comparison to theoretical values.

To calculate the effective atomic number, which was performed here for low effective
atomic numbers (Zeff ≤ 8), the ratio of the experimentally measured electron density
values over the attenuation coefficients is compared with tabulated attenuation cross
sections using the approach shown in Willner et al. (2013). The effective energy is
used to determine the attenuation cross section reducing its dependence on the atomic
number. The resulting effective atomic numbers are in good agreement with reference
values. Finally, the effect of beam hardening with a phantom immersed in different
surrounding liquids was investigated. The differences in electron densities turned out
to be small for all three experiments, the same is valid for the differences in effective
atomic numbers. However, for low absorbing surrounding liquids like oil additional
beam hardening correction had to be applied.

5.2 Theory of quantitative GBPC-CT

5.2.1 Effective energy calibration and electron density calcu-
lation

The tomographic reconstruction of the processed ATC and DPC projections leads to
both the transmission signal T and the lateral phase-shift of the interference pattern
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ϕ (cf. Eqs. 2.59 and 2.60). The attenuation coefficient can be calculated as

µrel = − log T

peff

, (5.1)

with the effective pixel size peff and the refractive index decrement determined as

δrel =
p2

2πd

l + r

l
ϕ, (5.2)

including the sample dependent reduction of the sensitivity defined in Eq. (4.8). As
the quantities are measured usually in a water containment, they are denoted with
the subscript ’rel’. In order to calculate now absolute quantitative values, energy
calibration has to be performed (Herzen et al., 2009).

For calibration of the effective energy, one compares the experimental values of
a known material – e.g. the PMMA rod included in the measurements – with the
theoretical energy-dependent data. The theoretical energy-dependent differences of
PMMA and water are compared with the experimental data. The minimal difference
corresponds then to the assigned effective energy, which is performed for both the
refractive index decrement δ and the attenuation coefficient µ leading to the effective
energies Eeff,δ and Eeff,µ.

To determine the absolute attenuation coefficient, the attenuation value of water
µabs(EH2O) has to be added to the measured relative attenuation signal µrel

µabs = µrel + µH2O(Eeff,µ). (5.3)

The absolute refractive index decrement can be accessed in a similar way via adding
the refractive index decrement of water δH2O(Eeff,δ) in dependency of the energy

δabs = δrel + δH2O(Eeff,δ). (5.4)

The electron density, which is experimentally determined with GBPC-CT, is then

ρe =
E2

eff,δ

2πr0~2c2
δabs, (5.5)

according to Eq. (2.20). Theoretically, the electron density can be calculated if the
mass density ρ and composition of the material is known:

ρe = ρNA

∑
wiZi∑
wiAi

, (5.6)

where the weights wi account for the fraction of electrons of atom i. Zi is the atomic
number, Ai the mass number, and NA Avogadro’s number. The electron density of a
single atom can be calculated by

ρe = ρNA
Z

A
. (5.7)
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or approximated for molecules with negligible hydrogen occurrence to

ρe ≈ ρ
NA

2
. (5.8)

5.2.2 Hounsfield units

In analogy to medical CT, the refractive index decrement can be expressed in phase-
contrast Hounsfield units. Conventional Hounsfield units base on the attenuation
coefficients, which are normalized to water and air as

HU =
µ− µwater

µwater − µair

· 1000, (5.9)

with µ being an energy-dependent quantity conventional Hounsfield units are energy-
dependent. A similar quantity can be defined for phase-contrast imaging, namely the
phase-contrast Hounsfield units

HUp =
δ − δwater

δwater − δair

· 1000, (5.10)

based on the refractive index decrement δ (Donath et al., 2010). Exploiting Eq. (5.5),
the phase-contrast Hounsfield units can be expressed by the electron density

HUp =
ρe − ρe,water

ρe,water − ρe,air

· 1000, (5.11)

which expresses that the phase-contrast Hounsfield unit is a quantity independent of
the energy in contrast to the attenuation Hounsfield units. Conventional and phase-
contrast Hounsfield units are primarily used in the medical context, as presented e.g.
in Ch. 7.

5.2.3 Determination of the effective atomic number

With the electron density and attenuation coefficient at hand, one can determine the
effective atomic number Zeff . In contrast to the electron density, the total attenuation
coefficient still depends on both the energy and the atomic number. Assuming a single
atom, the total attenuation coefficient is formed by

µ = ρ
NA

A
σtot(E,Z), (5.12)

with σtot being the total cross section. The latter is based on three effects, namely the
photoelectric (ph) effect as well as coherent (coh) and incoherent (incoh) scattering

σtot(E,Z) = σph(E,Z) + σcoh(E,Z) + σincoh(E,Z), (5.13)

as outlined in Sec. 2.1.1. If one expands Eq. (5.12) with the atomic number and uses
Eq. (5.7), one gets an expression which depends on the electron density, the atomic
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number, and the total absorption cross section:

µ = ρe
σtot(E,Z)

Z
. (5.14)

Rearranging this expression leads to

ρe

µ
=

Z

σtot(E,Z)
, (5.15)

with the left side being the ratio of the electron density over the attenuation coefficient,
which can be experimentally determined with GBPC-CT. σtot(E,Z) can be accessed
from tabulated data (McCullough, 1975; Berger et al., 2010; Hubbell, 1969). Now one
can calculate the effective atomic number Zeff with GBPC-CT if one compares the
experimental ratio of Eq. (5.15) for compound materials with the interpolated curve
of the tabulated data using the effective energy Eeff .

Independent calculation of the atomic number is not trivial (Taylor et al., 2012).
However, one can use an empirical formula

Zeff = 2.94

√∑
i

(wiZi)2.94 (5.16)

as theoretical reference, where wi is the total fraction of electrons and Zi the atomic
number of each component of the molecule (Spiers, 1946; Murty, 1965). Different val-
ues are given by the XMuDat software, which is used as a second reference (Nowotny,
1998; Boone and Chavez, 1996) and uses a factor of 3.5 as value in Eq. (5.16).

5.3 Results and Discussion

5.3.1 Electron density and absorption coefficients

For determination of the electron density and the attenuation coefficients, tomographic
scans of a phantom consisting of five different polymers at two tube voltages 35 kVp

Tab. 5.1 Electron density values and linear attenuation coefficients of different polymers
and water. The data was evaluated from phantom measurements at tube voltages of 35 kVp
and 50 kVp (cf. Fig. 5.1). The theoretical reference values can be found in Hubbell (1969); Berger
et al. (2010). Table adapted from Birnbacher et al. (2018c).

material ρe ρe ρe,theo. µ µtheo. µ µtheo.

(35 kVp) (50 kVp) (35 kVp) (25.0 keV) (50 kVp) (34.5 keV)
[e/nm3] [e/nm3] [e/nm3] [1/cm] [1/cm] [1/cm] [1/cm]

LDPE 315.5 ± 0.8 316.2 ± 1.9 315.9 0.296 ± 0.010 0.299 0.231 ± 0.006 0.229
Nylon 377.2 ± 0.8 377.1 ± 1.9 376.0 0.418 ± 0.010 0.410 0.295 ± 0.006 0.291
PEEK 405.9 ± 0.9 405.3 ± 1.9 407.3 0.461 ± 0.009 0.457 0.321 ± 0.006 0.322
POM 451.5 ± 1.1 452.7 ± 2.1 452.3 0.607 ± 0.009 0.603 0.392 ± 0.006 0.390
PMMA 385.8 ± 0.9 385.9 ± 2.1 386.4 0.460 ± 0.010 0.459 0.315 ± 0.007 0.314
Water 333.4 ± 0.8 333.5 ± 2.0 334.2 0.509 ± 0.009 0.508 0.314 ± 0.006 0.313
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Fig. 5.1 Results of the phantom measurement at different source spectra. Axial slices
of two scans at at 35 kVp and at 50 kVp with an aluminum filter. The phantom consists of five
different materials (1: LDPE, 2: POM, 3: PEEK, 4: Nylon, and 5: PMMA) embedded in a water
surrounding. The absorption coefficients are displayed on the left and the electron density value
on the right. The attenuation coefficient µ is linearly displayed in an interval of [0.2, 0.6] in 1/cm
and the electron density ρe in an interval of [300, 450] in e/nm3. Figure adapted from Birnbacher
et al. (2018c).

and 50 kVp were performed, the latter with an additional aluminum filter to harden
the spectrum. Fig. 5.1 illustrates the corresponding axial slices of the retrieved data.
The phantom consists of low-density polyethylene (LDPE), polyoxymethylene (POM),
polyetheretherketone (PEEK), Nylon, and polymethylmethacrylate (PMMA), embed-
ded in a water container. In Fig. 5.1 (A) and (C), one observes the different contrast
in the attenuation signal, which originates from the energy dependence of the attenu-
ation coefficient. In the attenuation image (C), the contrast between Nylon, PMMA,
and the surrounding water is low. The electron density remains however at the same
level (cf. Fig. 5.1 B and D). Nylon and PMMA have similar electron density, but both
materials can be differentiated in the attenuation signal in Fig. 5.1 (A).

The experimental attenuation coefficients are plotted versus the electron densities in
Fig. 5.2 (A) and (B) for both energies to visualize the complementarity of both signals.
The distance of the attenuation values to the Compton cross section decreases with
increasing energy. Comparing PMMA and PEEK, one can see that the attenuation
values are quite similar, especially at 50 kVp.

A quantitative comparison of the obtained data with theoretical values is summa-
rized in Tab. 5.1. The mean and standard deviation of 150×30×30 voxels are com-
pared with the corresponding theoretical values (Hubbell, 1969; Berger et al., 2010).
The electron density is calculated according to Eq. (5.6). The effective energies of both
scans were determined to Eeff,δ = 25.7±0.1 keV for 35 kVp and Eeff,δ = 30.0±0.1 keV for
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50 kVp for the phase-contrast data. For the attenuation contrast data, both effective
energies were Eeff,µ = 25.0±0.1 keV for 35 kVp and Eeff,µ = 34.5±0.1 keV for 50 kVp.
The composition of the polymers and their mass density are presented in Tab. 5.2. All
experimental electron density values with exception of PEEK lie within the range of
the standard deviation. The values of PEEK are only slightly off but still below 1%
deviation. The same statement can be made for the attenuation coefficients, which
show overall good agreement to literature values and other phase-contrast experiments
(Sarapata et al., 2014, 2015). The overall electron density resolution is approximately
1.0 e/nm3 for the 35 kVp experiment and approximately 2.0 e/nm3 for the 50 kVp mea-
surement. Higher total exposure times would increase the electron density resolution
(Birnbacher et al., 2016).

5.3.2 Effective atomic number

With the experimental determination of the absorption coefficient and the electron
density, it is now possible to extract the effective atomic number Zeff as described
by Eq. (5.15). The calculated theoretical values are compared and plotted against the
experimental results in Fig. 5.3. The interpolated curves determine the theoretical val-
ues for both calibrated effective energies. The experimentally determined ratio of ρe/µ
is then compared with the interpolated reference data, thereby getting the effective
atomic number corresponding to this ratio. The results are summarized in Tab. 5.2.
Compared to both provided references, the experimental values lie within the respec-
tive standard deviations with exception of LDPE, which is increased. The uncertainty
of the calculation of the effective atomic numbers is based on the standard deviation
of the attenuation coefficients, the electron density resolution, and the uncertainty of
the calibration of the effective energy of 0.1 keV.

In comparison to Ref. 1, the effective atomic numbers deviate slightly (Spiers, 1946).
The underlying formula (cf. Eq. 5.16) is however only an empirical approximation and
not a ground truth (Taylor et al., 2012). The values provided by Ref. 2 (Nowotny,
1998) were closer to our determined effective atomic numbers for the phantom values.

Tab. 5.2 Comparison of the determined effective atomic number Zeff with reference
values. The theoretical effective atomic numbers of Ref. 1 were calculated from the elemental
compositions of the materials according to Eq. (5.16). Ref. 2 is based on Nowotny (1998), the
mass density ρ based on the data provided by the manufacturer (Goodfellow Cambridge Ltd.).
Nylon is of type 6,6. Table adapted from Birnbacher et al. (2018c).

material chemical formula ρ Zeff Zeff Zeff Zeff

[g/cm3] (ref. 1) (ref. 2) (25.0 keV) (34.5 keV)
LDPE [C2H4]n 0.92 5.44 5.53 5.49 ± 0.10 5.68 ± 0.08
Nylon [C12H22N2O2]n 1.14 6.12 6.21 6.26 ± 0.10 6.26 ± 0.08
PEEK [C19H12O3]n 1.30 6.38 6.32 6.38 ± 0.10 6.36 ± 0.08
POM [CH2O]n 1.41 6.95 7.03 7.03 ± 0.10 6.98 ± 0.08
PMMA [C5H8O2]n 1.19 6.47 6.56 6.55 ± 0.10 6.57 ± 0.08
Water H2O 1.00 7.42 7.51 7.51 ± 0.10 7.54 ± 0.08
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Fig. 5.2 Total linear attenuation coefficients in dependency of the electron density
values. The experimental linear attenuation coefficients µ are plotted against the corresponding
electron densities ρe obtained from CT measurements at 35 kV (A) and 50 kV (B). Standard
deviations are indicated by error bars and the solid line represents the linear attenuation coefficient
for Compton scattering µincoh. Figure adapted from Birnbacher et al. (2018c).

5.3.3 Effect of beam hardening

In a further GBPC-CT experiment, the impact of beam hardening on the quantitative
quality of the electron density and effective atomic number was investigated. In or-
der to simulate sufficiently strong beam hardening effects, three different surrounding
liquids, namely water, oil, and a 5% sodium chloride (NaCl) solution, were chosen.
The measurements were performed at a voltage of 40 kVp, which corresponds to the
optimum setup configuration to render the results comparable in best way. The NaCl
solution mimics tissue environment with high density like fibrous tissue and the oil
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Fig. 5.3 Determination of the effective atomic number for two different energies. The
ratio of the experimentally determined electron density over the linear attenuation coefficient
ρe/µ of single elements is compared with the interpolated ratio of the atomic number over the
total cross section Z/σtot at two different energies (25.0 keV and 34.5 keV), which were obtained
by the effective energy calibration. The colored crosses represent the experimental results from
the phantom measurements (cf. Fig. 5.1) plotted against the calculated effective atomic numbers
of the respective materials. Figure adapted from Birnbacher et al. (2018c).

is used to represent adipose tissue (Woodard and White, 1986). The phantom itself
consists of four Eppendorf tubes filled with water, blood, a 5% water sodium chloride
(NaCl) solution, and oil, as the GBPC-CT setup is intended for biomedical research.
For calibration, three PMMA rods were added.

Figure 5.4 (A)-(C) shows three different axial slices of the electron density ρe and the
corresponding slices of the effective atomic number Zeff (cf. Fig. 5.4 D-F), which was
determined as described in the previous section (cf. Sec. 5.3.2). The PMMA rods were
used to determine an effective energy in all three data sets. The determined effective
energies and electron density results are summarized in Tab. 5.3, the effective atomic

Tab. 5.3 Relative comparison of the electron density of the liquids phantom in depen-
dence of different surrounding liquids at 40 kVp. Results of three phantom measurements
with different surrounding liquids. With exception of PMMA and water, no absolute reference
values are given (cf. Tab. 5.1). Table adapted from Birnbacher et al. (2018c).

surrounding liquid water oil 5 % NaCl
Eeff,µ [keV] 27.2± 0.1 27.1± 0.1 27.6± 0.1
Eeff,δ [keV] 27.0± 0.1 26.9± 0.1 27.3± 0.1
1 - PMMA [ρe in e/nm3] 386.2± 1.0 386.4± 1.0 385.9± 1.6
2 - blood [ρe in e/nm3] 354.0± 1.0 355.1± 0.9 353.7± 1.1
3 - water [ρe in e/nm3] 333.9± 1.0 333.8± 0.9 334.2± 1.0
4 - 5% NaCl [ρe in e/nm3] 343.0± 1.0 344.3± 0.8 342.4± 1.5
5 - oil [ρe in e/nm3] 305.9± 0.9 305.1± 1.0 307.4± 1.0
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Fig. 5.4 Beam hardening experiments. Electron density and effective atomic numbers of
a phantom measurements with different surrounding liquids are visualized to study the effect
of the polychromatic X-ray spectrum on the determination of the effective energy due to beam
hardening. The top row represents the electron density, the bottom row the effective atomic
numbers. The tube voltage was 40 kVp. Subfigures (A) and (D) show axial slices of the phantom
immersed in water, subfigures (B) and (E) the same phantom in oil, and subfigures (C) and (F)
the phantom in the 5% NaCl solution. The components and results of the phantom are listed in
Tab. 5.3 and 5.4. The electron density ρe is displayed linearly in an interval of [300, 400] in e/nm3

and the effective atomic number Zeff in an interval of [5, 9]. Figure adapted from Birnbacher
et al. (2018c).

number Zeff in Tab. 5.4.

As one would expect due to beam hardening, the effective energy increases slightly
from oil (27.1 keV) over water (27.2 keV) to the NaCl solution (27.6 keV). The effective
energy of the attenuation contrast Eeff,µ is higher in comparison to the effective energy
of the phase-contrast Eeff,δ (cf. Tab. 5.3), which originates in the different dependencies
of the signals on e.g. the spectrum, filter, or the setup design for the phase-contrast
signal. However, the effective energies for both modalities are quite similar, which
can be explained by the way of effective energy determination. The position and the
material type are essential for the effective energy determination, which is here the
PMMA rod in the center of the tube. Less attenuating materials in the outer part of
the tube suffer more from beam hardening. In the case of oil as surrounding liquid, the
effect of beam hardening was so strong that polynomial beam hardening correction as
presented in Herman (1979) had to be used.

Comparing the electron density results in Tab. 5.3, the absolute values for water
and PMMA are in good agreement with reference values (cf. Tab. 5.1) and the relative
differences in liquids lie within the range of the noise except for the blood and NaCl
in the oil surrounding solution as well as the NaCl in the NaCl surrounding solution.
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But the maximum deviation of the electron density is still below 1 %. The electron
density resolution determined in the PMMA rods is ranging from 1.0 to 1.6 e/nm3.

Regarding the effective atomic number, the absolute effective atomic numbers for
PMMA and water are in good agreement in comparison to Tab. 5.2. Comparing the
different surrounding liquids, all results of the effective atomic number lie within the
respective standard deviation except for the NaCl combination. However, beam hard-
ening correction or sufficiently strong filtering from the surrounding liquids water and
the NaCl solution was necessary. Otherwise, strong streaks and cupping artifacts
would appear and limit the use of the approach.

5.4 Conclusion

In this chapter, the effective atomic number determination with a laboratory GBPC-
CT setup with a single tomographic scan is illustrated. The quantitative results of
the electron density and the effective atomic number turned out to be reliable in the
investigated energy range. The possibility to perform reproducible quantitative tomo-
graphic phase-contrast scans was demonstrated and is in good agreement with several
preclinical studies (Saam et al., 2013; Hetterich et al., 2014; Grandl et al., 2014; Fin-
gerle et al., 2014). The variation of effective atomic numbers for oil shows that a certain
level of filtering of the spectrum or beam hardening correction is necessary to obtain
reliable values. The electron density varies only marginally for different surrounding
liquids and is not as prone to beam hardening as the attenuation coefficient.

In comparison to related work, one needs only a single calibration for the effective
energy. Qi et al. (2010) used multiple material calibration neglecting the coherent part
of the cross section σcoh. Moreover, the used exponential fit depends on the quality
of reference effective atomic numbers, which can limit the precision of the method.
In addition to Willner et al. (2013), this chapter shows that the approach also works
with polychromatic X-ray sources. In comparison to DECT, GBPC-CT does not need
complex calibration to access the electron density and the effective atomic number.
However, GBPC-CT is still at an experimental level and not already clinically imple-
mented like DECT. Furthermore, the polychromatic GBPC-CT experiments shown
here have only been investigated for energies up to 50 kVp and for materials with low
atomic number (Zeff ≤ 8).

Tab. 5.4 Relative comparison of the effective atomic number of the liquids phantom
in dependence of different surrounding liquids at 40 kVp. With exception of PMMA and
water, no absolute reference values are given (cf. Tab. 5.2). Table adapted from Birnbacher et al.
(2018c).

surrounding liquid water oil 5 % NaCl
1 - PMMA [Zeff ] 6.58± 0.07 6.55± 0.06 6.58± 0.08
2 - blood [Zeff ] 7.61± 0.06 7.61± 0.06 7.58± 0.07
3 - water [Zeff ] 7.49± 0.08 7.50± 0.06 7.47± 0.07
4 - 5% NaCl [Zeff ] 8.37± 0.07 8.38± 0.06 8.30± 0.07
5 - oil [Zeff ] 5.92± 0.09 5.97± 0.08 5.98± 0.09
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Future work in the direction of quantitative GBPC-CT will include investigation of
the electron density and the effective atomic number at higher polychromatic energies
increasing the range of application for larger samples. Moreover, the implementation of
spectral detectors could allow to improve the performance of the method by reducing
beam hardening artifacts and avoid effective energy calibration.



CHAPTER 6

Tilted grating PC-CT

Short summary

This chapter describes the effect of the grating orientation on GBPC-CT imaging with
respect to image quality. Thereby, the sensitivity of DPC projections depends on the
orientation of the usually one-dimensional grating structures, which can be modified
by tilting the gratings. First, two-dimensional phase-integration and subsequent filtered
backprojection tomographic reconstruction with tilted gratings is presented. This an-
alytical approach however revealed difficulties occurring at the laboratory GBPC-CT
setup used here. A combination of tilted gratings with statistical iterative reconstruc-
tion (SIR) is investigated in this chapter to overcome the limitations of the analytical
method. The main results of this chapter are published in Birnbacher et al. (2018b).

6.1 Introduction

A method to improve the quality of tomographic data in GBPC-CT is the imple-
mentation of tilted gratings. With this approach, the full two-dimensional differential
phase-contrast (DPC) information can be utilized to reduce streak artifacts, which are
comparable to metal artifacts occurring in conventional computed tomography.

Current gratings are usually line gratings with one-dimensional phase-sensitivity
and are only sensitive to changes in the DPC signal perpendicular to the orientation
of the grating lines. Different ideas to access the full DPC signal have been proposed.
One idea is to utilize two-dimensional phase gratings (Zanette et al., 2010). This
approach is limited by the achievable grating fabrication quality and the required two-
dimensional phase-stepping procedure. Single-shot methods on the other side imply
reduced spatial resolution (Wen et al., 2010; Itoh et al., 2011).

A different method using the line gratings is to perform two DPC scans of an object,
which is rotated by π/2 after the first scan. Subsequent phase-integration of both
DPC scans leads to the full two-dimensional phase information (Kottler et al., 2007a;
Arnison et al., 2004), which shows artifact reduction and additional direction-sensitive
features (Scherer et al., 2014). The resulting phase projections could be used for phase-
contrast tomography, but the rotation of the sample or respectively the interferometer
is experimentally difficult and causes additional mechanical movement reducing the
phase-contrast sensitivity.

Tilting the gratings by π/4 with respect to the optical axis and performing phase-
contrast tomography with additional processing allows to access two-dimensional phase-
contrast tomograms. The results, which were first produced at a synchrotron facility,
show an overall improvement of the phase-contrast tomogram including reduced streak
artifacts (Rutishauser et al., 2011).
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Translating this approach from synchrotron to laboratory GBPC-CT setups is of
limited feasibility due to the cone beam geometry, as two opposing DPC projections
are not matched anymore. Moreover, the necessary rotation of the DPC projections
includes additional interpolation steps and the method is not robust to a non-perfectly
aligned rotation axis.

A novel approach investigated in this chapter to access the full phase-contrast infor-
mation is tilting the gratings in combination with a statistical iterative reconstruction
(SIR). In more detail, the DPC projections are measured as with conventional GBPC-
CT setups as solely the gratings are tilted by π/4 with respect to the tomographic
axis around the optical axis. Instead of the additional processing outlined above in the
analytic approach, the SIR algorithm is used with adapted direction of the derivative
operator. This is achieved by replacing the horizontal derivative operator with an op-
erator working in diagonal direction. The full 360◦ DPC projections are reconstructed
without any further adaptations.

In the following part of this chapter, the directional dependency of the sensitivity is
presented followed by an explanation of the analytical approach using two-dimensional
phase-integration and filtered backprojection tomographic reconstruction. Next, the
SIR-based GBPC-CT approach with tilted gratings is outlined and the main results
are discussed. The achieved results show a significant quality improvement of the
phase-contrast tomogram in comparison to the conventional GBPC-CT configuration.

6.2 Sensitivity direction

The refraction angle is in general a two-dimensional quantity and related to the gradi-
ent of the phase via tanα =

∣∣ 1
k
∇Φ
∣∣, as shown in Sec. 2.3. With the use of line gratings,

only a component of the refractive angle or correspondingly of the DPC signal can be
retrieved. In order to obtain a DPC signal, at least a component of the DPC signal
parallel to the grating lines is needed to induce a lateral phase shift of the interference
pattern. Structures oriented perpendicularly to the grating lines cannot be visualized.

The conventional GBPC-CT setup configuration is depicted in Fig. 6.1 (A), where
the grating lines are oriented in parallel to the tomographic axis. Regarding the sen-
sitivity direction, an object causes the same signal independently of the tomographic
angle, but a purely horizontal structure would be missed. In contrast, the combination
of a 45◦-tilt of the gratings and tomography enables to measure complementary DPC
signals as illustrated in Fig. 6.1 (B).

For better visualization, the DPC signals of a phantom consisting of PMMA (poly-
methylmethacrylate) rods oriented in vertical, horizontal, and diagonal direction were
measured at 0◦ and 180◦ sample rotation (cf. Fig. 6.2). In Fig. 6.2 (A) and (B) only
vertical components of the phantom can be observed. The vertical and diagonal part
of the object are visualized, but the horizontal part is missed. In contrast to that,
Fig. 6.2 (C) and (D) present a different situation with the tilted grating configuration.
The image content is varying in those DPC projections. The vertical and horizontal
components of the phantom are seen at both orientations, as both structures have com-
ponents parallel grating orientation. However, the diagonal phantom part is missed in
Fig. 6.2 (C), since the structure component is perpendicular to the grating orientation,
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Fig. 6.1 Laboratory GBPC-CT set-up with different grating orientations. Subfigure
(A) shows the conventional Talbot-Lau interferometer with the grating lines in parallel to the
tomographic axis. Subfigure (B) shows the tilted grating configuration with a rotation of the
grating lines by π/4 with respect to the optical axis. The sample is indicated as a gray cylinder
centered around the tomographic axis. The three gratings are the source grating G0, the phase
grating G1, and the analyzer grating G2. X-ray source and detector are not shown in this figure.
Figure adapted from Birnbacher et al. (2018b).

and fully visible in Fig. 6.2 (D) because the phantom structure is in parallel to the
grating lines. Regarding all projection angles, the DPC information is complementary
in the tilted grating approach, whereas in the standard configuration, the directional
sensitivity of the DPC signal stays constant.

6.3 Phase integration and filtered backprojection

The analytical method to utilize the full phase-gradient information in tomography
is based on two-dimensional phase integration and subsequent filtered backprojection
with a standard filter kernel (Rutishauser et al., 2011). A full tomographic scan is
performed in tilted grating configuration over a sample rotation of 360◦. The process-
ing of the phase-stepping data to obtain DPC projections ϕ does not differ from the
setup configuration with normal grating orientation.

6.3.1 Two-dimensional phase integration

For phase-integration, two opposing DPC projections ϕ(0) and ϕ(π) with gradients
in diagonal direction are combined to form two DPC projections with gradients in
horizontal and vertical direction

ϕx(0) =
ϕ(0)− ϕ(π′)

2 cosα
(6.1)
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Fig. 6.2 Experimental DPC projections illustrating the directional dependency of the
DPC signal sensitivity. The projections in the top row were measured with the vertical grating
configuration, the bottom row with tilted gratings. Subfigures (A) and (C) depict the DPC signal
of the phantom at 0◦. Subfigures (B) and (D) show the same sample at 180◦ sample rotation
with respect to the tomographic axis. The DPC signal of the full phantom shape is represented
by subfigure (D). The colored arrows mark typical differences in sensitivity at the same rotational
position arising from the different grating orientation. Both opposing DPC projections ϕ(0) and
ϕ(π) of the phantom were determined with 11 phase-steps and 5 s exposure time per phase-step.
The phantom was immersed in a water container to reduce phase-wrapping artifacts. The gray
scale of the lateral phase shift of the interference pattern ϕ is in the linear range of [−0.4, 0.4].
Figure adapted from Birnbacher et al. (2018b).

and

ϕy(0) =
ϕ(0) + ϕ(π′)

2 sinα
, (6.2)

with ϕ(π′) being the horizontally flipped version of ϕ(π) (Rutishauser et al., 2011).
With two opposing phase-gradients ϕx and ϕy, one can calculate the two-dimensional
phase Φ′ using Fourier transform F

Φ′(x, y) = F−1

{
F {ϕx + iϕy} (k, l)

2πi(k + il)

}
(x, y), (6.3)

where k and l denote the Fourier frequencies (Kottler et al., 2007a). The algorithm
used here to reduce edge discontinuity in phase integration via Fast Fourier Transform
(FFT) with image mirroring is outlined in Arnison et al. (2004).

The reconstruction of the phase projections over 180◦ is done with conventional
filtered backprojection using a Ram-Lak filter. To access the quantitative phase Φ
instead of the integrated lateral phase-shift of the interference pattern Φ′, one needs
to include Eq. (2.55) leading to

Φ(x, y) =
p2

λd
Φ′(x, y), (6.4)
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Fig. 6.3 Comparison of DPC projections with tilted and normal grating orientation of a
mouse sample. Subfigures (A) and (C) depict the DPC signal of the mouse at rotation angle
0◦, subfigures (B) and (D) represent the same sample at the opposing 180◦ sample position. The
colored arrows mark conspicuous differences at the same rotational position like ribs or intestines.
Subfigures (E) - (H) represent magnifications of the respective rectangles in subfigures (A) - (D).
The scale of ϕ is linearly displayed in an interval of [−0.4, 0.4]. Figure adapted from Birnbacher
et al. (2018b).

with the geometrical parameter d, the analyzer grating period p2, and the wavelength
λ.

6.3.2 Results and discussion

To showcase tilted grating GBPC-CT, a measurement of a mouse sample is presented.
The object was measured in two configurations, first with the standard vertical grating
configuration as visualized in Fig. 6.1 (A), and with the tilted grating configuration
with a tilt angle of α = π/4 as illustrated in Fig. 6.1 (B). The sample position was
unchanged during this experiment as only the gratings were rotated. Moreover, the
scan parameters were identical in both cases, namely 11 phase-steps, 5 s exposure
time per phase step, and 1200 projection angles. The object was placed in a plastic
container filled with formalin solution. For the determination of the DPC projections,
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identical processing algorithms were used.

Resulting DPC projections by way of example are depicted in Fig. 6.3. The colored
arrows mark visible differences in the different DPC projections. In Fig. 6.3 (A),
the ribs are clearly evident, but cannot be resolved in Fig. 6.3 (C) with the tilted
configuration. However, Fig. 6.3 (D) provides DPC information in horizontal direction
that would be otherwise lost in the conventional configuration (cf. Fig. 6.3 B).

With the tilted projections, it is now possible to calculate the DPC projections with
gradient in vertical and horizontal direction as shown in Fig. 6.4 (A) and (B). The
DPC projection ϕx with tilted gratings should be the same as the DPC projection ϕ
with vertical gratings (cf. Fig. 6.3 A), but the quality of the projections ϕx and ϕy is
limited. The calculated one-dimensional phase-integration of the ϕx projection causes
pronounced streaks (cf. Fig. 6.4 C). The two-dimensional phase-integration according
to Eq. (6.3) allows to reduce significantly the streak artifacts combining both the pro-
jections ϕx and ϕy (cf. Fig. 6.4 D).

The tomographic reconstructions of the one-dimensional phase, the two-dimensional
phase – both based on the tilted grating data – and the conventional DPC data with
vertical gratings are shown in Fig. 6.5. Comparing the exemplary tomographic slices,
the images acquired with tilted gratings have increased blur. However, it is obvious,
that the two-dimensional phase-contrast data reduces the streak artifacts in the sagittal
slices. In order to investigate if this effect originates from interpolation, the tilted
grating phase-contrast signal based only on the ϕx data is also shown (cf. Fig. 6.5 B and
E). Due to the combination of two opposing DPC projections, the phase reconstruction
is performed only over 180◦. This can be observed in the streaks in the axial slices of
both tilted grating slices marked by the arrows with asterisks (cf. Fig. 6.5 B and C).

Additionally, quantitative values in a volume of 20×20×20 voxels in the PMMA rod,
the white disc in Fig. 6.5 (A)-(C), were compared. The mean and standard deviation of
the phase in the normal configuration were (5.12±0.07)×10−2, for the phase-contrast
data in tilted calculated in one-dimension (4.27±0.07)×10−2, and (4.70±0.03)×10−2

for the tilted phase-contrast data calculated by two-dimensional phase integration.

Difficulties using a laboratory GBPC-CT setup

The analytical approach was demonstrated at a synchrotron facility with parallel beam
geometry and showed beneficial results for GBPC-CT (Rutishauser et al., 2011). At
the GBPC-CT setup presented in this work however, one has to deal with cone beam
geometry. The beam divergence is approximately 11 mrad with 30 mm sample diameter
at a distance of 1370 mm away from the source. Sample features at off-center position
with respect to the tomographic axis have different magnifications, which renders the
matching of the two opposing DPC projections ϕ(0) and ϕ(π) inaccurate or even
impossible. This is illustrated by the mismatch of the vertical tube edges in the DPC
projection ϕy of the mouse sample marked by the top right arrow in Fig. 6.4 (B).

The analytical method has moreover increased requirements of the axis alignment
accuracy and deviations need to be corrected by rotating the projection axes. The
matching of the projections to form the two DPC projections is done with the atten-
uation images. If the sample attenuation is weak which is often the case in phase-
contrast imaging of soft tissue or the sample magnification is too strong, the matching
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Fig. 6.4 Tilted gratings DPC and phase projections of a mouse sample. The top row shows
the two DPC gradients calculated according to Eqs. (6.1) and (6.2). Subfigure (A) shows the
projection ϕx with gradient in x-direction, as can be seen by the vertical structures. Subfigure (B)
visualizes the projection ϕy with gradient in vertical direction. Using one-dimensional phase-
integration leads to the phase-projection in subfigure (C). Performing two-dimensional phase-
integration (cf. Eq. 6.3) of the DPC projections with gradients in vertical and horizontal direction
leads to subfigure (D). The scale of ϕ is linearly displayed in an interval of [−0.6, 0.6], the phase
Φ′ in a linear range of [−6.0, 6.0].

algorithm is prone to fail. The matching of the mouse sample was only possible due
to the good attenuation of the bones and the edges of the Falcon tube. Matching of
the PMMA rod as depicted in Fig. 6.2 to form the projections ϕx and ϕy in contrast
was not possible. Also, a rotation of the projection reduces the spatial resolution due
to interpolation caused by the numerical rotation.

An additional practical problem is the limitation of the phase data to 180 degrees,
which reduces the accuracy of the determination of the center of rotation necessary
for reconstruction and reducing the quality of the quantitative data. A reduction of
noise could however be observed.

6.4 Statistical iterative reconstruction approach

The combination of statistical iterative reconstruction with tilted gratings is possible
by adapting the derivative direction of the SIR algorithm for DPC imaging. The
SIR algorithm is based on a maximum a-posteriori using statistical properties of the
projection data and enforcing prior knowledge, as described in Sec. 2.4.2. In detail,
the cost function as stated in Eq. (2.87) is minimized

L =
∥∥∇Af − p

∥∥2

w
+ λRγ(f), (6.5)



86 6.4. STATISTICAL ITERATIVE RECONSTRUCTION APPROACH

Fig. 6.5 Comparison of phase-contrast tomograms with tilted and normal grating orien-
tation using the analytical approach. The left column represents conventional phase-contrast
results with vertical grating orientation, the other two columns show data measured with tilted
grating orientation. The dashed lines represent the corresponding axial or sagittal slices, the
arrows mark specific differences in the data. The phase Φ is displayed in a linear range of
[−0.01, 0.03].

with p being the retrieved DPC projections, A being the forward projection system
matrix, and f being the reconstructed tomographic volume. The variances of the
projection data w are calculated by least-squares processing of the raw projections
(Hahn et al., 2015) and λRγ(f) represents the Huber regularization with parameters λ
and γ constraining the ill-posed reconstruction problem. In this work, the derivative
operator ∇ for the conventional SIR algorithm with horizontal DPC gradient direction
is chosen to be a convolution of the data with

∇horiz =
[
−1 +1

]
. (6.6)

The diagonal derivative operator∇diag for the two possible tilted grating configurations
with an angle of α = ±π/4 is the so-called Roberts cross operator formulated as

∇diag =
1√
2

[
0 +1
−1 0

]
and

1√
2

[
+1 0
0 −1

]
. (6.7)

In principle, other tilt angles can be utilized, but the optimum signal complementarity
is achieved at α = π/4. In this reconstruction procedure, a limited-memory Broyden-
Fletcher-Goldfarb-Shanno (L-BFGS) algorithm is employed (Nocedal, 1980; Okazaki
and Nocedal, 2010) until the difference of 20 consecutive iterations was less than
1 × 10−3, as used in Sun et al. (2015). The regularization threshold parameter γ
was fixed in both reconstructions (γ = 10−3) to enforce a comparable edge-sharpness
and the regularization strength λ was adapted individually (λvertical = 1.5× 10−1 and
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Fig. 6.6 Comparison of phase-contrast tomograms with tilted and normal grating ori-
entation and different reconstruction methods. Exemplary tomographic slices of the same
mouse sample from Fig. 6.5 are shown. The left column shows the conventional FBP recon-
struction of the GBPC-CT data with vertical gratings in axial (A) and sagittal slices (D) and
(G). The middle column visualizes the same data set reconstructed with the SIR algorithm with
vertical gratings. The right column depicts the adapted SIR data set compatible to tilted grating
orientation. Magnification of the marked rectangles in the sagittal slices of subfigures (D),(E),
and (F) is depicted in the bottom row. There, the arrows mark particular differences in the
corresponding sagittal slices. The dashed lines indicate the corresponding axial or sagittal slice.
All phase-contrast values Φ are ranged in a linear scale of [−0.01, 0.03]. Figure adapted from
Birnbacher et al. (2018b).

λtilted = 3.0 × 10−3) to reach an overall comparable noise level in the image. Both
regularization parameters were chosen empirically.

6.4.1 Results and discussion

In order to compare the FBP and the SIR algorithm, the DPC projections with the
standard grating configuration were reconstructed with filtered backprojection using
the Hilbert filter (cf. left column in Fig. 6.6) and the SIR algorithm with the horizontal
gradient ∇horiz (cf. middle column in Fig. 6.6). Both data sets show similar horizontal
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streaks in sagittal view. The input data for both reconstructions was identical.

The tilted grating SIR tomographic data of the measurement with tilted gratings is
depicted in the right column in Fig. 6.6. Comparing all axial slices, visible differences
in the axial slices include less pronounced streaks emerging from the mouse spine
in the tilted phase-contrast data (cf. Fig. 6.6 A-C). In the sagittal slices however, the
differences are more distinct as the horizontal streaks from the mouse spine are strongly
reduced in the tilted data set (cf. Fig. 6.6 D-F). Magnifications of the areas framed in
Fig. 6.6 (D)-(F) are displayed in the bottom row of Fig. 6.6 and illustrate the differences
even more. The colored arrows mark exemplary differences between the sagittal slices.
In Fig. 6.6 (I), the data is smooth and almost artifact free in contrast to the additional
bright or dark structures in the non-tilted phase-contrast slice (cf. Fig. 6.6 G and H).

The empirical determination of the regularization parameters in iterative recon-
struction limits the feasibility of a noise analysis as the regularization strength λ was
chosen individually. But the noise of the phase-contrast signal Φ was calculated with
the same parameter γ for both SIR reconstructions in a volume of 20×20×20 voxels in
the PMMA rod, the white circle in Fig. 6.6 (A)-(C). For the normal configuration the
noise was 6.93× 10−4 and for the tilted configuration the noise value was 6.86× 10−4.
The average phase-contrast signal Φ in the same volume as before equals 5.13× 10−2

for the FBP, 5.14 × 10−2 for the normal SIR, and 5.22 × 10−2 for the tilted SIR re-
construction. This signifies that the GBPC-CT data remains quantitatively reliable
when the tilted grating approach is applied. Slight differences in quantitative values,
which improve the quality of the quantitative data, can be explained by the reduced
streak artifacts and the non-identical input data. The gained phase-contrast signal
Φ, the refractive index decrement δ, and the electron density ρe can be determined as
described in Ch. 5.

In Fig. 6.7 (A) and (C), the difference images between the SIR and the FBP tomo-
grams in vertical configuration allow to assess the effect of SIR in comparison to FBP.
The resulting differences are small and mainly limited to sharpness at the edges. The
difference images in Fig. 6.7 (B) and (D) visualize strong streaks between SIR of ver-
tical and tilted grating configuration. Interestingly, no additional significant features
could be observed in the slices when comparing tilted with non-tilted data. Solely
minor differences at feature borders can be observed (cf. Fig. 6.7). The reason for this
lies in the cone beam perspective. In the case of vertical grating orientation, the cone
beam perspective of horizontal features changes for different tomographic angles al-
lowing to detect also vertical components of the horizontal features. In comparison
to the tilted-grating configuration, horizontal features are also not missed completely.
Additionally, the sample does not provide purely horizontal features. In the case of
parallel beam geometry, additional features should be observed when comparing tilted
and non-tilted grating configuration Rutishauser et al. (2011).

6.5 Conclusion

Tilting the gratings by π/4 around the optical axis in combination with GBPC-CT
improves the quality of phase-contrast tomograms as the extent of streak artifacts is
considerably reduced. The experimental realization is simple since only the gratings
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Fig. 6.7 Difference images between different phase-contrast tomograms. The left column
shows the differences between the FBP and the SIR algorithm with vertical gratings in axial (A)
and sagittal view (C). The right column shows the differences of the phase-contrast tomograms
of the vertical and the tilted grating configuration with SIR, both in axial (B) and sagittal view
(D). The slices are the same as depicted in Fig. 6.6. The dashed lines indicate the corresponding
axial or sagittal slice. All phase-contrast values Φ are ranged in a linear scale of [−0.01, 0.01].
Figure adapted from Birnbacher et al. (2018b).

have to be rotated. The measurement schematic and processing does not differ from
GBPC-CT with normal grating orientation, especially the duration of the tomographic
scan is unchanged.

Statistical iterative reconstruction offers several benefits in contrast to FBP. The it-
erative approach uses statistical information and is robust when projections are corrupt
signifying a possible reduction of necessary projections (Hahn, 2014). The implemen-
tation of the diagonal derivative operator into the SIR framework is straightforward
if the framework already exists. Solely the diagonal derivative operator has to be re-
placed by the horizontal derivative operator. The major disadvantage of tilted SIR is
the longer reconstruction time in comparison to FBP and the empirical reconstruction
parameter determination.

In contrast to the analytical tilted gratings method described in Rutishauser et al.
(2011), no additional processing introducing interpolation is necessary. Moreover,
the iterative approach works in cone beam geometry as often occurring in laboratory
environment.

Other methods for streak artifact reduction use phase-unwrapping with energy re-
solving detectors (Epple et al., 2013, 2015) or an iterative bone-artifact removal algo-
rithm (Hahn et al., 2015). The reduction of streak artifacts on an experimental level
is however more robust.

Additionally, the use of tilted gratings with advanced iterative reconstruction meth-
ods like intensity-based SIR (Brendel et al., 2015) would be possible. Furthermore,
the modified SIR algorithm can be employed at other one-dimensional phase-contrast
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imaging techniques with differential character like analyzer based or diffraction en-
hanced imaging (Bravin et al., 2012). Tilting the gratings is also beneficial for dark-
field imaging, which is investigated in Sharma et al. (2017).



CHAPTER 7

Biomedical applications of GBPC-
CT

Short summary

This chapter presents exemplary results from biomedical GBPC-CT studies, which
were performed with the described laboratory setup as part of this thesis. Next to a
general overview, three specific ex-vivo studies are selected for further presentation
in more detailed medical context to highlight the potential for preclinical GBPC-CT
applications. The first ex-vivo study shows GBPC-CT results of samples containing
intraductal carcinoma in situ (DCIS). The GBPC-CT images of this breast cancer
type allow to visualize the extension of the carcinoma and the enlarged ducts by the
three-dimensional nature of the method. The results of this chapter, which are in good
correlation with histology, are to be published in Hellerhoff et al. (2018). The second
study illustrates the potential of GBPC-CT imaging of renal cell carcinomas (RCC)
for high soft tissue contrast without using contrast agents. The GBPC-CT results were
compared with clinical CT and MRI next to histology to assess potential clinical perfor-
mance. Moreover, the high GBPC-CT sensitivity allowed quantitative characterization
of RCCs. The results of this study are published in Braunagel et al. (2017). The last
exemplary study shown here focuses on the grating-based dark-field CT (GBDF-CT)
signal of coronary arteries with atherosclerotic plaque containing microcalifications.
Microcalcifications, which are associated with high risk plaques, cannot be visualized
with conventional radiography, clinical CT, or MRI. However, the dark-field signal
enables the detection of microcalcifications, although the size of the calcifications is
below the spatial resolution. The results of this study are published in Hetterich et al.
(2017). All GBPC-CT study results presented here were conducted under similar set-
tings, as explained in detail in Ch. 3. In the following chapter, results, figures, tables,
and text parts have been or are to be published in the corresponding references. More
information on the study design and additional methods can be found in the respective
references.

7.1 Overview of biomedical preclinical GBPC-CT

studies

First biomedical grating interferometry studies were performed at synchrotron sources
and showed that GBPC-CT provides excellent soft tissue contrast in comparison to at-
tenuation contrast (Momose, 2003; Weitkamp et al., 2005). Several biomedical GBPC-
CT samples were investigated including brain (Schulz et al., 2010), breast cancer
(Sztrókay et al., 2012b), renal ischemia (Velroyen et al., 2014), and atherosclerotic
plaque specimens (Saam et al., 2013; Hetterich et al., 2013).
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Fig. 7.1 Phase-contrast slices of different ex-vivo GBPC-CT studies by way of example.
A carotid artery phase-contrast slice (A) shows dilated vessel walls (arrows) indicating high-
risk atherosclerotic plaque. Adipose tissue next to the vessel is marked with ’at’. Subfigure
(B) presents a myocardial infarct sample similar to the ones investigated in Notohamiprodjo
et al. (2017). The bright lines in the center indicated with arrows mark fibrosis due to myocardial
infarct. The ’x’ represents the heart muscle. Subfigure (C) depicts a fibrotic liver sample including
vessels (arrow) related to Herzen et al. (2014). Small fibrotic cysts are spread over the whole
sample. Subfigure (D) visualizes a cartilage sample as investigated in Jungmann et al. (2018).
The top arrows point to areas of cartilage. The bottom arrow marks trabecular bone structures.
The phase-contrast data is displayed in a linear range of [-113,138] HUp for subfigures (A) - (C)
and [-100,150] HUp for subfigure (D).

With the possibility to apply GBPC-CT in a laboratory environment (Pfeiffer et al.,
2006) and with all optimizing steps to realize this high sensitivity GBPC-CT as out-
lined in the previous chapters, it is possible to perform a large variety of biomedical
ex-vivo studies of human and murine samples.

Atherosclerotic plaque can be visualized by differences in vessel walls as shown
in Fig. 7.1 (A) (Hetterich et al., 2014, 2015b,a; Habbel et al., 2017; Hetterich et al.,
2017). Myocardial infarcts can be depicted with significant increase in contrast and
depiction of the fibrous infarct scar (Notohamiprodjo et al., 2017) (cf. Fig. 7.1 B).
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GBPC-CT can be used for imaging of pathologies like renal cysts (Fingerle et al.,
2014) or liver lesions (Herzen et al., 2014), which manifests in fibrous areas (cf. Fig. 7.1
C). Electron density differences originating in cartilage degeneration can be observed,
as visible in Fig. 7.1 (D) (Jungmann et al., 2018). Furthermore, breast carcinoma
(Grandl et al., 2014; Willner et al., 2014), or pancreatic adeonocarcinoma (Tapfer
et al., 2013) can be measured with increased soft tissue contrast in comparison to the
attenuation contrast. It is even possible to image subtle soft tissue differences like
brain structures (Birnbacher et al., 2016; Viermetz et al., 2017) (cf. Fig. 4.3).

Besides, quantitative GBPC-CT allows to perform soft tissue decomposition in wa-
ter, lipid, and protein (Willner et al., 2016). Based on those results, the use of GBPC-
CT for imaging of pathological fluids revealed an increased differentiation possibility
(Richter et al., 2017). Additionally, the impact of formalin on quantitative phase-
contrast data was investigated in Willner et al. (2015).

In an ex-vivo study in the area of diabetes research, the electron density distribu-
tion of brown adipose tissue (BAT) within mice of different age was determined with
GBPC-CT as part of this thesis (Birnbacher et al., 2018a). Brown adipose tissue
could not only be visualized similar to prior results (Eggl et al., 2015), the quantita-
tive characterization leads to a more detailed decomposition of fat and mitochondria
(cf. Fig. 7.2).

Three exemplary GBPC-CT studies, which were performed in collaboration with ra-
diology research partners as part of this thesis, are presented in the following sections
to emphasize the potential of biomedical GBPC-CT application. This includes three-
dimensional visualization of breast cancer samples (cf. Sec. 7.2), quantitative imaging
without contrast agent of renal cell carcinomas (cf. Sec. 7.3), and dark-field tomog-
raphy – or grating-based dark-field computed tomography (GBDF-CT) – to visual-
ize microcalcifications below the physical pixel size in atherosclerotic plaque samples
(cf. Sec. 7.4).

7.2 Assessment of intraductal carcinoma in situ

7.2.1 Introduction

Intraductal carcinoma in situ (DCIS) represents approximately 20 % of diagnosed
breast cancers in mammography screening. The extent of DCIS is commonly un-
derestimated as the tumor grows discontinuous or appears only with partial calcifi-
cation. Since systemic therapy is rarely recommended, the diagnostic focus lies on
the correct determination of the tumor margins for surgery (Houssami and Morrow,
2014). Thereby, it is highly important that the DCIS resection in conservative primary
surgery is complete to avoid subsequent surgery and to reduce the risk of recurrent
disease (Butler-Henderson et al., 2014a,b; Edwards et al., 2016; Van Zee et al., 2015).
This leads to established wide resection margins, which are determined with interop-
erative specimen radiography. State-of-the-art diagnostic means is two-view digital
radiography. However, the sensitivity of this method for DCIS diagnosis is currently
limited (Schmachtenberg et al., 2012). In contrast, pathological methods like intra-
operative frozen sections and imprint cytology provide better diagnostic sensitivity,
but perform worse with respect to long duration of the method and a limitation of
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Fig. 7.2 Exemplary GBPC-CT images visualizing brown adipose tissue of a mouse.
Axial and horizontal slices of the three contrast modalities are shown. Subfigures (A) and (D)
show the attenuation image in different orientations. White adipose tissue of the scapular fat is
marked with an arrow, brown adipose tissue is additionally marked with an ’x’. Subfigures (B)
and (E) represent the phase-contrast image. The two types of fat can clearly be differentiated.
For illustration purpose, the corresponding dark-field images are included in subfigures (C) and
(F), where the contrast gain in fat differentiation with the current setup configuration is low.
The attenuation data is displayed in a linear range of [-200,400] HU, the phase-contrast data is
displayed in a linear range of [-70,120] HUp, and the dark-field data in a linear range of [-0.002,
0.010]. The data was measured with tilted gratings (cf. Ch. 6) and the phase-contrast data was
filtered bilaterally (cf. Sec. 3.5).

the extent and number of samples (Harness et al., 2014). Currently, several different
X-ray based imaging techniques are investigated for intraoperative margin assessment
and specimen radiography (Schulz-Wendtland et al., 2013; Urano et al., 2015).

With the development of diverse phase-contrast techniques at synchrotron facilities,
initial mammography studies showed promising results with respect to soft tissue con-
trast (Pani et al., 2004; Dreossi et al., 2008; Keyriläinen et al., 2010; Castelli et al.,
2011; Auweter et al., 2014). The translation of grating interferometry from synchrotron
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to lab sources allowed to directly compare phase-contrast mammograms with conven-
tional clinical mammography (Pfeiffer et al., 2006; Stampanoni et al., 2011; Scherer
et al., 2014; Hauser et al., 2014; Köhler et al., 2015; Gromann et al., 2016). In the
course of further research, the dark-field signal turned out to be even more beneficial
than the DPC signal as for example the visualization of sub-pixel microcalcifications
is possible (Grandl et al., 2015; Scherer et al., 2015b).

Phase-contrast CT studies of breast specimens realized at synchrotron sources showed
enhanced soft tissue contrast and differentiability of fine structures compared to
absorption-based imaging (Zhao et al., 2012; Sztrókay et al., 2012a; Jian et al., 2015;
Nesterets et al., 2015; Longo et al., 2016). Using GBPC-CT of breast samples with syn-
chrotron radiation provided similar results as specific microscopic structures of DCIS
could be visualized in PC-CT but not in absorption CT (Sztrókay et al., 2012b). The
successful correlation of GBPC-CT data with histopathology as a reference standard
suggests that the visualization of ductal walls of dilated intramammary ducts allows
the identification of areas of DCIS (Sztrókay et al., 2012b).

In contrast to phase-contrast mammography, there are only few studies which in-
vestigate laboratory phase-contrast CT of breast samples. In two ex-vivo studies,
laboratory GBPC-CT of large breast tumors showed improved spatial resolution and
permitted diagnostically relevant identification of three-dimensional tissue sections
(Grandl et al., 2013, 2014).

This section presents selected results of a feasibility study investigating DCIS struc-
ture differentiation with laboratory GBPC-CT. Two different tumors divided in sev-
eral samples were measured with this GBPC-CT setup and compared with histology
as standard of reference. The focus lies on the determination of the extent of the ducts
of different ex-vivo samples containing invasive ductal carcinoma and DCIS. The re-
sulting phase-contrast data is compared to the attenuation data and histopathology.
Additional methodical details of this study aside from GBPC-CT can be found in
Hellerhoff et al. (2018).

7.2.2 Results

In this section, three samples of one exemplary breast tumor are presented. The
attenuation and phase-contrast data is intrinsically matched and was best correlated
with histopathological slices based on characteristic macroscopic features including
the distribution of adipose tissue for direct comparison. Besides the GBPC-CT setup
parameters as presented in Ch. 3, the raw detector data was deconvolved using the
Richardson-Lucy algorithm with an experimentally determined point-spread function
(cf. Sec. 3.6.4). Thereby, the number of iterations was 10.

Histology of all three samples revealed a diffusely growing DCIS in combination
with multifocal invasive carcinoma of non-specific type (NST, formerly invasive ductal
carcinoma). Figures 7.3 - 7.6 show representative slices of the three different samples.

The absorption-based image of sample 1 shows only limited contrast of ductal walls,
intraductal carcinoma, and invasive carcinoma, as only the adipose tissue can be vi-
sualized (cf. Fig. 7.3 A). The phase-contrast image allows a clear identification of the
compact invasive tumor and surrounding ductal structures due to different electron
density values (cf. Fig 7.3 B). The ducts containing DCIS are delineated by bright duct
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Fig. 7.3 Attenuation, phase-contrast, and histology images of DCIS sample 1. The
absorption based image (A) reveals only adipose tissue (at) appearing dark. The tumor tissue
cannot be differentiated. The attenuation data is displayed in a linear range of [-60,60] HU.
The phase-contrast image (B) of the same region shows a round shaped invasive part of the
tumor (marked with ’x’) and surrounding DCIS. The bright delineation of duct walls in dilated
ducts containing DCIS can be observed (arrows). The phase-contrast data is displayed in a linear
range of [-100,100] HUp. The corresponding histopathological slice (C) (HE staining) shows
an invasive ductal cancer (violet, marked with ’x’) surrounded by DCIS and dilated mammary
ducts (pink). The arrows indicate dilated ducts with intraductal carcinoma. The tumor area
is embedded in an area of adipose tissue (at). Magnification of the histopathological slice (D)
indicated by the rectangle in subfigure (C) visualizes dilated ducts (violet). An atypical epithelium
that fills up completely or partially the lumen of the ducts can be observed. The DCIS areas
marked by the asterisks depict central necrosis. Figure to be published in Hellerhoff et al. (2018).

walls (cf. arrows). The histopathological image visualizes a clearly, round shaped in-
vasive ductal carcinoma with high cellularity and intraductal cellular components in
immediate proximity (cf. Fig. 7.3 C). The surrounding DCIS areas are marked by way
of example with arrows and can be identified by violet vessel walls originating in the
epithelial layer. In the magnified slice of the rectangle in the top in Fig. 7.3 (C), one
can identify DCIS areas as closely packed polymorphic tumor cells within the lumen
and hyperchromatic nuclei (cf. Fig.7.3 D). Compared to the high magnification view
of optical microscopy, the diagnostically relevant DCIS features within areas of di-
lated intramammary ducts cannot be identified in the phase-contrast signal due to the
limited resolution.

The absorption image of sample 2 does not reveal any contrast except for adipose
tissue (at) (cf. Fig. 7.4 A). In comparison, the phase-contrast image depicts two areas of
dilated ducts and fibrosis connected by a thin tissue strand and allows clear visualiza-
tion of the bright walls (cf. Fig. 7.4 B). The corresponding histological slice visualizes
the widespread distribution of dilated ducts in various directions (cf. arrows). The
triangular tissue structure extending into the adipose tissue marked with an asterisk
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Fig. 7.4 Attenuation, phase-contrast, and histology images of DCIS sample 2. The
absorption based image (A) visualizes low contrast of all structures except for adipose tissue
(at). The attenuation data is displayed in a linear range of [-60,60] HU. The phase-contrast
image (B) of the same region corresponding to (A) shows dilated ducts delineated with a bright
wall. Exemplary ducts are marked by arrows. The phase-contrast data is displayed in a linear
range of [-100,100] HUp. The corresponding histological slice (C) (HE staining) contains areas of
fibrous tissue with violet ductal structures in different directions. The triangular tissue structure
in the upper part of the slice represents an area of low grade DCIS (asterisk), which can also
be seen in the phase-contrast image (B). Magnification of the histology slices is presented in
Fig. 7.5. Figure to be published in Hellerhoff et al. (2018).

represents an area of low grade DCIS (cf. Fig. 7.4 C). The same area can be observed
in the phase-contrast image (cf. Fig. 7.4 B). Magnification of the histopathological slice
of sample 2 shows the extent of the vessel marked by the asterisk (cf. Fig. 7.5 A), the
epithelial layer, and the duct filled with atypical epithelium in 100-fold magnification
(cf. Fig. 7.5 B). In the 200-fold magnification even necrosis is visible (cf. Fig. 7.5 C).
This level of detail cannot be reached with GBPC-CT, however the contrast of ductal
vessels can be clearly depicted.

The attenuation image of sample 3 reveals adipose tissue and vessels (cf. Fig. 7.6 A,
arrow and asterisk). Moreover, the attenuation signal shows an area containing cal-
cifications marked by the rectangular frame. However, the soft tissue component of
the DCIS area could not be further identified in the absorption based image. The
vessel delineation is more pronounced in a superior way in the phase-contrast image
(cf. Fig 7.6 B). The corresponding histology slice shows calcifying DCIS and the tissue
structure in high detail (cf. Fig. 7.6 C). A cluster of microcalcifications can be observed
in both modalities, but not in the histological slice at this magnification.
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Fig. 7.5 Histology slices of DCIS sample 2 in detailed magnification. In 10-fold magnifi-
cation (A), the details of the duct marked by the asterisk cannot be visualized. The arrow marks
an exemplary DCIS structure. The 100-fold magnification (B) shows the epithelial structure of
the duct. The 200-fold magnification (C) depicts the epithelial monolayer and the necrosis in the
duct marked by the ’x’ in more detail. Figure to be published in Hellerhoff et al. (2018).

7.2.3 Discussion and conclusion

The main result of this section is the three-dimensional visualization of ductal walls
with laboratory grating-based phase-contrast CT. The illustration of the ductal walls is
diagnostically relevant as they represent an indication for the extent of DCIS in dilated
inflammatory form, which is challenging in breast diagnostics (Schmachtenberg et al.,
2012; Sztrókay et al., 2012b).

As shown with the exemplary samples, the GBPC-CT images could depict areas of
dilated ducts suspicious for DCIS. A clear differentiation of both invasive carcinoma
and surrounding areas of intraductal carcinoma was also possible. The phase-contrast
data outperforms the corresponding attenuation signal with respect to image contrast,
which reveals solely adipose tissue and microcalcifications. These observations were
confirmed by matching the phase-contrast and attenuation data with histology, in
which single dilated ducts, intraductal bleeding, and distinct vessels were identified.
However, identification and classification of DCIS areas and epithelial hyperplasia is
limited to histopathological inspection. Pathognomonic features of DCIS like atypical
epithelial growth, mitoses, and nuclear size can only be revealed by histopathological
staining and light microscopy with higher magnification factors. Since these features
are essential for the differentiation of dilated ducts between sclerosing adenosis or
malignant intraductal epithelial growth, phase-contrast will not be able to replace
histological work-up, at least at the current level of resolution.

Specimen radiography with dark-field and phase-contrast imaging is beneficial, espe-
cially with respect to diagnostics of microcalcifications, but also provides only limited
possibility of DCIS margin assessment (Scherer et al., 2016b). The major advantage
of GBPC-CT in contrast to histopathologic sections or specimen radiography is its full
three-dimensional capability allowing a more precise margin assessment over the whole
sample especially for non-calcifying DCIS extending the invasive tumor. In this re-
spect, phase-contrast CT is able to deliver essential histological landmarks to identify
suspicious areas within a sample to navigate the placement of histological sections.
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Fig. 7.6 Attenuation, phase-contrast, and histology images of DCIS sample 3. The
absorption based image (A) clearly depicts microcalcifications, but low contrast of the vessel wall
and no contrast of the soft tissue component of the DCIS area. The attenuation data is displayed
in a linear range of [-60,60] HU. The phase-contrast image (B) presents a clear depiction of the
vessel wall (asterisk). The calcifying DCIS region shows moderate soft tissue contrast. The
phase-contrast data is displayed in a linear range of [-100,100] HUp. The histological section (C)
(HE stained) of sample 3 reveals a tubular structure in the left part of the section representing
a vessel with a tortous segment in the lower border of the section (asterisk). Areas of calcifying
DCIS are visible in the right part of the section (frame). Figure to be published in Hellerhoff
et al. (2018).

Current limitations for intraoperative specimen GBPC-CT are the disproportional
duration of a measurement rendering the current approach not feasible for preclinical
application and further performance optimization of the method like the use of more
efficient detectors or an X-ray source with higher flux is needed. Additionally, higher
spatial resolution is essential to bring GBPC-CT for specimen tomography to clinical
application.

7.3 Imaging evaluation of renal cell carcinoma sub-

types

7.3.1 Introduction

Renal cell carcinomas (RCC) account for approximately 2 - 3 % of all adult cancers
worldwide (Rini et al., 2009). The most common subtypes of sporadic RCC are clear
cell (ccRCC) with 70-85 %, papillary (pRCC) with 7-15 %, and chromophobe RCC
(chrRCC) with 5-10 % (Escudier et al., 2014). The prognosis, metastatic rate, and
response to targeted therapies differ for each RCC subtype (Lam et al., 2005).

While most renal lesions are detected with ultrasound (US) or non-enhanced com-
puted tomography (CT), they often present without clinical symptoms. Differenti-
ation of renal lesions is limited due to low resolution of US or the low contrast in
non-enhanced CT (Young et al., 2013). Detection and discrimination of different RCC
subtypes can be improved using contrast agents in multiphasic CT (Young et al., 2013;
Kim et al., 2002; Pierorazio et al., 2013) or magnetic resonance imaging (MRI) (Sun
et al., 2009; Pedrosa et al., 2007). In CT, iodine-based contrast agents can cause
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Fig. 7.7 Histological slice (coronal slice) and corresponding grating-based phase-contrast
CT(GBPC-CT), grating-based attenuation-contrast CT (GB-CT), and T2-w magnetic
resonance images of a normal human kidney sample. The histopathological slice (A) was
stained with HE staining. The cortex (*) and the medulla (**) are depicted as well as renal vessels
(arrow). Good visual agreement is achieved between histology the corresponding grating-based
phase-contrast CT slice (B), where the same features can be observed. The absorption image (C)
(GB-CT), simultaneously achieved with the GBPC-CT setup, shows limited soft tissue contrast.
T2-w magnetic resonance imaging (MRI T2) (D) provides similar soft tissue contrast than the
GBPC-CT image in subfigure (B), however at reduced spatial resolution. Figure adapted from
Braunagel et al. (2017).

acute renal failure, anaphylactic reactions, or thyrotoxic crisis. Using MRI contrast
media based on gadolinium can cause nephrogenic systemic fibrosis. Preoperative his-
tological diagnosis is based on percutaneous renal biopsies, but potential post biopsy
complications lead to limited acceptance (Lebret et al., 2007).

Grating-based phase-contrast computed tomography (GBPC-CT) showed in several
studies an increase in soft tissue contrast in comparison to conventional attenuation
images without the use of contrast agents. Differences in renal carcinoma should
become visible in GBPC-CT if differences in electron density occur.

In this section, the potential of GBPC-CT imaging for tumor architecture visual-
ization without the use of contrast agent is presented. Different RCC subtypes and
healthy kidney samples were characterized qualitatively and quantitatively in GBPC-
CT in comparison to the simultaneously acquired attenuation-based CT (GB-CT),
clinical CT, and MRI. The results were correlated with histopathology as the stan-
dard of reference. Additional methodical details of this study aside from the GBPC-CT
setup can be found in Braunagel et al. (2017).

7.3.2 Results

Normal kidney parenchyma

GBPC-CT imaging of a normal human kidney sample allowed qualitative and quan-
titative differentiation between cortex (54±4 HUp) and medulla (44±3 HUp). Good
visual correlation to T2w-MRI and histological slices was achieved (cf. Fig. 7.7). More-
over, vessels could be clearly distinguished from kidney parenchyma. In GB-CT
(cf. Fig. 7.7 C) and clinical CT (not shown) a discrimination between cortex or medulla
was not possible.
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Fig. 7.8 Histology, phase-contrast CT, grating-based and clinical CT, and MRI images
of a clear cell renal cell carcinoma (ccRCC) sample. The histological slice with HE-staining
(A) shows a large and a small tumor nodule (**). Diffuse intratumoral bleeding is marked by the
arrow. The arrowhead points to an area containing adipose tissue. The tumor boundaries and
the extended vessel can be seen at the bottom. The GBPC-CT slice (B) is in good correlation
to histology as similar features can be observed. Attenuation images (C) and (F) allow only
to detect fat and areas with hyperdensity. The MRI images (D and E) show reduced structure
visualization in contrast to the GBPC-CT images as only tumor components like intratumoral
bleeding are visible due to susceptibility artifacts. Figure adapted from Braunagel et al. (2017).

Qualitative analysis of renal cell carcinomas

Qualitative GBPC-CT image analysis of ccRCCs, pRCCs, and chrRCCs allowed a
reliable tumorous tissue differentiation from normal renal cortex (cf. Fig. 7.8 - 7.10).
Thereby, tumorous tissue had a visually lower phase-contrast signal, atypical cortical
or medullar structure, and absent normal vessels in comparison to normal kidney tis-
sue. The tumor areas could be detected in GBPC-CT and MRI with a sensitivity of
100 % diagnosed by trained radiologists and verified by histology (cf. Braunagel et al.
(2017)). Tumor boundaries could be clearly differentiated from normal kidney tissue
in good visual agreement with histological slices. Attenuation-based CT images were
significantly less sensitive for detection and discrimination of tumor areas from nor-
mal parenchyma (GB-CT: 50 %; clinical CT: 40 %). Moreover, clear tumor boundary
delineation was not possible in the attenuation images (cf. Fig. 7.8 - 7.10).
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Fig. 7.9 Histology, phase-contrast CT, grating-based and clinical CT, and MRI images
of a papillary renal cell carcinoma (pRCC) sample. The histological slice (A) allows a clear
discrimination of the normal cortex (*) and the homogeneous tumor area (**). One can observe
additionally the pseudocapsule surrounding the tumor (arrowhead) and a micrometastasis in the
cortex (arrow) as well as small linear fibrous strands. The GBPC-CT slice (B) is perfectly matched
to the histological slice and allows a clear discrimination of the normal and tumorous cortex. In
grating-based CT (GB-CT) (C) and clinical CT (F), only perirenal fat was visible (hypodense)
as soft tissue components could not be differentiated. The MR images (D and E) show less
pronounced discrimination of tumor and normal kidney tissue than the phase-contrast image (B).
Figure adapted from Braunagel et al. (2017).

Soft tissue components could be visualized with high sensitivity in GBPC-CT (cf. Tab.
7.1 and Fig. 7.11). Microbleeding and diffuse hemorrhage showed an increased GBPC-
CT signal with a wide distribution throughout the tumorous tissue. Fibrous strands
and pseudocapsules were represented as contrast-rich bands in the tumorous tissue
and in the surrounding tumor boundaries (cf. Fig. 7.11). In comparison, these tissue
components could not be observed with GB-CT and clinical CT (cf. Tab. 7.1). Ar-
eas containing necrosis had higher and areas showing hyalinization had lower phase-
contrast signal values in comparison to tumorous tissue (cf. Fig. 7.11). The detection
rate of GBPC-CT was lower than histology, but still better than GB-CT, MRI, and
clinical CT (cf. Tab. 7.1).

It was clearly possible to visualize the small dot-like appearing microcalcifications
in GBPC-CT. Larger calcifications showed high signal values with small surrounding



CHAPTER 7. BIOMEDICAL APPLICATIONS OF GBPC-CT 103

Fig. 7.10 Histology, phase-contrast CT, grating-based and clinical CT, and MRI images
of a chromophobe renal cell carcinoma (chRCC) sample. The histopathological slice (A)
shows a clear detection of normal kidney (*) and the homogeneous tumor areas (**). In the
middle of the image, a stripe of fat with low signal (arrow) is clearly depicted. The phase-contrast
slice (B) shows significantly higher values for the normal and lower values for the tumorous area.
In comparison, grating-based CT (GB-CT) (C), clinical CT (F), and MRI (D and E) could only
provide a marginal visible difference between normal and tumorous tissue. Figure adapted from
Braunagel et al. (2017).

artifacts due to phase-wrapping in GBPC-CT and an excellent visualization in GB-
CT and a lower detection rate in clinical CT (cf. Tab. 7.1). Fat depositions could be
observed in all imaging modalities (cf. Fig. 7.8 - 7.10).

In good correlation with histopathology, most ccRCCs (75 %) had a heterogeneous
appearance in GBPC-CT including hyalinization, necrotic areas, local and diffuse hem-
orrhage, small calcifications, sinusoidal tumor vessels, and cystic changes. The pRCC
and chrRCC subtypes were more homogeneous (71 % and 100 %, respectively) with lin-
ear, contrast-rich bands in the low-signal tumor tissue corresponding to fibrous strands
and pseudocapsules, and displayed fewer calcifications than the ccRCC specimens. In
the chrRCC samples, diffuse hemorrhage, hyalinization, necrosis, or cystic changes
could not be seen in GBPC-CT.

In contrast, no intratumoral tissue components like fibrous strands, pseudocapsules,
or microbleedings could be observed with GB-CT and clinical CT (cf. Tab. 7.1). A
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Fig. 7.11 Visual comparison between histological slices and GBPC-CT images. Histolog-
ical slices with HE-staining (A,C,E,G) show a good visual correlation with phase-contrast images
(B,D,F,H). Different tumor tissue components (arrows) include fibrous strands (A,B), pseudo-
capsule (arrow) and hemorrhage (arrowhead) (C,D), diffuse necrotic areas with higher signal (*)
and tumor tissue with lower phase-contrast signal (**) (E,F) as well as sinusoidal vessels (arrow)
and hyalinization (dotted line) (G,H). Figure adapted from Braunagel et al. (2017).

good part of the ccRCC samples showed hypodense and inhomogeneous tissue with
large calcifications (3/8) and diffuse hemorrhage (2/8) in clinical CT and GB-CT. The
other samples appeared as hyperdense tissues without a possible differentiation from
normal kidney tissue. Homogeneous hypodense tissues were detected in pRCC and
chrRCC subtypes in GB-CT (4/7 and 2/5, respectively) and clinical CT (3/7 and 2/5,
respectively) with large calcifications in one chrRCC sample.

Quantitative analysis of renal cell carcinomas

In GBPC-CT, a quantitative differentiation between tumorous tissue of ccRCC (n=8),
pRCC (n=7), and chrRCC (n=5) specimens and normal renal cortex (n=6) was pos-
sible. However, renal medulla and tumorous tissue as well as the subtypes ccRCC,

Tab. 7.1 Detection of different tumor components in GBPC-CT, GBCT, clinical CT, and
MRI compared with histopathological findings. * Small susceptibility artifacts in susceptibility
weighted images (SWI), ** large hypointense areas. Table adapted from Braunagel et al. (2017).

GBPC-CT/hist GB-CT/hist clinical CT/hist MRI/hist
Fibrous strands 15/15 0/15 0/15 4/15
Pseudocapsule 8/9 0/9 0/9 6/9
Calcification 9/17 17/17 4/17 *
Microbleeding 10/11 0/11 0/11 *
Diffuse hemorrhage 5/5 3/5 2/5 5**/5
Hyalinization 6/8 6/8 2/8 6/8
Necrosis 2/3 0/3 0/3 1/3
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pRCC, and chrRCC could not be differentiated quantitatively (cf. Braunagel et al.
(2017)).

Moreover, several tumor tissue components could be quantitatively analyzed in
GBPC-CT due to significantly different phase-contrast values. Hemorrhage provided
a significantly higher phase-contrast signal (80±9 HUp) than pseudocapsule (66±8
HUp), fibrotic strands (57±5 HUp), and necrosis (54±5 HUp). In comparison, the
phase-contrast values of hyalinization areas had a lower signal intensity. Calcifications
showed the highest phase-contrast values with 280±199 HUp and fat the lowest with
-60±10 HUp. In contrast to MRI, where calcifications and microbleedings could not
be differentiated due to susceptibility artifacts, GBPC-CT allowed for a solid discrim-
ination between hemorrhage (80±9 HUp) and larger calcifications (>290 HUp) with
small artifacts.

7.3.3 Discussion and conclusion

This ex-vivo GBPC-CT feasibility study illustrates that qualitative and quantitative
discrimination of normal kidney tissue from renal cell carcinoma subtypes is possible
in contrast to absorption-based CT. GBPC-CT showed improved visualization of soft
tissue, tumor tissue architecture, and enhanced discrimination between normal kid-
ney and tumorous kidney tissue. This outcome is in good agreement with a recent
GBPC-CT study performed with synchrotron radiation showing improved assessment
of normal and ischemic renal parenchyma in murine kidneys (Velroyen et al., 2014). In
comparison to literature, quantitative phase-contrast values for cortex and medulla of
healthy human renal samples were increased (Willner et al., 2015; Woodard and White,
1986), most likely due to formalin fixation over a relatively long period (Willner et al.,
2015). With respect to visual and quantitative differentiation of fine intratumoral
structures, GBPC-CT was in good agreement to histopathology and turned out to be
superior in comparison to MRI and unenhanced absorption-based CT. Nonetheless,
histology provides a much higher spatial resolution than GBPC-CT, clinical CT, or
MRI, and even first enables diagnosis of RCC subtypes.

GBPC-CT results of ccRCC samples had a more heterogeneous appearance includ-
ing diffuse hemorrhages, hyalinization, necrosis, and sinusoidal vessels in contrast to
pRCC and chrRCC specimens compared to histology. GBPC-CT data of pRCC sam-
ples allowed improved detection of fibrous strands, pseudocapsules, and microbleed-
ings as well as diffuse hemorrhage and cystic changes. The chRCC data appeared as
homogeneous tumors containing fibrous strands and microbleeding without depicted
hyalinization or necrosis. However, a quantitative differentiation between the RCC
subtypes was not possible.

In clinical routine, the detection and characterization of renal lesions in unenhanced
CT is difficult as the method provides only low soft tissue contast (Young et al.,
2013). Contrast-enhanced multiphasic CT and MRI images are clinically used to
diagnose RCC and to define the subtype (Kim et al., 2002; Pedrosa et al., 2007).
As both approaches CT and MRI face potential limitations with respect to the use
of contrast agents, GBPC-CT may improve diagnostics without the use of contrast
agents, although there are still various challenges to be addressed.

The major limitation of this GBPC-CT study is its preclinical setting. Addition-
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ally, the RCC samples in this study were measured without contrast media in the
reference GB-CT, clinical CT, and MRI scans, which most likely reduces the sensi-
tivity. Also, the spatial resolution of GBPC-CT in this study was much higher than
a dose-compatible resolution typically used in clinical imaging. However, such a high
resolution has no limitation for a histopathological workup scan.

Scaling GBPC-CT towards a clinical scenario is technically challenging. Especially,
larger pixel sizes for dose compatibility would dissolve the boundary differentiation
between healthy and tumorous tissue. Potential benefits could include imaging without
contrast agents and the differentiation of malignant tumors with benign renal lesions
like angiomyolipomas or oncocytomas.

A preclinical biomedical use of GBPC-CT as described in the previous section (cf.
Sec. 7.2) would be possible. One could gain additional information for ex-vivo tu-
mor analysis after partial or total nephrectomy before histological workup, which is
in contrast a destructive process. Moreover, the three-dimensional visualization is
highly beneficial and could improve histopathological analysis. Furthermore, GBPC-
CT could be used for quantitative tumor tissue characterization in ex-vivo imaging
studies, as previously shown for pancreatic cancer on animal models (Tapfer et al.,
2013).

7.4 Dark-field imaging in coronary atherosclerosis

7.4.1 Introduction

The occurrence of calcifications is an important phenomenon in the development of
atherosclerotic plaque. Macrocalcifications are the result of long-term subsiding vessel
wall inflammation and are likely to be found in generally stable plaque stages. In
contrast, microcalcifications are more often found in areas of active inflammation,
such as lipid-rich necrotic cores or fibrous caps, and might be an interesting target
in the assessment of plaque vulnerability (Vengrenyuk et al., 2006). For example, ex-
vivo studies have shown that microcalcifications increase local tissue stress and cause
fibrous cap rupture (Hutcheson et al., 2014). However, while it is usually possible to
detect macrocalcifications, microcalcifications are too small to be detected in clinical
CT.

The dark-field signal, which is simultaneously acquired next to the attenuation and
phase-contrast signal in grating-interferometry (cf. Sec. 2.3), allows to visualize small-
angle scattering with sub-pixel resolution structures (Malecki et al., 2012; Wolf et al.,
2014). The small-angle scattering occurs predominantly in areas with multiple electron
density fluctuations destroying locally the interferometric coherence in X-ray grating-
interferometry. Results of several preclinical studies of dark-field radiography showed
that the dark-field signal is highly sensitive for microcalcifications in breast tissue
(Michel et al., 2013; Scherer et al., 2016a) or in kidney stones (Scherer et al., 2015b).

In this presentation of an ex-vivo study performed within the range of this thesis,
the potential of X-ray grating-based dark-field CT (GBDF-CT) for recognizing calcifi-
cations in human coronary atherosclerotic plaque is investigated. The dark-field signal
is supposed to be highly sensitive to calcifications and especially microcalcifications in
comparison to both phase- and attenuation signals. Therefore, several coronary artery
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Fig. 7.12 Exemplary slice of the left circumflex artery with high signal intensity in the
dark-field image and no signal intensity in attenuation and phase-contrast signals. Sub-
figures (A), (B), and (C) show axial slices of GBPC-CT in three image modalities attenuation (A),
phase-contrast (B), and dark-field (C). Subfigures (D), (E), and (F) represent the corresponding
HE-stained histology sections, where (E) and (F) are magnified views. The highly intense dark-
field signal is visible at the boundary of the vessel (C). The presence of microcalcifications in the
areas of high dark-field signal is visualized in the histopathological magnification images. The
arrowheads in subfigure (F) point to normal cell nuclei and the thick arrow indicates an area with
multiple microcalcifications. Adipose tissue is depicted by low signal intensity in attenuation and
phase-contrast (small arrows), whereas the dark-field signal values are high in the same area.
Lipid rich tissue can be observed in the same regions in the histological slices. Figure adapted
from Hetterich et al. (2017).

samples were measured with this laboratory GBPC-CT setup and were compared with
histology, which serves as the standard of reference. The methodical details of this
study can be found in Hetterich et al. (2017).

7.4.2 Results

Fifteen coronary specimens were obtained from five donor hearts. Histopathology,
dark-field, phase, and attenuation contrast data was retrieved in 283 cross-sections.
Ten cases of isolated high signal intensity in dark-field imaging were found (3.5 %).
According to attenuation and dark-field imaging, there were 162 cross sections (57.2 %)
containing macrocalcifications and 111 cross sections (39.2 %) without macrocalcifica-
tions.

In histopathology, microcalcifications occurred in all specimens (10/10) with iso-
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Fig. 7.13 Exemplary slice of the left circumflex artery (vessel *) as negative control with
no enhanced signal intensity in attenuation, phase-contrast, and dark-field. Subfigures
(A), (B), and (C) show axial slices of GBPC-CT in three image modalities attenuation (A), phase-
contrast (B), and dark-field (C). Subfigures (D), (E), and (F) represent the corresponding HE-
stained histology sections, where (E) and (F) are magnified views. A small eccentric plaque
without lipid core is depicted in the histological slice. No microcalcifications can be observed
in the magnification slices. The small eccentric plaque and other anatomical structures are best
visible in the phase-contrast signal. Figure adapted from Hetterich et al. (2017).

lated high dark-field signal (cf. Fig. 7.12). In the slices with no intensity in all three
image modalities representing negative control specimens, histology showed neither
micro- nor macrocalcifications (0/10) (cf. Fig. 7.13). In the positive control specimens
with high signal in all three image contrast, macrocalcifications were also found in
histopathology (cf. Fig. 7.14). In 9 out of 10 cases (90 %), histology confirmed mi-
crocalcifications in vicinity of macrocalcifications. In 8 of these 9 cases (89 %), the
dark-field signal showed high intensity values in areas that did not provide contrast in
the phase and attenuation modality. Microcalcifications were often revealed in relation
to plaques consisting predominantly of fibrous and adipose tissue. No example of mi-
crocalcifications inside a fibrous cap was found, possibly due to the limited specimen
number in this study.

7.4.3 Discussion and conclusion

This ex-vivo study demonstrates that GBDF-CT is able to visualize microcalcifications
in coronary artery plaques with increased sensitivity in comparison to X-ray attenua-
tion and phase-contrast methods with the same pixel size. Dark-field CT could become
an interesting ex-vivo tool to obtain complementary information about plaque mor-
phology and to further assess plaque vulnerability. With respect to clinical in-vivo
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Fig. 7.14 Exemplary slice of the left anterior descending artery as positive control with
high signal intensity in all three modalities. Subfigures (A), (B), and (C) show axial slices
of GBPC-CT in three image modalities attenuation (A), phase-contrast (B), and dark-field (C).
Subfigures (D) and (E) represent the corresponding HE-stained histology sections, with subfigure
(E) being a magnified view. The arrow marks the respective region containing macrocalcifications.
The signal intensity is high in all three imaging modalities. The calcifications are presented with
higher signal in the dark-field and attenuation images than in the phase-contrast slice. Figure
adapted from Hetterich et al. (2017).

applications, further studies are necessary to investigate the results and diagnostic
benefits.

Physiologically, the composition and anatomy of atherosclerotic plaques is impor-
tant to assess the risk for cardiovascular incidents such as myocardial infarction or
stroke (Naghavi, 2003a,b). Characteristic risk features are large lipid rich necrotic
core, thin overlying fibrous cap, surface defects, and intraplaque hemorrhage. Calcifi-
cation used to count as a sign for plaque stability, however it has been shown that the
role of calcifications is more complex. Although macrocalcifications contribute indeed
to plaque stabilization, microcalcifications with a size of less than 60µm can destabi-
lize the plaque. Microcalcifications are the result of matrix vesicles being released by
smooth muscle cells and macrophages within atherosclerotic plaques. These matrix
vesicles include calcium binding proteins, which lead to the formation of microcalcifi-
cations. The inclusion of relatively hard particles within the soft tissue of the fibrous
cap leads to stress in the vessel with subsequent plaque rupture (Hutcheson et al.,
2014).

GBPC-CT is capable of differentiating plaque composition due to improved soft
tissue contrast (Saam et al., 2013; Hetterich et al., 2013, 2014). Since the dark-
field signal is simultaneously acquired alongside the phase-contrast signal in grating
interferometry, both signals can provide additional and complementary information on
plaque morphology. Although there have not been yet reported any further GBDF-CT
studies on atherosclerotic plaque, the results of this study are concordant with similar
dark-field radiography studies of breast imaging (Michel et al., 2013; Scherer et al.,
2016a). In those studies, the dark-field signal revealed scattering of calcifications on a
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micrometer scale.
Since only standard histology was used, ultra small microcalcifications could poten-

tially have been lost due to washing in histopathological sample preparation and are
not accessible in this evaluation. However, it has been shown that very small calcifi-
cations with sizes less than 5µm do not increase the risk for plaque rupture and can
be neglected with respect to risk evaluation (Kelly-Arnold et al., 2013).

The GBPC-CT setup used for this study is designed and optimized for small biomed-
ical samples at high-sensitivity. As dose optimization and scaling to higher energies
are not feasible with this setup, the conclusions discussed in this study are only valid
for ex-vivo imaging. Additionally, the rather small number of specimens (15 arteries,
10 cross sections with dark-field signal and no sign of calcifications in other modalities)
suggests that further studies with an increased number of specimens are necessary to
draw more substantial conclusions.

The three-dimensional visualization of microcalcifications within high risk atheroscle-
rotic plaque would be highly diagnostically relevant and promising if GBDF-CT was
translated into clinical application. Clinical in-vivo visualization of microcalcifications
is currently difficult. Nuclear medicine techniques using 18F-fluoride PET (positron
emission tomography) have recently allowed to visualize the calcification process in-
directly by functional molecular imaging of metabolic processes (Chen and Dilsizian,
2013; Joshi et al., 2014). With respect to that, the experimental results of this study
suggest that GBDF-CT allows to detect microcalcifications directly at an early stage
of their formation and could provide the potential for in-vivo visualization of micro-
calcifications if the technique could be translated into clinical application.



CHAPTER 8

Conclusions and outlook

8.1 Summary of results

The main results presented in this work were achieved with a laboratory grating-based
phase-contrast computed tomography setup with an incoherent, polychromatic X-ray
source and are namely
1. The realization of high angular sensitivity GBPC-CT leading to high phase-contrast
resolution enabling high soft tissue contrast (cf. Ch. 4),
2. The realization of quantitative measurements leading to the electron density and
the effective atomic number (cf. Ch. 5),
3. The increase in image quality by the implementation of tilted gratings reducing the
extent of streak artifacts and improving the phase-contrast data (cf. Ch. 6), and
4. The application of GBPC-CT in several biomedical studies for quantitative phase-
contrast imaging at high soft tissue resolution (cf. Ch. 7).

High sensitivity GBPC-CT

High angular sensitivity is defined by the minimum resolvable refraction angle. With
the demonstrated angular sensitivity values of 5 nrad, it could be demonstrated that
high sensitivity is not only limited to synchrotron facilities, but can also be achieved
with polychromatic laboratory GBPC-CT setups. The realization of high sensitivity
is done by geometrical and statistical considerations. A large inter-grating distance as
well as a small period of the analyzer grating are necessary on the one hand. On the
other hand, high interferometric visibility and large number of counts are of similar
importance to increase the minimum resolvable refraction angle. Thereby, the visibility
depends on the setup design like the inter-grating distances and periods as well as
grating absorption quality, duty cycle, and type of the phase grating. Additionally,
sufficient beam stability has to be provided by the source and vibrations have to be
reduced to avoid experimental sensitivity limits. Due to the sensitivity optimization
of this GBPC-CT setup, the visualization of subtle soft tissue differences of brain
tissue was possible in a laboratory environment, which has been limited to synchrotron
facilities.

Quantitative GBPC-CT

High angular sensitivity leads to high electron density resolution in combination with
effective energy calibration. As a main result, the achieved electron density resolution
lies below 0.5 e/nm3. Moreover, the effective atomic numbers can be determined by
comparing the ratio of the electron density and the simultaneously measured atten-
uation coefficient with tabulated total cross section data. The results are in good
agreement with reference values, as long as the effect of beam-hardening is minimized
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by sufficient filtering or beam hardening correction has to be applied. Both the effec-
tive atomic number and the electron density are absolute quantities independent of
the used energy, which increases the comparability of the imaging signals.

Tilted grating GBPC-CT

The tilted grating method reduces the extent of streak artifacts and improves signifi-
cantly the quality of GBPC-CT data. Especially at high sensitivity GBPC-CT setups,
phase-wrapping occurs easily. Cone-beam geometry usually occurring in laboratory
GBPC-CT setups prevents implementing two-dimensional phase-integration. The ap-
proach presented here employs the tilt of the gratings by π/4 around the optical axis
in combination with statistical iterative reconstruction. In more detail, the horizon-
tal derivative operator was exchanged with one working in diagonal direction. The
retrieved full three-dimensional phase information can the be utilized to reduce the
extent of streak artifacts and acquire more homogeneous phase-contrast data. The
presented approach allows the use of cone-beam geometry and simplifies the technique
in contrast to the analytical realization using direct phase-integration and additional
processing.

Biomedical applications of GBPC-CT

A series of different preclinical GBPC-CT ex-vivo studies was successfully investigated
to support high-resolution and high-sensitivity application of GBPC-CT. Among oth-
ers, GBPC-CT of breast specimens containing intraductal carcinoma in situ allowed
improved three-dimensional visualization of the tumor extent and the diagnostically
relevant dilated ducts. The quantitative characterization of renal carcinoma is supe-
rior in GBPC-CT in comparison to clinical imaging methods like MRI and clinical CT
without the application of contrast agents. However, in both studies the spatial reso-
lution is still limited and histology is needed to determine the cancer subtype. The use
of GBDF-CT of coronary atherosclerotic plaque allowed to detect microcalcifications
associated with high risk plaque, since the dark-field signal enables the visualization
of structures below the physical pixel size.

8.2 Further development of GBPC-CT

The current setup configuration at high sensitivity is ideal for imaging soft tissue
samples at unprecedented electron density resolution realized with laboratory GBPC-
CT. However, the general direction of further development of grating-based phase-
contrast and dark-field computed tomography goes towards high-resolution ex-vivo
phase-contrast imaging in preclinical imaging settings and towards clinical application.

8.2.1 Preclinical application of GBPC-CT

GBPC-CT offers several aspects rendering the method highly interesting for preclini-
cal research as shown in the chapter presenting the biomedical applications (cf. Ch. 7).
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GBPC-CT studies of diagnostically relevant samples allowed for three-dimensional tis-
sue visualization and provided quantitative tissue characterization. In order to increase
the application range of preclinical GBPC-CT studies, the spatial resolution has to
be increased. The ideal resolution level for three-dimensional phase-contrast histology
would be below 1µm to be on a cellular level comparable to histology (Zanette et al.,
2013b).

The current GBPC-CT setup presented in this thesis allows for phase-contrast imag-
ing at effective pixel sizes of 80 -100µm, which corresponds in this case approximately
to the spatial resolution. Higher resolution of 28µm was achieved with the oversam-
pling approach in combination with a different detector, a Dectris Eiger detector with
a pixel size of 75µm. The method is however extremely time-consuming (Viermetz,
2015). Increasing the spatial resolution via geometric magnification is in contradiction
to the realization of high sensitivity due to the increased distance from the phase grat-
ing to the sample or the necessary change in the setup design, respectively (cf. Ch. 4).
Also, the effect of source blurring caused by the focal spot size of the X-ray source
increases. Therefore, a different detector, which is both photon-counting and has a
higher resolution than the used one here, would only be beneficial if at the same time
a different X-ray source with decreased focal spot is employed.

In further detail, decreasing the focal spot of the X-ray source with constant power
per area would improve the current setup. Microfocus tubes provide the small spot
size, but cannot provide the same level of stable high flux as rotating anode systems.
Additionally, higher flux would decrease the still long exposure times and thus increase
the applicability of the method.

Although the angular sensitivity is at a high level, it could still be increased to
reach higher electron density resolution. For that, the inter-grating distance should
be kept large and the periods small. An interesting idea to reach smaller periods is
presented in Miao et al. (2015, 2016a,b) allowing ultra high sensitivity using submicron
grating periods. Further, the effect of shadowing for compact GBPC-CT setup has
to be reduced by improved bendable gratings. Also, the efficiency of the detector
and the interferometric visibility could still be increased. Moreover, as the energy
dependence of the refractive index decrement is proportional to 1/E2, higher electron
density resolution would be reached if one shifted the GBPC-CT experiment to lower
energies, which means imaging smaller samples.

If fast imaging application is needed, one could implement motionless phase-stepping
via deflecting the electron beam of the X-ray tube (Harmon et al., 2015) or intensity-
based SIR (IB-SIR) without phase-stepping (Brendel et al., 2015; Teuffenbach et al.,
2017).

8.2.2 Towards clinical application

As it turned out, GBPC-CT has many challenges to address if clinical implementation
is desired, especially with respect to dose and grating performance at higher energies.
Technically, the grating fabrication with high aspect ratios and a stable implemen-
tation into a rotating CT scanner is definitely difficult and further improvement of
the grating performance at higher energies is needed. Besides, the Compton effect
becomes the main interaction process with increasing energy. This leads to a conver-
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gence of the attenuation and the phase-contrast signal reducing the complementarity
(cf. Sec. 2.1.1). Also, phase-wrapping at the skin-air interface remains an issue, at least
for high sensitivity GBPC-CT. Spectral detectors could however reduce the effect of
phase-wrapping.

One potential tomographic application could be GBPC-CT of the breast. Dedicated
CT systems for breast imaging are in current development (Kalender et al., 2011). The
implementation of gratings in such a system could be feasible and provide excellent
soft tissue contrast. The needed increase in energy is moderate with approximately
50− 60 kVp and the breast contains only soft tissue.

Dark-field imaging

As shown in the introduction, dark-field radiography is highly promising for clinical
applications. Dark-field mammography enabled improved visualization of different
tumor structures like spiculations and hyperdense tumor foci or revealed microcalci-
fications (Stampanoni et al., 2011; Grandl et al., 2015; Scherer et al., 2015a, 2016b).
Another active field of research is dark-field radiography for chronic obstructive pul-
monary diseases, which revealed significantly improved diagnostics, as presented in
Bech et al. (2013); Yaroshenko et al. (2013); Meinel et al. (2014); Yaroshenko et al.
(2015, 2016); Hellbach et al. (2015, 2016, 2017); Scherer et al. (2017). With the real-
ization of an X-ray grating interferometer operating at higher energies, as shown by
dark-field imaging of a living pig (Gromann et al., 2017), clinical implementation of
dark-field imaging is within reach.

Furthermore, the search for new contrast agents in combination with dark-field
imaging is highly interesting. As conventional contrast agents can have large side-
effects like iodine in CT or gadolinium in MRI, the performance of dark-field contrast
agents like microbubbles is investigated and could have huge clinical impact (Velroyen
et al., 2015). Next to the potential in medical diagnostic application, the dark-field
signal is more suitable for clinical realization than the phase-contrast signal with re-
spect to technical realization and dose. As the dark-field signal visualizes structures
below the physical pixel size, larger pixel sizes and thus a dose reduction is possible.
The sensitivity condition is relaxed allowing larger grating periods and smaller grating
distances. Additionally, a water container is not necessary.

Although this setup is not optimized for GBDF-CT, diagnosing athersosclerotic
plaques containing microcalcifications was possible and moreover could be scaled in
principle to clinical parameters as motivated in simulations in Hetterich et al. (2017).
Similar results are to be expected for GBDF-CT for breast diagnostics. The unique
potential in GBDF-CT of the breast would lie in the three-dimensional characterization
of microcalcifications, which are –as aleady stated – related to the malignancy of breast
cancer (Scherer et al., 2016b).



Bibliography

S. Allner, T. Koehler, A. Fehringer, L. Birnbacher, M. Willner, F. Pfeiffer, and P. B.
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J. Herzen. Helical X-ray phase-contrast computed tomography without phase step-
ping. Scientific Reports, 6(1), 2016b.

M. Marschner, L. Birnbacher, M. Willner, M. Chabior, J. Herzen, P. B. Noël, and
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C. Herrmann, R. Steadman, G. Zeitler, and et al. Experimental feasibility of
multi-energy photon-counting K-edge imaging in pre-clinical computed tomography.
Physics in Medicine and Biology, 53(15):4031–4047, 2008.

C. Schmachtenberg, F. Engelken, T. Fischer, U. Bick, A. Poellinger, and E. Fallen-
berg. Intraoperative specimen radiography in patients with nonpalpable malignant
breast lesions. RoeFo - Fortschritte auf dem Gebiet der Roentgenstrahlen und der
bildgebenden Verfahren, 184(07):635–642, 2012.
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T. Thüring, S. Hämmerle, S. Weiss, J. Nüesch, J. Meiser, J. Mohr, C. David, and
M. Stampanoni. Compact hard X-ray grating interferometry for table top phase
contrast micro CT. Proc. SPIE, 8668:866813–866817, 2013.
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Abbreviations

ATC . . . . . . . . . . attenuation contrast
BI-RADS . . . . breast imaging reporting and data system
CT . . . . . . . . . . . . computed tomography
COPD . . . . . . . . chronic obstructive pulmonary disease
DCIS . . . . . . . . . intraductal carcinoma in situ
DECT . . . . . . . . dual energy computed tomography
DFC . . . . . . . . . . dark-field contrast
DPC . . . . . . . . . . differential phase-contrast
EM . . . . . . . . . . . expectation maximization
FBP . . . . . . . . . . filtered backprojection
FFT . . . . . . . . . . fast Fourier transform
GB-CT . . . . . . . grating-based attenuation contrast computed tomography
GBDF-CT . . . grating-based dark-field computed tomography
GBPC-CT . . . grating-based phase-contrast computed tomography
GI . . . . . . . . . . . . grating interferometry
HE . . . . . . . . . . . hematoxylin and eosin (staining)
HU . . . . . . . . . . . Hounsfield units for attenuation imaging
HUp . . . . . . . . . . Hounsfield units for phase-contrast imaging
NST . . . . . . . . . . none-specific type (invasive breast cancer)
MRI . . . . . . . . . . magnetic resonance imaging
PC . . . . . . . . . . . . phase-contrast
PCI . . . . . . . . . . . phase-contrast imaging
PC-CT . . . . . . . phase-contrast computed tomography
PET . . . . . . . . . . positron emission tomography
PMMA . . . . . . . polymethylmethacrylate
RCC . . . . . . . . . . renal cell carcinoma
SIR . . . . . . . . . . . statistical iterative reconstruction
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Symbols

A . . . . . . . . . . . . . . atomic mass number
α . . . . . . . . . . . . . . refraction angle
ai . . . . . . . . . . . . . real Fourier coefficient
β . . . . . . . . . . . . . . imaginary part of the refractive index
ci . . . . . . . . . . . . . . complex Fourier coefficient
d . . . . . . . . . . . . . . inter-grating distance between phase and analyzer grating
δ . . . . . . . . . . . . . . refractive index decrement
E . . . . . . . . . . . . . energy
Eeff . . . . . . . . . . . . effective energy
I . . . . . . . . . . . . . . intensity
k . . . . . . . . . . . . . . wave vector
l . . . . . . . . . . . . . . . inter-grating distance between source and phase grating
λ . . . . . . . . . . . . . . wavelength
M . . . . . . . . . . . . . magnification
µ . . . . . . . . . . . . . . attenuation coefficient
n . . . . . . . . . . . . . . complex index of refraction
ν . . . . . . . . . . . . . . frequency
ω . . . . . . . . . . . . . . angular frequency
pi . . . . . . . . . . . . . period of grating i
ϕ . . . . . . . . . . . . . . lateral phase shift of the interference pattern (DPC signal)
Ψ . . . . . . . . . . . . . wave function
ρe . . . . . . . . . . . . . electron density
ρ . . . . . . . . . . . . . . mass density
S . . . . . . . . . . . . . . lateral shift of the interference pattern
σϕ . . . . . . . . . . . . . standard deviation in the DPC projection
σph . . . . . . . . . . . . photoelectric cross section
σcoh . . . . . . . . . . . coherent scattering cross section
σincoh . . . . . . . . . . incoherent scattering cross section
σtot . . . . . . . . . . . . total scattering cross section
θ . . . . . . . . . . . . . . rotation angle
xg . . . . . . . . . . . . . grating position
Z . . . . . . . . . . . . . . atomic number
Zeff . . . . . . . . . . . . effective atomic number
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