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Abstract—This paper proposes a framework to perform a
techno-economic evaluation of communication networks of in-
dustrial networks. Since SDN and NFV promise cost savings, our
solution aims at evaluating quantitatively the savings compared
with existing solutions. The framework has been applied to the
particular case of wind parks.

I. INTRODUCTION

Industrial networks are becoming more complex, not only
due to the increase of task sophistication but also on the signif-
icant rise of components that should be configured and mon-
itored. Hence, the communication networks used in industrial
environments have to interconnect a larger number of devices
with different types of requirements in terms of bandwidth,
maximum delay, maximum packet loss, etc. Hence, industrial
communication networks have to automatically establish any
new required connection, configure any connected device and
provide access to certified tenants.

As considered in the EU VirtuWind Project [1], wind parks
are considered as a particular case of industrial networks. In
this scenario, turbines contain a significant number of sensors
and actuators that need to be closely monitored and controlled.
The reduction of the Levelized Cost of Electricity (LCOE) is
being slightly decrease by a better design of the wind turbines.
However, wind park operators aim reducing LCOE more by
reducing not only the Capital Expenditures (CAPEX) of the
network components, but also the Operational Expenditures
(OPEX) over the lifetime of the wind turbines.

Software Defined Networking (SDN) is a communication
network paradigm which separates clearly the data plane
from the control plane. In this way, basic, lower-cost and
standardized hardware can be used in the data plane, leaving
the complexity to the network controller(s). Furthermore, Net-
work Function Virtualization (NFV) allows reducing cost and
increasing network flexibility by virtualizing network functions
(e.g., firewalls, Deep Packet Inspection (DPI)) and deploy them
at any commodity hardware.

In this project, we aim at performing a techno-economic as-
sessment of existing and SDN and NFV based communication
networks applied to the wind park case study. A wind park ,
as shown in Fig. 1, consists of several turbines interconnected
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Fig. 1. Example of typical wind park communication network

either in a bus or in a ring topology by switches [2]. Each
turbine has different Input/Output (I/O) devices (i.e., sensors,
actuators), which receive/send information to a controller.
There is one local controller per turbine to perform the most
critical actions and few central controllers (offshore and/or on-
shore depending on the size of the wind park) to perform other
functions: e.g., synchronize and coordinate operation of all
wind turbines in the park, network management system (NMS)
for network configuration, performance and fault monitoring,
gateway to the other control centers and Internet. Supervisory
Control and Data Acquisition (SCADA) is the system, usually
placed a the onshore location, responsible to monitor, supervise
and control any industrial device by collecting the data from
sensor measurements and configuring the actuators [3].
II. TECHNO-ECONOMIC FRAMEWORK

In order to perform a techno-economic evaluation of differ-
ent communication networks, we propose the scheme depicted
in Fig. 2 [4]. The input scenario defines the parameters, aspects
and constraints of the network that has to be modelled and
analysed. They can be grouped in three different categories,
component models, traffic demand and system constraints.

When defining a network, the end nodes and network
components have to be defined and modelled. This definition
and modelling depend on the level of detail to be considered by
the next steps. For example, in the case of the wind park, the
whole turbine can be considered as an end node. In case a more
detailed analysis of the network is required, by zooming in
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Fig. 2. Proposed Techno-Economic Framework

into the turbine components, each of the sensors and actuators
could be considered as end node. When looking at the network
switches, they can be modelled based on the number of
ports or on their switching capacity. The scenario depends
on the number of flows/connections that should be established
and their characteristics: source, destination, required capacity,
maximum delay, minimum availability, etc. This input includes
any constraint that should be considered when dimensioning
the network. For example, is there any existing infrastructure
that should be considered, are there constraints regarding the
location of some components, etc.

Given the requirements and constraints of the input sce-
nario, an optimal network dimensioning is required. The net-
work should be able to cope with all the expected connections,
guaranteeing all their requirements and coping with all the
system constraints. The result is the number of network com-
ponents and their locations, known as Bill of Material (BoM).
Special attention has to be paid on the number and placement
of controllers and virtual network functions to guarantee all the
requirements in terms of delay, availability, etc. Some proposed
solutions have been recently published [5], [6].

The costs that should be considered in the assessment have
to be modelled. In general, network costs can be categorized as
CAPEX or OPEX. Both top-down and bottom-up approaches
can be considered. Since the available data from top-down
approaches as [7], [8] conceals the contribution of the com-
munication network, we propose using a bottom-up approach
by implementing driver-based cost models for CAPEX and
OPEX. CAPEX includes cost associated to switches (at the
top and/or bottom of the turbine as well as the aggregation
switches), gateways, routers, servers, firewalls, etc. OPEX
includes network configuration, power consumption, failure
reparation, maintenance, Cost of Energy Not Supplied (CENS)
and other costs such as service configuration and upgrades.

Based on this model and a complete database containing
all the parameters of the network components (e.g., power con-
sumption, component cost based on the purchased volume and
year, required maintenance), the techno-economic evaluation
is performed. Special attention is paid to the LCOE, which
depends on the Annual Energy Production (AEP) which is
amount of energy (MWh) that is produced per unit of installed
capacity (MW) and on the Fixed Charge Rate (FCR), which
counts the financial aspect (discount rate, taxation and depre-
ciation) and operational life of power plant. Hence, the LCOE
can be derived according to the following expression [7]:

CAPEX « FCR+ OPEX
AEP
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Fig. 3. CAPEX and OPEX comparison of legacy vs SDN/NFV network.

Historical data shows that LCOE is slightly reducing since
2010 and there is pressure to further reduce it by introducing
new technologies. Since innovations in communication tech-
nologies are not expected to impact directly FCR or AEP, the
focus in this study is on CAPEX and OPEX [7], [9].

III. RESULTS

This study aims at comparing the CAPEX and OPEX
costs of legacy vs. SDN/NFV communication networks for
the wind park case study. A first wind park scenario has been
considered: 20 turbines, 20 years operational time, 50 €/MWh
cost energy, 40 MW park power capacity and 3 aggregation
nodes [4]. Considering 2 controllers for resiliency purposes,
the cost comparison of both solutions is depicted in Fig. 3. It
can be observed that for this particular scenario, CENS is the
most important cost contributor followed by fault reparation.
These are also the factors where SDN/NFV offer most of the
savings, followed by CAPEX and power consumption. Other
scenarios and different SDN/NFV alternatives are currently
being compared to get a more applicable conclusions. Fur-
thermore, real values in terms of e.g., configuration times, are
expected to be obtained from the real test-bed at the end of
the VirtuWind project.
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