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Abstract

Precise localization is one of the critical requirements for the successful realisation of highly

assisted or autonomous vehicles. The diminishing cost of hardware and increasing precision,

has resulted in a proliferation of sensors in the environment (also known as infrastructure sen-

sors). This is revolutionising the highways into smart highways equipped with high-precision

sensors. Various studies and experiments from governments and vehicle manufacturers are al-

ready under way to evaluate and implement such concepts. Additionally, the communication

technology has matured to provide real-time data exchange between senders and receivers.

With all these advancements, cooperative localization using internal ego-vehicle sensors and

external high-precision sensors presents itself as a feasible and effective solution for localizing

the ego-vehicle and its neighbouring vehicles. This can lower the cost of ownership of such

autonomous vehicles. However, there are substantial challenges to fully realize the effective

use of sensor infrastructure located outside the ego-vehicle for jointly estimating the state of a

vehicle in cooperative localization. They include data association, i.e. measurement-to-track

association, coordinate transformation, bandwidth limitations and scalability.

In this thesis, I propose a novel cooperative localization system which not only utilises mea-

surements from external sensors to improve the position estimate of the ego and neighbouring

vehicles, but also addresses the above mentioned challenges. Any participating vehicle is as-

sumed to be equipped with an odometer and GPS and a real-time communication mechanism.

An external precise radar system is also assumed to be available which can view the targets.

The proposed system uses the concept of factor graphs which intuitively lend themselves to

express the problem of cooperative localization.

To avoid the overhead of data association and simultaneously address other mentioned chal-

lenges, the measurements from an external radar are formulated as a novel topology factor

between the targets in the field of view of the radar. This topology factor is constructed using

the sum of Euclidean distances between the vehicles. I propose another novel factor based on

symmetric conversion of radar measurements which not only avoids the step of data associa-

tion but is also efficient in GPS devoid areas like tunnels and urban canyons. Additionally, I

propose a robust topology factor to address the challenges of clutter. The proposed ideas are

extended from vehicle-infrastructure cooperative localization to vehicle-vehicle cooperative

localization, thus providing a complete system for cooperative localization.

The formulated graph using the factors constructed from internal ego-vehicle sensors and

proposed novel factors from external sensors (infrastructure and/or other vehicles) is solved

using a non-linear least square optimizer to calculate the state estimate of the vehicles. The

simulation and experiments (based on real measurements from an infrastructure radar) show

the feasibility of the proposed system.





Zusammenfassung

Präzise Lokalisierung ist eine der wichtigsten Voraussetzungen für den Erfolg hoch-automati-

sierter oder voll autonom fahrender Fahrzeuge. Die immer sinkend Hardwarekosten und die

zunehmende Präzision haben zu einer Proliferation von Sensoren in der Umwelt (auch als In-

frastruktursensoren bezeichnet) geführt. Dadurch werden Autobahnen zu intelligenten Auto-

bahnen (Smart Highways) die mit hochpräziser Sensorik ausgestattet sind. Verschiedene Studi-

en und Experimente von Regierungen und Autoherstellern sind bereits im Gange, um derartige

Konzepte zu evaluieren und umzusetzen. Außerdem hat sich die Kommunikationstechnologie

weiter entwickelt und ermöglicht den Datenaustausch zwischen Sendern und Empfängern in

Echtzeit.

Mit all diesen Fortschritten bietet sich eine kooperative Lokalisierung mit internen han-

delsüblichen Ego-Sensoren und externen Hochpräzisions-Sensoren als praktikable und effekti-

ve Lösung zur Lokalisierung des Ego-Fahrzeugs und seiner Nachbarfahrzeuge an. Dies kann

die Betriebskosten solcher voll-autonom fahrender Autos senken. Es gibt jedoch einige Her-

ausforderungen, um die effektive Nutzung einer Sensorinfrastruktur, die sich außerhalb des

Ego-Fahrzeugs befindet, vollständig zu realisieren, und den gemeinsam den Zustand von

Fahrzeugen in kooperativer Lokalisierung zu schätzen. Sie umfassen Datenassoziation, d.h.

measurement-to-track-Zuordnung, Koordinatentransformation, Bandbreitenbeschränkungen

und Skalierbarkeit.

In dieser Arbeit schlage ich ein neuartiges kooperatives Lokalisierungssystem vor, das nicht

nur Messungen von externen Sensoren nutzen kann, um die Positionsschätzung des Ego- und

benachbarten Fahrzeugs zu verbessern, sondern auch die oben genannten Herausforderungen

bewältigt. Es wird davon ausgegangen, dass jedes teilnehmende Fahrzeug mit einem han-

delsüblichen Odometer und GPS-Empfänger sowie mit einem Echtzeit Kommunikationsme-

chanismus ausgestattet ist. Das System verwendet das Konzept von der Faktorgraphen, die

intuitiv dazu geeignet sind, das Problem der kooperativen Lokalisierung auszudrücken.

Um den Mehraufwand der Datenassoziation zu vermeiden und gleichzeitig die anderen erwäh-

nten Herausforderungen zu adressieren, werden die Messungen von einem externen Radar als

ein neuer Topology Factor zwischen den Zielen in dem Sichtfeld des Radars formuliert. Dieser

Topology Factor wird unter Verwendung der Summe der euklidischen Abstände zwischen den

Fahrzeugen erzeugt. Ich schlage einen weiteren neuartigen Faktor vor, der auf der symmetri-

schen Umwandlung von Radarmessungen beruht und nicht nur den Schritt der Datenasso-

ziation vermeidet, sondern auch in GPS-freien Gebieten wie Tunneln und Häuserschluchten

effizient ist. Darüber hinaus schlage ich einen robusten Topology Factor vor, um die Heraus-

forderungen von Stördaten zu bewältigen. Die vorgeschlagenen Ideen sind von der Fahrzeug-



Infrastruktur kooperative Lokalisierung zur Fahrzeug-Fahrzeug kooperative Lokalisierung er-

weitert und bieten somit einen vollständigen System für kooperative Lokalisierung.

Der Graph, der aus den Faktoren besteht, die aus den Messungen der internen Ego Fahrzeug-

sensoren erzeugt werden, sowie aus den vorgestellten neuartigen Faktoren aus den Messungen

externer Sensoren (Infrastruktur und/oder andere Fahrzeuge) wird mittels eines Algorithmus

zur Lösung von nichtlinearen kleinsten Quadrate Problemen berechnet, um die Zustandsva-

riablen der Fahrzeuge zu schätzen. Die Simulation und Experimente (basierend auf realen

Messungen eines Infrastruktur-Radars) zeigen die Funktionstüchtigkeit des vorgestellten Sys-

tems.
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Chapter 1

Introduction

An entity existing in this world will have a corresponding state, which effectively describes the physical

characteristics of the entity. As an example, consider liquid stored in a container. It is characterised by

its quantity and its temperature. Therefore, the amount and its temperature are two characteristics of

the state of the liquid. There can be other as characteristics, for example amount of salt or sugar present

in the liquid, its alkalinity or acidity etc. Similarly, location and speed of a vehicle are the characteristics

of the state of the vehicle.

1.1 State and its Estimation

We routinely estimate state of things around us, consciously or unconsciously, to help us make decisions

required to perform daily activities. This follows the intelligent agent paradigm of sense, understanding

and action. The sensors perceive the environment, the sensed information is understood and based on a

rule set or some prior knowledge an action is executed.

For example, we estimate the distance of the next crossing from our current position while guiding

somebody to his/her destination. Here somebody had asked for our help (sensing), asking for the direction

(understanding) and based on the prior knowledge of the area, we guide the person (execution). Similarly,

we estimate the temperature of the water just by slightly touching the surface with our finger and then

decide if its of correct temperature to be used. We estimate how much salt or sugar needs to be added

to the food by tasting a small amount.

We fuse data acquired using our “biological sensor system” to estimate the state. In the first example

if we know the area, we already have a map of the surrounding in our mind. We perform an estimation

of the state of ourselves, by the environment perception, in this map and calculate the distance. In

the second case, if the liquid in the container is water, we use the internal heat sensor of our body and

estimate the state of the water temperature. In the third, we use the taste buds to estimate the state of

salt or sugar in the food. Nevertheless, for all the above examples, aided with biological sensors, we can

hardly achieve the true value of the state, and even if we do, that generally is a lucky guess.

Therefore, for any intelligent agent, the first step is to correctly sense the state and/or its environment

and only then an appropriate decision can be reached.
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Figure 1.1: Source [2]. ADAS Features available in vehicles. Full stars require intelligence and real time

processing capability. Half-coloured stars are rudimentary ADAS cases

1.2 Autonomous Driving

Transportation has been one of the critical factor enabling the development of human civilization, and

better transportation system has fuelled the growth of our society. However, with the increasing sophisti-

cation in transportation systems, particularly the road transportation, there has also been an increase in

the number of casualties. As per WHO 2015 [1] report 1.2 million people die every year because of traffic

accidents. This is because, until about a decade ago, the average road user was doing state estimation

similarly, as described in previous section, aided with basic physical and/or biological sensor system.

However, based on the physical condition (e.g. drunken driver, lack of sleep, distraction because of a cell

phone) this state estimate can always be wrong.

Hence, in the last decade, the vehicle manufacturers have increasingly incorporated sophisticated sys-

tems for safety for all kinds of road users. These include (1) Driving Assistance Systems (DAS)/Advanced

Driving Assistance Systems (ADAS), and (2) Autonomous Driving under certain circumstances. Manu-

facturers provide vehicles with technologies, where it could also take decisions. For example, if the vehicle

detects a pedestrian or a red traffic signal, it could autonomously decide to halt.

Figure 1.1 from [2] gives an overview of various DAS and ADAS functionalities currently available

in vehicles. The ADAS functions with the full stars are the ones having required intelligence and real

time processing capability. The half-coloured stars represent rudimentary ADAS cases. This is not an

exhaustive list. This will vary from one source to another and as even at the time of writing this chapter,

newer ADAS functionalities may be thought of, developed and tested.

Autonomous Driving under certain circumstances is a limited capability of a vehicle to drive fully

autonomously in simple environments, for example highways. In this kind of scenarios there are, the-
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Figure 1.2: Source [2]. Possible sensors for ADAS. It does not mention sensors like odometer, GPS and

LiDAR

oretically, no pedestrians crossing the road and no complex manoeuvre at complicated intersections.

Additionally, the direction of traffic flow is clearly marked. The system orchestrates all the ADAS func-

tionalities as shown in 1.1. The driver need not drive but should be attentive to take over any time the

system sends a signal. This functionality requires a substantial increase in functional safety levels and

system redundancies. Currently there is a race to launch a safe, legal and socially acceptable autonomous

vehicles which completely removes the human from the loop and hence the uncertain biological sensor

system.

In addition to increasing of the safety of road users, autonomous transportation systems can optimize

the fuel consumption, thus reduce the environmental pollution. Passengers in autonomous vehicles can

relax and avoid stress induced by driving. This is achievable if the autonomous transportation systems

is able to make sound decisions, which is dependent on correct state estimates being available to the

system.

1.2.1 Autonomous Driving and Sensors

To achieve ADAS functionalities, the vehicle relies on various sensors. These sensors are together

used for the final state estimation of the vehicle and its environment, often using data fusion to collate,

register, associate and integrate information from various sources.

A possible sensor architecture for such a vehicle is shown in Figure 1.2. Similar to ADAS functional-

ities, this is one of the possible reference architecture referred in [2]. Figure 1.2 does not include sensors

like odometer, Global Positioning System (GPS), LiDAR etc. Various auto manufacturers have built

3



1. INTRODUCTION

Figure 1.3: Connected World

their own architectures based on their experience with ADAS functionalities.

1.2.2 Localization and Connected World

Various ADAS functionalities for example collision avoidance, location based services like speed limit

information and right of way regulation information, and navigation require the position/location of

the vehicle. Autonomous Driving under certain circumstances (which is approximately a super set of

ADAS functionalities) also needs the location information of the vehicle. In fact, as soon as the vehicle

is switched on, its location is an important parameter for ADAS or fully automated driving system. It

continues to remain an important parameter during vehicle motion for various other systems like path

planning and collision avoidance until it reaches its destination.

One of the primary system for localization is global navigation satellite system (GNSS). GPS is one of

the widely used sensor of GNSS. However, a standard off-the-shelf GPS sensor has a measurement error

from 7− 10m [3]. This is not precise enough to perform safety critical tasks of Autonomous Driving. It

is possible to add higher precision sensors in the Autonomous Vehicle, but that will increase the cost of

production many folds.

Furthermore, with a rapid increase in technological innovations, the world is moving towards a perpet-

ual connected state. Because of this, a whole domain of Intelligent Transportation System has emerged

[4]. Real time communication between various sensor systems is now possible [5]. Technologies like

Dedicated Short Range Radio (DSRC) [6] and Ultra Wide Band Radio [7] make it possible to have a

Vehicle-to-Vehicle (V2V) real time connection. Vehicle-to-Infrastructure Sensor (V2I) is also made possi-

ble using technologies like 5G [5]. The combined technology is known as V2X, where “X” can be Vehicle

or Infrastructure Sensor. A connected world can be seen in Figure 1.3. With such an infrastructure

available, the question arises:

How can the data from external sensors be used to improve state estimation?

In this thesis, I propose a framework to use the external sensors using V2X technologies to improve the

4



1.3 Challenges and Motivation

state estimation of self-driving vehicles. This can mitigate the cost of vehicles as high precision sensors

can be deployed in the infrastructure, which can be used by all the nearby vehicles. This also supports

and utilizes the Smart Infrastructures [4] where various governments and big corporations are pooling in

resource for research and development of such activities.

1.3 Challenges and Motivation

For successful fusion of the data available from external sensors (with focus on the radar) for improved

state estimation (as seen in Figure 1.3), following are the challenges which I will address in this thesis:

1. Data Association: To fuse data from high precision sensors like radar in a multi-target scenario

requires measurement-to-target association. This process is called Data Association. This needs

additional solutions, which perform the task of Data Association and thus adding to the latency.

A solution that can avoid the task of Data Association would be beneficial.

2. Coordinate Transformations: For any data to be fused from a previously unseen sensor, system

needs to know the sensors physical configuration in terms of its position and orientation. This is

required to perform coordinate transformation to some common coordinate framework before being

fused. This poses a challenge as Smart Infrastructures [4] will constitute of multiple sensors and

knowing and the physical configuration of all the external sensors for an autonomous vehicle is

impossible. This needs a solution where the data from the external sensor can be fused without the

overhead of knowing the physical configuration of the sensor.

3. Bandwidth Limitations: Multiple vehicles who will utilize some set of external sensors using V2I

technology will contend for the available bandwidth. Consequently, keeping the allotted bandwidth

utilization to minimum is an important factor.

4. Scalability: The solution should scale with the increase in the number of participating vehicles.

5. Clutter High precision radar sensor can also miss-detect. In these cases, the measurements do

not correspond to any real target. This is called clutter. These false measurements can appear as

the valid measurements and cause the degradation of the state estimation. The proposed solution

should be robust against such outliers.

6. Adaptability: Traditionally, data fusion systems for Autonomous Vehicles using internal sensors

have been hard-designed during earlier phases of the development. Various configuration parameters

for multi-sensor data fusion can be therefore hard-coded in the system. However, fusing data from

a previously unseen external sensor requires a complete framework to be adaptable and support

plug and play architecture.

Various researchers have provided novel solutions to handle one or more of the above solutions. We

visit some of the interesting solutions in Section 2.3. Despite a tremendous amount of work in the domain,

the researched solutions fail in some or other challenges and there lacks a common solution which can

address all the challenges together. The motivation of this work is to provide a common framework,

which can address maximum number of the above-mentioned challenges.
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1.4 Contribution

An innovative adaptable framework has been proposed in this thesis which addresses maximum number

of the highlighted challenges in the previous section. The framework provides a scalable solution for ve-

hicle infrastructure cooperative localization with minimum bandwidth requirement, while avoiding

the overhead of data association and without coordinate transformation.

The proposed solution fuses data from off-the-shelf automotive grade sensors like odometer and GPS

and from external high precision radar sensor using a Graph-based approach. This addresses the chal-

lenges of Data Association and Coordinate Transformation. The framework requires minimal bandwidth,

transmitting only the measurements. It remains robust against outliers like a clutter measurement as

observed by radar.

The same framework fuses the data from neighbouring vehicles using V2V technologies, further im-

proving the state estimates. An additional fusion strategy for scenarios where GPS is not available is

also implemented. This addresses the places like tunnels and underground parking garages.

Thus, the research work proposed in this thesis improved the state estimation for autonomous vehicles

utilizing a common framework using V2X communication.

1.4.1 Publications

During the course of the research, I have published, presented and discussed the results in various inter-

national peer-reviewed conferences and journals. The complete list of the published articles can found in

appendix A.

The research ideas and results presented in this thesis are based on the following published articles:

C1. Gulati et. al.: Vehicle Infrastructure Cooperative Localization using Factor Graphs. 2016 IEEE

Intelligent Vehicles Symposium (IV), 2016.

C2. Gulati et. al.: Robust Cooperative Localization in a Dynamic Environment using Factor Graphs

and Probability Data Association Filter. 2017 20th International Conference on Information Fusion

(Fusion), 2017.

C3. Gulati et. al.: Graph based Cooperative Localization using Symmetric Measurement Equations

and Dedicated Short Range Communication. 2017 IEEE International Conference on Multisensor

Fusion and Integration for Intelligent Systems (MFI), 2017.

C4. Gulati et. al.: Data association - Solution or Avoidance: Evaluation of a Filter based on RFS

Framework and Factor Graphs with SME. 2017 IEEE International Conference on Multisensor

Fusion and Integration for Intelligent Systems (MFI), 2017.

C5. Gulati et. al.: Robust Vehicle Infrastructure Cooperative Localization in Presence of Clutter. 21st

International Conference on Information Fusion (FUSION), 2018 (accepted)

J1. Gulati et. al.: Graph based Cooperative Localization using Symmetric Measurement Equations.

Sensors 17 (6), 2017.
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1.5 Thesis Outline

1.5 Thesis Outline

The remainder of the thesis can be organized in three parts. The first is about the mathematical back-

ground, localization (the state that we want to estimate) and the state-of-the-art for such state estimation.

The second part explains the major contributions. The third discusses these results and concludes the

thesis.

The first part constitutes of Chapters 2, 3 and 4. Chapter 2 gives the overview of the problem of

localization and discusses the state of the art methodologies, which can be used to solve it. Chapter 3

lays the foundation of the assumptions of our problem statement. Chapter 4 presents an overview of the

Simultaneous Localization and Mapping (SLAM) problem and techniques to solve it.

The second part is presented in Chapters 5, 6, 8 and 7. Chapter 5 and 6 gives the overview of the

contributions made using V2I technologies but for absence and presence of GPS sensor. 8 discusses the

contribution to tackle the clutter. Research results with V2V are discussed in 7.

The third part is explained 9 and 10. Chapter 9 investigates the comparison of one of the state-

of-the-art technologies against one of the methods proposed in second part. Chapter 10 concludes the

work.

7



1. INTRODUCTION

8



Chapter 2

Cooperative Localization

Three primary questions which any autonomous vehicle has to answer are “Where am I?”, “Where am I

going?” and “How should I get there?” [8]. The process of localization tries to answer the first one.

Importance of localization can be understood from the fact that since the appearance of current Homo

Sapiens, humans have used many methods to answer the question. And this expertise is very important

otherwise, Columbus would have correctly identified that he had landed in America and not India, and

we would have read a different history.

From using celestial sources as references, through to radio-satellites for the centimeter accurate

positioning, we have come a long a way in localizing ourselves on the planet. This chapter summarizes

some of the modern methods and associated challenges with localization. The first section gives an

overview of localization as done by individual robots and later presents cooperative localization. As the

focus of this thesis is cooperative localization, subsequently it provides the state-of-the-art methodologies

in the domain which attempt to solve the challenges identified in Section 1.3.

Since a modern autonomous vehicle is a robot, the words “robot” and “vehicle” are used interchange-

ably through the thesis.

2.1 Ego Vehicle Localization

Till about a decade ago, mobile robots were limited to factories and laboratories and also limited in

numbers. The environment and the numbers were known in advance and simple sensors were used to

localize them in the given environment. This section gives a non-exhaustive overview of various such

methodologies which a vehicle can use to localize itself. These methodologies use only the sensors and

the resources available within the vehicle.

2.1.1 Odometer

An odometer is one of the most basic sensor, which shows the number of units travelled, be it in miles

or kilometers. It is based on the wheel turnings and can estimate the position of vehicle since the last

start of the vehicle. One of the primary problem of odometer is that error grows unbounded [9]. This

can be understood from Figure 2.1. A vehicle moves forward along the x-axis. The ellipse represents the

position uncertainty, that is an iso-contour of the error, and visualizes a confidence interval. As seen, this
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Figure 2.1: A simulation showing the uncertainty in odometer position growing as a function of distance.

The circles indicate an iso-contour of the expected error covariance around the true position indicated by

the stars.

ellipse grows as the vehicle moves forward along the axis. This signifies that the confidence in its own

location reduces. This is because the odometer has an error for every unit of measurement, which keeps

on adding as vehicle moves forward.

2.1.2 Inertial Measurement Unit (IMU)

An IMU is primarily a combination of an accelerometer and a gyroscope. The accelerometer gives

the acceleration and the gyroscope measures the rate of rotation. The position can be obtained by

integrating the measurements, twice for the accelerometer and once for the gyroscope. With advent

of the technologies, it has become possible to manufacture cheap and accurate IMU units. Therefore,

modern day vehicles are equipped with the IMU unit. Similar to odometer, the IMU suffers an increase

in the error as the vehicle moves forward.

2.1.3 Active Triangulation

Using three or more sources of actively transmitting signals, a vehicle can determine its own position.

The signal can be radio or light frequencies. To have a continuous estimation of the position, the signal

sources should be evenly placed in the desired area. Because minimum three sources of the signal are

required, the process is called triangulation. It is an old technique [10], but is still actively used. In fact as

recently as 2013, Pierlot et. al. [11] presented an improved method for triangulation. The mobile phone

towers use the same principle for a mobile phone localization. Also the triangulation method suffers from

problems like occlusion and reflection as the signals can be hidden and/or reflected which can increase

the uncertainty in the state estimation.

2.1.4 Global Positioning System (GPS)

GPS is a special case of the above-mentioned triangulation where satellites are used to transmit radio

signals. Extensive open source literature is available [3]. However, here we provide a basic summary of

the technology at the level necessary to understand its implications in the context of this thesis . Based on

a minimum of 24 operating satellites consistently transmitting signals giving positions and time, various

companies provide various solutions for the consumers. These can be purchased off-the-shelf by the users.

GPS is a U.S.-owned utility providing users with positioning, navigation, and timing services. Parallel

to the GPS there are other similar services launched by different countries or organizations. These include
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Russian Global Navigation Satellite System (GLONASS) [12], European Union Galileo positioning system

[13], China’s BeiDou Navigation Satellite System [14], India’s NAVIC [15] and Japan’s Quasi-Zenith

Satellite System [16].

The satellites broadcast their signals in space with certain accuracy, but the reception depends on

additional factors, including satellite geometry, signal blockage, atmospheric conditions, and receiver

design features/quality. A standard GPS receiver in a smart phone, under open sky with clear visibility

to at least a minimum of six satellites has an accuracy of 4.9 m. However, the accuracy worsens near

buildings, bridges, and trees and can fall by up to 10 m.

Nevertheless, despite not having a very high accuracy, GPS and similar kind of services have become

very common and even a cheap smart phone also comes equipped with a basic GPS sensor.

After obtaining a unique GPS coordinate, further localization is done by combining a pre-built map.

For such map-based scenarios, the accuracy not only depends on the GPS but also on the precision of

the maps.

2.1.5 Landmark Based Recognition

Any distinct feature in the environment can also be used to localize the vehicle. The features called

landmarks can be artificially placed for example Augment-Reality tags (ARTAGS) or already present like

trees or buildings.

Localization is done similar to the GPS. However, here instead of the GPS Signals, the vehicle or the

robot uses the detected landmarks and after matching them in the map, localizes itself.

The process is often used for accurate indoor localization. One of the earliest work dates back to

late 1980’s where Tsubouchi et. al. [17] used a camera to do landmark recognition for a mobile robot.

The mobile robot localizes itself in an indoor environment using a pre-built map by comparing the

images. However, this technique is not very suitable for outdoor localization as pre-existing landmarks

like buildings and trees are difficult to detect.

2.1.6 Localization using Multiple Methods

Because none of the methods are 100% reliable, localization is usually carried out as a fusion between two

or more methods. For example one can fuse [18] odometer and GPS, or IMU and GPS [19] or Landmark

Recognition and GPS [20].

All the methods require multiple sensors to be present in the vehicle. Cheap off-the-shelf sensors

are not precise enough to support autonomous driving. General trend from various companies is to

use expensive sensors like LiDAR and/or High Definition maps, which help the process of localization.

LiDAR is able to construct a three dimensional feature map of the environment using laser beams and

matches to the detailed maps to localize. One problem with High Definition maps is that they are not

available for all the places and require continuous maintenance because of infrastructure changes in urban

scenarios, along with large storage requirements or wide bandwidth requirements. All these reasons make

the localization an expensive and challenging task.
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Figure 2.2: Cooperative localization as proposed by Kurazume et. al. [21] (a) Robot 3 moves. (b) After

the movement of robot 3, robot 1 measures the azimuth position of robots 2 and 3. (c) Similarly robot 2

measures the azimuth of robots 1 and 3. (d) The new position of robot 3 is estimated and robot 1 moves.

2.2 Need for Cooperative Localization

Self localization for a single autonomous robot is not enough. More often in various environments multiple

robots coexist. To achieve the assigned tasks safely and successfully, one common goal for all these robots

is knowing where each of them is. This localization is not only valid from an absolute perspective but

also from a relative one, i.e., not only know the actual position of the ego robot, but also the position

with respect to the neighbouring robot.

The localization helps not only in safe execution, but can also help in execution of cooperative tasks.

For such a motivation, the robots need not only to communicate with each other about the common goal

they want to achieve but also about their positions. If some of the robots are equipped with high-precision

sensors for better absolute localization, and sufficiently high bandwidth is available to facilitate the data

exchange between various robots, then the other robots with low precision sensors can localize themselves

using the data from the robots with high precision sensors. The same principle can also be applied to

some high precision sensors present in the environment and the respective robots present around the

communication range of the external sensor.

A localization where robots not only use their own internal sensors, but also utilize the data from

external sources to lower their position estimation errors is called Cooperative Localization.

Cooperative localization, also known as cooperative positioning is not a new concept. In 1994, Ku-

razume et. al. [21] demonstrated the use of mobile robots to perform cooperative positioning. The

authors divided the mobile robots in two sets: when one set moved, the other remained stationary and

acted as the landmark for the moving robots. The robots move until a certain distance and stopped. The

first stopped set of robots then starts to move using the second set of robots as landmark. This alternate
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start and stop of moving robots continues until they reached the target. The authors called this process

as the “dance”. The approach is visualized in Figure 2.2. Using this technique, they demonstrated that

the robots accumulated lower odometer errors. Their method allowed the robots to move forward without

the knowledge of any external landmark. Hence it could be used to explore uncharted environments.

The work done by Kurazume et. al. paved the way for an improved position estimation. In addition,

advancements in communication mechanisms made it possible to exchange large amount of data in real

time. Therefore the vehicles or the robots do not need to be self-contained islands any more: They can

communicate and benefit from any other data source inside or outside the autonomous system. Such

advancements gave rise to Vehicle-to-Infrastructure (V2I) or Vehicle-to-Vehicle (V2V) communication

mechanisms explored for the domain of autonomous driving [22].

In the last 20 years cooperative localization has become an active field of research. This also was

triggered by the fact that the localization for a single robot using off-the-shelf sensors was possible only

to a certain precision. However, when multiple robots, moving autonomously, are present in the same

operating space, this precision in ego-localization is not sufficient enough.

For a small number of robots in a laboratory set up, one can use multiple and/or expensive sensors for

each of the participant for ego-localization. However, with the advent of autonomous vehicles, methods

to improve the ego-localization without increasing the cost is the preferred way to move ahead. One

way to achieve the same is using high precision sensors in the environment acting as an infrastructure

to cooperate with the sensors of the ego-vehicle for improved localization. The cost of high precision

infrastructure sensor can be amortized over the traffic participants. This can lower the cost of ownership

of such autonomous vehicles.

This thesis presents innovative methods for cooperative localization.

2.3 State of The Art

2.3.1 Methods

After Kurazume et. al. [21], many researchers have come up various innovative solutions for coopera-

tive localization. Most of the earlier work uses inter-robot communication to perform the cooperative

localization. Spletzer et. al. [23] extended the work of Kurazume et. al. [21] to perform cooperative

localization to achieve control for multi-robot manipulation. Along with azimuth and elevation angle,

they use the complete pose information based on visual imagery. Their work uses Kalman Filter and

require identification and communication of each of the participating robots with each other.

Fenwick et. al. [24] implemented a centralized solution using Kalman Filter where all the states

of all the vehicles are combined in huge matrices. This implies that measurement-to-track or the data

association is already known.

Roumeliotis et. al [25, 26, 27] proposed an innovative use of a form of Distributed Kalman Filter (KF)

to perform cooperative localization which they called as Collective Localization. Their proposed solution

assumed all robots could move simultaneously, unlike previous solutions where one robot was moving at a

given time. A centralized KF fuses the data using the observations from a group of mobile robots. Using

both proprioceptive (relative) and exteroceptive (absolute) sensors, the standard KF prediction equations

are decentralized and executed on the participating robots. This decentralized approach decouples the
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state propagation equations. The state coupling occurs only when relative pose observations become

available: that is whenever two robots meet. The relative pose information obtained from a camera

tracking system is used to update the pose estimates of the robot team members. The solution could

be extended to a system with a fixed robot acting as an external or an infrastructure sensor. However,

one requirement for the solution is that the system should be able to identify the participating robots.

Additionally, uncertainty for each of the robot is propagated individually at each step, thereby having

high bandwidth requirements.

In [28], Rekleitis et. al. compare the various modalities, which can be used for cooperative localization.

This includes inter-robot distance, azimuth angle from one robot to the other, a combination of distance

and azimuth angle, full pose information etc. However, each of these modalities rely of identification of

the individual robots, there by assuming that data association problem is already solved.

In [29], a graph-based approach is proposed for indoor cooperative localization using cameras. The

camera scans areas of free space and generates a graph-based description of the environment. This graph

is used to guide the exploration process and can be used for subsequent tasks such as place recognition

or path planning. This is only possible for line of sight in small environments where the robots are not

occluded from each other. The approach is similar to Kurazume et. al. [21] but uses graphs to map and

localize.

In [30], Rekleitis et. al. extended [29] and demonstrated the use of a lidar and odometer to perform

cooperative localization. They used particle filters to fuse the data. However, the main problem remains

the same: they rely on identification of the robots for correct fusion. The work [31] suffers the same

problem of robot identification.

Madhavan et. al. [32] use the distributed Extended Kalman Filter (EKF) to tackle non-linearities in

the system. They further prove their results for outdoor multi robot localization. Their work can also

be extended with one robot acting as a fixed infrastructure sensor. They have similar requirements as

Rekleitis et. al. [25]: the solution requires the identification of individual robots.

Fox et. al. perform [33, 34] cooperative localization using Markov Localization: each robot maintains a

belief over its position. Every time the robot sees a landmark, its belief is updated based on the likelihood

of perceiving the landmark. To perform cooperative localization, belief from each robot is gathered to

form a joint distribution. The authors assume that robots pose estimates are independent and use a

factorial representation to keep the complexity under control. This approach can be used for centralized

fusion where the believes are fused. Their experiments with cooperative Markov Localization clearly show

an increased accuracy with usage of multiple robots against just one. This can be extended to a fixed

infrastructure sensor scenario, but for fusing any data from external sensor, a measurement-to-track or

data association has to be performed.

Das et. al. [35] use ad-hoc networking to perform cooperative localization. Each robot is capable of

identifying other participating robots and is capable of estimating the range and bearing of other robots.

Each robot is able to estimate the position of its visible neighbours without communication. However, to

estimate the relative orientations each robot communicates with each other. All this information is fed

into a graph to retrieve the pose of the complete formation. The authors claim is that for the cooperative

localization their strategy can work for any number of robots. However, if robot identification is required

for robots visible to each other, it can not be used for the purpose of vehicle infrastructure cooperative

localization as it requires measurement-to-track association.
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Similar to Das et. al. [35], Patwari et. al. [36, 37] use ad-hoc networking using wideband and ultra-

wideband radio sensors for cooperative localization. They use various measurement-based statistical

models of radio signals useful to describe time-of-arrival, angle-of-arrival, and received-signal-strength

measurements in wireless sensor networks. The data can be fused using Kalman Filter or Monte Carlo

estimation method that is particle filters. This also depends on node identification.

Yoshida et. al. [38] propose a method to detect automatically the coordinate transformations among

a group of robots using a wall. The intention is to perform cooperative localization without configuring

various coordinate transformations for participating robots. The approach can not be used for vehicle

infrastructure cooperative localization, but highlights the importance of coordinate transformations while

fusing sensor data originating outside the ego vehicle.

Howard et. al. [39] used combination of maximum likelihood estimation (MLE) and numerical

optimization to infer the relative pose of every robot. They demonstrated the results on a set of four

robots. One of the criteria of the approach is that each robot is equipped with a robot sensor such that it

can measure the relative pose and the identity of nearby robots. The information for the measurements

and covariances is maintained at each robot and exchanged whenever a robot is nearby. This makes

their method robust to changes in the environment, and robots can use transitive relationships to infer

the pose of previously unseen robots. This method can be extended to a stationary sensor observing all

the robots. This would require that the stationary sensor performs the track-to-measurement association

and sends the covariances on the network which itself can be a problem when the number of participants

increase.

In [40], Howard et. al. use Monte Carlo Localization, that is the particle filter to perform cooperative

localization. They define five kinds of observations and corresponding update rules similar to the Monte

Carlo Localization work done by Fox et. al. [41] for a single robot. Each robot maintains its own set

of all other robots distribution lists. The benefit of this approach is the robot has to transmit only

the observations. With no new updates, the pose estimates become more uncertain. Since it needs to

maintain a list of all other robot poses, it relies heavily on correct coordinate transformations. Each

robot broadcasts the measurements of any observed robots and, based on the received measurements, it

uses particle filter to judge the true pose. This makes the system computationally expensive, as each

robot must maintain separate filters for all the participants. Additionally the system relies on correct

identification of robots using the robot sensor.

In [42], the authors perform the cooperative localization using bearing of the observed robot by the

observer robot (using cameras) and fusing it with odometer. They demonstrate the results using EKF,

Particle Filter and a combination of both techniques. They only demonstrate it with two robots and do

not encounter the problem of robot identification, but for more than two robots, such measurement-to-

identification has to be built-in.

Trawny et. al. [43] try to tackle the problem of cooperative localization in an entirely different

way. They try to optimize the entire trajectories for a group of mobile robots that use one another as

localization beacons. They minimize the localization uncertainty, thereby obtaining the best localization

information possible. They use classic EKF monolithic approach to robot localization. Inspired from

Kurazume et. al. [21], the method uses participating robots as beacons, therefore needs measurement-

to-track association.

Marco et. al. [44] came up with another interesting formulation of the cooperative localization. This
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work is based on their previously proposed work on the single robot SLAM solution [45]. The approach

is based on set membership hypotheses on the uncertainties, to simultaneously localize and build a map

for a team of cooperating robots. Particularly, it is assumed that the error disturbances are unknown-

but-bounded. Since the cardinality of the sets can become large, they propose efficient techniques for

computing guaranteed outer approximations of the feasible sets. The methodology can be extended to

a fixed sensor in the environment. However, this would require measurement-to-track association to be

fused with the robot sensor measurements.

Martinelli et. al. [46] upgraded the approach by Rekleitis et. al. [26] and used distributed Extended

Kalman Filter. In addition, they utilized three different relative observations to the fusion system, namely

relative bearing, relative distance and relative orientation. Similar set-up has been used by [47] and [48].

All approaches can also be extended to making one of the participants as fixed and then improve the

state estimates with vehicle infrastructure cooperative localization. However, they also suffers the same

problem that measurement-to-track association is required.

Caglioti et. al. [49] present another interesting method of cooperative localization. Instead of just

fusing every available measurement, they formalize the problem of selecting sensor measurements char-

acterized by minimum residual uncertainty about the state of the multi-robot system. That is, they

minimize the entropy of the whole system. The globally optimum measurement, i.e. the measurement

that minimizes the expected variation of the entropy of the complete state vector (composed on all the

robots), is one of the locally optimum measurements. They show that, in addition to EKF (which is used

to update the estimate of robot state estimates from sensors), the selection of the optimal measurement

can be distributed among the robots. They support their concepts using simulation and two mobile

robots. Although an interesting approach, this again uses EKF, and requires measurement-to-track

associations.

Karam et. al. [50] propose a novel method of state exchange where state is maintained by each

vehicle using its own sensors. This exchange of independent states estimates are shared within the

vehicle networks. They avoid the problem of over-convergence. Each participating vehicle maintains

separately a state view, called sub-states, of other vehicles. To obtain the global state space all the sub-

states are fused together with an Extended Kalman Filter. The algorithm can be extended for vehicle

infrastructure cooperative localization by making one of the participant as fixed. In addition, as the

number of vehicles will increase the number of maintained sub-states will also increase. However, the

data exchange is expensive operation for EKF, as the covariance from the infrastructure will have to be

exchanged every time after an update step. Additionally infrastructure sensor should be able to identify

the targets to fuse the data.

Karam et. al. [51] proposed another method where instead of individual states; each participant

exchanges the group states. Each vehicle maintains its own view of the group and exchanges this big

state estimate. They avoid identification of individual vehicles. To fuse two group states they check the

Mahalanobis distance to match its group state with the received group state. Additionally the bandwidth

requirement increases with whole group state estimates being exchanged.

Many researchers [52, 53, 54, 55, 56] use the inter vehicle distance measurements obtained using

real time radio signals fused along with GPS to improve the state estimation of vehicles. The fusion

of the data is achieved by Kalman Filter or its extensions: Extended Kalman Filter and semi-extended

Kalman filter [54]. Grabowski et. al. [57] use low cost ultrasonic sensor to find range between the robots.
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These measurements are used as a position likelihood and all of them are combined to find a global

solution that maximizes the position likelihood of each of the participating robot. They also address a

unique multipath interference mode that arises as a direct result of the scale of the robot team. They

demonstrate their results with localization and control of a small robot team. In [58], Parker et. al.

propose the method of vehicle based non-linear least squares approach to estimate the vehicle positions

based on the Euclidean distances. Parker et. al. propose a min-max algorithm to solve the problem

of cooperative localization in [59]. Based on the distance information shared between the neighbouring

nodes, each node solves a min-max problem to create a map of the relative positions of its neighbours

in the same cluster. In addition, if a subset of these nodes has prior information about its position

with respect to a global coordinate system, then all the nodes within the cluster can determine their

global position. Researchers in [60] use robust Cubature Kalman Filter to fuse range measurements

using DRSC and GNSS for improved cooperative localization. All these methods work well for vehicular

point-to-point networks but for a vehicle infrastructure cooperative localization, measurement-to-target

association poses a significant challenge.

Nerurkar et. al. [61] proposed an efficient methodology for cooperative localization. They use a

distributed maximum a posteriori approach to solve the problem. Their distributed algorithm reduces

the memory and processing requirements by distributing data and computations amongst the robots. To

reduce the cost of computing the MAP estimates, a distributed Conjugate Gradient algorithm is used.

The approach is quiet efficient and proportional to N2, where N is the number of robots. Similar to

many other approaches, this can also be used for vehicle infrastructure cooperative localization. However,

it suffers the same issue like others. The approach requires identification of participants as it uses inter

robot distance.

Li et. al. [62], came up with a unique approach to solve cooperative localization. Each robot maintains

a decoupled state for the entire participants. Specifically, each robot stores and updates only the 3 × 3

covariance matrix for every participant for the joint state. On obtaining a relative measurement, the

observer robot updates its local state-covariance using Split Covariance Intersection filter (SCIF). Further

in [63], authors propose a methodology with decentralized SCIF. The method using SCIF is quiet efficient,

and can be extended to a fixed infrastructure sensor. However, it would also apply that the sensor should

be able to identify each of the vehicle and hence cannot avoid the challenge of data association.

Ahmed et. al. [64] demonstrate the cooperative localization using graphical representation of poses of

robots, and positions and velocities of the neighbouring robots. The observations made by the robots are

represented as the edges. These are stacked together as a single non-linear least square error function.

They use g2o [65] framework to represent and solve the graph. They consider the data association for the

neighbouring robots is already solved. They show that their proposed solution performs better than EKF.

Similar to the approach by Ahmed et. al. [64], Huang et. al. [66] propose the Unscented iSAM using

GTSAM [67]. As with many previous other cooperative localization solutions, these can also be extended

for vehicle infrastructure cooperative localization. However, both do not resolve the data association

problem.

Indelman et. al. [68] propose to utilize vision-based navigation techniques for cooperative navigation.

Each vehicle is equipped with an odometer and a camera. The cooperative localization is based on a

three-view geometry of a general scene where a measurement is formulated when same scene is observed

by different vehicles. Interesting point to be noted is that vehicles are not required to identify each other.
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It presents a very good technique, but for the vehicle infrastructure cooperative localization; an external

sensor is fixed and cannot use the concept of three-view geometry of a general scene.

In [69], Nerurkar et. al. try to address the bandwidth constraints. The measurement innovation is

defined as the difference between the actual and the estimated (by the filter) measurement. Instead of

the complete measurements, communicating this measurement innovation can save precious bandwidth.

The authors proposed a modified hybrid Sign-of-Innovation Kalman Filter (mhSOI-KF) that addresses

the communications bandwidth issue through quantization of measurement data using an asymmetric

encoding/decoding scheme. Since the bandwidth availability can vary in realistic scenarios, in [70], they

improve their approach by incorporating provision for fluctuating available bandwidth. As the base of

their fusion is Kalman Filter, it also requires identification of participating targets.

Savic et. al. [71] use non-parametric belief propagation in sensor networks to perform cooperative

localization. The belief propagation method works in scenarios where some Anchor Nodes know their

position with more accuracy than others. This information is passed across the network to improve the

localization of other nodes. They use the particle based non-parametric version and improve it to avoid

circular loops in the network. This approach does not easily extend to vehicle infrastructure cooperative

localization.

Similar to Martinelli et. al. [46], Xingxi et. al. [72] uses relative measurements between robots

for cooperative localization. Instead of EKF, they use distributed Unscented Kalman Filter to perform

cooperative localization. This suffers the same problem that it requires identification of participants.

Zhang et. al. [73] propose the use of Probability Hypothesis Density (PHD) Filter to perform the

cooperative localization. They use relative measurements between various participants. The data asso-

ciation problem for relative measurement is inherently solved by PHD Filter as it is based on Random

Finite Set Statistics. This approach lends easily to the principal of vehicle infrastructure cooperative lo-

calization. However, the external measurements still have to be transformed into one common coordinate

system. Additionally, covariances have to exchanged at each step, making the bandwidth requirement

high.

Sharma et. al. [74] proposed the use Extended Information Filter (EIF), the information form of the

EKF, to perform cooperative localization. They use inter-robot bearing measurements to achieve the

goal. As with many previous solutions, this can also be extended to perform the vehicle infrastructure

cooperative localization, but requires measurement-to-track association of the targets.

Liu et. al. propose a method using GPS in [75] for cooperative localization. They propose ranging

technique called weighted least squares double difference (WLS-DD), which is based on the sharing of

GPS pseudo range measurements and a weighted least squares method. The carrier-to-noise ratio (CNR)

of raw pseudo range measurements are taken into account for noise mitigation. They demonstrate the

superiority of their methodology with field experiments. Although this requires only single sensor, but

cannot be deployed as presence of GPS signals is not uniform.

Similar to [46, 72], Rohani et. al. [76] use relative measurements and exchanged GPS coordinates

fused with combination of MAP and Kalman Filter to perform cooperative localization. Apart from

the exchange of measurements and covariance matrices, their techniques also relies on vehicle identifi-

cation and hence requires additional solution for data association for vehicle infrastructure cooperative

localization.

Zhang et. al. [77] proposed a method of using Symmetric Measurement Equation transformation
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along with the external sensor measurements incorporated as sum of inter-vehicle distances. The paper

uses particle filter to execute the SME transformation with the sum of powers. The result is demonstrated

using constant turn and constant velocity simulation. It is an ideal solution, which can help to achieve the

goal of avoiding data association, coordinate transformation and low bandwidth requirements. However,

the issue of scalability is not clear by the authors and left for further exploration. Additionally, depending

on the number of particles, particle filter can prove to be computationally expensive.

2.3.2 State-of-the-Art in a Nutshell

As seen in the previous section, one of the most common requirement of the methods presented in the

various methodologies is the identification of the participants for cooperative localization. This introduces

the additional steps of data association. Additionally, to fuse the data sensor should transform the

coordinates to one common system.

To have a good overview of the various technologies, most frequently used methods have been extracted

and summarized in Table 2.1 against the challenges identified in 1.3. This table is a representative of the

novel methods analysed in the previous section and there can exist further improvements and variations

of these. However, it gives an idea how the current state-of-the-art methods match with the identified

challenges. Further details of individual methods and their variations can be referred in the previous

section.

With this anaylysis, a scalable solution for vehicle infrastructure cooperative localization with mini-

mum bandwidth requirement, in process avoiding the overhead of data association and without

coordinate transformation remains a challenging task. These are first four challenges as mentioned in

Section 1.3, i.e. points (1 − 4). Additionally, (a) to make a system usable in realistic scenarios of clutter;

and (b) adaptable to the number of sensors and changing configurations; remaining points 5 and 6 also

need to be addressed.

2.4 Summary

This chapter explained the problem of localization and cooperative localization. It also highlighted that

how the cooperative localization can help in lowering the cost of the ownership of autonomous vehi-

cles. It presented an detailed overview of the State-of-the-Art solutions for cooperative localization and

highlighted the fact that a practical solution covering various challenges still requires further investiga-

tion. Based on the identified challenges and investigated state-of-the-art methodologies, next chapter

constructs the scenario and outlines the assumptions which forms the basis of this thesis.
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Table 2.1: State-of-the-Art in a Nutshell

Challenge 1 Challenge 2 Challenge 3 Challenge 4 Challenge 5 Challenge 6

Method
Data Association /

Target Identification

Coordinate

Transformation

Bandwidth

Utilization
Scalability Clutter Adaptability Remarks

Kalman Filter and variants

(EKF, Distributed (KF,

EKF)), Minimum Entropy

based approach

Additional solution

required
Required Mostly high

limited to

bandwidth

Additional

solution

required

No

[21], [24],

[27], [32],

[49], [46]

Particle Filter, Markov

Localization

Additional solution

required
Required Mostly high Difficult

Can be

handled
No

[30], [33],

[40]

Ad-hoc

networking/Inter-vehicle

distance

Requires target

identification
Required Low to High Yes

Required as

part of

solution

No

Only

suitable for

V2V ([35],

[36],[37],

[52], [53])

Maximum Likelihood

Estimation / Maximum a

Posteriori Estimate

Requires target

identification
Required Low Yes

Additional

Solution

Required

No [39], [61]

Set membership approach on

uncertainty

Requires target

identification
Required Not-clear Yes

Additional

Solution

Required

No [44]

Split Covariance Intersection

Filter

Requires target

identification
Required Low Yes

Additional

Solution

Required

No [62]

Graph based approach (g2o)
Additional solution

required

Solves

Internally
Low Yes

Additional

solution

required

Yes [64]

Continued on next page

20



2
.4

S
u

m
m

a
ry

Table 2.1 – continued from previous page

Challenge 1 Challenge 2 Challenge 3 Challenge 4 Challenge 5 Challenge 6

Method
Data Association /

Target Identification

Coordinate

Transformation

Bandwidth

Utilization
Scalability Clutter Adaptability Remarks

Modified hybrid

Sign-of-Innovation Kalman

Filter

Additional solution

required
Required Low Yes

Requires

additional

solution

No [69]

GLMB Filter / RFS based

approaches
Internally solved Required High Yes

Internally

Solved
No [73]

Extended Information Filter
Requires target

identification
Required Low Yes

Additional

Solution

Required

No [74]

SME Transofmration with

external sensor

measurements incorporated

as sum of inter-vehicle

distance

Does not requires

target identification
Not required Low Questionable

Additional

Solution

Required

No [77]
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Chapter 3

Scenario Definition and Assumptions

Based on the challenges mentioned in Section 1.3 and the analysis of the state-of-the-art methodologies

in Section 2.3, the simplest system set-up to address cooperative localization based on Figure 1.3 can be

understood from Figure 3.1. The set-up in Figure 3.1 highlights the the external radar and internal ego-

vehicle sensors. Although I would be using the word highway for most of the discussion but the concepts

can be extendend to are valid for the urban scenarios as well. Various components of the scenario can be

described as follows:

1. Participating vehicles have two sensors:

� Odometer: To provide the distance travelled in unit time.

� GPS: To measure the position of the vehicle in global coordinate system.

2. Radar is mounted across the highway or in an urban scenario in the infrastructure as an external

sensor, one for each direction of the traffic. The dotted line represents the measurement of the

radar. Using radar measurements for better state estimation can yield various situations:

(a) Complete radar configuration is available. The precise position of the radar in global coordinate

system is available; its measurement in local coordinates can be converted into global coordi-

nate system. It has a data association algorithm, which is able to perform the measurement-

to-target matching. This precise information is fused with the odometer and GPS data to

perform cooperative localization.

(b) Partial radar configuration is available. The precise position of the radar in global coordinate

system is not available; therefore, its measurement in local coordinates cannot be converted

into global coordinate system. However, it can perform the data association. This becomes

challenging for the algorithm performing the data fusion, as it is able to associate the right

measurement to the right target but is not aware of how the radar measurements can be

converted to the coordinate system of the vehicle. Hence, cooperative localization in this

scenario is not possible.

(c) Partial radar configuration is available. The precise position of radar in global coordinate sys-

tem is available; its measurement in local coordinates can be converted into global coordinate

system. However, it has no way to perform the data association. This becomes challenging
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Figure 3.1: Participants in cooperative localization scenario. Vehicles are equipped with off-the-shelf

odometer and GPS sensors. High precision radar is mounted above the road on fixed infrastructure on the

road where it can measure the positions of vehicles in its range. Vehicle can connect to each other using

V2V technologies. The vehicle can connect to the infrastructure radar using V2I technologies.

for the algorithm performing the data fusion to use the measurements for a state estimation,

as it is unable to associate the right measurement to the right target. Hence, cooperative

localization in this scenario is also not possible.

(d) Lastly no configuration of radar is available. Its position in global coordinate system is not

available; hence, it cannot convert the measurement in the local coordinates to the global

coordinate system. In addition, it cannot perform the data association; therefore, we do

not have the measurement-to-target information. This becomes challenging for the system

performing the data fusion to use the radar measurements for an improved state estimation,

as not only the system is unable to associate the right measurement to the right target, but

also is unable to convert the measurement of radar to the desired coordinate system. Again,

cooperative localization in this scenario is also not possible.

Better state estimation using any information from outside the vehicle using V2I is possible, but

to make it a success, one should also know the complete configuration. With increasing number of

sensors outside the vehicle, knowing the configuration of each of the available sensor is impossible.

This is also true for all the sensors deployed on smart highways. Therefore, for this thesis the last

case in the above list that is, 2(d), when no configuration is available is one of the primary interest.

3. To perform cooperative localization, the thesis assumes an error free V2X bi-directional commu-

nication capability is available. Further, various communication methods are not used to identify

the individual vehicles. There are various radio-ranging methodologies like received signal strength,

time of arrival, time difference of arrival, Doppler Shift and angle of arrival [78] to identify indi-
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Vehicle 1

Vehicle 2

Vehicle 3

Vehicle 4

Vehicle 5

Y

X

X

Y

Local Coordinates

Global Coordinates

Figure 3.2: Figure shows the relationship between the global coordinate system (in solid lines) and the

radar coordinate system (in dashed lines). For a cooperative localization system, dealing with such coordinate

transformations for every external sensor is a challenging task.

vidual targets. It is assumed that any external sensor, like infrastructure radar does not undertake

any such action to identify the individual targets.

4. Clutter poses a significant challenge as any false measurements in the system negatively effect the

state estimation. Skolnik [79] explains various clutter characteristics and its impact on the radar

performance. One of the common problems experienced by such dynamic target tracking radars

is that of Ghost Objects, i.e. measurements which do not correspond to any true object but are

presented by radar as valid measurements. In the research work presented in this thesis, first a

clutter free environment is assumed. Nevertheless, in Chapter 8, the impact of clutter on the state

estimation is considered. It goes further introducing methodology to address the challenges of

clutter, when combined with some of the proposed methodologies earlier presented in this Thesis.

The graphical formulation of the problem presented in Figure 3.1 can be expressed as Figure 3.2. In

this figure:

1. Circles represent the vehicles.

2. Solid axis represents the global coordinate system.

3. Dashed coordinate system represents the local coordinate system of the radar. Since the configura-

tion of the radar system is unknown, therefore the transformation information between the global

and the local coordinate system is also unknown.

3.1 Summary

This chapter constructed a practical scenario along with the assumptions, which would be addressed in

this thesis. Next chapter gives an overview of the tools and framework used to address the defined chal-

lenges. Subsequent chapters, based on the assumptions presented in this chapter, will propose innovative

solutions. In later chapters, the thesis relaxes some of the assumptions, try to model realistic scenarios,

and innovate further to tackle these challenges.
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Chapter 4

SLAM, Graphs and Non-Linear

Least Square Optimization

This work heavily uses the concept of factor graphs. Factor graphs offer an intuitive way to model and

represent both the problem of Simultaneous Localization and Mapping (SLAM) and the corresponding

solution to build a map and localize itself in it. The constructed map represents the joint probability

function and once an adequate graph has been constructed for the state of the problem, it can be optimised

for the state estimates using various algorithms like Levenberg-Marquardt, iSAM2 etc. The optimising of

the graph allows to marginalize out the individual probability functions. This chapter gives an overview

of the tools used, i.e. concepts of factor graphs in realising the solutions proposed in this thesis.

4.1 Simultaneous Localization and Mapping

Before the concept of factor graph is explained, a brief overview of the kind of problem, which is solved

using factor graphs, is provided. Simultaneous Localization and Mapping (SLAM) [8] is one of the oldest

but yet one of the most actively researched topic in Robotics.

SLAM is the process undertaken by a mobile robot of building a map of its environment and local-

izing itself in the constructed map. The mapping and the localization happen at the same time, hence

simultaneous.

The mobile robot is a multi-sensor system. It can have various kinds of sensors, starting from basic

sensors like odometer, GPS, Camera, Ultrasonic, to complex sensors like radar and LiDAR. The mobile

robot measures its own movement using sensors like odometer and perceives its environment using sen-

sors like Camera, radar and LiDAR. Additionally, if equipped with GPS, it can also localize itself in a

coordinate system, which can uniquely identify its position in on the earth. This coordinate system is

called as World Coordinate System.

SLAM is a challenging problem. To build the map from various sensor measurements, it needs to

know its orientation and position relative to the map. Therefore, it localizes itself in an incomplete map.

Hence, localization and mapping go hand-in-hand. If either of them is incorrect, then the future steps

will be incorrect too. Hence despite an introduction of the topic in late 1980s [80], it remains an active

topic of research.
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This Thesis is concerned with the “L” of SLAM, that is Localization. The “M” part, that is building

the map is ignored. To get the best state estimate of the vehicle, the data from all the available sensors

has to be fused. Assuming ui represents the control input applied to the robot at any time t, then the

total control over the time can be written as:

U = {u1, u2, · · · , uI} = {ui} ∀i = 1 · · · I (4.1)

One of the most common sensor available for any mobile robot is an odometer. Because of the above-

defined control input, there is a movement of the robot. Odometer measures this movement between two

positions. If a sensor to measure the change in orientation of the robot along with the position is also

available, then change in pose can be calculated. Pose of a robot is defined as the combination of position

and orientation of the robot.

Assuming Gaussian measurement models, which is a standard in SLAM domain [81], the relationship

between two consecutive positions (xi−1, xi) of a robot, using odometer sensor can be written as:

xi = f(xi−1, ui−1) + wi−1 (4.2)

where f denotes a linear or non-linear function which calculates the current position based on the previous

position and the control input and wi represents the Gaussian distributed zero-mean noise of the sensor

covariance matrix Σoi−1 :

wi−1 ∼ N(0,Σoi−1) (4.3)

and as assumed measurement model is Gaussian:

xi ∼ N(f((xi−1, ui−1),Σoi−1) (4.4)

It is to be noted that the above function f can mean any kind of motion (constant velocity, constant

turn/constant acceleration etc.) undertaken by the robot. A detailed survey of various motions models

can be found in [82].

Apart from the control input and the odometer, the mobile robot can be equipped with various other

sensors. These can be classified into two parts:

� Proprioceptive Sensors, which can measure the internal state of the system. An example of the

same is odometer. Other include Inertial Measurement Unit (IMU), Global Positioning System

(GPS) etc.

� Exteroceptive Sensors, which measure and perceive the environment. These include camera, radar,

and LiDAR etc. These sensors can measure the distance, pose or orientation of the objects present

in the environment.

If ∀j = 1 · · · J , Z = {zj} represents the sensor measurement (like the distance or orientation) of

landmarks L = {lk} ∀k = 1 · · ·K, then using a sensor model h, the measurement zj , between a given

landmark lk and the robot pose can be written as:

zj = h(xij , lkj) + λj (4.5)

where λj is a zero-mean Gaussian noise with covariance Σzj and is represented as:

λt ∼ N(0,Σzj ) (4.6)
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Like f for odometer, h is a (non-linear) function for most practical applications. Similar to xi, zj is

modelled as Gaussian:

zj ∼ N(h((xij , lkj),Σ
z
j ) (4.7)

With this basic introduction, estimating all the position (Localization) and the complete map of the

environment based on all the sensor measurements, can be mathematically expressed as:

P (X,M|U,Z,L) (4.8)

where P is the probability distribution over the complete robot state X in a completely constructed

map M. There are different kinds of M maps possible, like occupancy grid maps and feature maps,

depending on the sensor. The details of such maps can be found in [81] and [83]. U represents all control

measurements and Z other sensor measurements for all the detected landmarks L. This type of solution

where the probability distribution over all the available data is used to predict the final state estimation

is called smoothing.

If xt−1 represents the robot position at time t− 1, Mt−1 the map constructed until time t− 1, ut is

the control input at time t, zt the sensor measurement of landmark lkt, the position xt at Mt for time t

can be written as:

Pt(xt,Mt|xt−1,Mt−1, ut, zt, lkt) (4.9)

Here the next state is calculated just based on the previous state information. This can be expressed

recursively and the process is called filtering.

4.2 Graphical representations

In this thesis, graphical methods are used to model the SLAM problem. Two such methods are discussed

here.

4.2.1 Bayesian Networks

Bayesian networks are directed acyclic graphs that represent the conditional (probabilistic) dependencies

between various variables. It can be understood using a widely known simple example [84].

Assume that the grass can be wet because of two events: either it has rained or the sprinkler was on.

There is a condition that, when it is raining, the sprinkler is deactivated. If G represents “the grass is

wet”, S represents “the sprinkler is on” and R represents that “it is raining”, then the joint probability

P (G,S,R) can be written as:

P (G,S,R) = P (G|S,R) ·P (S|R) ·P (R) (4.10)

The above can be graphically represented as Figure 4.1 which shows a simple Bayesian network. Rain

(P (R)) influences whether the sprinkler is activated (P (S|R)). Both rain and the sprinkler influence

whether the grass is wet (P (G|S,R)).

Using the concept explained above, the SLAM problem in Equation 4.8 can also be modelled. However,

the state variables for the SLAM are not only conditionally dependent, but also time dependent. This

implies that the subsequent variables are added as the time increases. Therefore, two adjacent variable
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Sprinkler Rain

Grass Wet

Figure 4.1: Relationship between Sprinkler, Rain and Wet Grass. Rain influences whether the sprinkler is

activated, and both rain and the sprinkler influence whether the grass is wet. [84]

.

are connected over adjacent time steps. Since the probability of the initial start state is known, this can

also be added. This kind of Bayesian Network having the time dependency between the nodes is called

Dynamic Bayesian Network [85].

The joint probability for all the variables in Equation 4.8 is given as:

P (X,M|U,Z,L) ∝ P (x0)
∏
i

P (xi|xi−1, ui)
∏
j,i,k

P (zj |xij , lkj) (4.11)

where P (x0) is a prior on the initial state, P (xi|xi−1, ui) represents the motion model with ui as the

control input, and P (zj |xij , lkj) is the sensor model.

Figure 4.2 represents SLAM when expressed as Dynamic Bayes Network.

4.2.2 Factor Graphs

Figure 4.3 is an example of a graph with variables w, x, y and z and functions f1 and f2 with factorization:

f(w, x, y, z) = f1(w, x, y) · f2(y, z). Each of the function fi is dependent on the variables which are passed

as parameters. Kschischang et. al. [86] defined factor graphs as bipartite undirected graphs. As seen

in the above example the nodes are either square or circle and no two squares or circles are connected.

Therefore, the same definition can be extended to Equation 4.11 which can be seen as the product of

u1 u2 uI

x1x0 x2 xI

Z1 Z2 Z3 ZJ

l1 l2 l3 lK

Figure 4.2: The SLAM problem represented as a Dynamic Bayesian Network. Grey nodes are the variables

like the robot state xi and the landmark positions lk, White nodes represent the observable random variables,

e.g. the sensor measurements zj and control inputs ui.

30



4.2 Graphical representations

f1 f2

w x y z

Figure 4.3: Factorization of f using f1 and f2. f(w, x, y, z) = f1(w, x, y) · f2(y, z)

x0 x1 x2 xI

l1 l3 lKl2

Figure 4.4: Factor graph representation of the SLAM problem with landmarks. The large circles with xi

represent the unknown robot poses and with lk represent the landmark nodes. The small circle and small

square represent probabilistic relationships between them. Odometer factors are represented by small circle

and landmark factors are represented by squares.

probabilistic functions which are the factors and are dependent on variables which are the parameters to

the probabilistic functions.

Mathematically, a bipartite graph Gk = (Fk, Vk, Ek) is defined as a factor graph when: (1) It has

two types of nodes: factor nodes fi ∈ Fk and variable nodes vj ∈ Vk; (2) Edges eij ∈ Ek can exist only

between factor nodes and variable nodes, and are present if and only if the factor fi involves a variable

vj [87].

Hence, in simpler words, factor graphs provide a natural graphical description of the factorization of

a complex probabilistic function into a product of simpler probabilistic functions [86]. Being a bipartite

graph, the edges always connect the variable node to the factor node, thus highlighting the probabilistic

relationships [86]. Notice that this is similar to the Bayesian Networks as explained in previous section.

Hence, factor graphs can also be used to represent the Bayesian Networks[88].

Although a Bayesian Network is similar to factor graph, but it is not the same. The ‘arrow’ in the

Bayesian Network dictates conditional dependence (i.e. the ‘|’ in the probability). This implies that in

Bayesian Network the next probability is conditioned on the previous, thereby having a forward flow

of the information. On the other hand, in a factor graph the flow of information can be either ways.

This is an important property as once we encounter a more certain information, this can influence the

uncertainty of the information seen in the past, i.e. both probabilities can change. This property lends

itself to represent the SLAM problems.

For SLAM, the robot states and landmarks represent the variables and factor nodes represent the

conditional probabilistic relations. Figure 4.4 shows the factor graph of the DBN represented in 4.2. The

control input results in motion of the robot and hence has no representation in the factor graph. But the

resulting motion is expressed as Odometer factor represented as small circles. The sensor measurements

to the landmark are expressed as Landmark factor represented as square.
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4.3 SLAM and Least Squares Optimization Problem

There exist many methodologies to solve the SLAM problem which use various Sensor Fusion Algorithms

like Extended Kalman Filter [89], Particle Filter [90] and Random Finite Sets [91]. In this work, Graphical

Methods and Non-Linear Least Square Optimization are used to reach the goal. This section describes

how SLAM problem is converted into a Non Linear Least Square Optimization problem.

As seen in Equation (4.11), the probability distribution of all the states X for given U and Z, is

proportional to the likelihood of the measurements. Likelihood of the measurements for the given states

can be computed if the observation or the sensor model is available. Since the initial assumption of the

noise is Gaussian (Equation 4.6), the likelihood will also be Gaussian. Therefore, Gaussian likelihood for

the component of Equation 4.11 can be calculated as:

P (zj |xij , lkj) ∝ exp(−(ẑj − zj)T (Σzj )
−1(ẑj − zj)) (4.12)

where exp is the exponential e, ẑj is the predicted measurement for a given state xij (see Equation 4.7)

and is the mean of the conditional distribution and (Σzj ) is the covariance matrix of the sensor.

Equation 4.12 becomes:

P (zj |xij , lkj) ∝ exp(‖(ẑj − zj)‖2Σz
j
) (4.13)

where,

‖(a− b)‖2Σ = (a− b)T (Σ)−1(a− b) (4.14)

is the squared Mahalanobis distance:

Substituting the definition of sensor model from 4.7 in 4.13:

P (zj |xij , lkj) ∝ exp(‖(h(xij , lkj)− zj)‖2Σz
j
) (4.15)

Similarly from Equation 4.4 we get:

P (xi|xi−1, ui) ∝ exp(‖(f(xi−1, ui−1)− xi)‖2Σo
i
) (4.16)

Therefore, the joint probability in Equation 4.11 can be written as:

P (X,M|U,Z,L) ∝

P (x0)︸ ︷︷ ︸ ·

∏
i

exp(‖(f(xi−1, ui−1)− xi)‖2Σo
i
)︸ ︷︷ ︸ ·

∏
j,i,k

exp(‖((h(xij , lkj))− zj)‖2Σz
j︸ ︷︷ ︸)

(4.17)

Prior Odometer Sensor

Since the focus of in this thesis is only in the states X and not the construction of the map M, in

further calculation M is dropped.

For a given observation data D, the parameter Θ can be optimally estimated using Bayes theorem:

P (Θ|D) =
P (D|Θ) ·P (Θ)

P (D)

posterior =
likelihood ·prior

evidence

(4.18)
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Therefore, the value of Θ which maximizes the posterior probability, i.e. P (Θ|D), is the most optimal

value. This is denoted as Θ∗ and is known as Maximum a Posteriori (MAP) estimate. Consequently,

Θ∗ = arg max
Θ

P (Θ|D)

= arg max
Θ

P (D|Θ) ·P (Θ)

P (D)

= arg max
Θ

P (D|Θ) ·P (Θ)

= arg max
Θ

∏
di∈D

P (di|Θ) ·P (Θ)

(4.19)

The denominator is dropped because it has no direct functional dependence on Θ with respect to which

it has to be maximized. Taking negative logarithm of the above equation converts the maximization

problem to a minimization problem. That is,

Θ∗ = arg min
Θ

−(log
∑
di∈D

P (di|Θ) + log P (Θ)) (4.20)

From the above Equation 4.19 and Equation 4.17, representing X∗ as MAP estimate of P (X|U,Z,L),

it can be seen:

X∗ = arg max
X

P (X|U,Z,L)

X∗ =

arg max
X

P (x0)︸ ︷︷ ︸ ·

∏
i

exp(‖(f(xi−1, ui−1)− xi‖2Σo
i
)︸ ︷︷ ︸ ·

∏
j,i,k

exp(‖(h(xij , lkj)− zj)‖2Σz
j
)︸ ︷︷ ︸


(4.21)

Prior Odometer Sensor

Similar to Equation 4.20, this can be simplified by taking negative logarithm and converting it to a

minimization problem:

X∗ = arg min
X

∑
i

(‖(f(xi−1, ui−1)− xi)‖2Σo
i
) +

∑
j,i,k

(‖(h(xij , lkj)− zj)‖2Σz
j
)

 (4.22)

Note the prior P (x0) has been dropped for simplicity.

Further, for sensors where an absolute measurements is available, like GPS or a measurement of a

vehicle in the field of view of an external radar, there is no landmark involved. Therefore, under such

scenarios the terms L and lkj can also be dropped.

X∗ = arg max
X

P (X|U,Z)

= arg min
X

∑
i

(‖(f(xi−1, ui−1)− xi)‖2Σo
i
) +

∑
j,i

(‖(h(xij)− zj)‖2Σz
j
)

 (4.23)

The terms in the above represent the least square optimization problem and are similar to the normal

form which can be expressed as:

X∗ = arg min
X

‖AX −B‖2Σ (4.24)
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where A ∈ Rm×n is the measurement of the first derivative, also called the Jacobian Matrix, evaluated

at the linearisation point, X represents the state in the linearization point, B is the measurement and Σ

is the covariance matrix.

Here X∗ is calculated by minimizing the sum of squared error. Hence, the SLAM problem has been

converted to a least square optimization problem. However, in practice, the system are non-linear, hence

next section gives an overview of the non-linear least square algorithms, which can solve the above

problem.

4.4 Non Linear Least Square Optimization

We have already reduced a SLAM to the least square problem

X∗ = arg min
X

F(x) (4.25)

where

F(x) =
1

2
f(x)T f(x) (4.26)

and f(x) = (f1(x), f2(x), · · · , fn(x)) are the function values for various x for which we want to minimize

the error. If fi depends on linear value of x the solution is called Linear Least Square Optimization and

if it depends on non-linear values of x then it is called Non Linear Least Square Optimizer.

Here only some methodologies to solve the later scenario are introduced. Solvers for such non-linear

scenarios generally use iterative approaches. They start from some initial value say x0 and try to converge

to a, hopefully, global optima x∗. This is called “hopefully” because there may exist more than one minima

and the one found may not be necessarily the global minima.

Here only four of the many solver available are introduced.

4.4.1 Gradient Descent

A gradient is defined as the first derivative at the point for any differentiable function f(x). The first

derivative of function f is also known as Jacobian or Jf . To find the minima, the direction of the negative

gradient is checked. That is, the possible minima lies in the direction where for a small increment or

decrement in x, the value of Jf becomes negative. Although a simple method, its convergence to a solution

depends on the step size, that is ∆x. Hence, it can converge very slowly. For sake of completeness, it is

mentioned that, there are some variation which make the ∆x dependent on a changing variable, thereby

increasing the step size at run time and converging faster. Interested reader can refer to [92] for further

details.

4.4.2 Gauss-Newton

The Gauss-Newton method approximates the Newton method. Instead of directly using the Jacobian of

the function f(x), Gauss-Newton solver depends on the approximation of first order Taylor linearisation

of f(x) around x. It solves this linear function explicitly. While approximating the first derivative of f(x),

Newtons method makes use of second derivative, called Hessian Hf . This represents the curvature of

f(x). This means it has higher requirements on the smoothness of f, but it also means that (by using

more information) it often converges faster. An interested reader can refer to [92] for further details.
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4.4.3 Levenberg-Marquardt

Previously mentioned gradient descent may converge slowly but will reach a solution. Although Gauss-

Newton converges faster, if the optimizer is far away from a valid solution, it may fail to converge.

However, this method, Levenberg-Marquardt, overcomes both problems by gradually switching between

both strategies. It achieves this by an introduction of a parameter λ, called damping factor. By tuning

this parameter λ, the algorithm behaves one or the other way. For smaller values, it behaves like the

Gauss-Newton and for large values; it has the effect of the Gradient Descent. This automatic switching

makes it an optimized solver.

4.4.4 iSAM

iSAM2 or incremental Smoothing and Mapping 2 [93] is the newest incremental version of square root

Smoothing and Mapping (
√
SAM ) algorithm developed and implemented by Frank Daellaert et. al.

[94]. It is an optimized implementation using the sparse matrix representation of the data. It factorizes

the Jacobians or the Information Matrix into square root forms and applies them to SLAM problems.

As it uses matrix square roots, it is also called square root SAM.

Square Root SAM performs an internal reordering of the variables in the matrix. It uses the data

structure of elimination tree to perform the reordering. It then uses Cholskey or QR factorization to

calculate the optimal robot states and maps.

The corresponding incremental version updates the Information Matrix and uses full Cholesky fac-

torization. In the newer version, that is, iSAM2 Kaess et. al. [93] use the data structure of Bayes Tree

for incremental reordering of variables and achieve an efficient run time state estimation.

An interested reader should read the [93, 94] for detailed explanation of various square root SAM

implementations. As iSAM2 supports a run time linearisation, hence it is a good algorithm to perform

online SLAM and is well suited for our proposed solutions.

4.5 Summary

This chapter has provided a brief introduction to the concept of SLAM, and introduced the mathematical

framework for solving the SLAM problem. It presented graphical methods and presented a connection

between SLAM and graphical methods. It then expressed the SLAM formulation as a least square

problem and finally gave a small overview of the algorithms to solve non-linear least square problems.

In next chapters, the above-established mathematical concepts are utilized to address the problems

highlighted in the introduction.
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Chapter 5

Topology Factor

5.1 Motivation

This chapter considers the constraints defined in Chapter 3, namely 1, 2d, 3 and 4:

� We assume measurements from off-the-shelf odometer and GPS are available.

� An externally deployed radar system, which can monitor the vehicles. The configuration of the

radar is unknown.

� V2X bi-directional communication is available.

� Lastly, no clutter originates from the radar sensor.

The scenario depicting the above constraints is presented in Figure 5.1. With the given constraints, as

explained in Chapter 3, cooperative localization is not feasible to improve the state estimation of vehicles.

In this chapter, we propose a solution called Topology Factor which addresses the above constraints. These

results were published in the conference paper:

1. Gulati et. al.: Vehicle infrastructure cooperative localization using Factor Graphs. 2016 IEEE

Intelligent Vehicles Symposium (IV), 2016.

5.2 SLAM Formulation

For the improved state estimation of the vehicles by cooperative localization, as mentioned in the mo-

tivation we have access to measurements from the odometer, GPS and the infrastructure radar sensor.
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Figure 5.1: The figure highlights the constraints outlined in the motivation. This is further simplification

from Figure 3.1 but without considering he V2V communication.

Therefore, Equation 4.23 can be written as:

X∗ = arg min
X

(
n∑
1

‖(f(xi−1, ui−1))k − xi‖
2
Σo

i︸ ︷︷ ︸+

m∑
1

‖(g(xik))− zgk‖
2
Σg

k︸ ︷︷ ︸
Odometer GPS

+

l∑
1

‖(r(xik))− zrk‖2Σr
k︸ ︷︷ ︸
)

Radar

(5.1)

where the mathematical terms describing odometer are same as previously defined. g( · ) and r( · ) are

the GPS and radar measurement functions respectively which represent the state of the vehicle which

has to be estimated, i.e. the location. zgk and zrk are the measurements generated from the mapping of

true GPS and radar measurements to the state of the vehicle. Σgk and Σrk are the covariance matrices for

GPS and radar sensors.

However, since we do not know the configuration of the radar, therefore we do not have the definition

r( · ) and Σrk. This chapter proposes a novel method for mapping the radar measurements without the

radar configuration, which can be used to improve the state estimation of vehicles in the field of view of

the radar using cooperative localization. This new definition of function r( · ) and the corresponding zrk

can be directly substituted in Equation 5.1.
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5.3 Inter-Vehicle Distance

5.3 Inter-Vehicle Distance

Many researchers (eg. [52, 53, 54, 55, 56, 58, 59]) have used the inter vehicle distance measurements or the

Euclidean distances to perform the cooperative localization. The distances were obtained using various

radio technologies and fusion depended on identification of the vehicles. An important observation here

is that the sensors to measure these Euclidean distance are located on the ego-vehicle. For any three

vehicles V1, V2, and V3, denote the inter vehicle distance between any two vehicles Vi and Vj as dij . If

the position of V1, V2, and V3 (in a single dimension) is defined as x1, x2 and x3 respectively, then dij :

d12 =
√

(x1 − x2)2

d13 =
√

(x1 − x3)2

d23 =
√

(x3 − x2)2

(5.2)

The dij is independent of the vehicles involved. Therefore, it can be said:

dij = dji (5.3)

However, to calculate this inter-vehicle distance for any two given vehicles in a group of vehicles,

the process of data association needs to be performed. As per our initial assumptions in Section 2, and

repeated in the ‘Motivation’ (5.1) section of this chapter, this is the precise overhead what we would like

to avoid.

Therefore, instead of the individual Euclidean distances among the various vehicles, let us consider

the sum of inter-vehicle distance and denote it with D. For the above three vehicles it can be written as:

D = d12 + d13 + d23 (5.4)

As can be seen from the above equation, sum of inter-vehicle distances D is independent of the order in

which the distance is calculated. This implies, irrespective of the order of the vehicles considered, as long

as all the vehicles are considered, the sum of inter-vehicle distances D will remain the same. Therefore, it

is sufficient to have all the measurements of the vehicles to get the correct value of D. Measurement-

to-target association is not required to calculate the sum of inter-vehicle distance.

The inter-vehicle distance is a scalar value and remains independent irrespective of the coordinate

system. That is, the inter-vehicle distance will remain same if calculated in a local coordinate system

of a radar or a global coordinate system of a GPS. The sum of inter-vehicle distance is a scalar

value, which is independent of the coordinate system of the measuring sensor

Therefore, if the radar measurements of multiple vehicles is converted into the sum of inter-vehicle

distances and added as a new measurement, the measurement-to-target association and coordinate trans-

formation can be avoided.

If the position of Vi and Vj is defined in two dimensions as (xi, yi) and (xj , yj), then dij can be

expressed as:

dij =
√

(xi − xj)2 + (yi − yj)2 (5.5)

Although in Equation 5.2, the square root and the square can be cancelled, but it has not been done as

the process can not be generalized. Additionally, next section presents another reason for not cancelling

the same.
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5.4 Topology Factor Formulation

The topology factor is defined as a factor between various states of the vehicles which is the function of

sum of inter-vehicle distances where the measurements from external radar sensor are used in order to

perform the task of cooperative localization.

We call the new factor a topology factor because the it originates from the geometric topology which

can be a straight line, a triangle, a quadrilateral or any other geometric form.

Using this consideration, Equation 5.4 can be generalized as:

D =

N−1∑
k=1

N∑
l=k+1

√
(xk − xl)2 (5.6)

where xk represents the position of kth vehicle as observed by the infrastructure radar in its local coor-

dinate system.

As explained in Section 4.4 to solve a non-linear equations, we also need to calculate the first derivative,

that is the Jacobian of the function. In the above equation, derivative of the function involving the square

root is more complex as the one without a square root. Without loss of generality, instead of d12, d13 and

d23 in the previous section we consider consequently d2
12, d2

13 and d2
23. Therefore, Equation 5.2 becomes:

d2
12 = (x1 − x2)2

d2
13 = (x1 − x3)2

d2
23 = (x3 − x2)2

(5.7)

Additionally, Equation 5.6 can be then written as:

D2 =

N−1∑
k=1

N∑
l=k+1

(xk − xl)2 (5.8)

The properties which we identified in the last section, remain intact for D2. That is, the task of

measurement-to-target association is not required to calculate the sum of square of inter-vehicle dis-

tance; and the sum of square of inter-vehicle distance is a scalar value which remains independent of

the coordinate system of the measuring sensor.

Equation 5.8 defines the function r( · ) in Equation 5.1. Therefore,

D2 = r( · ) = r((x1), (x2), · · · , (xN ))

=

N−1∑
k=1

N∑
l=k+1

(xk − xl)2
(5.9)

Here r( · ) represents the mapping constructed as a “sum of square of inter-vehicle distances” between

the true radar measurements and the state of the vehicles observed by the radar.

The solution can be understood from Figure 5.2. The figure highlights the topology factor solution,

which forms the geometric topology triangle for three vehicles. Original radar measurements are used to

construct the topology factor.
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Figure 5.2: The figure highlights the topology factor solution, which forms the geometric topology triangle

for three vehicles. The topology factor is constructed using the radar measurements.

5.5 Jacobians for the Non-Linear Least Square Optimization

Section 4.4 highlights the fact that the first derivative of the function is required to numerically solve the

non-linear equations, that is the Jacobian of the function. This section derives the Jacobians from the

respective equations, required for the optimization process.

5.5.1 Odometer Jacobian

Equation 5.1 defines the mapping of the odometer function to the position as f(xi, ui) at the ith step.

Therefore, the Jacobian for the vehicle is obtained by getting a partial derivative with xi:

Jacobianodom =
∂(f(xi, ui))

∂xi
(5.10)

For a constant velocity model, the odometer mapping function f( · ) is a linear function of x. Therefore,

Jacobianodom =
∂(f(xi, ui))

∂xi
= 1 (5.11)

For a two dimensional plane, the position is of the form x, y, hence the Jacobian is 2× 2 matrix. The

first row is calculated with partial derivative with xi. In the first coloumn only the x terms are used

to calculate the partial derivative, treating y as constants. For the second coloumn, only y terms are

considered, treating x terms as constants. The steps are repeated for the second row but with partial

derivative with yi. Using these principles, the Jacobian becomes:

Jacobianodom =
∂(f((xi, yi), ui)

∂xi∂yi
=

[
∂(f((xi,yi),ui))

∂xi
0

0 ∂(f((xi,yi),ui))
∂yi

]
=

[
1 0

0 1

]
(5.12)
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5.5.2 GPS Jacobian

Again referring to Equation 5.1, the GPS mapping function from the measurement to the position is

defined as g(xi) at ith time step. Therefore, like odometer, the Jacobian is obtained by getting the

partial derivative with xi:

Jacobiangps =
∂(g(xi))

∂xi
(5.13)

A GPS measurement is also a linear function of x. Therefore,

∂(g(xi))

∂xi
= 1 (5.14)

Similar to the odometer, the Jacobian for a position (x, y) in a two-dimensional coordinate system

can therefore be obtained as:

Jacobiangps =

[
∂(g(xi,yi))

∂xi
0

0 ∂(g(xi,yi))
∂yi

]
=

[
1 0

0 1

]
(5.15)

5.5.3 Topology Jacobian

Equation 5.9 represents the topology mapping function from the radar measurements. The Jacobian is

obtained by getting partial derivative with the position of the all the N participants xk, ∀k = 1 · · ·N :

Jacobiantop =
∂(r(x1, x2, · · · , xN ))

∂x1∂x2 · · · ∂xN
(5.16)

Equation 5.16 is the Jacobian of the whole system. However, the Jacobian for individual participants

is required. Therefore, Equation 5.16 for the nth participant can be written as:

Jacobianntop =
∂(r(x1, x2, · · · , xN )))

∂xn

=

∂
(N−1∑
k=1

N∑
l=k+1

(xk − xl)2
)

∂xn

= 2 ·

N∑
l=1

(xn − xl)

(5.17)

Similar to odometer and GPS, for a position x, y in a two-dimensional system, the Jacobian for

topology factor is 2× 2 matrix. The process of calculating the Jacobian remains same as highlighted for

odometer, i.e. treating x and y terms as constants in coloumns 1 and 2 respectively and calculating the

partial derivative with xi for the first row and with yi for the second. This can be written as:

Jacobianntop =
∂(r((x1, y1), (x2, y2), · · · , (xN , yN )))

∂xn∂yn

=


2 ·

N∑
l=1

(xn − xl) 0

0 2 ·

N∑
l=1

(yn − yl)


(5.18)
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5.6 Measurement Uncertainties / Covariances

A sensor can not measure a 100% accurate value because of the limits of the hardware properties.

Therefore, a sensor has a measurement uncertainty. This is represented by a covariance matrix and shows

the confidence interval in which the measurement lies. Consider Figure 2.1 where we highlighted how

the error in an odometer increases. The covariance for the odometer sensor will specify these confidence

intervals and hence approximates the error added to the system as it moves forward. A GPS sensor has

an uncertainty on the absolute measurement. Similarly other sensors have their individual uncertainties

represented by covariance matrices, often denoted by Σ.

To calculate the optimal state estimate Σs of the participating sensor have to used. As seen, Equation

5.1 requires the covariance matrices Σok, Σgk and Σrk, for the odometer, GPS and radar factors. This section

derives these respective covariances.

5.6.1 Odometer Covariance

An odometer measurement is a direct measurement from the sensor. We assume that the sensor manu-

facturer, along with the sensor, also provides the technical specifications. These would also contain the

covariance matrices for the sensor. Hence, the same can be used as Σok.

5.6.2 GPS Covariance

Like odometer, a GPS measurement is a direct measurement from the sensor. Therefore, the assumption

is that the sensor manufacturer, along with the sensor, also provides the technical specifications. These

would also contain the covariance matrices for the sensor. Hence, the same can be used as Σgk.

5.6.3 Topology Covariance

The topology factor uses the measurements from a radar, but unlike odometer and GPS measurements,

it is not directly used in the process of cooperative localization. The radar measurement is converted

using additional function (see Equation 5.9) and the result is used in the process. Therefore, it should

be treated as a new virtual sensor.

For this new virtual sensor, a new covariance matrix is derived using the Error Propagation Law.

The law states that, once the measurements from a sensor are subjected to transformations which result

in new measurements, the error in the measurements also has to be propagated to the new transformed

measurements. Old covariance matrix no longer holds true for the new transformed measurements. As

we have transformed the actual radar measurements into topology factors, we also need to transform the

radar covariance matrix to the topology covariance matrix. This new error or the covariance matrix can

be calculated using this Error Propagation Law. The details for derivation of the Law are present in the

Technical Report written by Kai Oliver Arras [95]. In this thesis, we show how the law can be used to

calculate the new covariance matrix. The Error Propagation Law states the following:

Cnew = F ·Corig ·FT (5.19)

where Corig is a n × n and Cnew is a p × p covariance matrix. F is a matrix of dimension p × n which

consists of elements from the first derivative of the function f( · ) with respect to the participating variables
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in the f( · ).

This can be understood with an example function f(a, b, c). Let Corig, the original covariance matrix,

assuming a, b and c are independent, be defined as follows:

Corig =


σ2
a 0 0

0 σ2
b 0

0 0 σ2
c

 (5.20)

where σ2
a, σ2

b and σ2
c are the original variances of a, b and c respectively.

F and FT for the function f(a, b, c) are then written as:

F =
[
∂f(a,b,c)
∂a

∂f(a,b,c)
∂b

∂f(a,b,c)
∂c

]

FT =


∂f(a,b,c)
∂a

∂f(a,b,c)
∂b

∂f(a,b,c)
∂c

 (5.21)

Using Equations 5.19, 5.20 and 5.21, the new covariance Cnew of the function f(a, b, c) can then be

derived as:

Cnew =
[
∂f(a,b,c)
∂a

∂f(a,b,c)
∂b

∂f(a,b,c)
∂c

]
·


σ2
a 0 0

0 σ2
b 0

0 0 σ2
c

 ·


∂f(a,b,c)
∂a

∂f(a,b,c)
∂b

∂f(a,b,c)
∂c

 (5.22)

Similarly, the covariance matrix for the new topology factor can be calculated using Equations 5.19

and 5.9 . F and FT for the function r(x1, x2, · · · , xn)) can be written as:

F =
[ ∂(r(x1, x2, · · · , xN ))

∂x1
· · · ∂(r(x1, x2, · · · , xN ))

∂xN

]
=
[

2 ·

N∑
k=1

(x1 − xk) · · · 2 ·

N∑
k=1

(xN − xk)
] (5.23)

FT =


∂(r(x1,x2,··· ,xN ))

∂x1

...
∂(r(x1,x2,··· ,xN ))

∂xN

 =


2 ·

N∑
k=1

(x1 − xk)

...

2 ·

N∑
k=1

(xN − xk)


(5.24)

If σ2
x is the variance for the radar for x, then the covariance matrix, assuming σ2

xk
for all xk are same

and independent, for N participating targets detected by the infrastructure radar can be written as the

following N ×N matrix:

Corig =


σ2
x1

0 · · · 0

0 σ2
x2
· · · 0

...
...

. . .
...

0 0 · · · σ2
xN

 =


σ2
x 0 · · · 0

0 σ2
x · · · 0

...
...

. . .
...

0 0 · · · σ2
x

 (5.25)
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Substituting from Equations 5.23, 5.24 and 5.25 in Equation 5.19, the derived covariance is:

Σr =
[
2 ·

N∑
k=1

(x1 − xk) · · · 2 ·

N∑
k=1

(xN − xk)
]
·


σ2
x 0 · · · 0

0 σ2
x · · · 0

...
...

. . .
...

0 0 · · · σ2
x

 ·


2 ·

N∑
k=1

(x1 − xk)

...

2 ·

N∑
k=1

(xN − xk)


=4 ·

( N∑
k=1

(x1 − xk)
)
·σ2
x + · · ·+ 4 ·

( N∑
k=1

(xN − xk)
)
·σ2
x

(5.26)

For a position (x, y) in a two-dimensional plane, where σ2
x and σ2

y are the variances for the radar for

x and y, assuming x and y are independent, the covariance of the topology factor can be extended as

follows:

Σr =4 ·

( N∑
k=1

(x1 − xk)
)
·σ2
x + 4 ·

( N∑
j=1

(y1 − yk)
)
·σ2
y + · · ·

4 ·

( N∑
k=1

(xN − xk)
)
·σ2
x + 4 ·

( N∑
k=1

(yN − yk)
)
·σ2
y

(5.27)

When compared to covariance in Equation 5.26, Equation 5.27 adds the y terms and results in a covariance

for a topology factor for a two dimensional plane. Note that the covariance here is a scalar value of a

one dimension and not a matrix, as the sum of Euclidean distances of the participating targets is also a

scalar value.

5.7 Evaluation

5.7.1 System Setup

The approach presented in the previous section has been evaluated on a simulated data set, which is

based on real radar observations. The simulation was implemented with up to four vehicles on a highway

for 200 steps.

The simulated vehicles are assumed to have an odometer sensor to measure their relative distance

travelled per time unit. They are also assumed to have a GPS sensor to measure the location of the

simulated vehicle in the global coordinate system. The simulated highway is equipped with an infras-

tructure radar sensor, which can observe all the vehicles moving in one direction. As said in the initial

requirements in Chapter 3, point2d and again in Section 5.1, there is no configuration information of the

radar available, i.e. we do not know the location of the radar, therefore we do not have any transformation

information for converting the measurements in the radar coordinate system to the vehicle coordinate

system.

All the simulated sensors have zero mean Gaussian Noises. The covariances assumed are diag [1.0, 1.0],

diag [10.0, 10.0] and diag [0.1, 0.1] for the odometer, GPS and radar respectively. The time step interval

is taken as 1 sec.
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For topology factor two sets of simulations, Constant Velocity Model and Constant Turn Model, are

performed. The results for each of them are compared between:

1. the fused trajectory only using odometer and GPS sensors.

2. the fused trajectory using odometer, GPS and topology factor. Topology factor are constructed

using radar measurements.

5.7.2 Root Mean Square Error

The performance for the approach is calculated using Root Mean Square Error (RMSE) for the complete

system. The Mean Square Error (MSE) is a measure, which shows how close the predicted line to the

measured data points is. It is calculated by adding the square of the vertical distance of the data point

to the fitted curve and dividing by n. The result is squared to avoid the influence of negative values. The

smaller the MSE is, the closer fit is the estimated line to the data points. Mathematically:

MSE =
1

n

n∑
i=1

(xiest − xiDataPoint
)2

The Root Mean square Error (RMSE) is square root of the MSE. Hence, RMSE is the distance of the

data point from the predicted line, which is measured along a vertical line. It is directly and easily

interpretable in terms of measurement units and hence is a good measure to compare the performance

between various estimation algorithms. RMSE, when we have the available ground truth, can be written

as:

RMSE =

√√√√ 1

n

n∑
i=1

(xiest − xiGroundTruth
)2 (5.28)

5.7.3 Simulation Results

Figures 5.3(a), 5.3(b) and 5.3(c) show the trajectories for 2, 3 and 4 vehicle system respectively. One

can see that trajectories resulting from the use of topology factor are closer to the ground truth than the

ones resulting without the topology factor.

As the number of vehicles increase the trajectories become difficult to distinguish. Therefore, the

total error in the system is analysed by studying the RMSE at each step. Figures 5.4(a), 5.4(b) and

5.4(c) show the corresponding RMSEs for 2, 3 and 4 vehicle systems respectively. It can be clearly seen

that adding topology factor decreases the error in the system.

To show the stability of the proposed solution, we run a Monte Carlo simulation of 1000 iterations

of above mentioned scenario for 2, 3 and 4 vehicles. Table 5.1 shows the average RMSE values for 1000

iterations for simulated trajectories as shown in Figure 5.3. It can be clearly seen that the simulation

with the topology factor performs better than the one without the topology factor.

The topology factor is further tested for vehicles having a turning trajectory. Figures 5.5(a), 5.5(b)

and 5.5(c) shows the trajectories for 2, 3 and 4 vehicle system travelling on a curve, respectively. Similar

to the linear trajectories, trajectories resulting from use of topology factor, for the vehicles travelling on

a curve, are closer to the ground truth trajectories than the ones resulting without the topology factor.
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Figure 5.3: Ground truth; Fused trajectories without topology factor and with topology factor for (a) 2

vehicles. (b) 3 vehicles. (c) 4 vehicles.
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Figure 5.4: Total System RMSE for trajectories shown in Figure 5.3 for (a) 2 vehicles (Figure 5.3(a)). (b)

3 vehicles (Figure 5.3(b)). (c) 4 vehicles (Figure 5.3(c)).
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Figure 5.5: Ground truth; Fused trajectories without topology factor, with topology factor for constant

turn model for (a) 2 vehicles. (b) 3 vehicles. (c) 4 vehicles.
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Figure 5.6: Total System RMSE for trajectories shown in Figure 5.5 for (a) 2 vehicles (Figure 5.5(a)). (b)

3 vehicles (Figure 5.5(b)). (c) 4 vehicles (Figure 5.5(c)).
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Table 5.1: Average total system RMSE for 1000 iterations for 2, 3 and 4 vehicles.

Vehicles No Topology Factor With Topology Factor

2 4.257 3.202

3 5.224 4.166

4 5.997 4.750

To overcome any confusion in comparing the trajectories, the respective RMSEs are also plotted in

Figures 5.6(a), 5.6(b) and 5.6(c). Similar to the linear trajectories, the RMSEs clearly show the reduction

in error with the use of proposed topology factor.

The stability of the proposed solution on a curved trajectory is also evaluated using Monte Carlo

simulation of 1000 iterations. The resulting average RMSE are shown in Table 5.2.

Table 5.2: Average total system RMSE for 1000 iterations for 2, 3 and 4 vehicles on a curved trajectory.

Vehicles No Topology Factor With Topology Factor

2 4.502 3.259

3 5.532 4.556

4 6.316 5.429

Average RMSE values for curved trajectories in Table 5.2 show similar results as linear trajectory in

Table 5.1. Trajectories with topology factors have lower error than the ones without topology factor.

Tables 5.1 and 5.2 show the total system RMSE of the system. The actual RMSE per vehicle is

lower. It is not difficult to see that with an increase in the number of participants, the RMSE per vehicle

decreases. This is because the combined constraints of all the factors (Odometer, GPS and Topology)

(for an increase in the number of participants) is stronger and hence forces the optimizer to strive for the

global minima instead of the first found solution.

5.8 Summary

The topology factor presented in this section, provides a novel mechanism to fuse the external radar

measurements with internal sensors for multi-target scenario without performing any measurement-to-

target association. The measurement in the local radar coordinates can be used to formulate the topology

factor. The non-linear least square algorithm, used for state estimation, is able to handle an increase in

the number of vehicles. Hence, the solution remains scalable. Further we only need to transmit the new

measurements and not the covariances, and the original covariance of the radar is only required to be

transmitted only once for the fusion. This keeps the bandwidth requirement to the minimum.

Although we have used the offline algorithm of Levenberg-Marquardt for the final state estimation, we

can also use the iSAM2 [93] algorithm of GTSAM to perform an online state estimation of the vehicles.

Therefore, we are able to meet 5 of the 6 challenges highlighted in Section 1.3. Hence, the topology

factor addresses the challenges of cooperative localization in an environment where the radar does not

report any clutter measurements.
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Chapter 6

SME Factor

6.1 Motivation

The previous chapter introduced the novel concept of topology factor, which solves some of the ma-

jor challenges encountered in cooperative localization. The availability of three sensors was assumed:

odometer, GPS from the vehicle, and a high precision infrastructure radar. Improved state estimation

was achieved using the topology factor.

The vehicle odometer data is available as long as the vehicle is moving, but in environments like

tunnels and underground parking garages, the direct line of sight to the GPS Satellites is obstructed,

thereby the GPS measurements are not available. Further, in city scenarios among high-rise buildings,

situation of urban canyons can be created where not enough satellites are available to form a reliable or

precise position estimate. Under these circumstances, cooperative localization is reduced to odometer and

infrastructure radar. In such cases, the measurements from the radar can be incorporated as topology

factor for improved state estimation.

6.1.1 Topology Factor in absence of GPS

Simulation using cooperative localization (as presented in Figure 5.3) is rerun without the GPS measure-

ments to simulate a GPS devoid scenario. The results are presented in Figure 6.1. Figures 6.1(a), 6.1(b)

and 6.1(c) show the trajectories for 2, 3, and 4 vehicles respectively. It can be seen that the trajectories

without using topology factor, drift away from the ground truth. With the addition of the topology

factor, the fused trajectory still drifts away from the ground truth. “Drifting away” of the calculated

trajectories in comparison with the ground truth implies the system accumulates more errors. This is

confirmed by the corresponding total system RMSE values plotted in Figure 6.2. Figures 6.2(a), 6.2(b)

and 6.2(c) show the RMSE for 2, 3 and 4 vehicles respectively. It can be seen that the error continuously

increases and the solution does not converge.

6.1.2 Reasons for Degraded Performance of Topology Factor

A GPS is an absolute measurement. In the presence of GPS sensor data, the topology factor is constrained

by the GPS measurements; hence, it contributes to the information correctly and improves the state
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Figure 6.1: Ground truth; Fused trajectories without topology factor and with topology factor in GPS

devoid areas for (a) 2 vehicles. (b) 3 vehicles. (c) 4 vehicles.
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Figure 6.2: Total System RMSE trajectories shown in figure 6.1 for (a) 2 vehicles (fig 6.1(a)). (b) 3 vehicles

(fig 6.1(b)). (c) 4 vehicles (fig 6.1(c)).
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estimation.

In absence of GPS measurements, for the case without a topology factor, only the odometer is used.

An odometer has an error in relative measurement. Therefore, the error will continue to increase. Under

normal circumstances, fusing the data from another high precision sensor (an infrastructure radar) would

lower the error in the state estimation. However, when the radar measurements are added as topology

factors, it does not achieve the desired results.

The topology factor is formulated using the sum of inter-vehicle distance: the information of all

the targets actual locations is lost. Graphically, topology measurement is a 1-dimensional scalar value,

without any location information associated with it. Therefore, it can be plotted anywhere in a 2-

dimensional plane.

Mathematically, topology calculation is not an injective function, i.e. various sets of target measure-

ments can result in the same sum of Euclidean distances. Therefore, it needs further information to

correctly contribute to the final state estimation. GPS measurements provided an anchor which helped

it to converge the states to a correct solution, but in GPS devoid areas this support is lost.

Therefore, although the information provided by the topology factor is still of the same precision, but

the optimizer fails to utilize the additional information provided by the high precision sensor and we do

not see the expected improvement in the state estimates.

From the RMSE plots in Figure 6.2(a), for 2 vehicles, before 20 time steps the topology factor does

perform a bit better without any topology factor. However, the performance quickly becomes similar to

the case when system does not have any topology factor. At the end after 120 time steps, the system

without topology factors performs better than the system with topology factors. Similar fluctuations

in performance can be observed for 3 and 4 vehicles as well. Overall a 1-dimensional value of sum of

inter-vehicle distance without an anchor point (supplied by GPS measurements) is not sufficient and the

optimization process is driven by the odometer measurements and hence we see the RMSE graphs are

similar for both: with and without the topology factor.

6.1.3 Scenario Description

The motivation of the research work presented in this chapter is to perform the task of cooperative

localization even in GPS devoid areas. Therefore, the constraints presented in Chapter 5 Section 5.1 for

topology factor change slightly:

� We assume measurements from off-the-shelf odometer. GPS measurements may or may not

be available.

� An externally deployed radar system can monitor the vehicles. The configuration of the radar is

unknown.

� V2X bi-directional communication is available.

� Lastly, no clutter originates from the radar sensor.

The scenario depicting the above constraints is summarized in Figure 6.3. In absence of GPS mea-

surements, the topology factor is unable to add sufficient information to improve the state estimation.

With the above mentioned constraints as explained in Chapter 3, the previously proposed solution of
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Figure 6.3: The figure highlights the constraints and set up outlined in the motivation. In absence of GPS

the topology factor, being a scaler uni-dimensional constraint, is unable to add sufficient information for

improved state estimation.

topology factor does not help with cooperative localization. In this chapter a solution called SME factor

is proposed, which successfully performs cooperative localization even in absence of the GPS sensor data.

These results were published in the Sensors Journal:

1. Gulati et. al.: Graph-Based Cooperative Localization Using Symmetric Measurement Equations.

2017 MDPI Sensors, 2017.

The above scenario of GPS devoid areas can be broken in multiple scenarios: (1) In scenarios like

urban canyons, the GPS may be available but with lower accuracy (2) In tunnels, GPS is not available.

For our experimentation and simulation, for GPS devoid areas we assume no GPS signal is available.

6.2 SLAM Formulation

For the SME factor, when measurement from odometer, GPS and radar sensor are available, the formu-

lation remains same as that of the topology factor in Equation 5.1. However, for GPS devoid areas the

SLAM formulation changes as follows:

X∗ = arg min
X

(
n∑
1

‖(f(xi−1, ui−1))k − xi‖
2
Σo

i︸ ︷︷ ︸+

l∑
1

‖(r(xik))− zrk‖2Σr
k︸ ︷︷ ︸
)

Odometer Radar

(6.1)

the mathematical terms describing the odometer remain the same. r( · ) is the radar functions which

maps the state of the vehicle (which has to be estimated, i.e. the location) to the sensor measurements.
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zrk is the measurement generated from the mapping of the radar measurements to the state of the vehicle.

Σrk is the covariance matrix for the radar sensor.

Similar to the topology factor, the configuration of the radar is unknown, therefore we do not have

the definition r( · ) and Σrk. This chapter proposes a novel method for mapping the radar measurements

without the radar configuration, which can be used to improve the state estimation of vehicles in the

field of view of the radar using cooperative localization. This new definition of function r( · ) and the

corresponding zrk can be directly substituted in Equations 5.1 and 6.1 and which keeps the degradation of

state estimation in check in absence of GPS sensor data. Like topology factor, the new solution continues

to avoid the problem of Data Association.

6.3 Symmetric Measurement Equations

Kamen (see [96]) introduced a novel filter called Symmetric Measurement Equations (SME) Filter specif-

ically to avoid the measurement-to-track association. The basis of the SME Filter is:

“to convert the measurement data (with associations not known) into a measurement equation by defin-

ing new measurements that are symmetric functions of the original measurements. In this way the target

states can be estimated without ever considering the associations between targets and measurements.” [97]

Therefore, the approach maps a finite set of random measurements (as the target associations is

not known) generated by multiple targets into a random vector using a non-linear function. The process

generates pseudo-measurements from the original measurements. The important aspect of this mapping is

that it should be symmetric, in that it is only dependent on the number of measurements and independent

of the order of the measurements.

6.3.1 SME Example

The concept of SME can be understood by considering a case for 2 targets, t1 and t2 moving in 1

dimension. Assuming no clutter, a radar sensor observing the targets will result in 2 measurements, m1

and m2. The measurement-to-target association is unknown, therefore it is not possible to predict which

measurement belongs to which target. Using appropriate symmetric functions, the original measurements

can be converted to pseudo-measurements pm1 and pm2.

One example of such a set of Symmetric Functions which can result in pm1 and pm2 is Sum-of-Products

[96], which is written as:

pm1 = m1 +m2 = f1(m1,m2)

pm2 = m1 ·m2 = f2(m1,m2)
(6.2)

Similarly for a 3 target system in 1 dimension, Sum-of-Products can be written as:

pm1 = m1 +m2 +m3 = f1(m1,m2,m3)

pm2 = m1 ·m2 +m2 ·m3 +m3 ·m1 = f2(m1,m2,m3)

pm3 = m1 ·m2 ·m3 = f3(m1,m2,m3)

(6.3)

Another example of such a set of Symmetric Functions which can result in pm1 and pm2 is Sum-of-
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Powers [96], which is written as.

pm1 = m1 +m2 = f1(m1,m2)

pm2 = m2
1 +m2

2 = f2(m1,m2)
(6.4)

Similarly for a 3 target system in 1 dimension, Sum-of-Powers can be written as:

pm1 = m1 +m2 +m3 = f1(m1,m2,m3)

pm2 = m2
1 +m2

2 +m2
3 = f2(m1,m2,m3)

pm3 = m3
1 +m3

2 +m2
3 = f3(m1,m2,m3)

(6.5)

It can be seen that the true measurements are distributed over the pseudo-measurements, thereby

avoiding the need of data association. Further, since the mapping is real and symmetric, i.e. we have

same number of variables as equations/functions, therefore the original measurements can be uniquely

recovered.

6.3.2 Generalization

From examples presented in the previous subsection, it can be seen that to convert N measurements into

N pseudo-measurements, we need total of N symmetric functions, each of which takes the input of the

N measurements and results in 1 pseudo-measurement.

For a N targets system, Sum-of-Products can be generalized as:

pm1 = m1 +m2 + · · ·+mN =

n∑
k=1

mk = f1(m1, · · · ,mN )

pm2 = m1 ·m2 +m2 ·m3 + · · ·+mN−1 ·mN =
∑
k1

∑
k2

1≤k1<k2≤N

mk1mk2 = f2(m1, · · · ,mN )

...

pmn =
∑
k1

∑
k2

· · ·
∑
kn

1≤k1<k2···kn≤N

mk1mk2 · · ·mkn = fn(m1, · · · ,mN )

...

pmN = m1 ·m2 · · ·mN = fN(m1, · · · ,mN )

(6.6)
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Likewise for a N targets system, Sum-of-Powers can be generalized as:

pm1 = m1 +m2 + · · ·+mN =

n∑
k=1

mk = f1(m1, · · · ,mN )

pm2 = m2
1 +m2

2 · · ·+m2
n =

N∑
k=1

m2
k = f2(m1, · · · ,mN )

...

pmn =

N∑
k=1

mn
k = fn(m1, · · · ,mN )

...

pmN =

N∑
k=1

mN
k = fN(m1, · · · ,mN )

(6.7)

The above two kinds of symmetric transformations, i.e. Sum-Of-Products and Sum-Of-Power provide

a mechanism to convert the actual measurements to the pseudo-measurements. These new pseudo-

measurements are independent of the targets and hence allow to avoid data association.

Important point to note here is the degree of equations increase with an increase in the number of

participants. In case of moving traffic (i.e. not a traffic jam) the value N may go upto 30 vehicles.

6.4 SME Factor Formulation

The topology factor was formulated as the sum of the inter-vehicle distance, which is a scalar value

and hence, independent of any coordinate system. However, as seen in the above equations, absolute

radar measurements have to be used as parameters to the Symmetric Function. Therefore, any factor

formulation, using the Symmetric Functions is to be in the same coordinate system as other sensor

measurements in the factor graph. Therefore, to use the Symmetric Functions, coordinate have to be

transformed.

For topology factor, we used the world coordinate system or the global coordinate system to uniquely

identify the positions for the vehicles. Odometer are relative measurements, therefore do not influence

the coordinate system of the formulated graph. On the other hand, radar has its local coordinate system,

but it does not help identify the unique position in the world. Therefore to uniquely identify the location

of vehicles in the world we choose the transformation of local radar coordinates into standard global

coordinate system. This has additional advantage when GPS is intermittently available, then we do not

have to perform another coordinate transformation.

Within the context of the scenarios presented herein, if radar has to transform its measurements in

global coordinate system, it also needs to know its own position in global coordinate system. Therefore

we have to relax the condition that infrastructure radar does not know its configuration. We still do not

require to know its precise deployment configuration in terms of heigh and angle of field of view but only

its absolute location in global coordinate system. With this, converting the local radar coordinate system

to global coordinate system becomes a simple process, which can be implemented in the hardware. This

coordinate transformation does not add significant overhead on the cooperative state estimation process.
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6.5 Jacobians for the Non-Linear Least Square Optimization

Using the transformed radar measurements (from local to global coordinate), a new SME factor

is proposed in this chapter. The proposed SME factor uses Sum-of-Power as a Symmetric Function

and avoids the measurement-to-track association, as it is included within the symmetric measurement

formulation. For N detected targets, there will be N different definitions of rn( · ) ∀n = 1 · · ·N . Equation

6.7 define the functions rn( · ) which is used in Equations 5.1 or 6.1. Mathematically,

R = {rn( · ) | ∀n = 1 · · ·N}

where,

rn( · ) = fn(x1, · · · , xN ) =

N∑
k=1

xnk

(6.8)

where xk is the kth measurement by the radar. Here rn( · ) represents the mapping constructed as a

sum-of-power using the actual radar measurements, between the state of the vehicles observed by the

radar.

6.5 Jacobians for the Non-Linear Least Square Optimization

Similar to the topology factor, the proposed SME factor also requires the first derivative, i.e. the Jaco-

bians, of the functions to numerically solve the non-linear equations. This section derives the Jacobians

from the respective equations required for the optimization process.

Odometer Factor Jacobian: The odometer Jacobian remains the same as Equation 5.12, that is:

Jacobianodom =

[
1 0

0 1

]
(6.9)

GPS Factor Jacobian: GPS measurements may be intermittently available. Moreover, we sim-

ulate a tunnel scenario as part of our experiments to analyse the benefits of SME factor. Therefore,

when GPS measurements are available, the corresponding factor is formulated and it requires the same

Jacobians as Equation 5.15.

Jacobiangps =

[
1 0

0 1

]
(6.10)

6.5.1 SME Factor Jacobian

Equation 6.8 is the SME factor. The Jacobian for the nth node is obtained by getting the partial

derivative with xn. As N measurements are mapped to N functions, the Jacobian for each of the

functions {rl( · ) | ∀ l = 1 · · ·N} for nth node is calculated as:

Jacobian1
sme =

∂(r1(x1, x2, · · · , xN ))

∂xn
=
∂(
∑N
k=1 xk)

∂xn
= 1

Jacobian2
sme =

∂(r2(x1, x2, · · · , xN ))

∂xn
=
∂(
∑N
k=1 x

2
k)

∂xn
= 2 ·xn

...

JacobianNsme =
∂(rN(x1, x2, · · · , xN ))

∂xn
=
∂(
∑N
k=1 x

N
k )

∂xn
= N ·xN−1

n

(6.11)
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Similar to the topology factor, for a position x, y in a two-dimensional system, the process of calculating

the Jacobian remains the same, i.e. treating x and y terms as constants in coloumns 1 and 2 respectively

and calculating the partial derivative with xi for the first row and with yi for the second. The generalized

Jacobian for SME factor for functions {rl( · ) | ∀ l = 1 · · ·N} can be written as:

Jacobianlsme =
∂(rl((x1, y1), (x2, y2), · · · , (xN , yN )))

∂xn∂yn

=

[
l ·xl−1

n 0

0 l · yl−1
n

] (6.12)

6.6 Measurement Uncertainties / Covariances

As explained in 5.6, to calculate the optimal state estimate Σs of the participating sensor have to used.

As seen, Equations 5.1 and 6.1 requires the covariance matrices Σok, Σgk and Σrk, for the odometer, GPS

and radar factors. This section derives these respective covariances.

Odometer Sensor Covariance: Similar to the odometer factor formulation in Chapter 5, the

covariance Σok for the odometer sensor is assumed to be provided by the sensor manufacturer.

GPS Sensor Covariance: GPS measurements may be intermittently available. Moreover, we

simulate a tunnel scenario as part of our experiments to analyse the benefits of SME factor. Therefore,

when GPS measurements are available, then similar to Chapter 5, the covariance Σgk for the GPS sensor

is assumed to be provided by the sensor manufacturer.

6.6.1 SME Covariance

Similar to the topology factor, SME factor is also a virtual sensor measurement and hence direct radar

sensor covariances cannot be used. Similar to the topology factor we use the Error Propagation Law

in Equation 5.19 to calculate the covariance of SME factor. If σ2
xk

is variance of xk then covariance

∀ k = 1 · · ·N can be written as:

Corig =


σ2
x1

0 · · · 0

0 σ2
x2
· · · 0

...
...

. . .
...

0 0 · · · σ2
xN

 =


σ2
x 0 · · · 0

0 σ2
x · · · 0

...
...

. . .
...

0 0 · · · σ2
x

 (6.13)

SME factor is composed of a set of functions {rn( · )| ∀ n = 1 · · ·N}, therefore F is calculated for each

function rn.

Frn =
[
∂(rn(x1,x2,··· ,xN ))

∂x1

∂(rn(x1,x2,··· ,xN ))
∂x2

· · · ∂(rn(x1,x2,··· ,xN ))
∂xN

]
=
[
∂(

∑N
k=1 x

n
k )

∂x1

∂(
∑N

k=1 x
n
k )

∂x2
· · · ∂(

∑N
k=1 x

k
k)

∂xN

]
=
[
n ·xn−1

1 n ·xn−1
2 · · · n ·xn−1

N

] (6.14)
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As per the Error Propagation Law in Equation 5.19, derived SME covariance can be written as:

Σrn =Frn ·Corig ·Frn
T

=
[
n ·xn−1

1 n ·xn−1
2 · · · n ·xn−1

N

]
·


σ2
x 0 · · · 0

0 σ2
x · · · 0

...
...

. . .
...

0 0 · · · σ2
x

 ·


n ·xn−1

1

n ·xn−1
2

...

n ·xn−1
N


=n2

· [x2 ·n−2
1 + x2 ·n−2

2 + · · ·+ x2 ·n−2
N ] ·σ2

x

(6.15)

For a position (x, y) in two-dimensional plane, where σ2
x and σ2

y are the variances for the radar for

x and y, assuming x and y are independent, the covariance of the SME factor for function rn can be

written as:
Σrn = n2

· [x2 ·n−2
1 + x2 ·n−2

2 + · · ·+ x2 ·n−2
N ] ·σ2

x+

n2
· [y2 ·n−2

1 + y2 ·n−2
2 + · · ·+ y2 ·n−2

N ] ·σ2
y

(6.16)

When compared to covariance in Equation 6.15, Equation 6.16 adds the y terms and results int a covari-

ance for a SME factor for a two dimensional plane. Note that the covariance here is a scalar value of a

one dimension and not a matrix, as each of the symmetric function converts the measurement to a single

value.

6.7 Evaluation

6.7.1 System Setup

Similar to the topology factor, the solution proposed in the previous section has been evaluated on a

simulated data set based on real radar observations. The simulation is implemented with up to four

vehicles on a highway for 200 steps.

The simulated vehicles are assumed to have an odometer and GPS sensors. The GPS measurements

are used to show the benefits of the proposed SME factor. An infrastructure radar can measure the

positions in its own coordinate system. Radar position is available in global coordinate system and

the radar sensor system is configured to transform the measurements in its local coordinate system

to the global coordinate system. It is assumed such transformation has negligible overhead and such

transformation can be implemented in hardware.

Simulated sensors are assumed to have zero mean Gaussian Noises, with covariances diag [1.0, 1.0],

diag [10.0, 10.0] and diag [0.1, 0.1] for odometer, GPS and radar respectively. The time step interval is 1.

For SME factor, simulations are run for linear and curved trajectories. The results for each of them

are compared as follows:

1. The fused trajectory using odometer and GPS sensor.

2. The fused trajectory using odometer, GPS sensor and an external radar. The external infrastructure

radar sensor is fused using topology factor.

3. The fused trajectory using odometer, GPS sensor and an external radar. The external infrastructure

radar sensor is fused using new SME factor.
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The above comparison is also performed without the GPS sensor measurement to simulate the GPS

devoid areas. That is:

1. The fused trajectory using only odometer sensor.

2. The fused trajectory using odometer and an external radar. The external infrastructure radar

sensor is fused using topology factor.

3. The fused trajectory using odometer and an external radar. The external infrastructure radar

sensor is fused using new SME factor.

Root Mean Square Error: Similar to the topology factor, we compare the performance using

Root Mean Square Error. That is,

RMSE =

√√√√ 1

n

n∑
i=1

(xiest − xiGroundTruth
)2 (6.17)

For details of RMSE and the above equation refer to Section 5.7.2.

6.7.2 Simulation Results

In Figure 6.1 (see Section 6.1), we show the results of the state estimation in absence of GPS measure-

ments. The simulation is rerun with the newly proposed SME factor. The results for 2, 3 and 4 vehicles

are shown in Figures 6.4(a), 6.4(b) and 6.4(c). Since with an increase in the number of vehicles, it be-

comes difficult to quantify the performance by just observing the fused trajectories, total system RMSE

for the same are also plotted in Figure 6.5. The corresponding RMSE values for 2, 3 and 4 vehicles, are

shown in Figures 6.5(a), 6.5(b) and 6.5(c).

It is very clear from the total RMSE of the system that the absence of GPS is well handled by the

SME factor. The reason for the better performance for SME factor is that fully transformed coordinates

are added using SME transformations and there is no loss of information due to the the introduction of

the SME formulation. Hence, even in the absence of GPS, the state estimation converges to a solution

and the error remains bounded. Additionally the data association is implicitly handled during the SME

factor formulations.

Next, we run the simulation of the system when the GPS measurements are available. Figures 6.6(a),

6.6(b) and 6.6(c) show the trajectories for 2, 3 and 4 vehicles and Figures 6.7(a), 6.7(b) and 6.7(c) show

the corresponding total system RMSEs.

The SME factor again is better than the topology factor in presence of GPS measurements. The reason

for the same is that using the ’precise’ radar sensor with lower covariance, we add more information to

the system. Therefore, in presence of all the three sensors with full information the optimizer is able to

perform optimally, resulting in improved final state estimates and thus a lower total system RMSE error

for all the cases.

To further test the stability of the solution, a Monte-Carlo simulation is run for 1000 iterations and

the average RMSE values are analysed. Table 6.1 presents the average RMSE values for 2, 3 and 4

vehicles. The average results reflect the same behaviour as seen in graphs in Figures 6.5 and 6.7 .
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Figure 6.4: Ground truth; Fused trajectories without topology factor, with topology factor and with SME

factor in GPS devoid areas for (a) 2 vehicles. (b) 3 vehicles. (c) 4 vehicles.
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Figure 6.5: Total System RMSE for trajectories shown in Figure 6.4 for (a) 2 vehicle systems (Figure

6.4(a)). (b) 3 vehicle system (Figure 6.4(b)). (c) 4 vehicle systems (Figure 6.4(c)).
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Figure 6.6: Ground truth; Fused trajectories without topology factor, with topology factor and with SME

factor when GPS is available for (a) 2 vehicles. (b) 3 vehicles. (c) 4 vehicles.
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Figure 6.7: Total System RMSE for trajectories shown in Figure 6.6 for (a) 2 vehicles (Figure 6.6(a)). (b)

3 vehicles (Figure 6.6(b)). (c) 4 vehicles (Figure 6.6(c)).
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Table 6.1: Average total system RMSE for 1000 iterations for 2, 3 and 4 vehicles.

Number No Additional Factor Topology Factor SME Factor

of Vehicles Without With Without With Without With

GPS GPS GPS GPS GPS GPS

2 50.405 4.211 53.212 3.183 2.626 2.146

3 62.146 5.180 60.484 4.166 9.492 3.230

4 71.379 5.955 71.619 4.743 13.994 4.153

The proposed solution of SME factor is further tested with simulation of vehicles moving with a

constant turn model in curved trajectories. Figures 6.8(a), 6.8(b) and 6.8(c) show the trajectories of 2, 3

and 4 vehicles moving in a curved path when no GPS measurements are present. Figures 6.8(a), 6.8(b)

and 6.8(c) show the corresponding total system RMSEs. Similar to the linear trajectories, it is clear that

SME factor is able to handle the absence of GPS for curved trajectories as well.

The SME factor is also analysed for constant turn model in the presence of GPS measurements.

Figure 6.10(a), 6.10(b) and 6.10(c) show the trajectories and Figures 6.11(a), 6.11(b) and 6.11(c) show

the corresponding total system RMSE values of 2, 3 and 4 vehicles for curved paths. Here also SME

factor contributes more information for the optimization process and hence results in improved state

estimates.

Table 6.2: Average total system RMSE for 1000 iterations for 2, 3 and 4 vehicles for Constant Turn Model.

Number No Additional Factor Topology Factor SME Factor

of Vehicles Without With Without With Without With

GPS GPS GPS GPS GPS GPS

2 18.423 4.487 28.724 3.249 3.585 1.902

3 23.963 5.508 29.805 4.559 8.938 3.234

4 27.873 6.295 32.172 5.430 20.099 4.184

To further analyse the stability of the proposed SME factor for a constant model, a Monte-Carlo

simulation of 1000 iterations is run and the average total system RMSE of 2, 3 and 4 vehicles is calculated.

Table 6.2 shows the results for both the presence and absence of GPS. From the table it can be seen

that in absence of GPS the SME factor performs better than the topology factor. Although in case of

4 vehicles the average RMSE error is a little high but it still is lower than both the other cases of no

additional factor and the topology factor in absence of GPS.

6.7.3 Plug and Play and Online Scenario

All the previous tests have shown the effectiveness and stability of the proposed SME factor formulation.

The scenarios assumed that all the sensor measurements were available/unavailable all the time. The

graphs were fully formulated and offline batch optimization was performed using Levenberg-Marquardt

algorithm.
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Figure 6.8: Ground truth; Fused trajectories without topology factor, with topology factor and with SME

factor for constant turn model in GPS devoid areas for (a) 2 vehicles. (b) 3 vehicles. (c) 4 vehicles.
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Figure 6.9: Total System RMSE for trajectories in Figure 6.8 for (a) for 2 vehicles (Figure 6.8(a)). (b) 3

vehicles (Figure 6.8(b)). (c) 4 vehicles (Figure 6.8(c)).
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Figure 6.10: Ground truth; Fused trajectories without topology factor, with topology factor and with SME

factor for constant turn when GPS is available for (a) 2 vehicles. (b) 3 vehicles. (c) 4 vehicles.
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Figure 6.11: Total System RMSE for trajectories shown in Figure 6.10 for (a) 2 vehicles (Figure 6.10(a)).

(b) 3 vehicles (Figure 6.10(b)). (c) 4 vehicles (Figure 6.10(c)).
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Figure 6.12: The figure highlights the constraints and set up for a tunnel. The tunnel is equipped with

a radar sensor whose location information is known. Inside the tunnel, GPS is not available and the radar

measurements are incorporates as SME factor.

However, in introduction, the ineffectiveness of the topology factor for scenarios like tunnels and

underground parking garage was highlighted. In such scenarios, GPS is available during part of the

trajectory. For example, before a vehicle enters a tunnel, GPS measurements are available, but when it

enters the tunnel, the direct view of the satellites is lost and GPS measurements are no longer available.

When the vehicle exits the tunnel, the satellites are again visible and the GPS measurements are available

again.

Therefore, in real scenarios the sensors measurements are not always available. In the tunnel scenario

explained previously, if an infrastructure radar is installed in the tunnel, then the radar measurements

are only available inside the tunnel. These measurements are not available before the vehicle enters the

tunnel and after the vehicle exits the tunnel.

The fusion system should be able to adapt to such scenarios and fuse the data, as it is available. Such

property of the system can be called as “plug and play”. The “plug” phase adds the new, previously

unseen sensor measurements when they are available. In the above scenario, when the vehicle enters the

tunnel and incorporates the measurements from a radar installed in the tunnel in its factor graph formu-

lation reflects the “plug” phase. The “play” phase fuses the newly added measurements to arrive at new

fused state estimates. For the tunnel scenario when the system solves the graphs after adding the radar

measurements to have improved state estimates reflects the “play” phase. When the measurements are

no longer available, the system should automatically uses only the other available sensor measurements.

For example, when the vehicle exits the tunnel, it does not receive any radar measurements but the GPS

is restored. Therefore, instead of the SME factors, the graph has the GPS factors.

In such a real scenario, system should calculate the new state estimate soon as the new sensor mea-

surements appear and not wait till the end, when all the measurements are available to formulate the

complete graph and then run the offline batch optimizer. Therefore, an online incremental smoothing

algorithm like iSAM2 [93] (supported in GTSAM) is required. Further the GTSAM framework supports

the above described plug and play feature [98] thereby providing an efficient platform for appearing or

disappearing sensor measurements.

In this section, a tunnel scenario with two vehicles on a ground plane is simulated. The tunnel is
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Figure 6.13: Simulation of two vehicles through the tunnel, demonstrating the use of SME factor using

online iSAM2 algorithm. (a) Ground truth and fused trajectories for 2 vehicles. (b) Total RMSE for system

of 2 vehicles.

equipped with a radar sensor whose location information is known. Therefore, the radar system can

perform the transformation of measurements from its local coordinates to global coordinate system. The

simulation is run for 200 steps. At the 51st step vehicles enter the tunnel and lose the GPS connection.

At the 151st step they exit the tunnel and the GPS is restored without any delay. Inside the tunnel, the

infrastructure radar system is able to measure and communicate the positions of the two vehicles. The

scenario can be understood from Figure 6.12.

Figure 6.13(a) shows the trajectories of the two vehicles. For the case when the tunnel does not have

a radar sensor (hence no SME factor), it can be seen that the fused trajectories of the vehicles drift

farther from the ground truth after they enter the tunnel. However, when the tunnel is equipped with

the infrastructure radar and the SME factor is added as the constraint between the trajectories when

the vehicle is inside the tunnel, the fused trajectories remain closer to the ground truth. The trajectory

resulting from the SME factor is shown in the red color. For the scenarios with and without the radar,

first and last 50 steps have odometer and GPS as factors. Inside the tunnel, without the radar, only
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odometer factors are added to the graph. However, with radar, both odometer and SME factors are

added to the graph. This additional information in the form of SME factor helps to overcome the drift

often experienced by odometer like sensors and forces the solution towards the true position.

The result can also be analyzed from the RMSE of the total system shown in Figure 6.13(b). Through

to the 50th time step, both the systems have almost the same total system RMSE values. Starting 51st

time step the RMSE error increases for the system which does not have the infrastructure radar (hence

no SME factors). However, for the system with the infrastructure radar (hence SME factors) the total

system RMSE falls as radar has a lower error covariance.

6.8 Summary

The SME factor presented in this chapter, provides another novel mechanism to fuse the external radar

measurements with internal sensors for multi-target scenario without performing any measurement-to-

target association. Unlike the topology factor, the measurement in the local radar coordinates cannot

be used to formulate the SME factor. However, with a minimal overhead of conversion of radar local

coordinate measurements into to a global coordinates, the formulated SME factor is able to lower the

state estimation error when GPS measurements are not available. This is beneficial for the scenarios like

tunnels and underground parking garages. The coordinate transformation is possible as the radar can be

configured with its precise location in the Global Coordinate System.

The non-linear least square algorithm used for state estimation is moderately able to handle an

increase in the number of vehicles. For higher number of participants like 30, the scalability of solution

suffers. Further we only need to transmit the transformed measurements and not the covariances, and

the original covariance of the radar is only required to be transmitted once for the fusion. This keeps the

bandwidth requirement to the minimum.

For SME factor the feasibility is demonstrated using both, the offline algorithm of Levenberg-Marquardt

and the online iSAM2 [93] for final state estimation. The iSAM2 algorithm also helps to demonstrate the

“plug and play” property, which is an important requirement for the futuristic cooperative fusion systems

for highly assisted or autonomous vehicles, where the environment has always some sensors available for

improved state estimation.

Hence, we are able to generally meet 5 of the 6 challenges highlighted in Section 1.3. Therefore,

the SME factor addresses the challenges of cooperative localization in a GPS devoid and clutter free

environment.
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Chapter 7

DSRC Factor

7.1 Motivation

The previous two Chapters 5 and 6 introduced two novel additions to factor graphs for autonomous

vehicles, the topology factor and the SME factor. They were used for improving state estimation using

external infrastructure radar sensor, internal odometer and/or internal GPS using V2I communication

mechanisms. However, modern day highly automated and autonomous vehicles are already equipped

with Vehicle-to-Vehicle (V2V) communication mechanisms. In this chapter, we present a new factor,

which considers this Vehicle-2-Vehicle communication mechanisms for further improved state estimation.

Chapter 3 defined the constraints for cooperative localization. Particularly point 31 highlights that

communication methods are not used to identify the individual vehicles. For the previously proposed

mechanisms using V2I communication, this constraint was strictly adhered. However, modern day vehicles

at least capable of Assisted Driving come installed with Dedicated Short Range Communication (DSRC)

mechanisms, which can identify the individual vehicles surrounding the ego vehicle in real time. Therefore,

the assumption highlighted in Chapter 3 Point 3 changes. The new assumption can be stated as follows:

� V2V bi-directional communication using DSRC receiver and transponder is available which already

supports the identification of neighbouring vehicles.

Additionally, the previous assumptions remain same, which are summarized as follows:

� It is assumed odometer and GPS are available.

� An externally deployed radar system can monitor the vehicles.

� V2I bi-directional communication is available and cannot identify the individual vehicles based on

the communication mechanisms.

� Lastly, a clutter free environment is assumed.

1To perform cooperative localization, the thesis assumes an error free V2X bi-directional communication capability is

available. Further, various communication methods are not used to identify the individual vehicles. There are various

radio-ranging methodologies like received signal strength, time of arrival, time difference of arrival, Doppler Shift and angle

of arrival [78] to identify individual targets. It is assumed that any external sensor, like infrastructure radar does not

undertake any such action to identify the individual targets
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Figure 7.1: The figure highlights the constraints and set up for DSRC factor. It is assumed the location of

radar sensor is known and the radar measurements are incorporated as SME factor. Each vehicle is equipped

with DSRC receiver and transponder and is able to uniquely identify the vehicles up to a certain distance.

The above scenario can be understood from Figure 7.1. The results of the researched factor were

published in the conference paper:

1. Gulati et. al.: Graph Based Cooperative Localization Using Symmetric Measurement Equations

and Dedicated Short Range Communication. 2017 IEEE International Conference on Multisensor

Fusion and Integration for Intelligent Systems (MFI), 2017.

7.2 SLAM Formulation

For the improved state estimation, as mentioned in the motivation we have access to measurements from

an odometer, GPS, infrastructure radar and DSRC sensor. We use the inter-vehicle distances from the

DSRC (explained in the next Section 7.3) . Therefore, the estimated state X∗, as defined in Equation

4.23 can be further extended with the DSRC measurements as:

X∗ = arg min
X

(
n∑
1

(‖((f(xi−1, ui−1))k − xi)‖
2
Σo

i
)︸ ︷︷ ︸+

m∑
1

(‖((g(xik))− zgk)‖2Σg
k
)︸ ︷︷ ︸

Odometer GPS

+

l∑
1

(‖((r(xik))− zrk)‖2Σr
k
)︸ ︷︷ ︸+

p∑
1

(‖((s(xik))− zsk)‖2Σs
k
)︸ ︷︷ ︸
)

Radar DSRC

(7.1)

where the mathematical terms describing odometer, GPS and radar are same as previously defined. s( · )

is the DSRC measurement function which represents the state of the vehicle which has to be estimated,
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i.e. its location. zsk is the measurement generated from the mapping of actual distance using DSRC

(discussed later) to the state of the vehicle. Σsk is the covariance matrix for the distance measured using

the DSRC sensor.

To incorporate the radar measurements, any of the topology factor (Chapter 5) or the SME factor

(Chapter 6), can be used. This chapter assumes the location of the radar is known, therefore uses the

SME factor to formulate the radar measurements.

7.3 Dedicated Short Range Communication

Ad-hoc communication in vehicular network among vehicles has emerged as a challenge for connected ve-

hicles. For real time wireless communication, a dedicated Wireless Local Area Network (WLAN) protocol

IEEE802.11p has been implemented. It has a two-way short- to- medium-range wireless communications

capability that permits very high data transmission which is critical in communications-based active

safety applications. In Report and Order FCC-03-324, the Federal Communications Commission (FCC)

allocated 75 MHz of spectrum in the 5.9 GHz band for use by Intelligent Transportations Systems (ITS)

vehicle safety and mobility applications [6]. FCC had allocated this bandwidth as early as in 1999 for

the automotive use [99]. Similarly European Telecommunication Standards Institute (ETSI) allocated

30 MHz in 5.9 GHz band in 2008 [100]. Various other authorities around the world have also reserved

dedicated bandwidth. This bandwidth is called Dedicated Short Range Communication (DSRC). Most of

the modern day cars capable of semi or fully automated driving are equipped with the DSRC transceivers

and transponders.

Bai et. al. [101] analysed various physical characteristics of DSRC. We mention here a few of them.

For detailed specifications, please refer to the DSRC standard (FCC [99]). DSRC is for data-only systems

and has a maximum theoretical range of about 1000m for Line-Of-Sight conditions. However, this range is

lower in practice and highly depends on the obstacles and the objects in the environment. Two important

properties of DSRC are: (a) Using DSRC, vehicles can be uniquely identified. (b) Second is that distance

of neighbouring uniquely identified vehicles from the ego vehicle can be estimated.

7.3.1 Distance measurement using DSRC

The distance measurement is achieved using various radio-ranging methodologies like Received Signal

Strength (RSS), Time of Arrival (TOA), Time Difference of Arrival (TDOA), Doppler Shift and Angle

of Arrival (AOA). Each of the methods have their benefits and problems. There exists a lot of literature

for achieving the same like [102], [78], [37]. We just give a quick overview of some of the methodologies.

The interested reader can refer to the above-mentioned literature for further details.

Like the name suggests, RSS uses the ratio of received strength and the power of the signal to

estimate the range. The path loss model governs the attenuation of signal strength and this is used

for range estimation. To measure the distance, DSRC packets are broadcasted and based on the signal

strength of the reply received the distance from the answering transmitter can be estimated. The replier

transmitter can be a mobile or a static target.

TOA uses signal propagation time to estimate the distance and requires the clocks of sender and

receiver to be synchronized. To measure the distance, DSRC packets are time stamped and broadcasted
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and based on the time stamp of the reply received, the distance from the answering transmitter can be

estimated. Again, the replier transmitter can be a mobile or a static target.

As TOA requires time synchronization between the receiver and the transmitter, it makes TOA more

complex and expensive than other approaches. To avoid this complexity and the cost, other time-based

approaches have been proposed. TDOA is one such technology, which partially avoids the problem of

time synchronization. In TDOA, two signals are received from a pair of transmitters, in one receiver.

The time difference between these two signals is used for estimation. For such a system, the receiver

synchronization is not required but the transmitters still need to be synchronized.

Researchers have also come up with more strategies that are novel, for example a Two-Way TOA. In

this more than one communication between a pair of transmitter and receiver is considered for distance

estimation [103]. After the delay estimation of the signal processing has been calculated for both trans-

mitter and receiver, the final message and corresponding acknowledgement between them is exchanged.

Using the total time consisting of two-way signal flight, the distance between the nodes is calculated.

Doppler Shift is the difference between the emitted frequency and the observed frequency. This is

commonly referred to as ‘Frequency Difference of Arrival’. Using the combination of vehicular speeds

from the data over DSRC and Doppler shift, the range can be calculated.

AOA is used to get the bearing of received signals. It measures the Angle of Arrivals of a signal from

a transmitter using antenna arrays. Like other methods, it is most efficient with direct Line-of-Sight. It

also suffers from issues arising from reflection and scattering and hence not very efficient.

All the methods suffer from various degrees of measurement noise, multi-path fading, interference,

non-line-of-sight errors. Alam et. al. [78] provides the performance comparison for some of the above

mentioned methods.

The distance of neighbouring vehicles from ego-vehicle has already been used for improved state

estimation [52, 53, 54, 55, 56, 104]. In this chapter we propose another factor which is similar to the

the previous work of using V2V radio technologies to perform the cooperative localization. However,

the previous methods uses fusion methods like Kalman Filter, Extended Kalman Filter etc. but we

propose the use of factor graphs. Section 2.3 gives a detailed overview of the papers which use DSRC for

cooperative localization. The distance information for neighbouring vehicles obtained using DSRC range

can be formulated as DSRC range factor to improve the state estimation of the ego-vehicle.

7.4 DSRC Range Factor Formulation

The DSRC range factor incorporates the distance of vehicles, which are present around the ego vehicle.

The distance measurement can be calculated from any of the methods mentioned in the previous section

and can be represented as:

zk = s(xi) + nd (7.2)

where zk is the distance of the kth vehicle, s is any of the range calculating functions as described in

previous section for ego vehicle at position xi, n
d represents the Gaussian measurement noise.

As the distance can be calculated by any of the methods based on DSRC, the error in measurement

depends on the used method and is adjusted while formulating the corresponding factors.
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SME Factor Formulation: The external radar measurement is formulated as a SME factor as

explained in Chapter 6.

7.5 Jacobians for the Non-Linear Least Square Optimization

Similar to the topology factor, the proposed DSRC factor also requires the first derivative, i.e. the Jaco-

bians, of the functions to numerically solve the non-linear equations. This section derives the Jacobians

from the respective equations, required for the optimization process.

Odometer Factor Jacobian: The odometer Jacobian remains same as Equation 5.12, that is:

Jacobianodom =

[
1 0

0 1

]
(7.3)

GPS Factor Jacobian: GPS factors use the same Jacobians as Equation 5.15.

Jacobiangps =

[
1 0

0 1

]
(7.4)

SME Factor Jacobian: The Jacobian for SME factor for symmetric functions {rl( · ) | ∀ l = 1 · · ·N}
for N targets in a two dimension space can be written as:

Jacobianlsme =
∂(rl((x1, y1), (x2, y2), · · · , (xN , yN )))

∂xn∂yn

=

[
l ·xl−1

n 0

0 l · yl−1
n

] (7.5)

For details of the calculation of Jacobian for the formulated SME factor the reader is advised to see

Chapter 6 Section 6.5.1.

7.5.1 DSRC Factor Jacobian

Equation 7.2 is the DSRC range factor function. The Jacobian for a node k is obtained by getting the

partial derivative with xi.

Jacobiankdsrc =
∂(s(xi))

∂xi
= 1 (7.6)

7.6 Measurement Uncertainties / Covariances

As explained in Section 5.6, to calculate the optimal state estimate covariances of the participating

sensor have to be used. As seen, Equation 7.1 requires the covariance matrices Σok, Σgk, Σrk and Σdk, for

the odometer, GPS, radar and DSRC factors. This section derives these respective covariances.

Odometer Sensor Covariance: The sensor manufacturer provides the covariance, Σok for the

odometer sensor.
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GPS Sensor Covariance: For GPS factor formulation, like odometer sensor, we use the covariance

provided by the sensor manufacturer.

SME Covariance: For a position (x, y) in two-dimensional plane, where σ2
x and σ2

y are the variances

for the radar for x and y, assuming x and y are independent, the covariance of the SME factor for function

rn can be written as:

Σrn = n2
· [x2 ·n−2

1 + x2 ·n−2
2 + · · ·+ x2 ·n−2

N ] ·σ2
x+

n2
· [y2 ·n−2

1 + y2 ·n−2
2 + · · ·+ y2 ·n−2

N ] ·σ2
y

(7.7)

For details of the calculation of above covariance for the formulated SME factor, the reader is advised

to see Chapter 6 Section 6.6.1.

7.6.1 DSRC Covariance

The DRSC range calculation is dependent upon the physical method used to establish the value (e.g.

AOA, TOA, TDOA, FDOA etc.). It has to be noted that each of these methods have their own set of

errors e.g. ‘angle’ error or a ‘hyperbolic error’ for the TDOA system. What we are interested in is the

property that various techniques introduce an error of ‘x metres’ in the final calculation of distance from

the ego-vehicle, independent of the method.

As shown by Alam et. al. [78] different method have different standard deviations. In fact, statistic

shown by Alam et. al. show that the standard deviation for the same methodology changes with the

distance between the target and the receiver. Therefore, to have a comprehensive analysis we can not

use any one fixed standard deviation.

7.7 Evaluation

7.7.1 Simulation Setup

Cooperative localization using DRSC can be primarily achieved using star architecture or cluster archi-

tecture. Star architecture means only direct connection between ego vehicle and the neighbouring vehicles

is considered. This results in an architecture with ego vehicle in the center and other vehicles around

the ego vehicle connected to it, resulting in a star formation. Figure 7.2(a) highlights the star architec-

ture. The black is the ego-vehicle. The black lines consist of the connection between the ego-vehicle and

neighbouring vehicles in the range.

For a cluster architecture, not only the direct connections between the ego vehicle and neighbouring

vehicles are considered but also the connections between other vehicles, which are connected to the ego

vehicle, are considered. This implies all possible connections between all the vehicles, which are directly

connected to the ego vehicle. Therefore, in terms of measurements cluster architecture is the super set

of the star architecture. This can be better understood from Figure 7.2(b). Again, the black is the

ego-vehicle with direct connection to the neighbouring vehicles also shown with black lines. However, the

cluster architecture also considers the communication between other vehicles plotted in dotted black for

calculation of state estimation of ego-vehicle.
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(a) (b)

Figure 7.2: Ego vehicle is in black. (a) Star Architecture: Only direct connection between ego vehicle and

the neighbouring vehicles (b) Cluster Architecture: All possible connections between all the vehicles, which

are directly connected to the ego vehicle.

In this chapter, direct distance measurement using DSRC is considered, hence only the scenario of

star architecture is simulated. The cluster architecture needs more information to be sent from the

participating vehicles over the data connection.

A highway scenario with 16 vehicles with an infrastructure radar mounted across the lanes of the

highway is simulated as shown in Figure 7.3. The infrastructure radar is assumed to have equal field of

view in both the directions. The simulation is run for 200 time steps.

Simulated vehicles provide their own odometer measurements and GPS location in global coordinates.

As an SME factor is used to correlate the vehicles, the position information of radar is assumed to be

known. Hence, the infrastructure radar provides measurements after the transformation to the global

coordinates for vehicles in its field of view without performing any data association. All the simulated

sensors are assumed to have zero mean Gaussian Noises. The covarainces assumed are as diag [1.0, 1.0],

diag [10.0, 10.0] and diag [0.5, 0.5] for the odometer, the GPS and the radar respectively.

Alan et. al. [78] point the error for various ranging methodologies using DSRC from as good as 1m

and worse even up to 10m. So instead of using one error value, the simulations is run for error in range

measurement between 1m− 6m. Also, as already mentioned in the previous section, the DSRC signals

can have the range up to 1000m and is highly dependent on the Line-of-Sight conditions and obstacles.

Therefore, 1000m is difficult to achieve. For the simulation, DSRC range of the ego vehicle (depicted in

black in Figure 7.3 is assumed from 100m to 600m.

Results from the simulation are compared three ways, between:

� The fused trajectory only using odometer and GPS.

� The fused trajectory for odometer, GPS and SME factor; and

� The fused trajectory for odometer, GPS, SME factor and DSRC range factor.
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Figure 7.3: Simulation scenario of a highway with vehicles. Simulated radar is mounted above the ground

on a beam across the highway. The radar is assumed to have a field of view in both the directions. The

vehicles represent the approximate state of their trajectory at some time t.

Then the above experiments are repeated with different error in measurements and different DSRC ranges.

To clearly analyse the benefits of adding DSRC factors, a Monte-Carlo simulation of 1000 iterations

is used. To avoid the influence of any other sensor measurement, the simulated measurements from the

odometer, GPS and radar are kept same in all the 1000 iterations.

Root Mean Square Error: Like previously proposed factors, we compare the performance using

Root Mean Square Error. That is,

RMSE =

√√√√ 1

n

n∑
i=1

(xiest − xiGroundTruth
)2 (7.8)

For details of RMSE and the above equation refer to Section 5.7.2.

7.7.2 Results

Figures 7.4 and 7.5 show the RMSE Error for one simulation run of the 1000 Monte Carlo simulations.

Figures 7.4(a) to 7.4(c) show the total system RMSE results for the simulation of the DSRC range of

100m, 200m, and 300m. Figures 7.5(a) to 7.5(c) show the total system RMSE results for the simulation

of the DSRC range of 400m, 500m, and 600m. For each DSRC range the RMSE error of 1m and 6m

against the case of no factor and SME factor is plotted. From each of the figures it is can be seen that the

combination of SME and DSRC factors give a superior performance than the other two. Although the
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Figure 7.4: (a) Total system RMSE with DSRC range as 100m. (b) Total system RMSE with DSRC range

as 200m. (c) Total system RMSE with DSRC range as 300m.
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Figure 7.5: (a) Total system RMSE with DSRC range as 400m. (b) Total system RMSE with DSRC range

as 500m. (c) Total system RMSE with DSRC range as 600m.
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Table 7.1: Average total system RMSE values after 200 steps for different DSRC ranges and different errors for 1000 iterations. This is for 16 vehicles and

per vehicle RMSE value is lower.

No Additional No DSRC DSRC Standard Deviation (m) Average Number of

Factor Factor Range (m) 1 2 3 4 5 6 DSRC Range Factors

12.7551 11.5419 100 11.1620 11.1944 11.2368 11.2810 11.3283 11.3571 515

12.7551 11.5419 200 11.0086 11.0841 11.1594 11.2210 11.2818 11.3270 633

12.7551 11.5419 300 10.8503 10.9263 11.0065 11.0840 11.1600 11.2199 762

12.7551 11.5419 400 10.7180 10.8004 10.8915 10.9846 11.0678 11.1436 913

12.7551 11.5419 500 10.5989 10.7162 10.8202 10.9219 11.0147 11.0954 1052

12.7551 11.5419 600 10.4531 10.5961 10.7208 10.8378 10.9368 11.0285 1166

Table 7.2: Average number of DSRC Range Factors used for 1000 iterations for 16 vehicles.

Standard Deviation (m)

DSRC Range (m) 1 2 3 4 5 6 Average for this range

100 515.495 515.362 515.190 515.214 515.135 515.342 515

200 633.387 633.824 633.939 633.900 633.800 633.724 633

300 762.224 762.539 762.578 762.630 762.626 762.610 761

400 912.082 912.577 912.909 913.055 913.055 912.964 912

500 1051.732 1051.600 1051.600 1051.761 1051.761 1051.998 1052

600 1166.163 1166.180 1166.391 1166.615 1166.535 1166.498 1166
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SME incorporates full information but adding DSRC range factor adds further information of distance

between the vehicles to the given factor graph and hence achieves better performance.

The total system RMSE for the 1m and 6m for all the DSRC ranges is analysed because the graphs

for various standard deviations are very close and is difficult to observe a statistically significant gain.

This can be clearly seen in Table 7.1. The table shows the average final RMSE values obtained from

Monte Carlo simulation of 1000 iterations. The simulation was run for DSRC range for 100m − 600m,

for the DSRC error ranging between 1m − 6m. The first column shows the total system RMSE error

without any additional factor. The second column shows the total system RMSE error with only SME

factor and no DSRC range factor. Both the first and the second columns show the same values because as

already mentioned, the simulations are run keeping the odometer, the GPS and the radar measurements

constant and only DSRC ranges are simulated. Therefore, in the absence of the DSRC range factor there

is no change in the total system RMSE errors for the first and the second columns. Also mentioned in

the last column are the average number of DSRC range factors added for the various DSRC ranges.

It can be seen from Table 7.1 that:

� For each of the DSRC range (100m−600m), with an increase in the DSRC range error (1m−6m),

generally the RMSE value increases. This is expected and implies that the lower is the error in the

measurement, the more accurate information it adds for the state estimation and hence the final

calculated state estimate is closer to the ground truth.

� For each DSRC range error (1m−6m) in the measurement, with an increase in the range (100m−
600m), generally the RMSE value decreases. This is also expected as with an increase in the DSRC

range for the same DSRC range error in the measurement implies more DSRC range factors can be

added, thereby contributing more information to the factor graph, and enabling an improved state

estimate. This is confirmed by the last column of the table, which shows the average number of

DSRC range factors added to the factor graph for the given range.

Table 7.1 also presents some more interesting results:

� It can be seen that the final total system RMSE value for the DSRC range of 100m with an error of

1m is 11.1620. Moreover, for the DSRC range of 600m with an error of 6m is 11.0285. The error

reduces by almost 1.2%. This general trend of the reduction in error can be observed in the full

table. Hence, it can be deduced that for a little increase in DSRC range error for a bigger DSRC

range can perform better than the smaller DSRC range error with the smaller DSRC range. This

happens because as the number of factors added to the system increase and hence also increases the

information added to the graph. This helps in reducing the overall error in the system. However,

this observation is true for a linear increase in the error and cannot be generalized because if errors

increase non-linearly there may not be a significant gain.

� For a lower DSRC range with a high DSRC range error implies lowering the number of detected

vehicles around the ego vehicle and increasing the total system error. This is seen for the range

100m with the DSRC range error of 6m. This error is still lower than when there is no DSRC

factor added to the system. In fact, for any case of DSRC range and DSRC range error, the average

system error is always lower than with only SME factor and no DSRC factor. Therefore, total error
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is still upper bounded by the error of SME factor, which would be the case that no vehicle is present

in the DSRC range of the ego vehicle.

The last coloumn of Table (7.1) shows the average number of DSRC range factors added to that

particular DSRC range. The complete average DSRC range factors can be seen in Table 7.2.

7.8 Summary

The DSRC factor presented in this chapter provides another way of improved state estimation using the

DSRC range estimation. In addition to the DSRC, radar measurements from the infrastructure are used as

SME factors. The idea presented in this chapter goes in the direction of improving the state estimation

using a complete V2X communication mechanisms. With the presented technique, an increase in the

precision of the localization of the ego and the surrounding vehicles is achieved. This increase happens

because of the increase in the information content which effectively reduces the uncertainty and improves

the state estimation. Precise localization increases the effectiveness of various technologies (like collision

avoidance and path planning) used in semi and fully autonomous vehicles. By using SME, one of the

critical problems of data association in cooperative localization is also addressed. Other challenges of

bandwidth issue and scalability are also addressed. In the simulation, the trade off of higher range vs

higher error rate in the range measurement using DSRC is also demonstrated.

The DSRC data exchange capability can be exploited to have a true V2V communication, in order

to get even better state estimates of the ego vehicle using factor graphs. That would help in the cluster

architecture as shown in Figure 7.2(b).
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Chapter 8

Clutter

8.1 Motivation

Previous chapters introduced the novel concept of the topology factor, the SME factor and the DSRC

range factor. All of the proposed factors form the part of the proposed solution of cooperative localization

using V2X communication. The topology and the SME factor are formulated from radar measurements

which is present as an infrastructure sensor. While using the radar, an assumption of clutter free envi-

ronment has been mentioned in Chapter 3 and point 41. However, in reality this is not the case.

Clutter in the domain of radar is a known phenomenon [79]. The clutter constitutes of measurements

from a radar, which do not correspond to any target, i.e. they are the false positives. These can be

understood as Ghost Objects as they do not map to any real object. The clutter measurements using the

topology or the SME factors effects adversely on the state estimation. In this chapter, the problem of

clutter for the topology factor is analysed and addressed.

Consider an example for two vehicles in the field of view of an infrastructure radar and the radar

returns 3 measurements. That is, an extra clutter measurement, which does not belong to any real

target. There is no way to find, without performing a measurement-to-target association or the data

association, which measurement does not belong to any target. This implies 3 topology factors (3C2 = 3)

will be formulated from all the radar measurements and added between the two vehicle states. That is,

2 of the 3 topology factors are composed of a clutter measurement and contribute false information for

the final state estimation. The problem can be understood from Figure 8.1.

The problem becomes worse for higher number of targets or higher number of clutter measurements.

For example, for 1 clutter measurement for 4 targets results in 5 topology factors (5C4 = 5), 4 of which

(80%) are based on the clutter measurement. For 2 clutter measurements for 2 targets, gives 6 topology

factors (4C2 = 6), of which 5 are false.

1Clutter poses a significant challenge as any false measurements in the system negatively effect the state estimation.

Skolnik [79] explains various clutter characteristics and its impact on the radar performance. One of the common problems

experienced by such dynamic target tracking radars is that of ’Ghost Objects’, i.e. measurements which do not correspond

to any true object but are presented by radar as valid measurements. In the research work presented in this thesis, first a

clutter free environment is assumed. Nevertheless, in Chapter 8, the impact of clutter on the state estimation is considered.

It goes further introducing methodology to address the challenges of clutter, when combined with some of the proposed

methodologies earlier presented in this Thesis.
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(a) (b)

Figure 8.1: State of two vehicles and the topology factor. Squares represents the topology factor constructed

with radar measurements. The circle with Xyz represents the zth state estimation of the yth target. (a) The

ideal case of no clutter, there exists only one topology factor for the two targets. (b) The radar gives three

measurements with one of them being a clutter; hence, there are three possible topology factors. The black

filled square represents the topology factor from the true target measurements and the empty square with

dotted lines represent the ones with the clutter measurements.
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Figure 8.2: (a) Trajectories of two vehicles. (b) Corresponding complete system RMSE values.
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8.1 Motivation

Figure 8.3: Radar results in four measurements, three from vehicles and one from “Ghost Object”

The result from the topology factor in presence of clutter measurements for two vehicles can be seen

in Figure 8.2. In presence of clutter additional topology factors get added which increase the total RMSE

of the system significantly (seen in Figure 8.2(b)). The total error of the trajectory without the use of

topology factor is better than the one using all the topology factors including the ones formulated from

the clutter.

This chapter goes one-step further in the direction of realistic scenario and relaxes the constraint

of clutter free environment. The scenario can be understood from Figure 8.3. It can be seen that a

radar results in four measurements, three from the vehicles and one from the Ghost Object. The research

presented in this chapter is in the direction of formulating robust topology factors and has been published

in following conferences:

1. Gulati et. al.: Robust cooperative localization in a dynamic environment using factor graphs and

Probability Data Association filter. 20th International Conference on Information Fusion (FU-

SION), 2017.

2. Gulati et. al.: Robust vehicle Infrastructure Cooperative Localization in Presence of Clutter. 21st

International Conference on Information Fusion (FUSION), 2018 (Accepted).

8.1.1 Solutions

The problem of clutter for a radar is mostly handled at the hardware. However, despite efficient hardware

filters some clutter still is presented as the valid measurements from the radar sensor. Various fusion

mechanisms handle the clutter differently.

Random Finite State (RFS) based tracking algorithms have frequency threshold parameter which

keeps any newly initialized track in temporary phase. Only after the measurement is seen for a minimum
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threshold, is the track finalised otherwise it is deleted.

Multi-Hypothesis Tracking maintains simultaneous trees of all possible tracks and prunes them regu-

larly to remove the falsely initialized paths.

Probability Data Association Filter discards any measurements, which lie outside the configured

threshold called Gate, and assigns probabilities to the remaining measurements. The final measurement

is then the weighted sum of the measurements inside the Gate. Therefore, it can partially filter the clutter

measurements.

SLAM based solutions rely heavily on the front end to provide the correct measurements. Sünderhauf

et. al. [105] show the effect when outliers like data association errors and the false loop closures are

formulated in the graph. They used the Manhattan Data Set [106] compromising of 3500 poses and 2099

loop closures, and corrupted the dataset by introducing 100 additional wrong loop closures. The basic

SLAM set up could not converge to the correct solution. They proposed the solution of “switchable

constraints” which adds additional variable which controls the contribution of each loop closure, and

“switches off” the loop closures which increase the total error in the system.

8.2 SLAM Formulation

SLAM formulation to handle the clutter remains same as represented in Equation (5.1), that is:

X∗ = arg min
X

(
n∑
1

‖(f(xi−1, ui−1))k − xi‖
2
Σo

i︸ ︷︷ ︸+

m∑
1

‖(g(xik))− zgk‖
2
Σg

k︸ ︷︷ ︸
Odometer GPS

+

l∑
1

‖(r(xik))− zrk‖2Σr
k︸ ︷︷ ︸
)

Radar

(8.1)

where the mathematical terms describing odometer and GPS are same as previously defined. The r( · )

is the topology factor function (Equation (5.9)) which represent the state of the vehicle which has to

be estimated, i.e. the location. zrk is the measurement generated from the mapping of actual radar

measurements to the state of the vehicle. Σrk is the covariance matrix for the topology factor.

8.3 Robust Topology Factor Using Probability Data Association

Filter

8.3.1 Robust Factors

Sünderhauf et. al. [105] proposed the concept of weights which can be attached to the least square

formulation which guides the optimizer to either consider the formulation or completely remove it during
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the optimization process. Attaching similar weights to topology factor in Equation (8.1) would result in:

X∗ = arg min
X

(
n∑
1

‖(f(xi−1, ui−1))k − xi‖
2
Σo

i
+

m∑
1

‖(g(xik))− zgk‖
2
Σg

k

+

l∑
1

βk
ik

· ‖(r(xik))− zrk‖2Σr
k

) (8.2)

where βkik is the weight for topology factor at each position ik and all other terms have the same meaning

as in Equation 8.1. The weight can range between 0 and 1, thereby increasing or decreasing the total error

contributed by that factor. The proposed solution by Sünderhauf et. al. in [105] is to let the optimizer

control the value of βkik . The first solution proposed in this thesis is to obtain it using Probability Data

Association (PDA) Filter. The next section gives a quick overview of the concepts of PDA Filter.

8.3.2 Probability Data Association Filter

Probability Data Association Filter (PDA Filter) is a well-known Bayesian target-tracking filter. Instead

of using one measurement to update the state, it utilizes maximum possible measurements of the target.

As this is not the topic of this thesis, here only a brief overview of the process is mentioned. For detailed

explanation the reader can refer to [107] and [108].

Assume only one target having a linear motion is present and the track for the target has been ini-

tialized. A measurement validation region, called a Gate, is constructed around the predicted region. All

the actual measurements from the sensor outside this Gate are dropped. Remaining measurements inside

this Gate are considered validated measurements. For each of the validated measurements an associative

probability is calculated which is used as the weight for the calculation of the final measurement.

If zt be the set of validated multiple observations at a time t and mt be the number of observations

at time t. Then we get:

Zt = {z1
t , · · · , z

mt
t } = {zit}

mt
i=1 (8.3)

The association probabilities for the set zt are then calculated as

βit =
ei∑mt

i=0 ei
, (8.4)

where,

ei = exp

(
− 1

2
· (z̃it)

T
·S−1
t · z̃it

)
, i = 1, . . . ,mt (8.5)

e0 =

(
2π

γ

)nz/2

·mt · cnz
·

(1− PDPG)

PD
(8.6)

where St, PG and PD denote the innovation covariance, the generation probability (of the target originated

measurement falling within the validation gate) and the detection probability (the correct measurement

is detected) respectively. z̃it denotes the innovation. cnz
is the volume of the nz dimensional unit

hypersphere (c1 = 2, c2 = π, c3 = 4π/3, etc.). γ is the threshold for the validated measurements by

defining the following validation region:

{zi : (z̃it)
TS−1

t z̃it ≤ γ} (8.7)
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Figure 8.4: (a) Topology factor implemented with PDA Filter. The dotted circle represents the Gate. The

size of the square inside the Gate represents the weight of that topology factor allocated by the PDA Filter.

8.3.3 Proposed Solution

Topology measurements are single dimensional values. The proposed solution uses PDA Filter to track

these topology measurements and filter the outlier values. The remaining validated values are assigned

an association probability, which is used as the weight, βkik , for each validated topology measurement in

Equation 8.2.

The solution can be understood from Figure 8.4. The figure shows the state of two vehicles at (n−1)st

and nth time step. The radar results in more than two measurements (three in this case); therefore, it

has three topology factors, which are plotted as squares. The dotted circle represents the Gate for the

topology measurements, i.e. the topology factors, which satisfies the Gate, are considered and rest are

removed. For each of the validated measurement probability is calculated using PDA Filter. In the

figure, the size of the squares inside the Gate represents the probability of the measurement. Hence, only

validated topology factors contribute to the final solution based on the weights.

8.3.4 Jacobians for the Non-Linear Least Square Optimization

Since it a topology factor, the Jacobian derived in Chapter 5 Section 5.5 are used here. The Jacobians

for odometer, GPS and topology factor are represented in Equations 5.12, 5.15 and 5.18 respectively.

8.3.5 Measurement Uncertainties / Covariances

Like Jacobians, covariances derived in Chapter 5 Section 5.6 are also used here. Odometer and GPS

covariances are obtained from the sensor manufacturers. Topology covariance from Equation 5.27 is

used.
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8.3.6 Evaluation

8.3.6.1 System Setup

The above approach has been only evaluated on a simulated data set. The simulation is implemented

with two vehicles for 200 steps.

Since the proposed methodology uses the topology factor formulation, the simulated sensors are

odometer, GPS and an infrastructure radar. All the simulated sensors have zero mean Gaussian Noises.

The covariance assumed are diag [1.0, 1.0], diag [15.0, 15.0] for odometer and GPS respectively. The

radar has one valid reading with covariance diag [0.5, 0.5] and the remaining is clutter having uniform

distribution. For the tests 1 − 3 measurements are randomly generated against each vehicle. The time

step interval is taken as 1.

For tracking the topology measurements, PDA Filter has the detection probability and the generation

probability of 0.99. It is assumed that the corresponding track detection and initialization has been

already successful. Then using PDA Filter the probabilities to the resulting topologies for a given state

are assigned.

The results from the simulation are compared four ways, between:

1. The fused trajectory only using odometer and GPS measurements.

2. The fused trajectory for odometer, GPS measurements and topology factor with probability 1 for

each state (assuming no clutter).

3. The fused trajectory for odometer, GPS measurements and multiple topology factors for each state

(assuming clutter) with probability 1 assigned to each of them. This implies we incorporate all the

topology factors resulting from radar.

4. The fused trajectory for odometer, GPS measurements and multiple topology factors for each

state (assuming clutter) with probability assigned to each of them using PDA Filter (the proposed

solution).

Two such simulations are performed, one set with linear trajectories and the second with random trajec-

tories.

Root Mean Square Error: Like previously proposed factors, we compare the performance using

Root Mean Square Error. That is,

RMSE =

√√√√ 1

n

n∑
i=1

(xiest − xiGroundTruth
)2 (8.8)

For details of RMSE and the above equation refer to Section 5.7.2.

8.3.6.2 Simulation Results

Figures 8.5(a) and 8.5(b) show the ground truth, and the trajectories from the four methods for two

vehicles. It can be seen that the trajectory for the proposed approach (Case 4) is closer to the ground

truth and performs better than no topology (Case 1). However, it performs little worse when compared to
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Figure 8.5: Ground truth and fused trajectories for two-vehicle simulation. Case 2 without clutter (unre-

alistic scenario) and with topology, results in the trajectory near to the ground truth. Case 3 with clutter

(realistic scenario) includes all clutter measurements from radar and with topology, results in the worst

trajectory. Case 4 with clutter (realistic scenario) assigned weights using a PDA Filter and with topology,

although is worse than Case 2, results in a better trajectory than the Case 3 which is a realistic scenario and

Case 1 (which does not use any topology).

the Case 2 where it uses only one measurement with the value βkik (or the probability) as 1. Nevertheless,

the Case 2 also assumes no clutter, which is untrue in real environments. In addition, if we use all the

measurements (including clutter) from the radar (Case 3), the trajectory is the worst.

This can be further verified by the total RMSE values of the system as plotted in graphs in Figures

8.6(a) and 8.6(b) for Figures 8.5(a) and 8.5(b) respectively. The RMSE for Case 3 (with clutter and

without PDA Filter) is even higher than the Case 1 of no topology factor. This is because clutter

significantly increases the error by adding false information to the graph. Although the Case 2 (without

clutter) performs the best (as it does not add any false information to the formulated graph) but does not

reflect the real environment. Hence, the RMSE of using PDA Filter with cluttered measurements (Case

4) suggests that this is an effective solution for real environments where clutter and additional noise are
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Figure 8.6: RMSE for two-vehicle simulation. Case 2 without clutter (unrealistic scenario) and with

topology, has the least error. Case 3 with clutter (realistic scenario) includes all clutter measurements from

radar and with topology, has the maximum error. Case 4 with clutter (realistic scenario) assigned weights

using a PDA Filter and with topology, although has more error than Case 2, but performs better than Case

3 which a realistic scenario and Case 1 (which does not use any topology).

present.

Figures 8.7(a) and 8.7(b) compares the total topology measurements for all the steps against the

topology measurements selected by PDA Filter, which are effectively used by the optimizer for estimating

the final states for Figure 8.5.

8.3.7 Remarks

The results presented here assume two-vehicle system, thereby resulting in one topology measurement,

which can be tracked using a PDA Filter. The clutter is assumed uniform and results in topology

measurements, which are assumed to have a linear motion. Therefore, they can be tracked using PDA

Filter which uses a linear Kalman Filter. To extend the system to more than two vehicles further

investigation needs to be carried out in order to correctly determine the “motion model” of the topology
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Figure 8.7: Comparison of validated measurements by PDA Filter and the total measurements for Fig.

8.5(a) and Fig. 8.5(b).

Measurements which can be then efficiently tracked using PDA Filter.

8.4 Robust Topology Factors

8.4.1 Motivation

Last Section 8.3 introduced a way to address the problem of clutter using PDA Filter. The simulation

was run only on two-vehicle scenario and some of the problems were highlighted in subsection 8.3.7. The

following are the challenges:

1. In order to extend the concept of the PDA Filter to address the clutter for any number of vehicles,

a generic motion model of the topology measurements has to be developed which can be tracked

using PDA Filter. This even if possible, mathematically is difficult to arrive at.

2. Sünderhauf et. al. [105] presented a solution which filtered the outliers without any additional

external method.
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Therefore, a solution, which is self contained and independent of any kind of external method, would

be optimal. Further analysis of radar clutter handling reveals [109, 110, 111, 79] that there exist different

clutter models for different radar types. Therefore, extending the previously proposed solution to a

generic multi-target scenario may not be feasible.

8.4.2 Clutter from Infrastructure Radar

This section gives a quick overview of the functioning of an infrastructure radar. This helps in better

understanding the kind of clutter, which can be observed on a scenario like that of a highway. For detailed

functioning of a radar, reader is advised to consult references like the Radar Handbook by Skolnik [79]

and online references like [112].

A typical radar deployed in a traffic scenario to oversee 4−8 lanes is a Ground Moving Target Indicator

(GMTI) Radar. As the name suggests, the aim for an GMTI Radar is to detect a moving target and

reject the measurements from fixed or slow-moving unwanted targets like buildings, trees or rain. These

radar types fall under the Frequency-Modulated Continuous-Wave Radar (FMCW Radar). These are

special kind of sensors, which radiate continuous transmission power with change in the frequency. That

is, the transmission signal is modulated in frequency. This increase or decrease of the frequency of the

sent signal is measured against the change of frequency in the received signal. This helps in measuring

the distance of the moving object and the relative velocity simultaneously.

The state-of-the-art MTI Radars use real time sophisticated circuits and physics principles to operate.

Therefore, they also have hardware based filters to remove a lot of clutter from the scenarios. Details

of such filters can be found in [79]. This is also a topic of active research in radar domain. Despite all

the advancements, sometimes high winds, rain and reflections result in detections which could not be

filtered at hardware and appear as clutter measurements which do not belong to any real target. This can

induce errors in the state estimation. All these clutter measurements which escaped the signal-level sensor

filtration process have to be addressed in the high-level fusion process. Therefore, we consider a specific

situation (infrastructure radar on a highway) which allows us to make use of higher-level information to

get rid of the clutter that usual methods cannot deal with.

To understand the real clutter phenomenon the actual radar data was also analysed, which was

collected as part of the Providentia Project [113] on German A9 Highway. Figure 8.8 highlights one set

of such data measurements of the radar plotted as cubes on the Camera data. In Figures 8.8(a)−8.8(f)

the clutter point is highlighted with a black circle.

The contribution of this section is to propose a solution for above kind of realistic clutter scenarios

for topology factor for improved state estimation.

8.4.3 Proposed Solution

The topology factor requires the coordinates of the targets detected by the radar. The factor performs

optimal when the radar detects the same number of targets as the number of pair of odometer/GPS

measurements received from the vehicles. However, in presence of clutter as seen in Figure 8.8, radar will

result in more measurements than the targets, but the fusion system will still receive the same number

of odometer/GPS pair of measurements. This results in more topology factors between the states, which

influence the final state estimation.
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(a) (b)

(c) (d)

(e) (f)

Figure 8.8: Measurements detected by the radar (plotted as cubes) when mapped on the Camera plane

highlight the clutter points. The radar could not filter all the possible clutter measurements. In Fig (a) the

clutter point is marked with a circle. Its progression can be seen through all the subsequent pictures (b-f)

where it is also encircled. Source: [113]
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(a) (b)

Figure 8.9: State of two vehicles and the topology factor. The squares represents the topology factor

constructed using radar measurements. The circle with Xyz represents the zth state estimation of the yth

target. The circle with Si represent the Switch Variable for the ith topology factor. (a) A possible solution

using Switch Variables for topology factor for the scenario depiction in 8.1(b) (b) The minimization topology

factor which has three sub-factors and uses the one which results in least error for the scenario depiction in

8.1(b)

8.4.3.1 Switchable Topology Factor

Sünderhauf et al. [105] proposed the solution of switchable constraints. This added a latent variable

which switches off the factors that contribute higher errors to the final state estimation. A possible

solution would be to apply the switchable constraints for the topology factors, i.e. introduce one switch

variable per topology factor. The topology factors contributing higher error to the final state estimates

would be switched off, i.e. the ones from the clutter measurements. Applying switchable constraints from

[105] on topology factor from Equation (8.2) results in :

X∗ = arg min
X

(
n∑
1

‖(f(xi−1, ui−1))k − xi‖
2
Σo

i︸ ︷︷ ︸+

m∑
1

‖(g(xik))− zgk‖
2
Σg

k︸ ︷︷ ︸
Odometer GPS

+

l∑
1

Ψ(skik) · ‖(r(xik))− zrk‖2Σr
k︸ ︷︷ ︸
)

Radar

(8.9)

where Ψ is the switch function, skik is the switch variable for the kth factor and all other terms have the

same meaning as in Equation 8.1.

Equation 8.9 is the switchable topology factor. For each of the formulated topology factor, switch

variable is assigned which is controlled by the optimizer. During optimization, the variable can be

enabled or disabled.

The solution can be understood from Figure 8.9(a). As seen in Figure 8.1(b), for two vehicles with

one clutter measurement from radar, three topology factors are formulated. For a switchable topology

factor a switch variable Si is added for each of the constructed topology factor.
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8.4.3.2 Minimization Topology Factor

For scenarios with clutter, there are more measurements from radar than the actual vehicles. If there

were mv actual vehicles and Mv radar measurements with Mv > mv, then there are MvCmv possible

topology factors. Therefore, topology measurement zrk will actually be a member of all possible subsets

of MvCmv
elements. Representing the set of topology measurements as Zk, the radar formulation from

Equation 8.2 for one step can be written as:

‖(r(xik))− Zrk‖2Σr
k

(8.10)

where all other terms have the same meaning as in Equation 8.1

Therefore the task of the optimizer is to find the topology measurement subset in Zrk which results in

the least optimization error.

Also among all the possible topology measurements, it is known that only one of them is based on

the true radar measurement. Therefore, only that should result in the least error.

Hence, instead of the topology factor controlled by a switch variable or by the optimizer, a novel

minimization topology factor is proposed as follows:∥∥∥∥∥min ‖(r(xik))− Zrk‖

∥∥∥∥∥
2

Σr
k

(8.11)

where “min” is the minimization factor which returns the minimum error from all the possible sub-factors

from the set of measurements in Zk.

Substituting it back in Equation 8.2, the new SLAM formulation becomes:

X∗ = arg min
X

(
n∑
1

‖(f(xi−1, ui−1))k − xi‖
2
Σo

i︸ ︷︷ ︸+

m∑
1

‖(g(xik))− zgk‖
2
Σg

k︸ ︷︷ ︸
Odometer GPS

+

l∑
1

∥∥∥∥∥min ‖(r(xik))− Zrk‖

∥∥∥∥∥
2

Σr
k︸ ︷︷ ︸
)

Radar

(8.12)

where all the terms have the same meaning as in Equations 8.1 and 8.11.

The solution can be understood from Figure 8.9(b). As seen in Figure 8.1(b), for two vehicles with

one clutter measurement from a radar, three topology factors are formulated. Figure 8.9(b) shows the

minimization topology factor that contains sub-factors for all possible combinations (here 3). Only the

one, which results in the least error, is chosen. This way the minimization topology factor partially

controls the optimizers behaviour.

8.4.4 Jacobians for the Non-Linear Least Square Optimization

Since a minimization topology factor is also a topology factor, the Jacobian derived in Chapter 5 Section

5.5 are also used here. The Jacobians for odometer, GPS and topology factor are represented in Equations

5.12, 5.15 and 5.18 respectively.
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8.4.5 Measurement Uncertainties / Covariances

Like Chapter 5 Section 5.6, odometer and GPS covariances are obtained from the sensor manufacturers.

8.4.5.1 Minimization Topology Factor Covariance

Topology covariance from Equation 5.27 is dependent on the actual measurements. Therefore, each of

the composed multiple sub-factors in minimization topology factor will have different error standard

deviations or the covariances. However, the minimization topology factor can only have one covariance.

This covariance should be large enough that it suffices all the sub-factors.

The biggest covariance from all possible covariances can cover all the possible covariances and there-

fore, we use that as the covariance for the minimization factor. If C represents the set of all possible

covariances defined for sub-factors using Equation 5.27, then covariance for the minimization topology

factor can be written as:

Σmax
t = max(C) (8.13)

8.4.6 Evaluation

8.4.6.1 System Setup

The proposed solution is evaluated on a simulated data set, which is based on real radar observations

on German A9 Highway. The simulation is implemented with up to four vehicles on a highway for 200

steps. Since the proposed methodology uses topology factor, the simulated sensors are odometer, GPS

and an infrastructure radar. All the simulated sensors have zero mean Gaussian Noises. The covariance

assumed are diag [1.0, 1.0], diag [10.0, 10.0] for odometer and GPS respectively. The radar has one valid

reading with covariance diag [0.1, 0.1].

As already mentioned in Section 8.4.2, MTI Radars are used in infrastructure and are capable of

filtering the static clutter using hardware filters. The big risk of clutter comes from “Ghost Objects”

which result from motion originating from phenomena like high winds, rain or reflections. From our

observations of the recorded data, we notice the clutter is most likely seen moving parallel to the vehicle.

Therefore, clutter measurements are simulated which move parallel to the vehicle movement.

Various characteristics for the simulated clutter are defined rigorously. The clutter can appear along

any randomly chosen vehicle (any of the 4 simulated vehicles). The length of the clutter trajectory is also

random with 5 to 10 time steps. The clutter can occur on any side of the simulated vehicle. The clutter

measurements are divided into sets of 1 to 5. Therefore, there are at least 5 clutter measurements in one

simulation. The maximum number of simultaneous clutter measurements at any given time step is 3. So

theoretically, the maximum number of clutter points in the system is 3× 5× 10 = 150.

The simulation also makes sure that clutter measurements should not jump around or across the

simulated vehicles at every time step. In addition, after one set of clutter is generated, the system waits

for at least 30 time steps before a new set may be randomly generated. We randomize various properties

of the clutter measurements in order to get a realistic simulation of the system.

A random sample of ground truth and the corresponding clutter measurements of up to 1 simultaneous

clutter measurements for 2 vehicles on a highway, generated using the above methodology, is shown in
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Figure 8.10(a). Figure 8.10(b) shows up to 2 simultaneous clutter measurements for 3 vehicles on a

highway. In addition, Figure 8.10(c) displays up to 3 simultaneous clutter measurements for 4 vehicles

on a highway. By “up to 3 simultaneous clutter measurement”, we mean that the simulator randomly

generates the clutter measurements, therefore it can be only 1 or 2 or 3 measurements.

The results from the simulation are compared and contrasted in five ways. Various cases for the

comparison are:

1. The fused trajectory only using odometer and GPS measurements.

2. The fused trajectory for odometer, GPS measurements and topology factor for each state (assuming

no clutter).

3. The fused trajectory for odometer, GPS measurements and multiple topology factors for each state

(assuming clutter). This implies all the topology factors resulting from radar are added to the

graph

4. The fused trajectory for odometer, GPS measurements and multiple topology factors for each state

(assuming clutter) with switchable constraints. That the switchable topology factor is used. The

switch variables control the contribution of each of the topology factor. The linear version of the

switch function is used.

5. The fused trajectory for odometer, GPS measurements and minimization topology factor with all

possible topology factors as sub-factors for each state (assuming clutter).

A Monte Carlo simulation of the above-mentioned cases is performed 1000 times and results are analysed.

Root Mean Square Error: Like previously proposed factors, we compare the performance using

Root Mean Square Error. That is,

RMSE =

√√√√ 1

n

n∑
i=1

(xiest − xiGroundTruth
)2 (8.14)

For details of RMSE and the above equation refer to Section 5.7.2.

8.4.6.2 Simulation Results

Figures 8.11(a), 8.11(b) and 8.11(c) show the trajectories of two vehicles on the highway with up to 1, 2

and 3 clutter measurements. It is not very clear but on close inspection, it can be seen that trajectories

resulting from use of minimization topology factor (Case 5) are closer to the ground truth than the one

resulting with the switchable topology factor (Case 4) and when all possible topology factors are used

(Case 3).

For further inspection the total system RMSE for the above are plotted in Figures 8.12(a), 8.12(b) and

8.12(c) respectively. It is very clear from the RMSE values that minimization topology factor performs

optimally and is able to curtail the effect of the clutter in the system. Minimization topology factor is

able to handle the increase in the number of clutter measurements and its performance remains optimal.

This happens because the minimization topology factor partially guides the optimizer externally to arrive

at an optimized state estimate and suppresses the outliers from misguiding the optimizer.
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Figure 8.10: (a) 2 vehicles on a highway with up to 1 clutter measurement. (b) 3 vehicles on a highway

with up to 2 clutter measurement. (c) 4 vehicles on a highway with up to 3 clutter measurement.
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Figure 8.11: (a) Two vehicles on a highway with up to 1 clutter measurement. (b) Three vehicles on a

highway with up to 2 clutter measurement. (c) Four vehicles on a highway with up to 3 clutter measurement.
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Figure 8.12: (a) Two vehicles on a highway with up to 1 clutter measurement. (b) Three vehicles on a

highway with up to 2 clutter measurement. (c) Four vehicles on a highway with up to 3 clutter measurement.
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On the other hand, the switchable topology factor does not perform optimally and with an increase

in the number of clutter measurements, the performance degrades further. Further investigation of the

phenomenon lead to the point that the optimizer is not able to tune the switch variables successfully and

hence all factors, including the ones formulated from the clutter, end up contributing to the final state

estimate.

Since increase in the vehicles will explode the number of trajectories, for further analysis and com-

parison of the results refer to Table 8.1, which shows the average total system RMSE for 1000 iterations

for 2, 3 and 4 vehicles. The simulation is run for all the Cases and for up to 1, 2 and 3 simultaneous

clutter measurements. Each row in the table uses the same set of simulated data. This implies that for

a simulation run for up to 1 clutter measurement for 2 vehicles all the 5 cases use the same set. Case

1 and 2, ignore the clutter measurements. The RMSE is rounded off to 4 decimal points. The last row

mentions the average number of clutter measurements rounded off to an integer.

It can be clearly seen from Table 8.1 that among all the cases where the clutter measurements are

used to construct the topology factor, the solution of minimization topology factor is superior. The

performance does not match the ideal case, but this is expected as sometimes the solution may use a

clutter measurement during the optimization because the minimization topology factor returned a lower

error. In addition, since the radar has a higher precision therefore the lower error gets a higher weight

and the solution may be swayed away from the true value. Overall the solution successfully stops the

effect of the false information and lets the optimizer converge to a solution which is closer to the ground

truth.

For lower number of clutter measurements the solution with switchable constraints also performs

optimally. This is visible for 3 and 4 vehicles for up to 1 clutter measurement. In this scenario only

an average of 22 clutter points were present for 3 and 4 vehicles. However, for a 2 vehicle simulation,

when the number of clutter points per vehicle increases, the case 3 of adding all the topology factors

and case 4 for using switchable topology factor, both result in bigger total system RMSE errors. On

the other hand, the proposed solution of case 5 performs optimally. This trend can be seen again in

the case of up to 3 simultaneous clutter measurements for 2, 3 and 4 vehicles. For up to 3 clutter

simultaneous measurements, the simulation generated an average of 45 clutter measurements. Therefore,

clutter measurement per vehicle for 2 is quiet high and for per vehicle for 4 vehicles is low. For 4 vehicles,

the Case 3 with switchable topology factor is able to curtail the influence of Clutter, but minimization

topology factor is superior and the RMSE is not far from the ideal case of no clutter. Moreover, for

higher clutter measurements per vehicle i.e. for 2 vehicle scenario, the error is very high for both cases 3

and 4. On the other hand Case 5 i.e. minimization topology factor still performs optimally. Hence the

minimization topology factor is able to handle the increase in the measurements originating from clutter

efficiently.

The RMSE performance for case 3 and 4, for 2 vehicle scenario is same. This can happen when

the switch variables are set to 1 for all the factors thereby all the factors equally contribute to the final

optimization. Another interesting observation is, when Case 3 (that is adding all the topology factors)

performs better than the case 4 (that is the switchable topology factor). This is possible when the

optimizer ends up tuning the wrong topology factor with higher contribution.

Minimization topology factor avoids both the pitfalls as the minimization topology factor partially

controls the optimizers behaviour.
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Table 8.1: Average total system RMSE for 1000 iterations for 2, 3 and 4 vehicles. (TF = Topology Factor, Add All = Add all possible Topology Factors,

SC = Topology Factor with Switchable Constraints, Min = Minimization Topology Factor)

TF/Up-to 1 Clutter TF/Up-to 2 Clutter TF/Up-to 3 Clutter

NoV No TF TF/NC Add All SC Min Add All SC Min Add All SC Min

Case 1 Case 2 Case 3 Case 4 Case 5 Case 3 Case 4 Case 5 Case 3 Case 4 Case 5

2 4.2194 3.1798 7.1168 7.1168 3.2173

4.2114 3.1869 15.3884 15.3884 3.2545

4.2023 3.1837 22.2722 22.2722 3.2871

3 5.1788 4.1613 5.6935 5.4637 5.2990

5.1888 4.1854 6.2963 6.2185 5.5548

5.1753 4.1564 7.7915 6.8170 5.7304

4 5.9432 4.7399 4.8610 5.0605 4.8079

5.9562 4.7497 5.1731 6.1106 4.8836

5.9629 4.7642 5.4044 7.0797 4.9908

Avg Clutter 22 33 45

Table 8.2: Clutter in the system for 1000 iterations. NoV = Number of Vehicles, Min = Minimum Number, Max = Maximum Number, Avg = Average

Number

Up-to 1 Clutter Up-to 2 Clutter Up-to 3 Clutter

NoV Min/Max Avg Min/Max Avg Min/Max Avg

2 5/46 22.3 5/83 33.4 5/116 44.5

3 5/49 22.1 5/81 33.6 5/113 45.9

4 5/47 22.4 5/86 33.4 5/123 44.7
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The last row of Table 8.1 mentions only the average clutter measurements in the system. The actual

minimum, maximum and the average number of clutter values for 1000 iterations in each case is presented

in Table 8.2. As it can be seen, during our simulation there was always some clutter present in the system.

8.4.6.3 Remarks

Current implementation of the minimization topology factor uses the linear search for the minimum

error. The calculation of error is just a mathematical subtraction operation, but with an increase in the

number of clutter with respect to the true targets, all possible combinations need to be iterated. All these

processes can be executed in parallel using multi-threaded approach, thereby avoiding any performance

loss.

8.5 Summary

Among all the possible solutions presented in this chapter, the minimization topology factor provides a

novel way of improved state estimation in a dynamic environment in presence of clutter. Additionally,

the minimization topology factor retains all the properties of the original topology factor; i.e. bandwidth

limitations; data association uncertainties; unknown coordinate transformations; and scalability.

Although the robustness of the minimization topology factor has been demonstrated using offline

algorithm of Levenberg-Marquardt for final state estimation, the iSAM2 [93] algorithm of GTSAM can

also be used to perform an online state estimation of the variables.

The minimization topology factor covers all of the 6 challenges highlighted in Section 1.3. Therefore,

it has the full potential to perform the cooperative localization in a realistic environment, where there

exist clutter measurements from an infrastructure radar.

112



Chapter 9

SME Factor vs GLMB Filter

9.1 Motivation

Associating the measurements from an external precise sensor with an internal off-the-shelf odome-

ter/GPS for multi target scenario is a challenging task. With an increasing number of targets, the

combinatorial possibilities increase as well. Therefore, data or measurement-to-track association has

to be an integral and expensive part of any solution performing multi-target multi-sensor cooperative

localization for improved state estimation.

In Chapters 5 and 6 novel ways of cooperative localization using factor graph were introduced. The

critical challenge of data association was avoided completely to improve state estimates using cooperative

localization. However, there exist other state-of-the-art methods which perform multi-target multi-sensor

data fusion and solve the challenge of data association implicitly.

In this chapter, a comparative study against one of such methods is performed in order to evaluate the

advantages and disadvantages of the proposed methods. The method of factor graph using SME factor

(Chapter 6) is compared against Random Finite Set (RFS) based Generalized Labeled Multi-Bernoulli

(GLMB) Filter [114]. The results of the comparison were published in the conference paper:

1. Gulati, Dhiraj; Sharif, Uzair et. al.: Data association - solution or avoidance: Evaluation of a filter

based on RFS framework and factor graphs with SME. 2017 IEEE International Conference on

Multisensor Fusion and Integration for Intelligent Systems (MFI), 2017.

9.2 Generalized Labeled Multi-Bernoulli (GLMB) Filter

The result obtained for the comparison of RFS based cooperative localization against the factor graph

based SME factor were achieved in collaboration with Mr. Uzair Sharif.

Random Finite Sets (RFS): We first summarize the basic formulation of RFS methods. For

detailed explanations, the reader is advised to refer to [115].

Mathematically, the RFS framework lumps together all the objects’ states and observations into finite-

sets referred to as multi-object state Xk and multi-object observation Zk at any time k. These sets are
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random in the number of elements. If X ⊂ R and Z ⊂ R are the complete state spaces, then subsets can

be defined as:
Xk = {xk,1, · · · , xk,n(k)} ∈ F(X)

Zk = {zk,1, · · · , zk,n(k)} ∈ F(Z)
(9.1)

where F(cdot) denotes the collection of finite sets.

This unifying notion of entire system’s state and observation enables the application of Bayesian-

Inferential Statistics in the derivation of optimal multi-object Bayes prediction-update recursion, which

is given by [115]:

πk|k−1(Xk|Z1:k−1) =

∫
fk|k−1(Xk|X) πk−1(X|Z1:k−1) δX, (9.2)

πk(Xk|Z1:k) =
gk(Zk|Xk) πk|k−1(Xk|Z1:k−1)∫
gk(Zk|X) πk|k−1(X|Z1:k−1) δX

, (9.3)

where Z1:k = (Z1, · · · , Zk) denotes the measurement history up to time k, πk|k−1( · |Z1:k−1) and fk|k−1( · | · )
denote multi-object prediction and transition functions from time k−1 to k, πk( · |Z1:k) and gk( · | · ) denote

the multi-object posterior and likelihood function at time k. The integrals are the Finite Set Statistics

(FISST) integrals defined for a function f : F(X)→ R as:

∫
f(X)δX =

∞∑
i=0

1

i!

∫
f({x1, . . . , xi})dx1 · · · dxi. (9.4)

As seen above there are multiple integrals on F(X), therefore the optimal Bayes filter is only computa-

tionally tractable for very small number of objects within the system.

Labelled Random Finite Sets: As already mentioned, the sets are random and the targets can

not be uniquely identified between two sets of state estimates of consecutive time steps. Therefore, to

facilitate the target identification a concept of Labelled random finite sets were first introduced in [116].

In this each element in the state set is augmented with a unique label which gets propagated to the

next time step. This enables us to estimate the identity or trajectory of a single target in a multi-target

scenario.

Mathematically, for any X̃ ⊂ X×L, let L(X̃) denotes the set of labels of X̃ i.e. L(X̃) , {l : (x, l) ∈ X}.
Then a labelled RFS with a state space X and discrete label space L is an RFS on X × L such that for

each realization X̃ we have |L(X̃)| = |(X̃)|. [116]

Multi-Bernoulli RFS: An RFS X is said to be Bernoulli when the cardinality distribution of the

sets is a Bernoulli distribution. The probability is r of being singleton whose only element is distributed

according to the probability density p. A multi-Bernoulli RFS X is then the union of the M independent

Bernoulli RFSs with probability densities pi ∀ i = 1, · · · ,M .

Generalized Labeled Multi-Bernoulli (GLMB) Filter: Under the assumptions of standard

multi-object transition and observation models, Vo et al. in [116] have derived a special case of labelled

RFS on X× R called the “GLMB RFS” with probability density of the form:

π̃(X̃) = δ|X̄|(|L(X̃)|)
∑
c∈C

w(c)
(
L(X̃)

)
[p̃(c)]X̄ (9.5)
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where C is a discrete index set; δ|X̄|(|L(X̃)|) is the distinct label indicator of X̄; w is the weight; w(c),

and p̃(c) satisfy: ∫
p̃(c)(x, `)dx = 1∑

c∈C

∑
L⊆L

w(c)(L) = 1
(9.6)

As shown in [117], given a GLMB initial density, subsequent multi-object densities are GLMBs and

can be computed exactly by a tractable recursion and also have an exact solution to Equations (9.2) and

(9.3).

For our comparison to compute the prediction-update recursion we make use of the Gaussian-Mixture

implementation of the GLMB filter as provided in [118]. This implementation assumes linear-Gaussian

constraints on target dynamics and sensor observations. Under these assumptions, the individual target

states take on the form of Gaussian Mixtures on X.

9.3 Evaluation

9.3.1 System Setup

To compare the two approaches, a simulation of 2 vehicles on a ground plane is set up. This is later

extended for 3 and 4 vehicles. The tests are coded in C++ and run on an Ubuntu 16.04 LTS 64-

bit machine with 16 GB RAM and Intel(R) Core(TM) i7-4710MQ CPU @ 2.50GHz processor. It is

important to note that the computational time will be influenced by different operations already being

undertaken on the system and any performance analysis can only provide an indication.

Simulated vehicles are assumed to have odometer and GPS sensors. The GPS sensor provides the

measurement in global coordinates. The simulated infrastructure radar is mounted such that it is able

to observe the vehicles for the complete trajectory. Since SME factor is compared, it is assumed that

the radar location is known. Therefore, the measurements are provided in global coordinates without

performing any data association. The measurement noises are assumed to be Gaussian. The covariance

are assumed as diag [1.0, 1.0], diag [9.0, 9.0] and diag [0.1, 0.1] for the odometer, the GPS and the radar

respectively.

It is assumed that there is no miss-detection or clutter, therefore the detection probability for GLMB

Pd = 1.0. The infrastructure sensor is able to observe the entire trajectory, therefore the survival

probability Ps = 1.0. The multi-sensor GLMB filter is implemented via the Gibbs sampling technique,

the filter is configured with maximum association hypothesis Hmax = 100. Further the GLMB [114] is a

Gaussian Mixture implementation, which assumes that the targets move with a constant velocity model.

Results from the simulation are compared two ways, between:

� The fused trajectory for GLMB using GPS and radar.

� The fused trajectory for odometer, GPS, and SME factor (formulated using radar).

Current implementation of GLMB Filter assumes the measurements from the sensors as the target

positions in the global coordinate framework. On the other hand, the odometer provides only the differ-

ence between the two consecutive states of the vehicles. Using the cumulative odometer measurements
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9. SME FACTOR VS GLMB FILTER

to calculate the position increases the covariance for each subsequent step. This results in the failure of

the GLMB tracker. Hence, the odometer sensor is not used for our final comparison for GLMB Filter.

Further comparison is performed with two other covariances of the radar as diag [3, 3] and diag [5, 5].

9.3.2 Performance Comparison

In this chapter we are using two different fusion methods to do the final state estimation. Each of these

methods have their own set of comparison metrics and at times are not directly portable to the other

methods. Therefore, we explore other possible methods for the comparison.

Optimal Sub-pattern Assignment (OSPA) is one of the commonly used performance metric for RFS

based fusion methods. This was proposed first in [119] and calculates the miss-distance1 and the cor-

responding error between the calculated and the estimated individual target states. If X is the set of

estimated states with a cardinality m and Y is the set of true target states with a cardinality n, then the

OSPA measure is defined as:

dcp(X,Y ) =
( 1

n

(
min

m∑
i=1

dc(xi, yπ(i))
p

+ cp(n−m)
))1/p

(9.7)

if m ≤ n and dcp(X,Y ) = dcp(Y,X) otherwise. Here, dc(x, y) , min(c, d(x, y)) is the distance between

x and y, cut-off at c. For the comparison c is assigned 100. We also use OSPA metric to measure and

compare the performance of both the approaches.

The performance is also measured by calculating Root Mean Square Error (RMSE) value for the

complete system. That is,

RMSE =

√√√√ 1

n

n∑
i=1

(xiest − xiGroundTruth
)2 (9.8)

For details of RMSE and the above equation refer to Section 5.7.2.

9.3.3 Results

Figure 9.1(a) shows the ground truth and the fused trajectories for 2 vehicles using GLMB Filter and

factor graph based SME factor. Since the fused trajectories are very close to the ground truth, it is

difficult to analyse the performance. Therefore, Figure 9.1(b) shows the OSPA for the 1000 steps. Again,

it becomes difficult to judge the performance. Hence, we plot the total system RMSE for the same

as shown in Figure 9.1(c). It can be clearly seen GLMB Filter performs better than the SME factor

approach. For the first few steps, the RMSE is very high, but it falls and quickly stabilizes. This is

intentionally kept high because the GLMB Filter is unable to detect all the targets at the beginning.

GLMB Filter does not always detect the targets and results in state estimates of the targets in a

random order, hence calculating the total system RMSE becomes challenging. For the above case of two

vehicles, the data was manually inspected to calculate the total system RMSE. This is not feasible for

all tests. Therefore we apply the principle of cumulation, similar to RMSE, on OSPA and calculate the

1FISST provides natural generalizations of the concept of miss distance to multi-target situations. Let X = {x1, · · · , xn}
and Y = {y1, · · · , ym}. Then the simplest definition of the multi-target miss-distance between X and Y is the Hausdorff

distance. This is defined by dH(X,Y ) = max {d0(X,Y ), d0(Y,X)}, d0(X,Y ) = maxx miny ‖x− y‖. [120] p. 402
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Figure 9.1: Radar covariance as [.1, .1] (a) Ground truth; Trajectories calculated from GLMB Filter and

factor graph. (b) OSPA for fused trajectories from GLMB Filter and factor graph. (c) Total system RMSE

for fused trajectories from GLMB Filter and factor graph.
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Figure 9.2: Radar covariance as [.1, .1]. Total system RMSE and Cumulative OSPA for fused trajectories

from GLMB Filter and factor graph.
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Figure 9.3: Radar covariance as [3, 3] (a) OSPA for fused trajectories from GLMB Filter and factor graph

(b) Total system RMSE and Cumulative OSPA for fused trajectories from GLMB Filter and factor graph.
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“cumulative OSPA” as:

C −OSPA =

∑N
i=1 d

c
p

N

where dcp is defined in Eq. 9.7, and N is the number of steps. The plot for the cumulative OSPA and

RMSE for the above example is shown in Figure 9.2.

From Figure 9.2, it can be seen that cumulative OSPA not only conveys the same information as total

system RMSE but also does not suffer the problem of undetected targets and the correct order of the

fused results.

GLMB Filter performs quite optimally because it gives high weight to the radar measurements, which

have a very low covariance. On the other hand, factor graph avoids the data association using SME

factor, which is a derived pseudo-measurement. The corresponding covariance is also a derived one and

is not able to match the native radar covariance.

For further evaluation of the differences, the covariance of the radar is changed to diag [3, 3]. Figure

9.3(a) shows the OSPA and Fig. 9.3(b) shows the total system RMSE and cumulative OSPA for the

same. It can be seen both the methods perform almost similarly. Figure 9.4(a) shows the OSPA and Fig.

9.4(b) shows the RMSE and cumulative OSPA for the radar covariance of diag [5, 5]. With an increase in

the radar covariance, the GLMB Filter degrades faster than the SME factor based on factor graphs. This

is because factor graph also uses the odometer and hence this extra information keeps the degradation

in check.

To further evaluate the stability of both the solutions, a Monte-Carlo Simulation of 1000 iterations for

2, 3 and 4 targets is performed. The comparison is done using the above-proposed Cumulative OSPA, as

already mentioned above that calculating RMSE for GLMB Filter is a challenging task. Table 9.1 shows

the corresponding results rounded up to three decimal places.

Table 9.1: Average Final Cumulative OSPA values for 1000 Iterations

GLMB Filter Factor Graph

Total targets Covariances Covariances

[.1,.1] [3,3] [5,5] [.1,.1] [3,3] [5,5]

2 0.116 1.952 2.719 0.263 1.987 2.221

3 0.116 1.958 2.728 0.888 1.996 2.232

4 0.116 1.951 2.721 0.733 1.978 2.221

As can be seen from Table 9.1, with an increase in the number of targets, the system performance

remains stable. It reflects the results discussed for a system of 2 targets.The table shows an anomaly as

well. The factor graph for three vehicles seems to perform worse than two or four. One reason for the

same is random data generation. We did not see such artefacts in the tests run in Chapter 6 which were

simulated based on realistic radar data as seen in Figure 8.8.

Next, the execution performance of the methods is analysed by running the Monte-Carlo Simulation of

1000 iterations for 2, 3 and 4 targets. Table 9.2 shows the corresponding results in milli-seconds rounding

up to one decimal place.As can be seen from Table 9.2, GLMB Filter takes less time for all the cases of
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Figure 9.4: Radar covariance as [5, 5] (a) OSPA for fused trajectories from GLMB Filter and factor graph

(b) Total system RMSE and Cumulative OSPA for fused trajectories from GLMB Filter and factor graph.

Table 9.2: Average Final Execution time in milli-seconds for 1000 Iterations

GLMB Filter Factor Graph

Total targets Covariances Covariances

[.1,.1] [3,3] [5,5] [.1,.1] [3,3] [5,5]

2 60.2 60.3 60.2 194.2 124.9 122.0

3 125.7 126.0 123.6 354.6 224.4 210.9

4 225.2 224.5 222.9 590.4 329.0 321.3
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2, 3 and 4 targets. This is expected because factor graph based solution currently uses an offline batch

optimizer, which solves the complete graph. On the other hand, GLMB being a filter only calculates the

current state, thereby executing faster.

In the simulations, original measurements from the radar have been used; hence, data association

is avoided in the factor graph with SME factor method with symmetrical transformations or is solved

internally by the GLMB Filter. Instead of various states and covariances with each time step, only

measurements are sent, keeping the bandwidth requirements to minimum for both the solutions.

9.3.4 Final Remarks

From the above simulation it can been seen the GLMB Filter performs better than the solution using

the factor graph. But these numbers do not convey the complete picture. For a complete and detailed

comparison it requires further testing covering the following points:

1. Although the data association is avoided for cooperative localization using external radar, the

current results assume clutter free environment. In practice, this is not the case. GLMB Filter is

capable to perform under the clutter scenario whereas the SME factor using factor graph would

need additional solutions like [121, 122] to tackle the challenge.

2. Currently GLMB Filter is a Gaussian Mixture implementation, which assumes that the targets

move with a constant velocity and linear model. Hence, it can only handle targets travelling in

relative straight trajectories. For complex scenarios like constant turn or acceleration and random

trajectories, additional solutions like Particle Filter have to be used. However, using Particle Filter

may increase the average execution time ([123]). On the other hand, the factor graph based solution

does not require any additional solution to handle complex scenarios.

3. The GTSAM framework supports the notion of plug and play [98] thereby providing an efficient

platform for scenarios when not all the measurements are present from all the sensors. This was

also shown in Chapter 6 Section 6.7.3. This is not possible for GLMB Filter as it should always

know in advance which sensors will be used for the state estimates.

4. For online real scenarios online incremental smoothing algorithm like iSAM2 [93] (supported in

GTSAM) is required.

9.4 Summary

In this chapter two state-of-the-art methods, addressing the data association challenge for multi-target

multi-sensor scenarios have been considered. On one hand, the states are estimated using multi-sensor

multi-object with the Generalized Labeled Multi-Bernoulli (GLMB) Filter and on the other, a factor

graph solution using SME factors for cooperative localization as proposed in Chapter 6 is used. The

performance is primarily assessed by cumulative OSPA with up to 4 targets.

GLMB Filter performs better when the error covariance of the radar sensor is low. However, with an

increase in the error covariance the performance for GLMB Filter degrades faster than the factor graph

with SME. GLMB Filter has lower execution time when compared to factor graph solution. However,
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9. SME FACTOR VS GLMB FILTER

this is expected as we use the offline batch optimization for factor graph. Both the solutions address

the challenges of bandwidth issue and scalability for the given test scenarios. Nevertheless, it warrants

further testing with highway like scenarios where the number of vehicles can range between 20− 40.

122



Chapter 10

Conclusions and Outlook

10.1 Summary

The best autonomous driving system will not only make the job of a human driver redundant, it will

also improve the fuel efficiency, decrease the traffic congestion and increase the safety and security of its

passengers.

The first step towards this goal is the need of a precise state estimation of the autonomous vehicle. In

this thesis I developed a framework to achieve this goal. The framework is based on sound mathematical

foundation of Simultaneous Localization and Mapping (SLAM) represented using the mathematical con-

cept of factor graphs. Factor graphs provide a convenient and easy to understand method to formulate

the problem of SLAM. Various sensor measurements, direct and derived, are represented using the “fac-

tors”. These factors bind various states of the vehicle. The resulting graphical structure is “solved” for

the final state estimation using non-linear least squares algorithms, for example Levenberg-Marquardt

[124] or iSAM2 [93].

This thesis uses an off-the-shelf C++ library developed by the Center for Robotics and Intelligent

Machines (RIM) at Georgia Tech. The library is called Georgia Tech Smoothing and Mapping or GTSAM

[67]. This library provides the capability of constructing the factor graphs and solving them using non-

linear least squares algorithms.

The state considered in this thesis is the position of the autonomous vehicle. From the start of an

autonomous vehicle to its final destination, the process of localization plays an important role. The

proposed solutions estimate the location using multiple sensors, present inside and outside the vehi-

cle. The framework utilizes both Vehicle-to-Infrastructure and Vehicle-to-Vehicle communication for the

maximum benefit. Hence, the proposed solutions answers the question of “Cooperative Localization” for

autonomous vehicles.

The researched solutions in this thesis have been published in peer reviewed international conferences

and journals. The papers have also been presented in the conference, there by inviting discussion with

the peer scientists and thus establishing their credibility and novelty.
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10.2 Contributions

Traditional multi-sensor, both inside and outside the vehicle, data fusion techniques for multi-target

scenarios face multiple challenges:

� Data Association: One critical challenge for sensors monitoring multi-target scenarios is to per-

form correct measurement-to-track association. Any incorrect association results in incorrect state

estimation.

� Spatial Registration: Also known as coordinate transformation, is an important step of convert-

ing sensor measurements from heterogeneous coordinate system to a uniform coordinate system.

Without this step, it is impossible to perform multi-sensor data fusion.

� Bandwidth Requirement: With increasing number of vehicles contending to perform cooperative

state estimation using sensors from outside the vehicle, a minimum bandwidth utilization is an

essential requirement.

� Scalability: With an increase in the participants, the task of cooperative localization for a multi

target scenario should still be optimized. Therefore, the scalability of the solution is an important

criterion.

� Clutter: Ghost measurements, i.e. spurious measurements of objects, which do not exists, plague

the sensor systems like radar.

� Adaptability: Fusing data from a previously unseen external sensor requires the complete framework

to be adaptable and support plug-and-play architecture.

The thesis investigated a generic framework addressing the above challenges to estimate the state of

the vehicles using measurements from heterogeneous sensors, both inside and outside the vehicle. The

researched solutions are implemented as novel factors. The sensors used from inside the vehicle are off-the-

shelf automotive grade odometer and GPS. The external infrastructure sensor is a high precision radar.

The mathematically sound ideas and methods presented here are further illustrated by experiments and

simulations.

Chapter 5 defined an overview of a new topology factor which addresses five of the above six mentioned

challenges. It assumes absence of clutter. The factor uses the sum of inter-vehicular distances added as

constraints to improve the localization of the participating vehicles. The measurements from the external

radar are used to formulate the proposed factor.

Chapter 6 formulated of a new SME factor which also tries to address the four of the above six

mentioned challenges. Like the topology factor, it also assumes absence of clutter. It highlights the

problem that the topology factor requires the presence of GPS measurements to perform optimally.

Hence, scenarios like urban canyons, tunnels and underground parking garages cannot effectively use the

topology factor. However, by relaxing the constraint of coordinate transformation one can use a new

SME factor, resulting in superior performance.

Chapter 7 introduced another factor resulting from the distance measurements of the neighbouring

vehicles using Dedicated Short Range Communication radio alongside the measurements from the exter-

nal radar. This goes in the direction of proposing a complete framework utilizing both V2V and V2I

communication and simultaneously addressing the above mentioned challenges.

124



1
0
.2

C
o
n
trib

u
tio

n
s

Figure 10.1: Overview of various kinds of factors researched and developed as part of the thesis

125



10. CONCLUSIONS AND OUTLOOK

Chapter 8 demonstrated the effects of clutter in radar measurements on the topology factor and

later proposed solutions to tackle it. The first proposed solution is to implement the Probabilistic Data

Association (PDA) filter alongside the topology factor to remove the spurious topology factors resulting

from the clutter measurements. Then it proposed an improved robust topology factor to address the

clutter measurements. The simulation based on real radar data observations, highlights the power of the

robust topology factor in presence of clutter measurements and successfully curtails the degradation of

state estimation of the participating vehicles in cooperative localization.

Simulated comparisons are (a) either performed with presence and absence of the proposed solution

or (b) are shown as improvement for state estimation against the previously proposed solution. However,

Chapter 9 compared the SME factor based solution with the state-of-the-art Generalized Label Multi-

Bernoulli Filter. Various pros and cons of both the solutions are highlighted.

Essentially GTSAM supports the addition of various factors at run-time, so the above proposed factors

can be used independently based on the environment. Figure 10.1 shows the connection between various

kinds of factors researched as part of the thesis.

The thesis offers a modular approach to data fusion, which not only addresses the above mentioned

issues but also offers plug-and-play functionality for multi-sensor multi-target cooperative localization.

However, this is achieved with some sacrifices to computational complexity when compared to the other

Bayesian filters like Kalman and Particle Filter or Random Finite Set based solutions. Preliminary

comparison has been also done in Chapter 9. Hence, it is up to the system engineers to decide what kind

of approach is best suited for their needs.

10.3 Future Work

In past, factor graph based approaches have already been effectively demonstrated for a single autonomous

robot. This thesis proposes a novel attempt to extend the framework of factor graphs to perform co-

operative state estimation for autonomous vehicles. However, there still is a lot of scope of further

advancements in theoretical and practical aspects of the concepts.

How can one address the clutter for multi-vehicle scenarios? The robust topology factor is a step in

that direction. But the concept should also be extended to other factors like “SME”.

How can one utilize the data communication using DSRC? Currently I have used a star topology

and used the distance information of neighbouring vehicles from the ego vehicle. However, it does not

take into account distances between other vehicles, which are directly connected to the ego vehicle. How

effectively can the cluster architecture be used? How much can the data communication further decrease

the state estimation error?

How can one actively decide which factors to use? This requires additional rule based decision system

alongside the fusion system, which can trigger the choice of factors to be used based on the quantity and

quality of the sensor data received. Smart Adaptive Data Aggregation (SADA) [125, 126, 127] is one

small step towards such system, which attempts to achieve the same.

How can one incorporate various other data from different new data sources like internet, Vehicle-to-

People, Crowd-Sensing etc.? This requires further investigation of innovative factor formalisations from

the new data sources to further decrease the error in the state estimation.
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With the new communication standards like 5G, the above-proposed framework should be testable in

the near future on real scenarios.

In this thesis I have used the total system RMSE to compare the performances of various proposed

ideas. This is feasible for the simulation as the simulated scenarios also contain ground truth. But in

real situations obtaining the ground truth is difficult. Therefore, RMSE measures are not feasible for real

scenarios. One way to overcome this hurdle is to use additional expensive sensors like Differential-GPS

which can provide better measurements and use these as ground truth. Other method which can be used

is to consider the uncertainty associated with each state estimate which I have not considered. The lower

is the uncertainty, the more certain one is of the calculated state of the vehicle.

In this thesis I have used the concept of factor graph, which easily lend themselves to formulate the

problem of SLAM as a graph. These graphs are intuitive to understand, easy to formulate and represent

a new way to represent and solve problems. They are one of the modern representation of the field

of probabilistic programming where based on the multiple data observations with various uncertainties,

a most likely observation can be calculated which best explains the observations. The scope of factor

graphs need not be limited to solving the problems of autonomous vehicles, but may be extended to any

autonomous system that work with uncertain data. Therefore, another direction of the future work is

finding innovative problem domains which can be formulated and solved using concepts of factor graphs.
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