[

Technische Universitat Minchen

Department of Mathematics

D

Master’s Thesis

Asymptotic properties of the empirical
spatial extremogram observed on an
irregular grid

Jan-Eric Egenolf

Supervisor: Prof. Dr. Claudia Kliippelberg
Advisor: Prof. Dr. Claudia Kliippelberg

Submission Date: May 15, 2018






I hereby declare that this thesis is my own work and that no other sources have been used except those clearly
indicated and referenced.

Garching, May 15, 2018






Acknowledgements

First and foremost, I want to thank Prof. Dr. Claudia Kliippelberg for the great opportunity to pursue this topic
at her department and her supervision. I am grateful for her ongoing support during the course of the thesis and
her inspiring ideas. She always made time for helpful discussions, even on short notice.

I thank Sven Buhl for helping with inquiries regarding the data analysis and implementation.

I thank my parents, grandparents and my sister for their continuous support and love throughout my whole life.
I am grateful for Bernhard Bauer, Antonia Demleitner and Sebastian Dachs and all my other friends who shared
the recent years with me.






Abstract

The extremogram is a widely common measure to assess extremal dependence for random processes and is
applicable throughout different fields in extreme value theory. For example, the tail dependence coefficient,
which is often considered in the finance industry, is one of its special cases. We investigate the asymptotic
properties of the empirical version of the extremogram, which is based on a kernel estimator, and assume that
the observations of the random process come from a multidimensional Poisson process inducing a so-called
irregular grid. We present the proof of a central limit theorem for the empirical spatial extremogram in full
detail. In particular, we show that this central limit theorem holds when the underlying distribution of the
random process is that of a Brown-Resnick process with an isotropic dependence function. Moreover, in this
case, we give a new bias corrected version of the empirical extremogram to obtain better convergence rates for
the asymptotic normality. The results are then applied to real precipitation data. We compare the empirical
extremogram with its bias corrected version under different kernel functions and apply a transformation of the
observation space to justify the assumption of isotropic data.
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1 Introduction

Extremal events affect our daily lives in various ways. Extraordinary losses or gains in the financial markets
such as during the financial crises 2007 brought the financial system to the edge all over the globe, provoked a
worldwide recession and made governmental action necessary for years to cope with the consequences. More-
over, extreme rainfalls and floodings cause hundreds of fatalities and billions in material damage as seen during
the hurricane season 2017 when hurricanes Harvey, Irma and Jose devastated large areas around the Gulf of
Mexico. In 2015, an earthquake with a magnitude of 7.8 to 8.1 killed 9,000 people and left about 22,000 injured
in Nepal. Even 30 months after the catastrophe, only 12% of the destroyed buildings were reconstructed, affect-
ing the Nepalis life for years and leaving many homeless. So, it is of major interest, not only for underwriting
in the insurance business and pricing of catastrophe bonds but as well for natural disaster prevention, to model
such events as accurately as possible. In almost every field dealing with extremes, history shows that such
events tend to occur simultaneously which consequently results in a growing interest in modelling extremal
dependence.

An essential tool to investigate extremal dependence for a stationary regularly varying random process X in
R? is the so-called extremogram, introduced by Davis and Mikosch [9] for time series. Assuming stationarity
means that the probabilistic structure of the underlying random process is invariant under spatial translations.
So stationary random processes give no space for modelling directional dependence. Even though this assump-
tion may exclude some physical applications it is not as restrictive as imposing isotropy, i.e. invariance under
rotation implying stationarity. In this setting the extremogram can be seen as the covariance function of indica-
tor functions of exceedance events in an asymptotic sense. It allows to measure extremal dependence on various
combinations of extremal sets that are bounded away from 0. This means that, by choosing the extremal sets
accordingly, a wide range of measures of extremal dependence like dependence among large absolute values
or the (upper and lower) tail dependence coefficient can be seen as special cases of the extremogram. We will
make use of this fact when showing a central limit theorem (CLT) for the tail dependence coefficient under an
isotropic Brown-Resnick process. The tail dependence coefficient can be interpreted as the conditional prob-
ability of given an extreme event at one location s; to simultaneously observe an extreme event at a different
location sy and is therefore of the utmost importance to assess extremal dependence in a spatial setting.

Since in real life the extremogram needs to be estimated on the basis of observed data, we consider the empiri-
cal extremogram. We formulate the estimator in line with Cho et al. [7] who did this for a spatial d-dimensional
random process. Buhl et al. [4] as well as Steinkohl [21] investigate the empirical spatial extremogram, when
having observations on a regular grid. Cho et al. [7] prove a CLT for the empirical extremogram centered by its
pre-asymptotic version for a finite set of spatials lags. Bolthausen [2] set the stage for their work and the CLT
for the space-time covariance estimators, proved by Li et al. [16].

Cho et al. [7] showed a CLT when observing the random process on locations that are assumed to follow a
homogeneous d-dimensional Poisson process. For that purpose, they employ a kernel estimator for the ex-
tremogram, transferring the idea of the estimate of autocorrelation from Li et al. [16] to their setting. However,
parts of their proof lack details and contain several obscurities which is why we developed these arguments in
a more explicit scope.

We note that the assumption of observation locations following a homogeneous Poisson process, that is inde-
pendent of the random process X, implies that not only the locations are randomly distributed on the observa-
tion space but also that the number of such locations is random. Furthermore, Karr [13] emphasized that this
hypothesis comes with an important statistical argument as there is only one parameter, namely the intensity
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of the Poisson process, to estimate in the sampling part of the model. Additionally, it is a common assertion
within the fields of geography and geology that locations of cities fit Poisson models. The Poisson assumption
does not only allow to model measuring stations of rain- or snowfall, but also enables us to consider various
other applications like test borings or strokes of lightning. On the other hand, Karr [13] stressed that Poisson
processes inherit a major disadvantage when it comes to studying extremal dependence in rainfall since mea-
suring stations do not vary over time and thus temporal dependence is enforced in the model. We avoid this
issue in our rainfall study by taking only isolated and independent single periods into account.

The main goal of this work is to present a complete proof of a CLT for the empirical spatial extremogram on
an irregular grid and a new bias correction when considering a Brown-Resnick process. The results are then
applied to estimate the tail dependence coefficient for precipitation data.

This thesis is organized as follows.

In Chapter 2, we formulate the general setting, present the concept of regular variation and a-mixing coeffi-
cients and give the formal definition of the extremogram. Furthermore, in line with Cho et al. [7], we introduce
a kernel estimator for the extremogram consisting of two separate estimators, one estimating the numerator, 7
and another one being the empirical version of the denominator, p. The resulting estimator can be seen as an
estimator of a conditional probability.

Chapter 3 contains the proof of the CLT for the empirical extremogram. We first show some technical details,
beginning with the continuity of the limit measure 7 in section 3.1. Then we proceed with proving asymptotic
unbiasedness and consistency for the estimator of the denominator p, chapter 3.2, and the estimator of the nu-
merator 7, chapter 3.3, including the derivation of its asymptotic covariance matrix. In chapter 3.4, we infer a
CLT for 7 which is employed along with previous results to give a CLT for the estimator of the extremogram
centered by the pre-asymptotic version, chapter 3.5.

Chapter 4 considers the empirical extremogram when the underlying random process X follows the law of a
Brown-Resnick process, see Brown and Resnick [3]. We introduce the Brown-Resnick process in chapter 4.1
and show that the CLT is applicable for an isotropic Brown-Resnick process in particular, section 4.2. Further-
more, we establish conditions under which the empirical extremogram can be centered by its theoretical version
in chapter 4.3 and introduce a new bias correction to give a better range of rates so that asymptotic normality
holds.

In chapter 5, we apply our results to spatial rainfall data in Germany from 1971 to 2010 and employ the empir-
ical extremogram to investigate the effect of extremal dependence in precipitation. We apply different kernel
densities and transform the observation space to obtain an isotropic random field. Moreover, we compare the
empirical extremogram with the new bias corrected version presented chapter 4.



2 General setting- Regular variation and the extremogram

Before investigating asymptotic properties of the empirical extremogram, we need to establish some back-
ground on regular variation for stochastic processes and vectors, for this purpose also see Hult and Lindskog
[11]. Resnick [19], [20] gives a more detailed insight into this field. Let { X, : s € Rd} be a strictly stationary
random process, d € N. For every finite set I C RY, we define the vector

Xr=X,:sel).
In the following, |I| denotes the cardinality of I and f(n) ~ g(n) means that the positive functions f(-) and

g(-) are asymptotically equivalent as n — oo, i.e. f(n)/g(n) — 1 asn — oc.

Definition 2.1 (Regularly varying process). A strictly stationary random process {X, : s € R} is called
regularly varying, if there exists some normalizing sequence 0 < a,, — oo such that P (| X (0)| > ay) ~ n1
as n — oo and for every finite set I C R?

X
nlP <1 € ) % ur(), n — 0o,
an

for some non-null Radon measure j1; on the Borel sets in R\ {0}, where R = R U {—00, 00} and % denotes
vague convergence. In that case, there exists the so-called index of regular variation 3 > 0 such that

pr(xC) =2 % (C), x>0,

for every Borel set C C ]R'Il\{O}. We call such a limit measure homogeneous of order — .
By vague convergence /i1, (-) — f17(+) as n — oo, we mean that
Lo d@unadn) =2 [ (o
RITI\{0} RIZI\{0}

for all continuous, non-negative functions f : R\ {0} — (0, c0) with compact support. Note that by station-
arity for every s € R%, we have psy(+) = g0y (-) =t p(-). We now introduce the extremogram for random
processes, on which we focus in this thesis, see also Davis and Mikosch [9] for time series.

Definition 2.2 (Extremogram). Let { X, : s € R} be a strictly stationary regularly varying random process in
R?. We define the extremogram by

X ]P’(&GA &GB>
an ’ an
0€A>: lim h e RY,

an noee P (@ S A) ’
an

o Xh
pap(h) = nll)ngoP <(ln eB

where A and B are two p-continuous Borel sets in R\{0}, i.e. u1(0A) = u(dB) = 0, where A denotes the
boundary of the set A, and i(A) > 0. In the special case of A = B = (1, 00), we define the tail dependence
coefficient

X(h) = p(1,00)(1,00) (B), h e R%.
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Remark 2.3. In the upcoming proofs we make frequent use of the pre-asymptotic version of the extremogram
pABm(-) given by

m(h
pa(h) = lim papn(h) = lim ZAZm) oy o

n—0o P, (A)

where the sequence m,, is later specified in condition (M1) and

X X,
paBm(h) =P <h ceB| 2% ¢ A>
Am, Am
X, X
TABm(h) = mpP (0 cA 2t B)
Am, Am

pm(A) = m,P (XO € A) )
am
The goal of this work is to establish asymptotic properties of the empirical version of the extremogram. This
will include consistency and a multivariate central limit theorem (CLT). In contrast to Buhl and Kliippelberg
[6], we assume that the random process is not observed on a regular grid, but the observations are given by a
d—dimensional Poisson process. Cho et al. [7] already provided essential results. However, we present the
proofs in more detail and prove a new CLT for a bias corrected version of the estimator. In order to do this, we
need to control dependence within the random process. For this purpose, we introduce the concept of a-mixing
processes, also see Bolthausen [2].

Definition 2.4 (a-mixing coefficients). Let {X, : s € R} be a strictly stationary regularly varying random
process in R, Let d(-,-) be some metric introduced by a norm | - | on RY. For A1, Ay C R? set
d(Al,Ag) = inf{|51 — 82| 1851 € A, 80 € A2}

and denote for i = 1,2 the o-algebra generated by {Xs : s € A;} by Fn, = 0{Xs : s € A;}. Then, we define
the a-mixing coefficients for k,l € NU {oc} and r > 0 by

OékJ(?“) = sup{|]P’(A1 N Ag) — P(AI)P(AQ)‘ 1A € FAI,AQ € FA27 ‘A1| <k, ’AQ‘ < l,d(Al,Ag) > 7“}.

Here, |\;| denotes the number of elements contained in the set \;.

In this work, the considered norm | - | is the L?-norm, if not stated differently.

For ease of notation, we consider a 2-dimensional strictly stationary regularly varying random process { X :

s € R?} throughout this thesis. We emphasize that all results can be generalized to higher dimensions
by analogous arguments. We assume that the sampling locations are generated by a 2-dimensional Pois-
son process [N with intensity parameter v > 0 that is independent of X and define the product measure
N®@ (ds1,ds2) == N(ds1)N(dsa)1 {s1 # so}. Furthermore, we consider a sequence of convex sets .S, C R?
with Lebesgue measure |S,,| = O(n?) and boundary dS,, such that |3S,,| = O(n). These sets S,, model the
spaces where the Poisson observations occur.

In line with Karr [14], chapter 10.3, we introduce a kernel-based estimator for the spatial extremogram papg ,,, (h) =

7a4B.m(h)/Pm(A), where

pr(A) =~ [ 1 {X51 e A} N(dsy)

N V’Sn’ Sn Qo




~ mn XS XS
TaBm(h) = V25n/5 /S wp(h+ 51 — 32)]1{ L e A} ]1{ 2 ¢ B}N(2)(dsl,d32).

am am

The sequence of weight functions w,(-) = /\%w (E) is chosen in such way that w(-) is a positive, bounded,

isotropic probability density function on R, the bandwidth \,, satisfies \,, — 0, and \2|S,,| — oo as n — oo.
Our goal is to derive a CLT for the empirical extremogram p4p ,(h). In order to prove consistency of the
estimator p,,(A), we need the subsequent conditions to hold:

(M1) There exist increasing sequences m,, — oo and r, — 00, as n — 00, with m,, = o(n) and r2 = o(m,,)
such that

lim limsup/ mpP (| Xy| > €am, | Xo| > €an)dy =0, Ve>0 (1)
k=00 n—oo JB[k,r]
lim mpa1(|y|)dy =0 ()
N0 RZ\B[O7TTI)
/ TaA(y)dy < oo 3)
R2

where a,, satisfies P (| Xo| > am) ~ =, Bla,b) == {s € R? : a < |s| < b} and Taa(y) == lm Taam(y).
n—oo

A CLT for 74 m(-) requires to assume the following conditions.

(M2) Let B,, C S,, be a cube with |B,,| = O(n*?) and |0B,,| = O(n?) for some v € (0,1). Furthermore,
assume there exists an increasing sequence m,, — 00, as n — 00, with m,, = o(n?) and A2m,, ~—— 0 such
that for every h € R?

2+40
B, | \2

supE [ Bn|A 7aBm(h : By) — E[Tapm(h : By)] | < (s, forsomed >0, Cs<oco (4)
/ TaB(y)dy < 0o 5)

]R2
/ az2(ly|)dy < oo (6)

R2

h
sup al’l(2| D = O(|h|™¢), forsome e > 0. (7)
leNn 1

Finally, we need a smoothness condition for the random process.

Definition 2.5 (local uniform negligibility condition (LUNC)). A strictly stationary regularly varying random
process { X5 : s € Rd} satisfies the local uniform negligibility condition (LUNC), if for an increasing sequence
an such that P(|X| > a,) ~ L and for all €,6 > 0, there exists &' > 0 such that

n—00 |s|<d’

X — X
lim sup nlP <sup M > 5) < e
%9
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3 A central limit theorem for the empirical extremogram on an irregular grid

In this chapter, we prove a central limit theorem (CLT) for the empiricial extremogram observed on a grid,
which is generated by a 2-dimensional Poisson process N on a space S, C R?. We assume |S,| = O(n?)
with |0S,| = O(n), and denote the intensity parameter of N by v. Before presenting the CLT in Theorem
3.6, we show continuity of the measure of the vector of finite length (Xo, ..., X,) € R*+1, Proposition 3.1.
Furthermore, we need some auxiliary results on the asymptotic expectation and covariance of the empirical
denominator p,,(-) and numerator 7,,(-), Proposition 3.2 and Proposition 3.3. This enables us to prove a
multivariate CLT for the numerator, Proposition 3.5, which we will use to show the final result of Theorem 3.6.
These results were already shown in Cho et al. [7]. However, we will give a more detailed insight into the
proofs, especially those of Proposition 3.5 and Theorem 3.6.

3.1 Continuity of the measure

We show a continuity property of the limit measure 7 that we will constantly apply when proving asymptotic
properties of the estimators.

Proposition 3.1. Consider a strictly stationary, regularly varying random process {Xs : s € Rd} with index
B > 0 satisfying the LUNC. Let k be a positive integer. For a continuity set Ay X Ay X --- X Ay, of the limit
measure

) Xo X X,
TAoAl...Ak(Sh .. .,Sk) = lim nlP < S Ao, = S Al, ey Sk S Ak> s (8)
n—oo CLTL an an
where s1, ..., sy are arbitrary elements in R%, we define the pre-asymptotic limit measure by
Xo X142 Xt An
Tf(‘?))léll__.Ak(sl, ey Sk) =nlP < € Ay, AT Aq, ..., TSk A | . ©))
° Qg (079 (279
Then if A, — 0 as n — o0, it holds that
; (n) —
T}L)HOlO TAOAlmAk (317 s 7816) - TA0A1...Ak (817 s 78k')‘

Proof. We will apply a Portmanteau theorem, see [15]. For this purpose, let f be a continuous function with
compact support on RF1\{0}.

Then f is bounded and uniformly continuous, i.e. for every € > 0 there exists § > O such that | f(x1, ..., Zxs1)—
fyr, .. yks1)|1 < e whenever |(z1, ..., 2511) — (Y1, -, Ykr1)|1 < 3, where | - |; denotes the L!-norm.

We define X, := (X0, Xg, 40,5 - » Xspta,) and X = (Xo, X, ..., X, ) and consider

(5 (2)|] o B f o o f )

By boundedness of f we see M = supgzcgr+1 X

f (%)‘1 < oo. This gives ‘f (%) —f <£>’1 < 2M.

+ nE =C,+D,.

| =

1

Without loss of generality let

da oa dan,
ie?ll,ia.)fk}P <|Xsi+An — Xy > k”) =P <|Xs1+An = Xoly > k”) =P <|XAn — Xol, > k) :
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where the second equality follows from stationarity of the random process. Then we can find an upper bound

for C,, by
Yn Y Yn - Y
limsup C), = lim sup nE ”f <> —f<> ]l{"l>5}]
n—oo n—00 Qg Qp, 1 an,

n—00 Qn

. <’XH_X‘1 )
<limsup2MnP [ —= >0

J
< limsup 2MnP <|X5i+>\n . % for at least one ¢ € {1,..., k:}>

n—oo
F da
= lim sup 2MnP <U {|X5i+>\n - Xl > "})
F da
< limsupQMnZIP’ (]XSZ.JF)\” — Xl > ")
5
< 2Mk lim sup nlP (]X)\n — Xo|; > a”) by stationarity
n—00 k

Xs— X )
< 2MElimsup nP (sup w > )

n—00 |s|§5’ Qn k
< 2Me

where the second last inequality follows from the fact that A,, — 0 and thus for n large enough there is
8" > A\p > 0 such that P (W > %) <P (sup|5|s(;/ % > %) Applying the LUNC with € and 0

from Definition 2.5 corresponding to €/k and ¢ /k, respectively, gives the last inequality.
Now, we turn to D,, and find by continuity of f
X,—X
1 n

X X
/) G)
an, an,
: }y” — Y‘ 1
<elimsupnP | —— <46 |.
n—00 QA
As we only consider events that are bounded away from 0 € R¥*! we may assume the existence of some
K > 0 such that the support of f is a subset of {z e R*!:|z|; > K}. In particular, we only have to consider
| Xnl1/an > K and | X |1 /a, > K, giving

pn < < elimsupn >Kyud—>K
n—oo (47%% n—oo (479 Qp,

< elimsu P(‘Xn’l ) (‘X}l )
< pn >K|+P > K

lim sup D,, = lim sup nE
n—oo n—oo

n—o00 (7% an

k

. [ Xol1 K | Xs; 42,01 K | X5, 11 K
<el 2P > — P > P{——— > ——
—“,?Lsolip”[ ( an k+1 +; G, k+1 + an k+1
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X K
= 2¢(k 4+ 1) limsup nPP (’ ols > > , by stationarity
n—o00 an k+1

=2¢(k+ 1)mp(0) < 00

where B = {x el > kLH} The last inequality is due to the fact that
K K
{lz)1 > K} C {|x0|1 > k:—{—l} U---u {]mkh > kH—l}’ for every T = (0, 21,...,2) € RFFL

Combining these results gives

=) G)

Since € > 0 may be chosen arbitrarily, letting ¢ — 0 and recalling the definitions of the limit measure 7 from
(8) and the pre-asymptotic measure () from (9), we find

/f(ymyl, ces ’yk)Tcggg,dyl,...,dyk(sb .oy Sg) =nkE [f <§:>] =nE [f <i>}

n—o0

—>/f(ymylw”7yk)7'dyg,dy1,...,dyk(317-'-73k)

:| < QG(M—i- (k‘—i— 1)7’33(0)).
1

for any arbitrary continuous and bounded function f with compact support. Then Portemanteau’s theorem
implies
(n) n—oo
TAOAl...Ak (81’ trt Sk) E— TA()Al...Ak (817 ey Sk;)

which concludes the proof. ]

3.2 Asymptotic results for the estimator of the denominator
In this section, we prove the asymptotic unbiasedness of p,,(-) and infer an asymptotic result for its variance.

Proposition 3.2. Under condition (M1) and the LUNC it holds that
E [pm(A)] = pm(A) “== p(A)

Sn A n oo A
and uVar (Pm(A)) n=ee, iA) +/ TaA(y)dy.
RQ

My, v

In particular, it holds that p,,(A) KR w(A).
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Proof. We begin with the proof of asymptotic unbiasedness of p,,(A). Using the definition of p,,(A), we
obtain by the law of total expectation and independence of X and N

E [pm(A)] = fggiE US H{Xsl c A}N(dsl)] (10)

am

1 X

- % “E [E [/ ]1{ asl S A}N(dsl) X”

n 1 [ XS oy
= %—E / Il{ Le A}E [N (ds1)] X]] , by measurability

n|V |JS, am

nl [ X )
- %—E / Il{ L€ A}E [N(dsl)]] ) by independence

n|V LJS, am

nl [ X .
= %—E / Il{ - € A}Vd81:| : since E [N (ds1)] = vds;

n|V LJS, Qm,

n XS . .
= % E []l{ L e AH dst, by Fubini

nl JS, Qm

m X
=" P LecAld
s ), ()

n X L

= g—’ P <a0 € A) dst, by stationarity
X[) n—00 c .

=m,P (a € A) =pm(A) ——= pu(4), by regular variation.

This concludes the asymptotic unbiasedness of the estimator p,,(A) and we turn to its variance. Recall from
Karr [14], equation (1.6), that N(?)(dsy, dso) = N (ds1)N(ds2)1{s; # s2}. We compute the second moment

E [p(A)?] = [/ / { 5 eA} {XS2 eA} (dsl)N(dSQ)]
i {E M {X“ EA} | <2 [f, [ i eap{iz capr ]|
:rg;iE[ﬁm(A” A PVQ [// { 2 GA} {)a(m EA}IE [N(Q)(dsl,dSQ)‘X”

using (10) for the first and the law of total expectation for the second summand. By independence of X and N
the last equation is equivalent to

my 1

— T R (A
SR A+ g Jo e
=v2ds1ds2, by Proposition A.1

A R Rl

}1{)(82 € A} E [N(Z)(dsl,dSQ)

Qm

my, 1

= " "RKTp,
5o v [Pm(A)
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my 1 m2 X X
= o= —E[pm(4 n P(=2ecA=2cA —pm(A)?+ pm(A)°
|Sn|l/ [p ( )]_‘_‘Snp /n/n <am € ’CLm € >d51d52 b ( ) + p ( )

:E[ﬁm(A)P
m X 1
L A, =2 c A) — —pn(A)? E[pn(A))?
‘S ‘l/ [ ‘S‘ / / < € 7am S ) m%p ( )d81d82+ [p ( )]
mnl XO X 1 2 ~ 2
DeAey m(A)? ) dsdy + E[pm(A)]%,
= Sl (4 |S|2/nsn/m<sny<<am€ am€> m%p”>”” ()

where in the last step we substituted y = s2 — s; and s = s;. Note that we intepret .S, — y as the set
{z —y:z € S,}. Recalling that P (ff—o €A, f—y € A) = L 744,m(y), we can proceed with the calculations
and obtain since the integrand does not depend on s

my, 1 m2 |Sn N (Sy — y)| ( 1 1

= @;E [pm (A)] + m - 5. m—nTAA,m(y) - m%pm(A)2> dy + E[p (A)]?

n—Sn My,

n |1 .. Sn N (S, — 1 .
— e Lmlpna+ [ B ) = (A7) ] + Bl ()
Let k > 0 and 7, sucht that 72 = o(m,,) (by (M1)). Then

Bl yae () = 1501

mnp

(E[Pm( )] = Elpm(A)]?)

= LR + / R 0) — a4 dy

g 2050l ( L
1% [ ( )] B[O,k)ﬂ(SnfSn) |Sn| ( ) M, ( )
[5n 1 (Sn = )| ( 1 2)
+/ e | Taam(y) — —pm(A)? ) dy
S 0 (Sn = 9)| 1 2)
+/ | Taam(y) — —pm(A)” | dy
(Sn—=Sn)\B[0,rn) |Sh| ) My, (4)

1
= ;E [Am(A)] + A1y, + Ao, + Asy,.

Note that S,, — S,, =2 R2. We consider the limit behaviour of A1y, Aoy, and As, and find by dominated
convergence

lim A, = lim |50 N (Sn —y)|

1
Taam(y) — — pm(A)? | dy
n—00 =00 JB[0,k)N(Sn—Sn) | S| ~—— Mn ~~—~—

n
v 2
—T —u(A
—1 by Lemma A.2 44W) —0 HA)

— / ran(dy =2 [ raa(y)dy.
B[0,k) R2
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Concerning Ay, recall that the set A is bounded away from 0 i.e. there is € > 0 such that A C R?\ B0, ¢) and

lim lim sup |Asgy,|
k—00 n—oo

n n - X X 1
< lim lim sup / w my P (0 cA ¢ A) dy +/ —pm(A)2dy
k=00 n—oo Blk,rn) Sl Gm Gm Blk,r) Mn
<1

2
< lim limsup / mnlP (| Xo| > €am, [Xy| > ean) dy +m Tn pm(A)? | =0,
k—o0 n—oo Blk,rn) My, N——
5 (A

—0 by (M1)
And finally for As,, by the triangular inequality and taking the definition of the mixing rate a1 (+) into account
1

lim sup |As,| < lim sup/ M TaAm(Y) — 7Pm(A)2 ds
n—o0o n—00 ( Sp)\B[0,y) ‘STL‘ My
< lim sup/ |S N (Sn = y)| ‘ 7Pm(A)2 dy
n—oo  JR2\B[0,ry) ‘S ‘ M,
. 1 2
< lim sup Taam(y) — —pm(A)| dy
n—00 R2\B[077”n) n

X X X
:limsup/ mnIP(OEAGA> (OeA>IP<OeA> dy
n—oo  JR2\B[0,r,) am am am am
—_—
=P(Ztea)

<ai1(y), where Ay={0}, Ao={y} such that |A;|=|A2|=1

< lim sup/ mpa11(]y|)dy = 0, by condition (M1).
R2\ B[0,r)

n—oo

Combining the results for Ay, and As,, gives that

lim lim A9, =0= lim lim Agz,.
k—00 Nn—00 k—o00 n—00

Putting all results together, we can derive the statement of the proposition
.S . . 1.
lim MVar (Pm(A)) = lim (E [Pm(A)] + A1, + Agp, + A3n>

14

A A

=— 4+ lim lim (Aln + Aoy, + Agn) = ,U,(y) +/ TAA(y)dy-
R2

v k—o00 n—0o0
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3.3 Asymptotic results for the estimator of the numerator

Similarly to the previous section, we show asymptotic unbiasedness of 74 ., () and derive asymptotics for its
covariance.

Proposition 3.3. Assume the strictly stationary random process { X : s € R?} satisfies the LUNC. Further let
(M2) hold. Then

(i) E [T7aBm(h)] 2%, rag(h), for every arbitrary spatial lag h € R?,

(i) 525 oy (s (h), Famm(h2)

n

TH—OO> : 5 [Tap(h1)1{h1 = ha} + TanB anp(h1)1{h1 = —h2}] /R2 w(y)*dy,

n n n—oo 1
(iii) |m|Var (TaBm(h)) —— ﬁTAB(h) /R2 w(y)zdy.

n

Proof. (i) From the stationarity of {X; : s € R?} and by independence of X and N, we obtain for a fixed
spatial lag h € R?

E [7A—AB m(h)]

[|S|V//wnh+s1—521l

)
(h — 1
|S|I/2 /n/nwn +Sl 82)
:IE[N(z)(dsl,dSQ)]:u2ds1dsz, by Lemma A.1

X, . )
|S|V2/n/nwnh+81_52) ( Le A, m2€B>yd51d52

h+s—s X So—s
|S|//A2 < 1n 2>P<0€A a2m1€B>d31d52. (11)

h+s1—s2
A

€ A}]L{X” € B}N(Q)(dsl,dSQ)]
Qm,
€A

}]L{XSQ EB} E [N@)(dsl,d@)‘x}

am

o
o

Next, we set y = =2, u = s and define the integral transformation ¢ : R* — R* such that s =
d1(y,u) = Ay +u — hand sy = ¢2(y, u) = u. Then the determinant of the Jacobian is given by

Dol = (M 12)| =%

where 1, denotes the 2-dimensional identity matrix. For the integration we need that s = s1 + h — A,y and
sg — s1 = h — A\py. Applying this transformation to (11) gives

1 X Xy
Min . / Sw(y) P (0 € A, Th=Any o B) A2 dudy
‘Sn‘ %ﬂsn) SnN(h+Sn—Any) AZ Qo Am

:minTAB,m(hf)\ny)
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_ ‘Snﬂ(h"i_sn_)\ny)’
- h+(Sn—=5Sn)

’S ’ w (y) 7_AB,m(h - )\ny)dya (12)

since the inner integral does not depend on u. Note that

X X
TABm(h — Any) < mplP (0 € A Zhdny o B>

|Sn| Qm am
<1
<m,P (Xo € A) = pm(A)
am

and, since w(-) is a probability density on R?,

[ 0y = pu(4) [ )y = pnl ) 22 (4) < ox.
R? R2

Hence, monotone convergence is applicable and by the virtue of Proposition 3.1,

ﬁ | ( Y| w(y) Tapm(h—Auy) dy n—oo, / w(y)Tap(h)dy = Tap(h).
ht(Sn—Sn) |:Syl —_— R

—1

—7ap(h), by Proposition 3.1

For the convergence of the integrating area, we employed that, for n large enough, h + (.S,, — S,,) contains an
open ball around 0 € R?. Then together with \, — 0 as n — oo, we obtain that h+(s” Su) "% R2 This
concludes the proof of part (i).

(ii) For sets A and B we define

Xs1 €A, Ko € B, Xss €A, Xoa € B)

am am am am

77 (81, S2, 83, 84) == m,P <

and compute by conditioning and independence of N and X

Sl AZ

—E m(h m
. [TaB,m(P1)TAB,m(

ha)]
Sn )\2
| | [|S |2y4 n/"/n/nwn hi+ s1 — s2)wp(ha + S3 — S4)

IL{XSl € A} {X” € B} {X53 € A} {X&* € B}N( )(dsl,dSQ)N(Q)(d33,d34)]

Ay, Am, am,
mn)\2
_ |S | i / / / / wn h1 + 81 — Sg)wn(hg + 83 — 54)
XS S 8 5
i ( Le A D2 ep ts ey T B> E [N(Q)(dsl,dSQ)N(2)(d33,d54)} . (13)
Am Um Am Um

1

= T (51,52,53,84)
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According to equation (4.7) in Karr [13] the expectation is given by

E [N(Q)(dsl, dSQ)N(2) (dss, d&;)} = vtdsidsodssds, + V3d$1d82551 (dss)dss + V3d81d82532 (dss)dsy

+ V3d81d82d33551(d84> + 1/3d31d32d33552(d34) + +1/2d31d32651(d33)(552(d34) + y2d31d32552(d33)551(d34)
(14)

where d;(A) = 1{z € A} denotes the Dirac-measure. We denote the integrals in (13) corresponding to (14)
by I;,7 € {1,...,7} and we compute the different terms, beginning with I

I = |S [ / / / / wp(h1 + 81 — s2)wp(he + s3 — s4)7,, (51,82,83,34)1/ ds1dsa0s, (ds3)dsy

A2 1 )
\S ‘V/ / / wp(h1 + 51— so)wp(he + s1 — s4)7,, (51, S2, 51, S4)ds1dsa2dsy

1 1 h — h —
=iy o o Jo () (PR a0 s et

Note that the last equality results from stationarity and definition of w,(-). In the next step, we substitute
x = w, y = w and u = s4. The corresponding integral transform ¢ : R — RS and the

n

determinant of its Jacobian reads

so = ¢1(z,y,u) =u+ Ap(x+y) —h1 — ha,  s1=d2(z,y,u) =u+ ANy — ha, s4=d3(z,y,u) =u
Anlle Aplley 1o
|Dgzb(x,y,u)] = 0 Anla 1o = )\i
0 0 1o

such that I becomes

21

T w (z)w (y)
S| v [Snf;ﬂ*hl [Snfg”h? /Snﬂ(Sn)\n(z+y)+h1+h2)m(Sn)\ny+h2)

X 1 (0, hy — A, 0, ho — \py)dudydz

A2 S0 N (S — An(@ +y) + ha + ha) N (S — Apy + ha))|
- /sn Sp)+hy ﬂsn Sn)+ho 5| w(x)w (y)

X 12 (0,h1 — Az, 0, ho — A\py) dydx

n

Xp, —
:mnIP’(XO €A,z g Xhy—Ane eB)<mnIP’(%eA):pm(A)

)
am am am

P
B 7 (Sn— Sn)+h1 /;Sn Sn)+h2 w(x)w(y)pm<x4)dydaj‘
2 2
R2 R2 \ v 7
—u(4) —0
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Analogously, we can establish Is — 0, 4 — 0 and I5 — 0 as n — oo.

So, we turn to I and first elucidate the case when iy = ho. We find by substituting y = h1+§’771:52 and u = sy
asin (i)
fo= 2 / / wn(hy + 51— 52)?75, (51, 52, 51, 52)ds1dsy
IS Rz
1 1 hl —+ 81 — S92 2
B A%|Sn|y2/n /nw <)\n) T(51, 82, 51, 52)ds1dsy
1 hl + S1 — S2 2
- 2 — — s1)ds1d
e [ () et s
— / / w (y)? (h1 — Any)dudy
1812 TAB, 1—
’STL’ VQ W Snﬂ(5n+h1—Any) " "
_ 1 |Sn N (Sy 4+ h1 — Any)| 9
— 12 Jsnmswin kN W (y)” Tapm(h1 — Any)dy. (15)

At this point, recall that w(-) is a bounded probability density function on R? and let 0 < M < oo be its upper
bound. Then it follows that

/ w(y)zdy=/ w(y)Qder/ w(y)’dy
R2 {yeR2:w(y)<1} {yeR2:w(y)>1}

S/ w(y)’dy + M? |[{y € R? : w(y) > 1}
{yeR2w(y)<1}

<C<x

§/ w(y)dy + M*C =1+ M*C < .
R2

Hence, together with Proposition 3.1, we may apply dominated convergence to (15) such that for h; = hg

1 S, N (S, +ht — A 1
Is = = sy [0 O (S 5 ! ny)‘w (y)? TaBm(h1 — A\ny)dy e, TAB(hl)/ w(y)?dy.
n A:LL 1 ‘ TL‘ R2
In the consecutive step, let by # ho. Thus, I becomes, using the substitution y = @ and u = s9

I6 ‘S ‘ V / / wn hl - S2)wn(h2 +81— 82) (817 52,51, 32)d31d82

1 1/ / w hi+s1— s2 w ha + s1 — s2 - (55 — s1)ds1ds
_4)\%‘5’n|l/2 a . )\n >\n AB,m\52 1 1452

1 1 / / ( hy — h1>
~ 19 2 w(y)w|y+ TAB,m(h1 — Apy)dudy
‘Sn‘ V2 W SnN(Sn-thi—Any) ) A (
_ 1 [Sn N (Sn + h1 — Any)| ha — Iy
02 Jsasaim N wy)wly+ = ) rapm(h = Auy)dy.
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We want to apply dominated convergence again. For this purpose, we estimate

ho — hq hy — hy
<
/(Sn_fnwrh1 w <y + " ) w(y)dy < . max{w(y),w (y + N >}dy

ho — h1) 2
Y+ — 1>dy

= *dy + / <
A PN
2
§2/ﬂ{2w(y) dy < o0

and as in part (i)

’Sn N (Sn + hl - )\ny)|
S|

TAB,m(hl - )\ny) < pm(A) TH—OO> U(A) < 0.

Note that w (y) — 0 as y — oo and \,, — 0 as n — oo. Using these arguments and Proposition 3.1, I reads
for h1 75 hg

1 S, O (Sh +h1 — Ay by — h o
[6 - 3 (Sn—Sn)+hq ‘ ( ‘S ‘l )’ w (y) w (y + b\ l) TAB,m(hl - Any) dy ; 0.
. ~ ~- —7anm ()

In the following, the asymptotics for I are considered. We distinguish the cases h; # —hsy and h; = —hs and
begin with the latter such that I7 can be written as

I; = |S 15,2 /n/ W (h1 + 81 — s2)wp(—h1 + 52 — 51) 7 (51,59, 52, 51) dsydso

sy Xsy Xsg e g Xo1
=mnP(TbeA T2eB Tl eA rlen)

]S | 12 / / Wy (h1 + s1 = s2)wn(—h1 + 52 — $1)TanBanBm (52 — s1)dsids:

1 1
=512 — m(h1 — A\y)dud
|Sp| 2 /(snsn)+h1 /n (Snthr )\ny)w(y)w( Y)TANBANB,m (1 y)dudy
1 SN (S, + h1 — Ay
T 2 [ (sp—5p)+hy | ( 15| )‘w(y)ZTAmBAmB,m(m — A\ny)dy,
 xn n

where the last equality follows from isotropy of w(+) and the independence of the inner integral of u. Then by
dominated convergence and Proposition 3.1
1 ’Snm(sn+h1_)\ny)|

_ ) -
Ir= (Sn=Sn)+h; EN w(y)* TanBANB,m (b1 — Any) dy

—TanBAnB(h1)
—1

n o0 ].
;) TAﬁBAﬂB(hl)ﬁ /2 'U)(y)Zdy
R
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If hy # —ho we will obtain, by the same arguments as for Ig in the hy # hs case,

n—oo

I7 — 0.
Lastly, we turn to I;. We will prove

|Sn|>\72—b ~ ~ n—o00
I = PU0E (g g ()] E [Fapm (h)]] 225 0

n

and find using the same reasoning as in (11), stationarity and the triangle inequality

SuA2 A
1= B 1 ()] B A (0]
mn)\% 77 (51, S2, 53, S4)

I/4d81d52d53d84

- /Sﬁ wal + 51 = s2)w (hy + 53— 51) L

X Xoo—s X Xsy—s
—/ wp(h1 + 81 — s2)wp(hy + s3 — s4)P <0 €A 2" ¢ B) P (0 €A 23 ¢ B) vidsidsadssdsy
Sa

Am am am Am
My A2
< —n / Wy, (h1 + s1 — s2)wp(ha + s3 — s4)
|5l Sh
1, 1
— T, (0,82 — 51,83 — 51,84 — 51) — —5TABm(52 — 81)TaBm(54 — 53)| ds1dsadszdsy
mp m2
My A2
- ””/ / wn(h — v1)wn(ha — (v5 — 1))
1Sl J(8n—51)3 JSpn(Sn—01)N(Sn—v2)(S—v3)
1, 1
—7 (0,01, v2,v3) — —QTABm(vl)TAB’m(vg — v9)| dvgdvidvadus. (16)
mpy m2

In the last step we substituted v; = s2 — $1, V2 = s3 — s1, v3 = S4 — S1 and v4 = s1. Again, the integral does

not depend on vy and |S”m(5"_vl)m‘(gzl_vg)m(S”_v3)‘ < 1 such that (16) is bounded by
9 1, 1
Mn Ay, wy (b1 — v1)wp(he — (v3 — v2)) | =7, (0,v1,v2,v3) — —5TABm(V1)TABm (V3 — v2)| dvidvadus
( n*Sn)3 mn m?’L
= ] ()
n h27(Sn—S;\LT)L—(Sn75n) hl—(izfsn) S5, )\%
1, 1 4
mem(O, hi — Any1,u,u+ ha — Apy2) — WTAB,m(hl — Any1)TaBm(he — Any2)| Apdudyidys,
n n
(17)
where we used y; = ’“/\7_:’1, Yo = %ﬁ:vz) and u = v and the corresponding integral transformation

¢ : RS — RO given by v1 = ¢1(y1,y2,u) = h1 — M1, U3 = d2(y1,y2,u) = ha + u — Ayy2 and vy =
&3(y1,y2,u) = u with the Jacobian

—Anls 0 0

Do (y1,y2,u)| = 0 —Xlz Ig || =L
0 0 1
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Note that by stationarity and definitions of 745 ,,, and 7,

1 1
)mT;l(Ov h1 — Ay, u, u + ha — Apy2) — WTAB,m(hl — My1)TABm (ha — Any2)

n

P (XO € A, A B, Xu A, Kutha—dupn o B>

am am am am

X Xn, X Xutho—
_P<0€A’W€B>]}D<“€AM€B>‘

M
am am am am

< sup{|P(A1 N Az) — P(A1)P(A2)| : A1 € Fa,, Az € Fay, A1 = {0,h1 — Apyn }, Ao = {u,u + hg — A\pya}}
< sup{|P(A; N Ay) —P(A))P(A)| : Ay € Fa,, As € Fp,, [A1] < 2,[Ag| <2,d(A1,A2) <k}
= O[QQ(]C),

where d(A, B) := inf{|la — b| : @ € A,b € B} denotes the minimal distance between two sets A, B C R?,
Fy = o{(Xs: s € A} the sigma-algebra generated by the random process { X }sc 4. Furthermore, we define
k = min{|ul, |[u + ha — A\py2|, |[u — h1 + Apyil, [u + he — Apy2 — hi + A\qyi1|} and observe

a2a(k) < aoa(|ul) + asa(|u + ha — Apyal) + aoa(Ju — h1 + Aay1|) + az2(lu+ ha — Apy2 — b1 + Aaya])
Thus, (17) is bounded by

w2 [ [ [ wlowtuess(ul)ndpdn

- ﬁz(sns;>(snsn> /R2 /nSn w(yr)w(yz)aze(|u + ha — Apye|)dudyidys

R2 J A= J S — S

+[12_(Sn_5;)_(sn_sn) /hl—(in—sn) /Sn—Sn w(y1)w(y2)aza(|u + ha — Apye — h1 + Ay |)dudyi dya

= mn)\i [Aln + A2n + ASn + A4n] .

Since w(-) is a probability density on R, we find by condition (M2)

Ay, = / ago(|u])du < oo.
RQ

Proceeding with Asg, and substituting x = u + ha — A,y and y = yo, gives

Aon = /m(snsgl)(Snsn) /Sn—Sn w(yQ)agg(\u +he - Anyﬂ) /]Rz w(yl)dyl dudys

|
=1

< / / w(y)om (|2 dady = / am(le))dr < oo, by (M),
]R2 R2 R2
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where the integral transformation function ¢ : R* — R* is given by u = ¢1(z,y) = = + Ay — he and
y2 = ¢2(x,y) = y. The determinant of the Jacobian is

Dot = (¢ 42)| =1

Analogous arguments allow us to infer
Az, < oo.

For A4, we find by substituting x = u + hys — Az — h1 + Ay, ¥y = y1 and z = g

A4n§/ // w(y)w(z)ae(|z])drdydz
R2 JRR? ( n_Sn)+h2_h1+)\ny_)\nZ

2
= [ am(iahds ( / 2w<y>dy) = [ ez <o, by,
R R R

=1

where the integral transform function is given by ¢ : RS — RS such that v = ¢x,Y,2) = — ha + Apz +
hi— Ay, y1 = ¢2(x,y,2) = y and yo = ¢o2(x,y, z) = z. Therefore, the determinant of its Jacobian reads

1o A\1s =M, 1o
|Do(x,y, 2)| = 0 1, 0 =1.
0 0 1y

Finally, we combine the results for Ay, Aa,, A3, and Ay, to obtain

[SalX2

L “E [TaBm(h1)]E [%AB,m(hl)]’ < mpA2 [Ary + Aoy + Agp + Agy

n
=4 mp\? / o (|))da =255 0.
N——" R2
—0by (M2)

This means we may conclude the proof of (ii), since for the covariance we can infer

S| AZ . . |Snl A2 s 3
= Cov(Tapm(h), Tapm(he)) = I + Ir + [ = = =B [Tapm(h1)| E [Tapm(h1)]
n—oo 1
= 5 [map(h)1{h = ha} + Tanpanp(h) 1 = —ha}] /2 w(y)?dy.
R
(iii) This is a direct result of (ii), setting h1 = heo. O
Remark 3.4. Consider the estimator 7ap m(h : BL) of Tap(h), i € {1,...,kyn}, that is confined to observa-

tions on the cube B!, C D and |B!| = |D%| = O(n?"), where D! is a bigger cube, containing B, Then we
have

|BL|2\2 , ,
’DGL ‘mn COV(’?‘AB’m(hl : sz)7 ’f‘AB,m(hQ : B;))

n oo ]-
; ﬁ [TAB<h1)]1{h1 = hg} —+ TAﬂB7AﬂB(h1)ﬂ{h1 = —hg}] /2 w(y)Qdy.
R
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Proof. The proof is completely analogous to the proof of Proposition 3.3. We only give a brief outline of the
steps. First note that

RS
| D} |may,

[#aB,m (k1 : BL)7apm(he : BY)]

mpA2 1 1,
= Dl V4/  wn(hy + 51— s2)wn(ha + 53 — 84) =7, (51, 52, 83, 54)E N (dsy,dsy) NP (dss, dsy)| .
n (Bi)* Mn

Then again we obtain seven integrals 5, j € {1,...,7} according to (14). We observe that since |B}| and
|D}| both are in O(n*Y) and B!, C D?. We obtain for every y € R?

B, N (By, = y)| nsoc
| Dy

i i
BBy,
D}

1

This allows us to conduct the same steps as in the proof above such that we obtain

- 1S, IN2 . X .
11f7| nl " [#apm(h1 2 B E [#apm(hs : BL)]| %0,
n
[; %0, j=2,3,4,5

e 1
Is “=2% 1{hy = ha}—57aB(h1) /2 w(y)*dy,
R

o 1
I 222 1{h; = —ha}—57aB(l) /2 w(y)*dy,
R

and thus the remark follows. O
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3.4 A CLT for the estimator of the numerator

Applying the previous results, we are now able to prove a CLT for the estimator of the numerator 743 ()
which then enables us to prove the CLT for the empirical extremogram, Theorem 3.6.

Proposition 3.5. Assume that the strictly stationary random process {Xs : s € R?} satisfies the LUNC.
Further let (M1), (M2) hold. Then for an arbitrary, but fixed, lag h € R?

[Snl A7

mpy

(Fagam(h) — E[Fapm(h)]) % N(0,02(h)),  n — oo,

where 02 (h) = V%TAB(h) Jg2 w(y)?dy. Furthemore, if E [7apm(h)] — Tap(h) =0 (, /%) then

[Sn| AR

n

(TaBm(h) — TaB(h)) 4 N(0,02(h)), n — 0.

Proof. We follow Li et al. [16] and use a blocking technique. For this purpose let D! be non-overlapping

equal-sized cubes in S, fori = 1,..., k,, where k,, = Hg’{ |‘ is the number of such cubes. Within each Dfl
there is a smaller inner cube, denoted by B! with | Bt | = |B.| foralli = 1, ..., k,, that shares the same center

as D! and d(0D}, B!) > n'l. Furthermore, let |D}| = n?? and |BL| = (n” — 2n")? = O(n??) withp > 0
such that 2%6 < n <~y <1 for some ¢ > % that satisfies the last condition of (M2). Then we have that

kn =0 (n2(1_7)). To ease notation in the upcoming proof, we introduce
’I?’Ln>\72.L 1 Xs XS 2
= 1/2/ / wa(h+ 51 —52)1{ e A}IL{ 2 B}m ) (dsy, dss)
Sn|AZ
= \/‘ | TaBm(h)
mpy
mpAZ 1 X X
nn N — )1 T e AV1{ 22 c BING)
S, VQ/%/%w(h+s1 $92) {ame } {ame } (ds1,ds2)

nA2 1 X, X,
- ‘gz“: 1/2/ / wn(h+5152)1{ a : EA}]I{ . 2 EB}N(2)(d51,d32)

[1BLIPAS . i
= W TAB7m(h : Bn)
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kn
=1
kn

§ : ’I’LZ’

where @, ; are independent copies of dy;, ¢ = 1, ..., k. We divide the proof in three steps.

Step 1

We will show Var <f~1n — Zzn> 7% 0 which then implies by an application of Chebyshev’s inequality that

fln — Gn £> 0: Note that by definitions of /Nln and a,,, we obtain that [E [An — dn} = 0. Then Chebyshev’s
inequality gives for every € > 0

It 1 e n—00
P (A —n > €) < 5Var (A, —an) "0,
€
The result Var (/Nln — ELn) %% 0ds proven by showing:
1 n—oo 1

) Va5 ) [ )y
R2

.. T~ n—oo 1 2

(i)  Cov(Ay,an) — ﬁTAB(h) , w(y)“dy
R

(#3i)  Var(ay,) 17 %mg(h) /R 2w(y)Qdy

(i) This is an immediate result of Proposition 3.3 (ii) since

~ Sn )\2 ~ S )\'I’L n—oo ].
Var (4,) = Var (4,) = Var Snlda s o) | = P20y 2y () 2220 —5ran(h) /R w(y)dy.

mnp mp

(ii) For part (ii) we consider
mn)\2
E[Anan:’S \1/4 Z/n/n/ /an (h+ s1 — s2) wy (h+ s3 — s4)

1{X51 GA}H{ 52 eB}]l{XS‘ eA}]l{XS4 GB} N®(dsy,dsy)N ()(d33,d34)]
a Am A Am
SR L L e

; X, Xy X,
mn]P’< L A2 e B o g Do B> [N< )(ds1, ds2)N ()(d33,d54)}
QA Qm am am

-~

=7, (51,52,53,54)
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[ Sy Ay S A Sy A A LR R A A A
+////H] (18)

4 7
= Ay + Ay + A3 + Ay zrzzﬁf,

i=1 j=1

|S |1/4Z

where fl{ corresponds to the i-th term of the four integrals in (18) with the j-th term of the seven terms
mentioned in the proof of Proposition 3.1 equation (14).

Since U™, B}, C Sy and US" S,\Bi, C Sy, we infer that 37, A% < I; “=>% 0 such that }_;_; A} “==% 0
for j € {2,3,4,5} and I; as in the proof of Proposition 3.3.

Also with Uf’;lel C S, and by the same arguments as for the /;-term in part (ii) in the proof of Proposition
3.3, we obtain

n—oo

Note that if j = 6 and j = 7, we have s; = s3 and s2 = s4, respectively, s; = sy and sy = s3, for the
integrating variables in (18). Thus, since S,\B} N BY, = 0, the terms A7, A} and A} vanish, j € {6,7}.
Therefore, we only consider A$ and A to see by stationarity and the known substitutions from the proof of
Proposition 3.3

6 _ . )
4 N 7/4|S ’Z/z /2 w” h+51 _52) Tm(51782751752) v dSldSQ

-~

_mnIP(XO €A, 52 1 eB)

= 1/2|S ’Z/Bl /31 Wn h+51—52) TAB,m(S2 — s1)ds1ds2

kn / 2
_ w(Y)*TaB,m(h — Any)dudy
v2|S,| W BLN(BL+h—Any) " !
B BLOBL+h =) ing ky, — 150!
T2 Jshosln |D}| w(y) Tapm(h = Any)dy,  using kn = |D}|
n

n [ee] ]-
o, 1o ) / w(y)?dy,
1% R2

t|B N(BL+h—Xny)] <1, |BLN(BL+h—Xny)| n—oo

[D3| 2

where we used the facts tha

from B} C D} and |B}| and |D}|, both being in O(n?7), as well as (B"_A]i"Hh "% R2. Combining this

n—o0

together with Proposition 3.1, the fact that 74p ,,(h — A\py) < pm(A) —— u(A) and applying dominated

1, which can be directly inferred
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convergence, the upper result follows. For A} we conduct the same steps as for I7 in the proof of Proposition
3.3 (ii) and find by the known substitutions and isotropy of w(-)

Al = 1/4|S |Z/Z /1 wy (h+ 81 — s9) wy, (b4 52 — 51) 75 (51, 52, 52, 51) V2ds1dsy

. Xen_ o
_mn]P<X0 €A, 5‘2 *Lep, 220 eA,f—TgeB)

=—To / / Wn, h+81—Sg)wn(h—l-SQ—Sl)TAmBAmB(SQ—Sl)dS1d82
14 |S | Bl Bl

1 1
7o .2 - hi — A\ny)dud
|Sn| V2 /<B}ij)+n1 /B}LH(B%-I-hl—Any)w(y)w( Y)TanBANBm (M1 ny)dudy

1 BN (BL+hy — A\,
= — | ( S ! y)|w(y)27AmBAmB,m(h1 — Any)dy.

v? [Bh-Bh)+h
An

Now, we note that |B}1m(3}”@'ﬁl—>\ny)\ "m0, since | B | = O(n?Y) and |S,,| = O(n?), where v < 1. Then

applying dominated convergence gives

o1 B N (Byy + h1 = Ay
1= 03 Jmhosen, A

—0

n—o0

w(y)2 TAF‘IBAOB,m(hI - )\ny) dy — 0.

—)TAB(h1)<OO

Combining all of the results above, we are able to show part (ii) by

4 7
Cov(An, an) = E[Anan] — E[A,] E [a,) = Z > Al — E[An]E[ay]

3 4
ZZZA§+ZA?+ A8 +3 AT+ AL +5 A - E[A,)E[ay]
i=1 j=2 =~ G 7 =t

\—v—’ W—/ —)—TAB(h ) gz w)?dy ~——

n [ee] ]-
e, Lo ) / wiy)*dy.
1% R2

kn kn
(iii) First note that Var(a,) = ZZ , Var(ap;) + > > Cov(an;, an;). By stationarity and Remark 3.4, we
1
T
derive
kn BLp2
> Var(ani) = knVar(an1) = knVar(an) = kn "Var(TAB m(h: BY)
i=1 [ Snfmn
_ 1BalA "Var(TAB m(h: Bl)) 222 17'AB(h)/ w(y)’dy.
’Dl ‘m'fl v? R2
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Furthermore, a,; and a,,; are integrals over disjoint sets for i # j, also {X, : s € R?} and N are independent
implying that [E [@,,;| N] and E [@,,j| N] are independent. This is since a,; only depends on Poisson points in
B} . In the following, the argument is explained in more detail:

2 X
mn)\ oy / / wp(h + 81 — s2)1 { 2 EA}]I{
2
mn)\ / / wp(h + 51— s2)E Il{Xsl GA}JL{
l/ 7, 7, am

E [a,i| N] = E

€ B}N(Q)(dsl, dsa)|N

N( ) dSl,dSQ N

2 (X
mn)\ / / wp(h+ s1 — s9)E Il{ sk GA}]I
V 1 1 Am
n)\2 [ Xs
m / / wp(h+ s1 — s2)E ]l{ L EA}
V 1 z am

2 X
mn)\ 2 / / wp(h + s1 — s2)P ( e A, 82€B>N(2)(d81,d82)

am

[ A2 1
= ’S ’T;n V2/ / wn(h+31—SQ)TABJn(SQ—Sl)N(Z)(dShdSQ).

Now since B!, and BJ are disjoint cubes, the conditional expectations only depend on a Poisson process on

disjoint sets. Thus, they are independent. Then by the law of total covariance and the independence argument
from above

€ By | N (dsy,dsy)

Bl
c B} N] N (dsy, dsy)
f

kn  kn kn kn
Z Z |C0V Ani, an] | - ZZ (COV anza an]|N)] + COV( [dnl’N] ’E [dnj‘N])

i=1 j=1 =1 =1

JF i

kn kn

= > [E[Cov(ani, inj | N)] |
i=1 j=1
J#

We proceed by finding an almost sure upper bound for a,,; given the process N

mn)\2

1
|ani| < 2 /Z /@ wn(h+ 51— s3)N@ (dsy, dsy)

1 n)\2 h —
_ ﬁ m / / < + 81 32) N(z)(d$1,d82)

This allows us to apply Lemma A.3 with U = B! and V = BJ, i # j such that d(U,V) > n" > 0 and
max{|Bfl], \B£;|} — |B!| = M resulting in
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E [Cov(ans, an;|N)] |

2 _ _
< 4 )\ nn g / / / / h+51 52\ h+53 %) N2 )(dsy, dsg) NP (dss, dsa) | arar(n™)
vi 1S, i Jpi JBi JB) A
C n"m,, h+ s1 — s h+ s3 —s4 (2) N @) 2
< =
- V4 A%‘Sn /z /z /BJ /BJ < > v ( )\n ) £ |:N dSl dSZ (d837d84)i| M
_ Cn"m, h+s1 — s2 h+s3—s4 2) N® 112
RZPYIES /z /z /BJ /BJ < )w < )E [N (ds1, dss) } [ (ds3’d84)} |Bal
112 _
_ C mn|B | / / / / h+ 81 52 h+ 53 54 ds1dsadssdsy
)\2 |S | z z B] BJ n

ey | BLAA2 |BL A (BY = Ay + b)| ] BL0 (Bl = g2 + 1) ]
B BB B wy)dy [, 3] w (y2) dys

An

=C

-—
<1

< CTL‘”%TLMB%|4)\721
— |S,n’ )

where the second inequality holds due to condition (M2) and C > 0 is some appropriate constant. For the last
equality, we substituted y; = h+§1n_52, u1p = So and Yy = h+53 ATsa=54 -9 = 84 such that the integrand becomes
independent of u; and usy. Recalling that k,, = |S,,|/|D}|, the upper bound derived above allows us to estimate

kn k
gL n = my, | BL[* )2 1S)? n"emy, | BL|* M2 _
ZZHE [CoV(ans, ans|N)] | < CK2Z |g |” no— C]DZP s ’" n =0 (n*MIm, A2
j 1

which converges to 0 since m, A2 — 0 and ¢ > % by assumption.

Step 2
Let ¢n(+), #,,(+) be the characteristic functions of a,, and a,,. We follow the idea of Davis and Mikosch [9]
[6n(2) — ()] = E et — e

X ko~ . ko~
= ‘[E [6”3 2l At e® 20 “;z}

kn

. i~ k ~ . kr ~ . kv~
. o) E ( (Zl 1 anz+2l—]+1 nl) _ em(Z{:l anz+212j+1 a”’nl)) + ¥ Dol ant e® Sl an,

J=1
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27

[ k., kn—1 ,
. P k - . - k ~
— [E |3 (St it @) §7 (S Gt 0 8
j=1 7=0
[ Jon j k j—1 k
; J 5 °n, 5/ ; J—1x n =/ .
= ]E E (elw(lel C’«nl+Zl:j+1 a‘nl) — elm(lel anl+2l:j anl)) , Change Of lndex
Jj=1
[ kn j_l kn
— g ZH ot < iing _ eir&’nj> H il
| j=11=1 I=j+1
kn jfl kn
ira Sl ixa’ . ira . . . . ~
< E H e"rint (e”“"i - e’mm) E H et ||, triangle inequality and independence of a,,,
j=1 =1 I=j+1
mean zero
=1
kn 7—1
. . .,
_ Cov H irant | i%ang _ e
j=1 =1
kn j—1 7—1
. o L oy
— Cov ezxanl’ eing | _ Cov H ezxanl’ 1%
j=1 =1 =1
=0,by independence
kn j_l
_ Cov ezxanl’ pRECTY
j=1 =1
k:n j_l j_l
= E [Cov H eWnt e'ni| N || 4+ Cov | E H eI N E e’m"j| N
j=1 =1 =1
=0, by the same reasoning as in step 1 part (iii)

Now again, we apply the Lemma A.3. This time let U = U{;ll Bl and V = Bj, such that d(U, V) > n" and

| B

max{[U], |V|} = max{‘ (Ui BL)

} = (j — 1)|BL| = M. Together with ‘em| =1forallz € R

and condition (M2), we deduce for some constant C' > 0

E

iy

7j—1
1Ay L IT0p
Cov He nt ethng

=1

< E[4apm(n")] = dapa(n")

< Cn~M? = Cn~1(j — 1)|BL)>.
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Hence, by using E?gl(j —1)2<k3 =0(n% %) and |BL| = O(n?)

k'n jfl
Z Cov H eixa"l, eanj | N
=1

=1
which converges to 0 since 2%5 <n<y<l
Note that from step 1, we already have € > #. Choosing v = %, n = % and € = 11 shows that the set of
possible rates for v, 77 and € is non-empty.

E < Cn~ 3| Bh|* = O (n52771)

Step 3

We will show the central limit theorem for @, by applying the theorem of Lindeberg-Feller. For notational ease,

we consider
X X
I, = / / wp(h + 51 — 32)11{ - L e A} 1 {a2 € B}N(Q)(dsl,ds*g).

Then we may infer for 6 > 0, according to condition (M2), and some Cs > 0 chosen accordingly

[ 246
E“\/Eaiﬂ ] =F \/@\/EVZ (Ini — E [I1])
_ A2 | Bl 246
m
=E n\n nl (a m h - Bl _E[# . B Bl
DI ey Ganm(h: Bu) =B [Fapm(h: By)])
_ |Bl‘2)‘2 246
= E n n (-~ m h . Bl - E N . h : Bl
M| DL (FaBm( ) [FaB,m( D)
_ 244
BL)\2 .
<E |7;;‘:\" (%AB,m(h :B,)—E ﬁAB,m(h : B}L)]) , since ||D:12| <1
= by condition (M2).

This gives by independence and the same argument as in the beginning of Step 1 part (iii)

k
= = n—oo ]-
02 = Var ( d;l) = g Var (a),;) = knVar (al;) = k,Var (an1) ——> VzTAB(h)/ w(y)’dy =: o°.
i=1 i—1 R

Furthermore, we observe for 6 > 0
- -1-3 ~) 1246
i ] ko R o

—00
= <Oy 12
U%-i—é a%—i—é 072{"5
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and for the sake of completeness, we know that [E [a,,;] = 0 and Var (@,;) are finite. This means Lyapunov’s
condition holds and we may infer the central limit theorem

~/

I 4 N(0,1).
On
Then Step 2 and Slutsky’s theorem imply that gz 4 N (0,1) or, equivalently, a, 4 N (0,0?). Since con-

vergence in probability implies weak convergence, Step 1 yields A, 4N (0,02) which is, by inserting the
definitions of A,, and 745, (h), equivalent to

L5025 (7 () = E o (B)]) 222 N(0,0%)

mnp

and obviously, if E [Tap m(h)] — Tap(h) =0 (‘ /|ST|RA,%> we have

W (faBm(h) — Tap(h)) — W (B [Fap.m(R)] — Tap(h) % N(0,02), n— oo

—0
Sn|A2
oy [ SnlAn (Fagm(h) — Tap(h)) & N(0,0%), n— oo,
n
which proves Proposition 3.5. 0

3.5 A CLT for the empirical extremogram

The following theorem is one of the key results of this work. The result is given in Cho et al. [7] but lacks some
essential parts of the proof which we provide in full detail.

Theorem 3.6. Let { X, : s € R?} be a strictly stationary regularly varying random process with index 3 >
0 satisfying the LUNC. Assume N is a homogeneous 2-dimensional Poisson process with parameter v and
independent of X. Consider a sequence of compact and convex sets Sy, C R? satisfying |Sy| — oo as n — oc.
Assume conditions (M1) and (M2) hold. Then we obtain for every finite set of non-zero lags H = {hy, ..., hy}
in R?

[Snl A% d
(pAB,m(h) - pAB,m(h))heH - N(O7 E)a n — oo,

n

where ¥ is specified in the proof of this theorem. If pap m(h) — pap(h) = o <, /|S’:’32) forevery h € H, we

have
Snl|A2 d
V2 () = pan W)y S NO.5), 0o
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Proof. We have to make the following assumption which is not mentioned in Cho et al. [7] but is still necessary
in the idea of the proof they present

E7apm(h)] = TaBm(h) = 0 ( %) . "

Due to Proposition 3.2, that yields p,,(A) KR p(A) as n — oo, Proposition 3.5, the continuous mapping
theorem and Slutsky’s theorem, we may infer for every fixed lag » € R? by employing assumption (19)

|Sn|/\% (f'AB,m(h) B TAB,m(h)>
mp Pm(A) Pm(A)

_ ’Sn‘)‘% A _TAB,m(h)
V. <pAB’m(h) ﬁm(A)>

- !S;:n (ﬁAB,m ) E[;,:e(,z)(h)]> + ﬁml(A) Sl A <E (B (R)] — TAB,m(h)>

My
[SulAR (- E [faBm(h)] d o’
= - — = 1 N — . 2
p— paBm(h) o A) +op(1) = 0, A2 ) n — oo (20)
We can compute
|Sn|A2 (. ~magm(R)\ _ [1SelAR (4 B _ TaBm(h)
M, IOAB,m(h) ﬁm(A) - " pAB,m(h) pAB,m(h) + pAB,m(h) ﬁm(A)

] 1SalA2
- m, (pAB,m(h) pAB,m(h)>+ mn,

S| A2 <TAB,m(h) _ TAB,m(h>>
Pm(A) Pm(A)

_ |Sn|)\% (ﬁABm(h) _ pABm(h)) i / ’Sn’)\% TAB,m(h) (ﬁm(A> _pm(A))

=

My, pm(A)f)m(A)
_1SalAs _ 1Snl A2 TaBm (") (bm(A) — pm(4))
=\ T, PaBh) = panm ) () b (A) + (A (A)

21

We consider the denominator for the second summand first and find by Slutsky’s theorem

(P (A) — 1(A)) p(A) + p(A)pm(A) D> (A2, 0 — oo
N e e

=op(1) —u(A) —u(A)?

Turning to the numerator, including the rate, we obtain for every ¢ > 0 by an application of Chebyshev’s
inequality (note that by Proposition 3.2 E [p,,(A)] = pm(A), which gives the numerator a mean of zero) and
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the result from Proposition 3.3 (ii)

Sh, )\% R )\,2I Sh, . n—s00
B[ 5 5 () = p ()| > € | € 22 rapnr? Bolvar ) 2220, @2
Mnp €2 ~———— Mp
0 —>TAB(h)2
- H“(f) + [p2 TaA(y)dy<oco

We conclude that the numerator converges to 0 in probability while the denominator has a limit different from
0 in probability. An application of Slutsky’s theorem then gives that (21) equals

V2 () = pat () + 0 (1)

proving, in combination with (20), the central limit theorem for 4/ w (paBm(h) — papm(h)).

Next, we prove the multivariate normality of all lags in H by apphcatlon of the Cramér-Wold device. For an
arbitrary z = (21,...,2,) € RP we consider k, i.i.d. copies of

BLEA A o
Thj(2) = Zz S0 m (TABm(h B))—E [TAB’mULZ‘ : B%)]) , o i=1,... kg
i=1 n

and denote the independent copies by Tnj. Then for the finite set of lags H = {h1, ..., h,} we compute

E Umfm(z)(“]

» 2+0
|BL[2A2 . 1
|S |m ZZ TAB m(h B ) E [TAB,m(hi : Bn)])
Bz & 246
B N 1
< cmax {aB 0BT Z 7am(hi - By) = E [fapm(hi : By)])
- 2+6
< p2+6 max {Zz}E |Bll|2)\2 max ’TABm(h B ) E [%AB,m(hi : B%)”
ie{l,...,p} |D ’mn 16{17 7p}
r 246 .
245 | Bal A% . 1 1Bl
< i HE m(hi: B E m(hs @ B, , since
Py R iy Tt Be) = E ol B sinee o

(23)

< 1.
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Since condition (M2) holds and the set H is finite, (23) is bounded by C} = p2to gax{}zz} Cs, for some
Ze kA 7p

appropriate and finite positive Cs. Not that E [Tm(z)} = E[T,;(2)] = 0forall j € {1,...,k,}. Then we

observe by and independence of the Tnj and Remark 3.4,

iVar (Tnl(z)) =k, E [Tnl(z)ﬂ = k,Var (Tnl(z))
j=1

p B1|2)2
= k,Var (Z % |‘S"‘m" (7aBm(hi : BY) — E [fapm(hi : By)] ))
i=1 n

n

p ) ‘Bl|2)\ Bl12)\2 A . )
= Zzi kn, Var (TAB m(hi B + Z Z 2iZjkn By m"(Cov (TAB’m(hi :B), TaBm(h; : Bn))
i=1

|S |mn =1 j=1 n
J#i
p
2| Bal*A% |BL12A2
= 2% D, Vo (Fanim (hi: B) +;;Z”m1 Cov (#apm (i BY) Famm (hy : By))
JF#i

%
—szu)sz<oo

where V,, and V are p x p-matrices with the following entries

Bl
Vo = <|D1\ 2 Cov (TaB,m (hi : B) %Ava(hj:Brlz))>

%
J

Thus we obtain asymptotic normality of Z;‘Ql Tnj (z) by showing Lyapunov’s condition, namely,

k 2+6 _1-9 ~ 2+6
g I P
(Z/Vnz)2+6 = (Z/VnZ)Q—HS < (Z/Vnz)2+§ 0.

Hence, we obtain Z;‘?gl T (2) 4 N(0,2'Vz),asn — oo.

Denote the characteristic functions of Z;?;l Ty;(z) and Z?gl Trj(2) by ¢(-) and ¢(-), respectively. We use
the same technique as in the proof of Proposition 3.5 Step 2, and find
N] ) ' .

kn j—1
]cb(a:) - &(x)\ <> |E |Cov <H eioTni(2) iaTn; (2) N)
j=1
| (24)

NI .E eiITnj (2)

)

j-1
+ Cov (E [H @ Tni()

=1
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Since (Ug;ll BL) NBJ, = (), we obtain that {T},; : [ = 1,...,j—1} and T, nj are independent, given N. Hence,
the second term Vamshes The first term can be bounded by Lemma A.3. For this virtue, recall that, given N,
Thj(z) and Y 7_ ) Tpy(z) are U = Bl andV = U{ 11 B!, measurable, respectively. This gives d(U, V') > n".

Let M = (j — 1)|B1\ = max{|B]| )UJ ' Bl ‘} Together with [[[/_} e®Tn(2)| = = |e®Tni(*)| = 1 and
condition (M2), we get for an appropriate C' > 0

j—1
E | Cov (H eixT"l(z)’ 6ixTnj(z) N>

=1
=0 (nz(l_”) and B! = O(n?), we obtain the following uppper bound for (24)

< AR [aarar(n™)] = dansar(n™) < Cn=TM>

= COn~(j — 1) B, ?

Then by k,, = ‘lg"l‘
~ kn
6() = 3(@)] < O n71(G — 2B < Chin | BLJ? = O(n®~=7),
which converges to 0 as already seen in Step 1 of the proof of Proposition 3.5. Hence, we conclude

ZT”J —>NOZV2)

for any arbitrary z € R”. Applying the Cramér-Wold-device gives

Fapm(hi: BL) —E [mm(hl : B%)]

k k) b
R . d
: — N(0,V), n—o0

Fapm(hp : BY) —E [Papm(hy - BL)]

k[ Onj(h1) — E [ani(h1)]

<:>Z : i>N(0,V), n — 0o
=1 anj(hp) -E [anj(hp)]
an(h1)
& : 4 N(,V), n—o0
an(hyp)
Ap(hy) Ap(hy) an(h1) an(h1)
= : = : - : + : 4 N(0,V), n— o0
Ay (hyp) Ap(hy) i (hyp) i (hyp)

250, since @n (hs)— An (hi)=0p (1), Vie{1,...p}

5.2 7aBm(h1) — E[TaBm(h1)]

mp

=

4 N(0,V), n— oo (25)

7A'AB,m(hp) —E [%AB,m(hp)]
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Then, we can observe, using similar steps as in the sketch of the proof of Theorem 4.2 in Buhl and Kliippelberg

[6],
B 0= st [0S (Fanl)_ranmt
W e TABm(h )Pm(A) = TaBm (hi)pm(A))
W /pm | (Fapam(Bi) = E[Fam(hi)] )pm(A)

+E [Fapm (hi)] pm(A) = 7apn(h)m (4)
/ IS AR Pm /pm

() - pm<A>)mB<h>”B’m(h”—(mB,mw»—E[%Ag,mmi)])pmm)

TaB(hi)
/IS |>\2 /pm
S| A2 P (A) /prm (A >' i - TaBm(hi)
-y et e _<pm<A>—pm<A>)mB<hz> sl ]

=1+o(1)

_ \me(;:(/ﬁ;;(/l) <7‘AB,m(hi) —E [%AB,m(hi)] )pm(A)
\W 1+ op(1)
- mn - p(A)?

1 Z&P)gl) |S;1|:% <ﬁm<A> - pm(A>> ap(he)

=op(1) compare equation (22)

_ 1 Z(Zggl) W(TAB’T”(M) —E [%AB,m(hi)] ) pm(A)

=0(1) by assumption (19)

_ |Sn|A2 14 0p(1) /. ' ) |
= \/m—n 1(A) (TAB,m(hz) —E [TAB,m(hz”) +op(1).

TAB,m(hi) —E [7aB,m(hi)] )M(A)p

() — E [Fam(h)] )M(A)

(Fason() = B Famm ()] )4




3.5 A CLT for the empirical extremogram

This then gives by (25)
apm{h) ~ papm(h FaBm(h1) — E[Fapm(h
supa (Pazm) = pasm\ g Ry o) (TABm )~ E ()]
mp, 3 - mn p(A) :

ﬁAB,mULp) - PAB,m(hp> %AB,m(hp) —-E [%AB,m(hp)]
4N (0, M(A)_2V) , N — 00

such that we can define the asymptotic covariance matrix ¥ by ¥ = u(A)~2V.

35
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4 The extremogram for the Brown-Resnick process

4.1 The Brown-Resnick process

In this section we consider the strictly stationary isotropic Brown-Resnick process {775 ENS RQ}, introduced
in Brown and Resnick [3] in a time setting and in a spatial setting in Kabluchko et al. [12], with

o=\ & expWy(s) = 8(sl), s R 6)
7j=1

where | - | denotes the Euclidean norm in R, (&;);en are points of a unit rate Poisson process on [0, c0), the
dependence function §(-) is nonnegative and conditionally negative definite. {Wj (5): s € R? }j ¢y are indepen-

dent samples of the Gaussian process { W (s) : s € R?} with stationary increments W (0) = 0, E[W (s)] =0
and covariance function

Cov (W (s1), W(s2)) = 6(|s1]) + d(|s2]) — d(|s1 — s2l)-

All finite dimensional distributions are multivariate extreme value distributions with standard unit Fréchet mar-
gins. This implies, applying a Taylor expansion, for the sequence a,, according to Definition 2.1

1 _1 1 1
—~P(y>ap)=1—€an =—+0 — | = an~n.
n an, a

n
In our case, let the dependence function be given by

d(u) = 201ut, u > 0. (27)

According to equation (2.6) in Davis et al. [10], the bivariate distribution function F'(x1, z2) of (19, 7s) is given
for x1,x2 > 0 by

o | L [ lo(z2/21) Lsasn ) = Lo [ losl@i/az) 1501
F(xy,22) = P[ m‘b( ) +4/59( |)) xQ‘P( 25015 +4/59( \))]. (28)

The following Lemma, coming from equation (3.1) in Davis et al. [10], gives the explicit form of the tail de-
pendence coefficient of a Brown-Resnick process.

Lemma 4.1. Let {17S 18 € RQ} be the strictly stationary Brown-Resnick process in R? as defined in (26) with
dependence function given by (27). Then the tail dependence coefficient is given by

x(u) =2 (1 ~ 3 ( ;5@))) =9 (1 — 3 <\/91Ua1)> . uweR, (29)

where ®(-) denotes the standard normal distribution function.
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Thus, applying a Taylor expansion, we show that for x > 0

P(no > z,ns >x) =2[1— F(z)] — 1+ F(z,x)

1 2exp (—;) T oxp (_iq> ( ;aﬂsl)))

— 1 2exp —i) 1 exp (i (x(lsl) = 2))

:1—2+i+0(;2> +1+X(’8’)_2+0<x2>
:’ﬂs')w(;), sz oo, (30)

where, by stationarity, F(-) denotes the univariate distribution function of 7, for every s € R2.

4.2 The central limit theorem for the tail dependence coefficient in the Brown-Resnick case

Since we want to apply Theorem 3.6 to the tail dependence coefficient of the Brown-Resnick process, we need
to show that 7 satisfies the corresponding regularity conditions. We will see that this is the case if the rates from
(M1) and (M2) satisfy the conditions

)\2 2y
sup n < 00 31D
n mp
n
and supm>A\n? < oco. (33)
n

Lemma 4.2. Let the rates from (M1) and (M2) satisfy (31), (32) and (33). Then the Brown-Resnick process
{775 RS ]R2} as defined in (26) satisfies the regularity conditions M(1), M(2) and the LUNC when considering
A=B=(1,00).

Proof. In the following proof, we denote appropriate constants by C', where C' might vary between the lines
and different equations but is always a positive and finite constant.
We start with showing (1). Then, since a,, ~ m,, we may infer for 1, a; > 0 and every € > 0

lim limsupmn/ P (| Xy| > €am,|Xo| > eam) dy
Blk,rn

k—00 n—oo

1
= lim limsupmn/ x(lyl) + O <2> dy, by (30)
B mp

k—00 n—oo [k,7n] €My,

= lim limsup/B 2 (1 ) <\/91|y\0‘1)> + 0 ( L > dy, by (29)

k—o0o n—oo [k,7n] € My,
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27T ) 2
= lim limsup ( R - & (\/ 01R0‘1>) dOdR + O <T")> , transformation to polar coordinates
k—o0 n—oo k 0 My,
2
= hm lim sup ( (\/QlR’J‘l))dR—i-O <T">>
k—o00 n—oo k mn
2
< hm lim sup ( / Re 1B 2qR 4+ O (rn)> , since 1 — ®(z) < e */2
k—oo n—oo mp
r2
< lim limsup (Ck‘2 —0k2 4 0 < >> , by Lemma A.5
k—oo n—oco mny

2
= lim Ck2e 01k%1/2 4+  limsupO (7“n> =0.

k—o0 n—00 mpy

=0, since 72 =o0(my) by (M1)

We proceed with showing (2) and obtain for every k,[ € N the more general result

lim mna,(|yl)dy
n—reo RQ\B[O,’I’n)
2w
= li_>m My, / / Roy, 1 (R)dOdR, transformation to polar coordinates
n oo 0

= lim mn/ 2nRay, (R)dR

n—oo
o0 [e%
< lim 8kirm, / Re "B 2gR. by Lemma A.4
n—o0 Tn
< lim Cmyrie —brrn’ 2, by Lemma A.5
n—o0
=0, since 01,1 > 0 and r, 7% .

In the next step, we prove (3) and observe

/ TAA(Y)dy :/ lim m,P (Xo > am, Xy > am) dy
R2 R

2 N—00

. 1

—/27}3{.10 X(\y!)+0<m ) dy, by (30)
R n
—0

- /RQ 2 (1 — (\/Glly\‘“)) dy, by (29)
= / h / ” 2R (1 - (W )) didR, transformation to polar coordinates
o Jo
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(o)
< Ar / Re N B 2gR, since 1 — ®(z) < e~/
0

< 47T+47T/ Re "B /2gR
1

<Am+ Ce 9% < 0, by Lemma A.5.

Note that in our case A = B = (1,00). Hence, (5) and (3) are equivalent.
We continue with the proof of (6) and find for all £,! € N by the same techniques as before

oo 21
/ agi(|y)dy = / Roay,  (R)dOdR, transformation to polar coordinates
R2 o Jo

< 277/ klRe_elRal/QdR, by Lemma A .4
0

< 2klm + 2kir / Re "B /24R
1

< 2klm + Ce /% < o by Lemma A.S.

Turning to (7), we calculate for every h € R? by Lemma A .4

ai(|h])

12

< sup de O /2 — g0 /2 — O (1p| 7€), for every € > 0,
! !

which is even stronger than (7) since this holds for arbitrary € > 0.

39

(34)

In the following, we show that the Brown-Resnick process satisfies the LUNC from Definition 2.5. For this
purpose, we consider n, = U3 V UZ, where U} = &Y, U2 == \/;5,6—1;Y{ and Y = exp(Wj(s) —

5(|s|)), where V denotes the maximum operator. First, we show that for arbitrary § > 0
{lTUvUZ = Uy VUS| > dan} C {|UL = Uj| > an} U{|UZ = UG| > ban} .
This can be verified by considering the following cases
(UL — UY| > ba,, ifUL>U2and U} > U2
UL - U| > ba,, ifUL>U2 U <Ugand U} > U2
U2 - Ug| > 6a,, ifUL>U2 U} <U2and U} < U}

U2 - U2| > 6an, ifUL < U2and Ul < U2
U2 — UZ| > ba,, ifUL<U2, Ul>UZand U2 > U}

\ulvu?-uvlviud| > sa, =

UL - U| > ba,, ifUL < U2 Uf >Ugand U2 < UZ.

(35)
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Hence, we obtain for all § > 0, §' > 0

nlP (sup Ins — Mol >an5) :nP<sup \ulvu?-ulvud > an5>
| \

s|<d’ s|<d’

< nP ({ sup U = U}| > ana} U { sup U2 — UZ| > an5}> : by (35)

|s|<d” |s]<d”
<nP | sup |Ul —U| > and | +nP | sup [U2 —UZ| > a,d | = A; + As.
|s| <o |s| <o’

Note that Y has continuous sample paths, since it is a continuous function of a continuous Gaussian process.
Therefore, every path of Y is bounded on a compact set such that E [sup‘s‘ <5 |YS\} < 00. We define Z =

sup|y <5 |Yi — Y| and obtain

|s|<é”

=npP ({1 < aZ5>
=nkE -]l {fl < CLZ(S}:|

-wfelifo< 2}

Ay =nP <sup vl -}l > an(5>

[ Z
— nE IP<§1 <Z z)]
i and
o z
=n / 1—e ad F(dz), since &; ~ Exp(1) as the first time point of a Poisson process
0
*® z 1 : .
=n — + 0| — | F(dz), applying a Taylor expansion, (36)
0 apd az

where F'(-) denotes the distribution function of Z. In particular, the continuity of Y implies for every ' > 0
that E [Z] = E [sup‘s‘«;, |Ys — Y0|] < oo. Since a,, ~ n, we have

Ay = ”/ gF(dz) +0 <12> nooo, %E[Z] LR N
0 n



4.2 The central limit theorem for the tail dependence coefficient in the Brown-Resnick case 41

Turning to Ag, we follow the arguments of Remark 3.6 in Davis and Mikosch [8] and denote the distribution
function of sup| .4 [Y'| by G(-) such that

A =nP | sup \/f i — YJ|>an
|s|<§’] 9

o0

<nP [ sup \/ 2{;1\Yg| > ap6
|s\<6’j:2

= U{Sup 26, WYI| > and }

|s|<é’

o
<n) P (2 sup [Y{[ > fjéan>

]:2 ‘S|<6,
co X 2
=n / Z P <§j < 5;1) G(dy), by the law of total probability and Fubini
j=2
* o 2y y
=n P £<>—]P’(£1<)G(d)
0 ]221 ( J 5an 5 n
< 2y _ 2y
—no E—(l—e 5n> G(dy).

dan

The last equality holds since {; ~Exp(1) and 72, P (fj < 2—) =E [N (O, %)} = 6—3/ where N[0,t) =

Z?’;l 1{¢ < t},t >0, is ahomogeneous unit-rate Poisson point process on RR.
2y

_ 2y . 1 .
Define f,(y) == n <527?i - (1 —e 5an)) and note that since a,, ~ nasn — oo and e 7 < 1, we obtain

fa(y) < Qy" < Cy for some appropriate constant C' > 0. Hence, again due to E [sup‘ <5t Y q < oo which

implies that f CyG(dy) < oo, we may apply dominated convergence and calculate via a Taylor expansion

[e.9]

) 2
lim Ay = lim n i (1 - efé%> G(dy) = / lim O ( ay > G(dy) =0, since a, ~ n.
0

n—00 n—oo o da, n—00 2

Altogether, we showed lims_, o, lim sup,,_, nP (sup|5| <5 |ms — mo| > an5> = 0, for all & > 0, which im-
plies the LUNC for the process {775 15 € ]R2} .
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Next, we check condition (4) for § = 1 by showing that sup [Bal? ’\”E [TA Bm(h: Bn)?’] < oo for every
h € R? when |B,,| = O(n®

mn

). This means, similar to the proof of Proposition 3.3 ii), we have to compute

/ h+ 51— 82 h+ s3 — s4 h + s5 — sg
w " w " w .

X X. X X
><IF>< o A, SQEB, B e A2 e B,
am

am am am am am

w

1 m
VB,

“31\3

(37)
Thus, we consider terms that are integrated with respect to

E | N@)(dsy, ds2) N (dsg, dsg) N (dss, dsg) | = Z > 1

= [J c Ik
where

jk = {d81d82d83d84d85d86 181 ¢ d$2, S3 ¢ d84, S5 ¢ dSG and ’{SZ S de : i,j = 1, ey 6}| =6— k}

Instead of showing the result for every single integrand, we show it for representative terms

. By the same
arguments, it can easily be checked that the remaining terms give analogous results.

i) We start with the integral with respect to v2dsidsal {s1 € ds3} 1 {sy € ds4} 1 {s2 € ds5} 1 {s1 € dsg}.
Then the integral (37) reads

h —\% [(h - X, X,
/ w< + 8 52> w( + 52 Sl)P( L ¢ AN B, QeAﬂB>dsld32
B% )\n )\n am

am

1 m

VB,

w Swolw

J/

v~

= TANBANB,m(52—51)

and we substitute with y = Hf\il?:” and u = so such that above term equals

Sl

1 m

2h

2

_ - w(y)"w | — — vy | TanBANB,m(h — Any)dudy
vl |Bn|%)\n /W/Bnﬂ(BnJrh/\ny) (@) ()‘ ) nBanBm{ )

n

D=

—_

m

oh
=B, /h+<Ban> W) <An - y) ranpansn (= )y
An

=3

where we used that the integrand does not depend on v and |B"Q(B|’}3+lr Any)| < 1. Since w(+) is a bounded

probability density on R?, and TonpAn Bm(h — Ay) < pm(AN B), we apply dominated convergence and
obtain by A\, n=ee, 0, condition (32) and Proposition 3.2

Jun

1 2h oo
< 4/ mlw(y)2w<—y> pm(AN B) dy 2225 0 < co.
VEJR? | Bp|2 A\, An —_
—u(ANB)<oco

S

<C<x —0

%5 ¢ A, Xso ¢ B) E [N(2>(d31, dsy) N (dss, dsy) NP (dss, ds6)] .
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ii) We proceed with the integral with respect to v2ds dso 1 {51 € ds3} 1 {so € dss} 1 {s1 € ds5} 1 {s2 € dsg}

such that the integral (37) becomes

3
2] h — s\’ (X X
7”;‘4/ w(PTILTS2Y T (Re o g B g ds,
|Bn|§)\% v JB2 An am am
L TABTn(STSl)

T mn

and again by substituting with y = h“'“f\iln_” and u = s, we have by boundedness of w(+), Proposition 3.1 and

condition (32)

1
. ma 1 / / 3
limsup ———— w (y)” TaB.m(h — Any)dudy
n—00 |Bn|%)\n V4 %T;Bn) Bnm(Bn"Fh—)\ny) " "

Swol—

TaB.m(h — Ay) w (y)* dy < oo,

n—oo V

. 1 m
< limsup — —
R2 |By|2 A,
~—— —7aB(h)<co

<C<oo

where we used dominated convergence in the last step.
iii) Next, we consider the integral (37) with respect to v3dsidsall {s1 € ds3} dss1l {s1 € ds5} 1 {s2 € dsg}

and obtain
3
2 1 h _ 2 h — X X X X
m?g/ w( + 51 52) w( + 51 84)[[1:( LA 2B g 2 eB>d31d32d34
Balix; v iy A M R )
=mim(0,52751,0,54751)

w ($)2 w (y) 7';;1(0, h — )‘nxv 07 h — )‘ny)ddedya

1
~ maAg 1 / /
pum— 3 Ta
Bl 2 J (252l ) 08, Art)
,y = D125 and y = sy and 75 (-, -, -, ) is defined in part ii) in the proof

where we substituted z = ’““;1”—52 .
of Proposition 3.3. We observe that the integrand is independent of w and 7,5, (0, h — Az, 0, h — A\py) < pm(A).

Thus, we may bound the above term by

1
1 ma A 2
< -

1
1 2\

s M ) [ w@lds [ w@)dy 0
v |Bn’§ \?:)_/ R2 R2

—— —u(A)<oo

—0 by (M2) <00 =1

A
|
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iv) We continue with the integral (37) with respect to v3ds1dsa1 {s2 € ds3} 1 {s1 € ds4} ds51 {s1 € dsg} and

find
3
1 m2 / w h+s1 — sy w h+ sy — 51 w h+ s5 — s1
VB0 iy An Ao IV
X X X
><]P’< 1GAﬁB, QEAQB, 5€A>d81d82d85
am am am
1
1 m?l h+s1—s2 h+ sy — 351 h+ s5 — s1
" <pm(4)
1
im,%)\n 2h

< Pm A)/ / w (z) w < - x) w (y) dudzdy,
V3B, |3 ( (#+B=52)" B, (By—Anah) \, )

where we substituted x = h+f\1_52, y= h+§5_51 and u = so. Then the above term is bounded by

1
1 mi A,
g—3 1pmA// (—x)w(y)dmdy
2 R2 JR2 n

1
1 maA 2h
=3 - IL pm(A)/ w(x) w ( — x> de 2225 0, by dominated convergence.
v |Bn|§ SN—— JR2 An
~—— —u(A)
—0, by (M2) —0

v) In the following, we investigate the integral (37) with respect to v*ds1dss1 {s1 € ds3} dssdss1 {ss € dsg}
and compute

w

1 mZ /w h+s1—s2 w h+s1— s4 w h+ s5 — s
V2]B|2)\3 Bt An An An

Xs Xs Xs X
XP( L €A, 2 GB,*4 € B, 2 EA) ds1dsadsydss

am am am am

lwo

“”’“3 o | / (1) w (32) w0 ys) dudys dyod
= 3 Pm w (Y1) w (y2)w(ys)auayay2ays,
V2 |B,|3 <h+(B;Ln—Bn))3 BuN(Bn—Anya-+h)

where we substituted y; = w, Yo = w, Y3 = w and u = s4. Hence, the integrand does not
n n

n
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depend on u and is bounded by

1 m2)\3
< S — 1 pm(A / / / w (y1) w (y2) w (y3) dy1dya2dys
V= |Bpl2 R2 JR2 JR?

1
m2\3
< pe(4) 50,
v |Bn 2 M
—u(A)<oo
0, by (M2)

vi) Next, we integrate (37) with respect to v*dsydss1 {so € ds3} 1 {s1 € dss} dssdse. Then the supremum of
(37) over n becomes

3
1 m2 / <h+5152> <h+5251> (h+5536)
—_ w| ——mm= | w w
" g Ja A A M
X X X X
XP( e ANB, %2 ¢ AN B, % e A, % ¢ B> ds1dsadssdsg.
A, QA Am am

We make use of A = B = (1, 00) and stationarity. This gives

/w h+s1 — s2 w h+ sy — s1 w h+ s5 — sg
Bl An An An

x P (Xp > a,m,X$2_$1 > Uy Xsg—sy > Omy Xsg—s, > Q) ds1dsadssdsg

T ()= (5 (5
w w w
—B)3 J Bun(Bn—v1)N(Bn—v2)0(Bn —vs) An An An

x P (Xo > am,le > Gy Xug > Gy Xog > ) dudvidvadus,

w

m
wp LM
n V2 Byl

Wﬁm

1 m

wpl ™A
n V2 |B,|2)

W Swlw

where we substituted v1 = s9 — s1, V2 = S5 — S1, V3 = Sg — S1 and u = s1. We use the bivariate distribution

function (30) of the Brown-Resnick process and note that the integral does not depend on u such that the above
term is bounded by

w

1 m
< sup —

/ w h— v w h+ vy w h — v3
n U2 |B,|2 A —By)3 An An An

x P (Xo > am, Xo, > am, Xvy > Gm, Xog > ) duidvadus

’—‘310

1 mn)\

2h
up —5 —— / 2/ w (Y1) w < —y1> w (y2)
n V2B, [3 (==Y J(B, - B)A(Ba- B g h) An

X ]P)(Xo > (J,,n,)(h_,\ﬂ/1 > Gy Xy > am,Xz+h_>\ny2 > am) dzdyldyg
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3

1 m2\, 2h
< sup — /2 w(y1)w ()\ - y1> diy /2 w (y2) dyz
R R

n V2 ‘Bn|% n
=1

<00, proved in the proof of Proposition 3.3

x/ P (Xo > am, X > am) dz
(Bn—Bn)N((Brn—Bn)+Any2—h)

3
5
< sup %mn /\? / <x(z) +0 (12>> dz, by (30)
n V2 Bu|2 J(Ba—Ba)((Bn—Bn)+Anyz—h) \ Gm m

3

|(Bn = Bn) N ((Bn = Bn) + Any2 = h)[ ma \n

3
3
ma A _0, 15|
<supC | A / 011211 /2, ; 3
n |Bpl2a, JR? | B|2 Um

<00, proved when showing (3)

1 1
2\ B2 A\
~ C' | sup M f+sup’ n‘i n since a,, ~ my, and O(|B,, — By|) = O(|By,|).
n 2

n’ n m%

< 00,

<oo, by (M2) <00, by (31)

= h_(lj\i_m) and u = vy for the first equality.

Y2

Here we applied an integral substitution with y; = h;;’l ,
vii) In the next case, we integrate (37) with respect to v°dsdsadssdssdss1{s1 € dsg} and obtain for its

supremum over n with A = B = (1, c0)

3
1 m2 / <h+81—32> <h+53—34> <h+35—sl>
sup — ———— w| ——m—m=w w
an‘Bnﬁ)\% BS An An An
X P(Xg, > am, Xsy > amy Xog > Oy Xs, > Qmy Xsp > ai) dsidsadssdsadss

/ / <h—v1) (h—(vg—vg)> (h—v4)
=sup ———5— w w| —————= | w

n V|Bp|2 X3 J(Bu—Bn)* J Bun(Bu—v1)N(Bn—v2)N(By—v3)(Bn—vs) An An An

X P (Xo > am, Xoy > m, Xoy > Qmy Xog > amy Xy > i) dudvy dvadvsduy,

<P(Xo>am, Xvy>am)

where we substituted v; = s9 — s1, V1 = S92 — S1, V] = S92 — S1, U1 = S2 — s1 and u = s1. The integral does
not depend on w and |B,, N (By, —v1) N (By, —v2) N (By, —v3) N (By, —v4)|/|Bn| < 1 such that we may bound

the above term by

h— (v3 h—
(US UQ)) w ( U4> ]P’(XO > am7XU2 > am) dvldvgdvgdm

<sup1m%/ w<h_vl>w(
= V‘Bnﬁ)\% (anBn)‘l )\n An )\n
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3
1maA} / / /
p— w (y1) w (y2) w (y3)
nV|By|z J(teEps ) JroBas bt asb) J(p, )0 (By—Ba) +Anya—h)
X P (Xo > am, Xy > am) dudyedydys.

The equality holds due to substituting y; = h;;”, Yo = %n_”), Y3 = h;—:“ and u = v9. Since the integrand
is non-negative, the integral can be bounded by

3
1ma A3
= sup — .

n UV |Bn|§

LI w0 (0) w0 (120 35) B (X > X > ) dudndody
R2 JR2 JR2 J(B;,—Bn)N((Bn—Bn)+Any2—h)

=’;<—7?+O(a%),by (30)

)

3
213
B e L LIS SREWALT)
n V|Bn|§ Am JR2

3 , by Lemma A.4
am
<00
1 1
AN R ERTIN .
~ C' | sup T +sup ——— A, | < oo, since a,, ~ my, and O(|B, — By|) = O(|By)).
n B2 n mea :,0,
<oo, by (M2) <00, by (31)

vii) Finally, we show that the supremum of (37) is bounded when integrating with respect to %ds| dsodszds,dssdsg.
This term then reads with A = B = (1, 00)

3
I m2 / w<h—|—31—82>w<h+33—34>w<h+35—36>X
. ‘Bn|%)\% BS An An

An

X P(Xs, > am, Xsy > my Xsg > Oy Xy > Ay Xsg > iy Xy > i) dsidsadssdsadssdse.
We will show

m%)\;g’l
I- z / wp (b + 81 — s2)wp(h + s3 — s4)wy(h + s5 — sg)
|Byp|2 /B
X P(Xg, > am, Xsy > my Xog > Oy Xsy > am) P(Xsy > am, Xsg > i) dsidsadssdsadssdsg
n—oo

0. (38)
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By substituting v; = S9 — S1, V2 = S3 —S1,VU3 = S4—81,V4 = S5 — S1, VU5 = S¢ — S1 and u = s; and employing
stationarity, we find that the left side of (38) is bounded by

w

m

Wﬁw

|Bn|2 A / —B,)? /Bnm(Bn—vl)n(Bn—m)m(Bn—vz)m(Bn—vs)ﬂ(Bn—m)ﬂ(Bn—vs)

() () ()

X ‘IP’(XO > Ay Xy > Qmy Xog > Qmy Xog > Ay Xy > Ay Xy > )

—P (X0 > am, Xo, > am, Xy > am, Xog > am) P( Xy, > am, Xop > am) )dudvldwdvgdmdm

3
< /. J J J
|Bn’2 h (B/\nn Bn) (h (Bn BK)nJr(Bn Bn)) (Bn—Bn)N((Bn—Bn)+Anyz—h) J (Bn—Bn)N((Bn—Bn)+Any2—h)

w (y2) w (y3)

‘P(XO > CLm,Xh Any1 > amaXu1+)\ny2—h > amyXu1 > amaXu2+)\ny3—h > amyXuz > am)

- P(XO > amaXh—)\ngﬂ > G, Xu1+/\ny2—h > Ay Xy > am) P(Xu2+>\ny3—h > Ay Xy > am)

duidugdydy2dys, (39)

where we substituted y; = h;;” JYo = %"_”), Y3 = %ﬂ”“) u1 = vz and us = vy and exploited the fact
that the first integral does not depend on u. By the same arguments that we employed in the proof of Propositon

3.3 for showing convergence of 17, we find that the absolute value above is bounded by the mixing coefficient
0144(]{2) with

k = min{|ual, [ug — Anys + k|, [ua — h + Ayl Jue — Ma(ys — y1)]s Jue — w1 — Ay + Al Jug — Au(y3 — y2)],
lug — w1, lug +h — A\pys — w1}

such that
g4 (k) < aaa(uzl) + aaa(luz — Anys + b)) + aga(Jug — b+ Ay |) + cua(jug — An(ys — y1)l) (40)
+ aua(Jug — w1 — Apy2 + b)) + cua(ug — (Y3 — y2)|) + cua(|ug — u1]) + aua(|uz + b — Apys — ui)).

Then (39) is bounded by the sum of 8 integrals A;,i € {1,...,8}, where A; corresponds to (39) with the
absolute value replaced by the i-th summand in (40). Recall that, by (34), [g. a(|ul)du < oo for the Brown-
Resnick process for every k, € N. This gives with | B,,| = O(n?)

/ L / w ()0 (02) w0 4) (] sy
‘B ’2 R2 R2 R2 R2 n Bn (Bn Bn)+)\ny2 h)

miA %/ N (( ) y2 — h)| w0 (92) cvan otz s .
R2 JR2 |Bn‘

<C<oo, since | By |~|Bn—Bn]|
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This means that by (34) and (33), we can conclude
3 1
Ay ~ CmZ A2 |B,|2 < 0o

and by analogous substitution techniques as in the proof of Proposition 3.3, when considering I, we find
A; < oo, forall j € {1,...,8}. Hence, we have to show that the limit of I is finite which follows from
condition (31), Proposition 3.3 i) and iii), since

3
213
lim sup n)\;‘ / wp(h + s1 — s2)wp(h + s3 — s4)wn(h + s5 — s6)
Bf

n—00 ’Bn‘i

X P(Xs, > am, Xsy > am, Xsg > amy X, > am) P(Xs, > am, Xsg > am) dsidsadssdsadssdse

1 2
‘Bn|21)‘n ‘Bnp‘nE

< lim sup T - [FaB,m(h : Bp)?| E[#apm(h: By)] < oc.
N 0% —C<o0
<00 -

Altogether, this proves the boundedness of the supremum of (37) over all n.
O]

By Lemma 4.2, the Brown-Resnick {7; : s € R?} satisfies the conditions of Theorem 3.6 if A = B = (1, c0),
so that we can derive the following CLT as n — oo

SnlAZ d
\/ ‘m‘ (PaBm(h) = paBm(h)) ey — N(0,3).

We require (31), (32) and (33) whereas in contrast Cho et al. [7] assume the first two conditions to hold in
addition to log m,, = o(ry).

However, as we will see in the following chapter, we are required to impose some further restrictions on the
rates as we want to center the empirical extremogram with its theoretical version. For this purpose, we will
consider the tail dependence coefficient from Buhl et al. [4] as seen in Definition 2.2.
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4.3 The bias corrected empirical extremogram in the Brown-Resnick case

We follow the idea of the bias correction presented in Remark 3.4 of Buhl et al. [4] and consider the tail depen-
dence coefficient denoted by x(h) = p(1,00)(1,00) (1) and its pre-asymptotic version X, (h) = p(1,00)(1,00),m (1)-
We introduce the rate coefficients 81 > 0 and B2 > 0 for the rates m,, and A\, such that the conditions imposed
by (M1), (M2) and (33) read

[Sul = O(n?)

my = nPt = o(n?) =/ <y<l1

A=n"720 = By>0

/\%\Sn\%oo = b <1
Am, =nf1722 0 = B2 > %Bl
supmi, Apn®? = sup n®10% 2 < oo = fy > %V + %ﬂl > 351.
n n
This gives

7 €(0,1)
A1 e (0,7)

1 1
€|z =B1,1].
B2 <37 t 55 >
If the conditions from Lemma 4.2 hold in addition to Theorem 3.6, we conclude that the pre-asymptotic ex-
tremogram in the central limit theorem can be replaced by the theoretical one if

[Sn| A%

Mn

(xm(h) — x(h)) =0

holds for all lags h € H. For the Brown-Resnick process we obtain from Lemma 3.1 in Buhl et al. [4] and the
fact that a,,, ~ m,,

% ) — (1) = W (s )
] Wzlm () = 2) () = 1) (1 + o(1)

’S;J:?% (x(h) = 2) (x(h) — 1) (1 +o(1)) “== 0,

1
2

if and only if, also compare Remark A8 in the supplement of Cho et al. [7],

Sp| A2 2
[Snlda n2n 2P 30 = 272030 N0 g o 998, — 38, <0 & By > 3 (1— o).

3
mp



4.3 The bias corrected empirical extremogram in the Brown-Resnick case 51

This implies that 5, € (% (1 — B2),7) and, additionally, to ensure existence of such a 31, we require

2 3

§(1—62)<'y<:>52>1—§7. 41)

(I) Therefore, if 81 € (3 (1 — B2),7) and (41) is met, i.e. B2 € (max {1 — 37, 37+ 381}, 1), we obtain

[Sn A%

Mn

(K (h) = X(B))perr 2 N(0,5), n — oo,

(II) On the other hand, consider 8; € (0,2 (1 — f32)], requiring 82 € (37 + 301, 1), we need a bias correction.
For this virtue, recall that by Lemma 3.1 in Buhl et al. [4] for n — oo

1
2my,

Xm(h) = (1+0(1)) [ x(h) + (x(h) =2) (x(h) = 1) [ . (42)

=:w(h)

Therefore, in line with Buhl et al. [4], we introduce the bias corrected empirical extremogram

1

2my,

SC\m(h) -

Um (h)
where ¥, (+) is the empirical version of v(-). We define the bias corrected estimator as
m A o~ .
Xm(h)v lfﬁl € (% (1_52)77)'
We prove asymptotic normality for the bias corrected version of the estimator. In particular, we will see why

we have to postulate 31 > 2 (1 — ).

Theorem 4.3. Let {n, : s € R?} be the Brown-Resnick prcoess with dependence function (27). If the rate
coefficients $1 and Py satisfy conditions (31) and (32) as well as (1 € (% (1—p2), % (1-— 52)] and B9 €
(%’y + % b1, 1), then the bias corrected estimator of the tail dependence coefficient satisfies

[Sn A%

mpy

- d
(Xm(h) - X(h))hEH — N (07 E) ) n — o0,
where Y. is the covariance matrix from Theorem 3.6.

Proof. Following the arguments of Buhl et al. [4], our equation (42) and the definition of the bias corrected
extremogram we get

~ \W(im(h) — Xm(h)) —

ms,
S| A2

/|
4m3

Um(h)
(Um(h) —v(h)), n— oco.
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By Theorem 3.6, it suffices to show that 4/ |i’;‘z%% (Um(h) —v(h)) Lo

We define the pre-asymptotic version of v(-) by vy, (k) == (xm(h) — 2)(xm(h) — 1). This then gives

a2 50 () — () = m (B (1) ~ o ()) 512 (1) — ()

=: A1 + As.

In the next step, we calculate

2mp, A — |Sp| A2 1
2x(h) -3 n 2x(h) =3

(5 = )

[SulA2 1
my  2x(h)

(0 = 32 = (010 = 30 (1) )

- (%(h) = X)) (Ron(B) + xom (1)) = 3 (Rim(h) — xm<h>>)

|Sn|)‘% X (h)+Xm(h)_3

(R (1) = xm (1) 20

7l 7] 1) 2

LN (0,02)

and with A = B = (1,00), we obtain from Proposition 3.3, Slutsky’s theorem and the continuous mapping
theorem

~ TAB m(h) 1 ~ ~ ~
Xm(h) + — == <7_AB,m(h) —E[TaBm(h)] +E[TaBm(h)] + 7TaBm(h) )
pm(A) Pm(A) —~ ?,_/
P, i) 0, as n— o0 by Proposition 3.5 = TaB(h) = TaB(h)
A
2
Lif Tas(h) =2x(h), n — oco.

1(A)
Hence by Proposition 3.5, Slutsky’s theorem and the continuous mapping theorem, we may infer that

~ o~ 7—AB,m(hf) _ 7_AB,m(h) TAB,m(h)
Tl X0 =X 0 ) ) pn(4)

TaBm(h) | TaBm (M) (Pm(A) — pm(A))
Pm(4) Pm(A)pm(A)

TABm(h) rap(h)op(l)  p
Pm(A) w(A)2(1+ op(1)) — 2x(h),

This then implies that

Xm(h) + Xm(h) -3 3) 1, n—oc.
2x(h) — 3
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Thus, we see

—A N(O
ox(h) —3 1 — N(0,0%), n— o0

such that A; i 0 for n — oo results from the fact that m,, — 0o as n — oo. Next, we consider Ay and
employ (42) to find

2
= (X(h) + 2771%1)(h)) (I+o0p(1))—3 (X(h) + nv(h)) (14+o0p(1))+2
_ (X2(h) =) + 24 X (Wo) + (B - 2Tinv(h)> (14 0p(1))
= () = 2 () = )+ 000+ o0 = 52 u(h)) (4 0p(1)
= [0+ 22 () + oot = )| 1+ 0p0)
This implies that
m3 v
|;n|;%A2 _ ng’i) (X(h) n 473%@(}1) . 2) (14 op(1))
o Ay = % ‘SZJQ%UW <x(h) + 4771%1)(}1) _ ;’) (14 0p(1).
So, Ao converges to 0 in probability if
|ST:;|E))\%L 0, n—
n2n 2Pz

& n2(=F2)=56 _, 0, n— o

@2(1—52)—5,31<0
<:>,31>§(1—62).

Note that 31 € (2 (1 — f2), 2 (1 — B2)] requires
2

5(1—ﬁ2)<§(1—ﬁ2)® P2 <1,
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which does not impose a new condition on J32. Thus, the suitable sets for 51 and (s are

(1= )]

[SURIN )

pe (305

62 € <;Bl71) .

not bias corrected gammma= 0.9 bias corrected gammma= 0.9
= =
[sa] [sa}
=T |1 o 7 "
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Figure 1: Comparison of feasible sets for rates of v = 0.9 and v = 0.8 in the case of no bias correction versus the bias
corrected one.

We visualize the feasible sets of rates for 51 and 35 in Figure 1 for fixed v = 0.9 and v = 0.8. The conditions
(31) and (32) translate into 5o = v — % B1, which corresponds to the red line in the diagrams. Furthermore,
the grey areas are restrictions imposed by 3o > %fy + % B in addition to 5y € (%(1 — B2), ’y) in the not bias
corrected case and 31 € (2(1 — f32),2(1 — f2)) for the bias corrected extremogram, respectively. Then, the
overall feasible set to apply the CLT centered by the true extremogram is the intersection of the red line with
the grey polygon. In particular, we may infer from Figure 1 that there exist rates 51 and 52 for which the bias
correction in Theorem 4.3 is justified.
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5 Data example: German rainfall

In this section, we apply the theory of Brown-Resnick process and estimate the empirical extremogram on real
rainfall data measurements in Germany. We remark in passing that real data usually does not follow a Brown-
Resnick process precisely. This is why Buhl et al. [4] generalized their Lemma 3.1, which we used in chapter
4.3, to a Brown-Resnick process disturbed by some noise variable, Lemma 5.1 in [4]. Thus, all other results
from that section are still applicable.

The dataset is provided by the German Meteorological Service (Deutscher Wetterdienst) and was collected by
a total of 5556 measuring stations between 01/01/1781 and 31/12/2016. It includes their location (in longitude
and latitude), the height above sea level at which the station is located as well as the amount of rainfall per day
(in millimeter). Since we focus on a 2-dimensional Poisson Process, we eliminate the influence of height in the
measurements by taking only stations into account that are located between 0 and 521 meters above sea level
where 521 meters correspond to the 85%-quantile of the height of all stations such that 4711 stations are left.
Furthemore, we only consider stations that recorded data in the period from 01/01/1971 to 31/12/2010. Thus,
1272 stations remain, visualized in Figure 2.

all measuring stations measuring stations between 0 and 521 metres considered stations
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Figure 2: All measuring stations that are available in the dataset (left), the stations located below 521 meters above sea
level (center) and those that are active between 01/01/1971 and 31/12/2010 and are located below 521 meters above sea
level (right).

Since our model does not take time-dependence into account, we split the data into 731 periods of 20 days
and consider the first observation of each such period to obtain (nearly) independent samples. Figure 3 illus-
trates the daily rainfall data at the considered time points within the period of 01/01/1971 until 31/12/2010
at the two measuring stations in Augsburg (coordinates: (10.9351,48.3474) ) and Munich-City (coordinates:
(11.5429, 48.1631)). This corresponds to a spatial lag of approximately (0.6078, —0.1843).

In the next step, we transform the data to standard Fréchet margins. This is done by setting a threshold at the
90%-quantile for each time point to model the tails by Generalized Pareto distributions, where the parameter
estimation is done by maximum likelihood. Missing values in the dataset are treated in such way that they
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are removed before conducting the computations. Figure 4 compares the untransformed with the transformed
data for the particular measuring date 01/01/1971. Note that, as expected, after the transformation to Fréchet
margins the extreme values become considerably larger.

Augsburg

rainfall
10 20 30 40

0
l

T T T T T
1970 1980 1990 2000 2010

measuring date

Munich

rairfall
20 40 60 80

0
l

T T T T T
1970 1980 1990 2000 2010

measuring date

Figure 3: Comparison of the rainfall (in millimeter) in Munich and Augsburg during the considered time period.

Measurement date: 01/01/1971 Measurement date: 01/01/1971

log-frequency
log-frequency

T T T T T 1 T T T T T 1
o 2 4 (a7 8 10 o 2000 6000 10000

rainfall transformed rainfall

Figure 4: Rainfall data, measured in millimeter, on 01/01/1971 before (left) and after (right) the transformation to standard
Fréchet-margins with frequencies in log-scale.
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Figure 5: Radial lags of total length 0.1 and 1. For estimation we use the bivariate density of independent normal random
variables, the centralized beta density of independent random variables and the uniform density on a centered 6 x 6 square
for the weight function w,,(+). Then by symmetry of the weight function w,, (-) the above lags are sufficient to consider.
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Figure 6: Boxplots of the uncorrected and bias corrected empirical extremogram for radial lags of 0.1 (upper row) and 1
(lower row) employing a normal kernel. The red lines correspond to the mean of the extremograms.
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We then compare the results for the bias corrected version of the tail dependence coefficient from section 4.3
with the original version as introduced in section 2. Since we modelled the tails on the basis of a 90%-quantile,
we choose the threshold a,,, = 90%.

First, we analyze the data for radial dependence, i.e. we estimate the extremogram for lags (in langitude and
latitude) with a total length of 0.1 and 1, respectively, but different angles, compare Figure 5. This way, we
obtain lags of the same length but different directions, allowing for detection of directional dependence. Figure
6 shows the boxplots of both the uncorrected and bias corrected empirical extremogram for those lags using a
normal kernel function. We conclude that the direction does not have an impact for small distances whereas with
growing total lags it becomes clear that stations lagging primarily in the longitude, i.e. in east-west direction,
are more likely to assess extreme events simultaneously. This does not fit our assumption of an isotropic Brown-
Resnick process with dependence function (27). Moreover, considering lags with a length of 1 in Figure 6, we
observe that there are estimates that take values larger than 1 and are far off the mean and the median. Note that
in contrast to the theoretical extremogram the empirical one may take values greater than 1, where one might
think about introducing a restricted version of the estimator. We observe that for all lags the estimates with
values greater than 1 always correspond to the same 9 dates. On these days the threshold was exceeded at more
than 1200 stations, i.e. nearly all measuring stations recorded an extreme event, corresponding to total extremal
dependence. Figure 7 shows the number of exceedances from 1970 to 2010, the marked points symbolize the
discussed observations with empirical extremograms larger than 1.
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Figure 7: Illustration of the number of threshold exceedances per day. The red marks correspond to the estimates of the
empirical extremograms in Figure 6 that are larger than 1.3 for lags of length 0.1 or larger than 1 for lags of length 1,
respectively.
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Figure 8: Boxplots of the uncorrected and bias corrected empirical extremogram for radial lags of 1 employing a uniform
6 x 6 kernel density w(-). The red lines correspond to the mean of the empirical extremograms.
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Figure 9: Boxplots of the uncorrected and bias corrected empirical extremogram for radial lags of 1 employing a centered
beta(2,2) kernel density w(-). The red lines correspond to the mean of the estimates.

To compensate for the non-isotropy we try different kernel functions, namely a uniform density on a square
of 6 x 6 as well as the centered product measure of two independent beta distributed random variables with
both shape parameters set to 2. Recall that the beta distribution is only symmetric and bell-shaped when both
parameters take the same value larger than 1. The resulting extremograms are depicted in Figure 8 and Figure
9, respectively. We recognize that the uniform density smoothens the effect of directional extremal dependence.
On the other hand, the issue still occurs under the usage of the beta kernel. Therefore, we compare the results
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of the normal with the uniform kernel in the following.

Blanchet and Davison [1] investigate non-isotropic models, Schlather’s model and Smith’s storm model, in the
context of snow depth. They present two modelling approaches, one by directly transforming the data and
another by transforming the space. Since in our case the first approach would require to know the value of o
in the dependence function (27), we transformed the observation space. The 2—dimensional space S is given
in terms of longitude and latitude of 1272 stations, i.e. S € R'272%2, We calculate the 2 x 2 covariance matrix
V of these coordinates and compute the Cholesky decomposition of its inverse V~! = UTU, where U is a
2 x 2 upper triangular matrix. This allows us to standardize the covariance of the data space and to obtain
the standardized space S =SU'. Figure 10 shows the original space and the transformed space. We notice
that the overall shape of the map does not change dramatically. However, the map rescales to a more quadratic
shape, i.e. approximately 4 X 4 in longitude and latitude in contrast to 7 X 9 in the original space. When
investigating directional dependence on this transformed space, we see that the effect declines distinctly using
a bivariate standard normal kernel and disappears as we employ a uniform 6 x 6 kernel density, see Figures
11 and 12. Additionally, considering the quartiles of the estimates, the variation of the empirical extremogram
becomes significantly smaller in comparison to the variation of the estimates on the original space.
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Figure 10: Comparison of the considered measuring stations before (left) and after (right) the transformation of the
observation space.
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Figure 11: Boxplots of the uncorrected and bias corrected empirical extremogram on the transformed space for radial
lags of 1 employing the bivariate density of two independent standard normally distributed random variables. The red
lines correspond to the mean of the estimates.
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lags of 1 using a uniform kernel. The red lines correspond to the mean of the estimates.
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Figures 13, 14, 15 and 16 compare the empirical extremogram with its bias corrected version in the original
space and the transformed space, where we use a normal and a uniform kernel. For example, when estimating
with a normal kernel on the original space (Figure 13) we find that for a lag of 0.01 in longitude both the uncor-
rected and the bias corrected extremogram take values of approximately 0.6, while for measuring stations that
are in distance of 5 degrees in lattitude and 1 degree in longitude, extreme dependence declines distinctly. Note
that for small values of x,, the bias corrected ¥, could attain values smaller than 0. Since this is not possible
for its theoretical equivalent, we restrict Xy, to 0 if the correction would lead to negative values. This can be
seen in the lags (3, 1), (3,3), (1,5) and (1, 7) for which the bias corrected extremogram takes the value 0 more
frequently than x,,,. Furthermore, we test for extremal independence by employing a permutation test. In more
detail, for every lag and each of the 731 time points we permute the transformed data randomly and compute
the extremogram with a threshold of 90%. Repeating this procedure three times gives a total of 2193 estimates
for the extremogram in an independent setting for each lag and we may compute the 95%— quantile of these
estimates. Then a value below the 95%-quantile is an indicator for extremal independence. The quantile is
visualized by the blue lines in the corresponding figures. For example, in Figure 13, regarding the uncorrected
extremogram, we may conclude that there is extremal independence of the lag (1, 5), because the mean (and
median) are smaller than the quantile. On the other hand, there is no sign of extremal independence for the
smaller lag (0.5,0.5).

Figure 14 shows the results of the extremogram and the bias corrected version for a normal kernel on the
transformed space S. We note that the general magnitude of the estimates is smaller when estimating on the
transformed space, e.g. for the lag (0.01, 0) the estimate of the uncorrected extremogram declines by approx-
imately 0.2. This means that the transformation of space eliminates some extremal dependence in the data.
Moreover, regarding the uncorrected empirical extremogram, the independence test gives no indication of ex-
tremal dependence for the lag (1.1, 1) anymore. The results for the bias corrected extremogram show no sign
of extremal dependence for the lag (3, 1) contrasting the findings from Figure 13.

In Figure 15 we consider a uniform kernel on the original space and find that the results are smiliar to those
for the normal kernel in Figure 13 except for a general decrease in extreme dependence for lags of small total
length (0.01,0) and (0,0.1). The results of the independence test are identical for all lags when considering
the uncorrected extremogram as well as its bias corrected version.

When employing a uniform kernel on the transformed space, see Figure 16, we observe the same decline in
general extremal dependence as in the transition from Figure 13 to Figure 16. In opposition to our findings for
the transformed space with a normal kernel, the independence test still indicates extremal dependence for the
lag (1.1, 1) when considering the uncorrected extremogram and shows no sign of extremal independence for
lags of (3,1) and longer.

Moreover, we find that the transformation of the observation space reduces the variation in the estimates, this
can be seen in the smaller distance between the quartiles.
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Figure 13: Comparison of the empirical extremogram with the bias corrected version for different lags in longitude and
latitude on the original space using a normal kernel density. The red lines correspond to the mean of the extremograms.
The blue lines represent the 95% quantile of the extremograms for randomly permuted data.
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Figure 14: Comparison of the empirical extremogram with the bias corrected version for different lags in longitude and
latitude after transforming the observation space and employing a normal kernel density. The red lines correspond to the
mean of the extremograms. The blue lines represent the 95% quantile of the extremograms for randomly permuted data
on the transformed space.
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Figure 15: Comparison of the empirical extremogram with the bias corrected version for different lags in longitude
and latitude on the original space employing a uniform 6 x 6 kernel density. The red lines correspond to the mean of
the extremograms. The blue lines represent the 95% quantile of the extremograms for randomly permuted data on the
transformed snace.
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Figure 16: Comparison of the empirical extremogram with the bias corrected version for different lags in longitude and
latitude after transforming the observation space employing a uniform 6 x 6 kernel density. The red lines correspond to
the mean of the extremograms. The blue lines represent the 95% quantile of the extremograms for randomly permuted
data on the transformed space.
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6 Conclusion and outlook

Extremal dependence in space is a topic of high interest in the ongoing research on extreme value theroy. In
this thesis we presented a new spatial central limit theorem, Theorem 3.6 for the empirical extremogram, when
observing a random process {Xs 1S € Rz} on a space where we assume that the underlying distribution of
the locations is inherited by a 2-dimensional Poisson process N with intensity measure v. The results are
shown for processes in two dimensions, because this gives the widest range of applications since the locations
of measuring stations are expected to follow a 2-dimensional Poisson process. We remark in passing that this
results can be generalized to d-dimensional spaces in an analogous fashion as presented in this work. The
multivariate CLT applies in terms of spatial lags in the random process and was already proved in Cho [7]. We
developed the proof in more detail and fixed obscurities.

Then we focused on the Brown-Resnick process and showed that the assumptions of our CLT in particular hold
for this process, where we considered an isotropic dependence function (27). Additionally, we were able to
introduce a new bias corrected version of the extremogram that allowed us to generalize the previous CLT to
an advanced result with better rates, Theorem 4.3. This bias correction was useful as we aimed for centering
the empirical extremogram by its theoretical and not only its pre-asymptotic version.

Furthermore, we estimated the empirical extremogram to rainfall data in Germany from 1971 to 2010. We
found that the extremal dependence is larger when considering lags in east-west direction so that the direction
of the lag plays a significant role, which is consistent with Germany being located in prevailing westerlies.
However, the effect of the length of the considered lag dominates the impact of the direction. Furthermore,
employing a permutation test, we showed that for lags of certain length (and direction) there are signs of
extremal independence.

For future research, it might be of further interest to investigate the asymptotic behaviour for an empirical
extremogram in a space-time setting with observations on an irregular space, where the observation locations
follow the law of a Poisson-process but are fixed over time. Buhl et al. [4] looked into such a framework on a
regular grid. Note that for real life problems, one usually has to deal with a restricted space and only the time
component can be treated as going to infinity, i.e. a CLT for fixed space and a growing amount of measurements
of time would be a highly useful result.

We proved Theorem 3.6 for an isotropic kernel w(-), when considering an isotropic Brown-Resnick process.
Thus, we suggest that there is a CLT in terms of absolut spatial lags, as done in Buhl et al. [4] on regular grids.
However, note that their proof is not transferrable in an analagous manner as they employ the fact that on
a regular grid for a certain distance there is only a finite number of spatial lags, whereas this does not hold
true in our case. For every specific absolute lag the Poisson process may generate an unbounded number of
observations with the corresponding absolute lags.

When having completed the proof for such a CLT in terms of absolute lags, the empirical extremogram and its
bias corrected version may be used to conduct parameter estimation for the Brown-Resnick process, as done
in Buhl et al. [4] on regular grids. Their arguments, regarding asymptotic normality of the resulting parameter
estimates, will then work in our setting as well.

Due to time restrictions, we were not able to conduct a simulation study on the empirical extremogram. Since
we are interested in extreme events, a large amount of simulations is necessary to obtain a significant number of
extremes that allow for consistent estimation of the extremogram, making such computations time-consuming.
If being provided with sufficient computational resources, simulating a Brown-Resnick process on an irregular
grid and comparing the empirical extremogram with the bias corrected version from Theorem 4.3, will be an
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interesting study to compare the performance of the estimators with regard to their rate of convergence and
variation with respect to the theoretical value. Oesting et al. [17] give an algorithm to simulate the Brown-
Resnick process.

In chapter 4.5 of her dissertation Steinkohl [21] developed a pairwise maximum likelihood estimator. Hence,
analyzing the performances of her approach with parameter estimates based on the empirical extremogram and
the bias corrected empirical extremogram are of particular interest. Additionally, one might consider comparing
the accuracy of these estimators on a confined space with a growing number of observations in time.
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A Auxiliary results

We compute the expected value of the product measure N ) (dsy, dso) = N(ds;)N(dsz)1 {s; # s}

Proposition A.1. Let N(-) be a 2-dimensional Poisson process with intensity rate v > 0. If s1 # sa, 81,52 €
R?, we have

E [N(Q)(dsl, dss)| = v2dsydss. 43)

Proof. For s1 # s3, we note that there are disjoint, open, convex and non-empty environments around s; and
so. Then N (ds1) and N (dsz) are independent random variables by the properties of the Poisson process. This
gives

E N<2>(dsl,d32)] — E[N(ds1)N(dss)]
=E[N(ds1)|E[N(ds2)], by independence
= 1v2ds dss, since E [N (ds1)] = vdsy, since N is a Poisson process.

O]

The subsequent result is stated in Karr [14] in Lemma 10.20.

Lemma A.2. Let (S,) {(neN} be a sequence of convex, compact sets with S C Sy C --- C R? such that
1Sy| = O(n?) and y € RY, d € N. Then
_|Sn N (S —y)|

lim =1
n—o0o |Sn| ’

where S, —y :={z—y:2 € Sy}

In the course of the proof for the CLT of the empirical extremogram, we need an upper bound for the covariance
of two random variables in terms of the mixing coefficient. The following Lemma can be found in the proof of
Lemma 1 in Politis et al. [18].

Lemma A.3. Let N be a Poisson process on R? independent of the random process { X : s € R}, Let U,V
be two closed sets in R? such that M = max{|U|, |V|} exists and d(U, V) > r > 0. Also let Y and Z be two
random variables that are functions of X observed on points of N that fall into U and V, respectively. Assume
that, given N, Y < C1 and Z < Cs almost surely. Then it holds that

(COV(Y, Z|N) < 4010204MM(7")~
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The following Lemma is a result shown in the proofs of Proposition 1 and 2 in Buhl and Kliippelberg [5].

Lemma A.4. The mixing coefficient oy (+), k,1 € N, of the Brown-Resnick process {ns : s € R?} satisfies the
inequality

op(r) <2kl sup  x(s) < 4kle 07/ p >0,
s€R2, |s|>r

The proof of the next result can be found in the appendix of Buhl et al. [4].

Lemma A.5. Let k € N. Then for 6,a > 0

oo
/ yFe= W 2y < Orftle=0m/2, r>0

T

for some constant C = C(k) > 0.
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