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Abstract

The energy density of lithium-ion batteries in high power applications is limited. Due to
the complexity of lithium-ion batteries, such high power limitations may have manifold
causes. In consequence a profound knowledge about the underlying electrochemical and
physical processes is required to understand limited power densities and to mitigate
the bottlenecks in current lithium-ion technology. Correct electrochemical and physi-
cal parameters also enable predictive numerical models which allow distinct insights
into a battery during operation. In this PhD thesis, novel electrochemical measurement
techniques are introduced and applied to determine the rate limiting parameters for
the operation of a lithium-ion battery at room temperature namely, the ionic transport
properties of the liquid electrolyte and the transport path length in terms of the tortuos-
ity of the porous media. It is demonstrated how ionic transport limitations will directly
affect the power density of the battery on the electrode level and how previous reports
of electrolyte transport properties oversimplify the temperature and concentration de-
pendence of electrolyte properties. In addition to the electrolyte and porous electrode
parameters, all other parameters required for numerical experiments have been mea-
sured or estimated and are presented in this thesis. The blocking configuration concept
that is introduced for the AC impedance based determination of electrode tortuosities is
furthermore developed into an in-situ cell characterization tool based on electrochemical
impedance spectroscopy. It is shown that a careful experimental setup and measurement
procedure allow to obtain a better understanding of the resistance build-up of lithium-
ion battery electrodes during operation.
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Kurzfassung

Die Energiedichte von Lithium-Ionen Batterien bei hohen Strömen ist begrenzt. Auf-
grund der Komplexität von Lithium-Ionen Batterien können die Ursachen für diese
Begrenzung vielfältig sein. Daher ist ein fundiertes Verständnis der zugrundeliegen-
den elektrochemischen und physikalischen Prozesse notwendig um die Limitierungen
von heutigen Lithium Ionen Zellen zu verringern. Nur mit präzisen, elektrochemischen
und physikalischen Parametern können prädiktive Batteriemodelle erstellt werden, die
verlässliche Einblicke in eine Batterie während des Betriebs ermöglichen. In dieser Dok-
torarbeit wurden neuartige Messmethoden entwickelt und angewandt um die Raten
limitierenden Parameter einer Lithium-Ionen Batterie bei Raumtemperatur zu bestim-
men. Diese sind die ionischen Transporteigenschaften des Elektrolyten sowie die Pfad-
länge des Ionentransports, bestimmt durch die Tortuosität der porösen Komponenten.
Es wird gezeigt, dass diese ionischen Transportlimitierungen die Leistungsdichte einer
Zelle auf Elektrodenebene bestimmen sowie dass die Temperatur- und Konzentrations-
abhängigkeit des Ladungstransports im Elektrolyten in der Literatur zu sehr vereinfacht
wird. Darüber hinaus wurden im Rahmen dieser Dissertation auch alle weiteren not-
wendigen Parameter zur analytischen Beschreibung einer Batterie bestimmt oder abge-
schätzt, welche in dieser Arbeit zusammengetragen sind. Weiterhin wurde das Konzept
einer blockierenden Elektrode, das für die Bestimmung der Elektrodentortuositäten ver-
wendet wird, zu einer Impedanz-spektroskopischen in-situ Charakterisierungsmethode
weiterentwickelt. Durch einen geeigneten experimentellen Aufbau und eine geschickte
Messprozedur konnten hiermit neuartige Einblicke in den Widerstandsaufbau einer Li-
thium Ionen Zelle während des Betriebs erhalten werden.
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Nomenclature

Abbreviations
A/An Anode
C/Cath Cathode
CA Conductive additive
CC Current collector
CCCV Constant current constant voltage
CMC Carboxymethyl dellulose
CT Charge transfer
CV Cyclic voltammogram
DBL Double layer
DEC Diethyl carbonate
DMC Dimethyl carbonate
EC Ethylene carbonate
EIS Electrochemical impedance spectroscopy
Elyt Electrolyte
EMC Ethyl methyl carbonate
FEC Fluoroethylene carbonate
FIB Focused ion beam
GEIS Galvano electrochemical impedance spectroscopy
GITT Galvanostatic intermittent titration technique
Gra Graphite
GWRE Gold wire micro reference electrode
kin Kinetic
LFP Lithium iron phosphate
LIB Lithium-ion battery
LNMO Lithium nickel manganese oxide
NMC Nickel manganese cobalt oxide
OCV Open circuit voltage
PC Propylene carbonate
PEIS Potentio electrochemical impedance spectroscopy
PhD Philosophiae doctor
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PITT Potentiostatic intermittent titration technique
PVDF Polyvinylidene difluoride
SBR Styrene-butadiene rubber
SEI Solid electrolyte interphase
SEM Scanning electron microscope
Sep Separator
SOC State of charge
SS Solid state
TDF Thermodynamic factor
VC Vinylene carbonate
VGCF Vapor grown carbon fibers

Symbols
𝛼 Charge transfer coefficient -
𝜂 Overpotential V
𝜅 Ionic conductivity mS/cm
𝜑 Electrochemical potential V
𝜌 Density g/cm3
𝜎 Electric conductivity S/m
𝜏 Tortuosity -
F Faraday constant C/mol
R General gas constant J/(mol K)
TDF Thermodynamic factor -
𝜀 Porosity -
𝜀R Relative permittivity -
𝐴 Area cm2
𝐶 Capacitance F
𝑐l Electrolyte salt concentration mol/L
𝑐s Solid material lithium concentration mol/m3
𝐷± Binary diffusion coefficient cm2/s
𝐷SS Solid state diffusion coefficient cm2/s
𝑓± Mean molar activity coefficient -
𝑓bal Balancing factor -
𝑖 Current density mA/cm2
𝑖0 Exchange current density mA/cm2
𝑘 Kinetic rate constant m/s
𝐿 Loading mAh/cm2
𝑚 Mass g
𝑁M MacMullin number -
𝑄 Constant phase element capacitance mF · s(𝛼−1)
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𝑅 Resistance Ω
𝑟 Particle radius µm
𝑆 Surface area cm2
𝑇 Temperature K
𝑡 Thickness µm
𝑡 Time s
𝑡+ Transference number -
𝑈 Potential V
𝑣0 Convective flow velocity m/s
𝑥 Distance µm
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The scientist is not a person who gives the right answers,
he’s one who asks the right questions.

— Claude Lévi-Strauss
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Chapter 1

Introduction

In 2016, the 25th anniversary of the lithium-ion battery was celebrated.1 Since Sony’s
commercialization of lithium-ion batteries in 1991, the technology has penetrated every
portable application, such as cellular devices and notebooks but also enables innovative
application in, e.g., animal friendly submarines,2 medical implants3 and extra terrestrial
applications.4 Electromobility is attracting an increasing amount of interest due to the
image campaigns of Tesla, BMW and others and makes electrical energy storage a
recurrent subject in mass media. Caught in the strive for higher market penetration and
energy density, the origins of electromobility are often overlooked. Between 1896 and
1939, over 500 producers for full-electrical vehicles existed,5 with maximum velocities
reaching 100 km/h and driving ranges of 130 km (at max. 20 mph).6,7 Astonishingly,
in 1912 a similar number of electrical vehicles were built in the USA (≈34000),8 than
registered in Germany in January 2017 (34022).9 Around 1900 the market share for full
electrical vehicles was nearly 40 % (another 40 % were steam powered, the remainder
were combustion engines),8 compared to 0.7 % in Germany as of early 2017.9

The current low market penetration of electrical vehicles is mainly due to range lim-
itations and high costs of battery or fuel cell electrical vehicles.10,11 These hurdles have
to be overcome for electrical mobility to significantly reduce the amount of greenhouse
gas emitted in the transportation sector. Even for the recent energy mix in Europe (50 %
based on oil, natural gas and coal12) a significant reduction of tail-pipe CO2 emissions
may be achieved by moving from combustion engines (≈120 gCO2

/km) to full electrical
vehicles (≈0 gCO2

/km).13 The elaborate cell production of lithium-ion batteries as well
as the increasing prices for necessary raw materials such as lithium and cobalt further
drive the high cost. Even the political incentives for buying a full electrical vehicle in the
European Union counteract the monetary barriers only partially; at the time of writing
this thesis electrical cars bought in Germany are eligible for a 4000 € environmental
bonus (half paid by the manufacturer, half by the government),14 compared to the high
purchase cost of ≈37000 €.15 Concentrated research on cobalt-poor, nickel-rich NMCs
demonstrates the pressure on battery manufacturers since the price for cobalt has nearly
tripled since mid 2016 (≈24 €/t) till today (68 €/t).16 Yet even these promising novel
active materials, even in combination with silicon/graphite composite anodes will reach
a limit in terms of energy density and are unlikely by themselves to break the barrier
towards a high electrical vehicle market share (only a 33 % price reduction is expected

1



2 1. Introduction

Figure 1.1: Forgotten history, an advertisement for the 1912 Detroit Electric Car, of
which 13000 copies were sold, the production record for the entire 20th century.7 (obtained
from Wikimedia Commons)

by moving from graphite/NMC cell chemistry to silicon/manganese rich NMC)17. Thus
it is not surprising that the Robert Bosch GmbH, one of the largest German engineer-
ing companies and automotive suppliers, announced its withdrawal from lithium-ion
battery research in a recent press release.18 The slow pace of incremental battery devel-
opment by the lead suppliers (LG Chem, Samsung, Panasonic etc.) cannot be sustained
by newcomers in the field and the focus has to be shifted towards innovative future
technologies.

One possible solution to increase the energy density of a lithium-ion battery is to
increase the active material loading, currently only representing ≈35 % of the battery
weight on the system level.10,19 An increase of the electrode thickness from 50 µm to
100 µm would, for example yield an increase of the mass fraction of active materials in
the battery, effectively reducing its price on the cell level by ≈20 %.20 The drawback of
increasing the electrode thickness is the largely reduced power capability of the battery.10

In a low loading electrode assembly (2 mAh/cm2), nearly 90 % of the cell capacity is
accessible at a C-rate of 1 1/h (i.e., a discharge current corresponding to a complete
discharge of the nominal capacity in 1 h), while for the high loading case (6 mAh/cm2),
only a minor fraction of 25 % may be used reversibly at the same C-rate.10 Mitigation of
this power limitation would not only allow to increase the energy density of lithium-ion
batteries, but also enable another innovative solution to the cost and range limitation of
current electrical energy storage devices. An innovative future battery with a similar en-
ergy density as currently available lithium-ion batteries, but with largely reduced power
limitations during charging could be refilled at much shorter times, thereby rendering
larger battery packs unnecessary. If the power limitations of current lithium battery
systems could be overcome, electrical mobility would become more affordable, not only
because the battery could be smaller due to shorter recharging times, but also because
the pricing pressure caused by the high demand of raw materials would be reduced. In

https://commons.wikimedia.org/wiki/File:Detroit_Eletric_ad_1912.jpg


1. Introduction 3

addition to reduced charging times, lithium-ion batteries with an improved rate capa-
bility will also show reduced tendencies for side reactions which may lead to accelerated
cell aging or safety concerns.21 Lacking profound characterization techniques of rate
limiting parameters, manufacturers and users of current lithium-ion batteries can only
avoid detrimental effects that result from too high currents with extensive and costly
long-term cycling tests and the application of conservative safety margins for the cell
operation. These approaches increase the price of the cells, limit their energy and power
density and thereby hinder efficient use and higher market acceptance of lithium-ion
batteries. To understand the origin of power limitations of lithium-ion batteries, their
fundamental operating principle is shortly introduced in the following.

1.1 Operation of a Lithium-Ion Battery
Chemical energy is reversibly converted to electrical energy by redox reactions within
a lithium-ion battery. In an outer electrical circuit, negatively charged electrons flow
through the external load and are counterbalanced by Faradaic reactions yielding or
consuming lithium ions, which are transported between the electrodes of the battery
by the liquid electrolyte inside the pores of the porous electrodes. A porous plastic
separator between the electrodes avoids an electrical short. The active materials in-
side the porous electrodes store lithium ions by reversible (de-)intercalation reactions.
In addition, conductive additives may be used to enhance the electrical conductivity
of the electrode, and polymeric binders provide mechanical stability. An example for
an (de-)intercalation material is LFP, which can take up lithium ions in unoccupied
interstitial sites of the crystal structure. During charge of an LFP electrode (positive
electrode, commonly referred to as a cathode) lithium is deintercalated from the host
structure and added to the electrolyte in form of lithium ions.

LiFePO4 
 FePO4 + Li+ + e− (1.1)

The lithium ions are transported through the porous electrodes and the separator in
the electrolyte phase until they are intercalated at the negative electrode (commonly
referred to as anode), which typically consists of graphite as an active material.

Li+ + e− + C6 
 LiC6 (1.2)

During intercalation the positively charged lithium ion combines with an electron pro-
vided by the outer electrical circuit. Figure 1 illustrates the ionic transport through a
unit cell of an electrode assembly in a lithium-ion battery. Here the ion transport veloc-
ity is indicated by the movement of the lithium ion while the transport path through
the porous electrodes and the separator is sketched as a red line.

The thermodynamics and the crystal structure determine the voltage and the energy
density of the active materials. A large variety of anode and cathode active materials
have been investigated for application in reversible batteries.22 At the time of writing
this thesis, NMC/graphite cells are the standard cell chemistry used, e.g., in the BMW
i3, e-Golf by Volkswagen or the Fortwo EV by Smart.23 The power capability, i.e., how
much charge can be transported reversibly at which current, is determined by the cell
geometry, the ionic transport properties of the electrolyte, the electrical conductivity
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Figure 1.2: Cross section of a lithium-ion battery unit cell, with a NMC cathode sup-
ported on an aluminum current collector, with a porous plastic separator, and with a
graphite anode, supported on a copper current collector. The pores of the electrodes and
the separator are filled with the electrolyte which includes lithium ions. During charge,
lithium is deintercalated from the cathode and the positively charged lithium ions are
transported through the separator and are intercalated into the host material at the
anode side.

of the current collectors and the electrodes, the lithium diffusion within the active
materials, and the kinetics at the active material/electrolyte interface. In general, charge
transport in a lithium-ion battery is only as fast as its slowest process, so that ideally
the lithium ion transport between the electrodes, the lithium intercalation kinetics, the
solid state diffusion within the bulk of the active material particles, and the electron
conduction would have similar characteristic times. Consequently, to understand the
origin of power limitations in lithium-ion batteries it is of utter importance to have
a profound knowledge of all these transport processes and their characteristic times.
Methods for the determination of all these parameters as well as reported values will
be summarized in Chapter 2. It will be shown that it is largely charge transport in the
electrolyte which limits higher power densities during charge/discharge operation (see
Chapter 6).

When ionic charge transport is the rate limiting process during operation of a bat-
tery, concentration gradients of lithium ions will evolve within the pores of the elec-
trode/separator stack. As motivated in the introduction (see Chapter 1), the fast-charge
operation of a lithium-ion battery could have a pronounced impact for its future market
acceptance. Additionally, detrimental side reactions, indirectly caused by concentration
gradients, predominantly occur during fast cell charging. Therefore the following anal-
ysis refers to a battery charge, yet during discharge analogous concentration gradients
will evolve and limit the cell’s power. As shown in Eq. 1.2 and Eq. 1.1 during cell
charging, lithium ions will be consumed in the electrolyte at the anode and at the same
time the lithium ion concentration will increase within the pores of the cathode, where
the lithium is deintercalated from the host structure. Ionic movement in the electrical
field (migration) and due to the evolving concentration gradient (diffusion) counteracts
the formation of concentration gradients and is described in the scope of the Newman
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(a) Potential Transients (b) Concentration Gradients

Figure 1.3: Sketch of (a) potential transients evolving during operation and (b) con-
centration gradients at the end of charge of a lithium-ion battery. At low C-rates, i.e.,
small currents, the full capacity can be obtained and the potential follows the thermo-
dynamically defined voltage/charge relationship (sketched schematically as a blue line in
(a)), with the ion concentration remaining close to the initial concentration (blue line
in (b)). For increasing C-rates (orange lines) concentration gradients evolve and lead to
overpotentials during charging of the cell (see arrow in (a)). In this case the upper poten-
tial cut-off (upper dashed gray line in (a)) is reached before the full capacity is obtained
(orange line in (a)). For even higher C-rates only a fraction of the full capacity can be ob-
tained before the potential cut-off is reached and the ion concentration is depleted within
the pores of the anode (red line in (b)).

model24–26 for a binary electrolyte by

𝜕(𝜀 𝑐l)
𝜕𝑡

+ ∇⃗ · (𝜀 𝑐l 𝑣0) = ∇⃗ ·
(︁ 𝜀

𝜏
𝐷± ∇⃗𝑐l

)︁
−

�⃗� · ∇⃗𝑡+
F (1.3)

and
∇⃗𝜑 = − �⃗�

𝜅Ion 𝜀/𝜏
+ 2R𝑇

F

(︂
1 + 𝜕 ln 𝑓±

𝜕 ln 𝑐l

)︂
(1 − 𝑡+) ∇⃗ ln 𝑐l. (1.4)

Here 𝜀 is the porosity of the porous medium, 𝑐l the ion concentration in the electrolyte,
𝑣0 the convective flow velocity (which is generally neglected for the microporous media),
𝜏 the tortuosity of the porous medium, 𝐷± the binary diffusion coefficient, �⃗� the current
density, 𝑡+ the transference number, F the Faraday constant, 𝜑 the electrochemical
potential, 𝜅Ion the ionic conductivity, 𝑇 the temperature, R the general gas constant and
𝑓± the mean molar activity coefficient. For small charge C-rates the ion concentration
profile within the cell remains close to the initial salt concentration (see blue lines in
Figure 1.3, commonly 1 M). For increasing C-rates steady state concentration profiles
will evolve if the ionic charge transport can support the externally forced charging
current (see orange lines in Figure 1.3). When the charging C-rate is too high to be
supported by ionic charge transport in the electrolyte, the concentration gradient will
further increase and lead to a significant depletion of lithium ions at the anode side (see
red line in Figure 1.3b, analogously at the cathode side during discharge). Due to charge
conservation the consumption of ions at the anode and the increase of the lithium ion
concentration at the cathode have to counterbalance exactly.

In compliance with the principle of the Nernst equation further intercalation of
lithium ions at the anode and deintercalation of lithium from the cathode active ma-
terial is hindered. On the one hand the reversible potential of the active material
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changes drastically when its SOC approaches 0 % or 100 %, on the other hand fur-
ther (de-)intercalation in the low/high SOC regions is hindered kinetically. The Butler-
Volmer equation is typically used to describe the correlation between the kinetic current
density 𝑖 and required kinetic overpotential 𝜂.26

𝑖 = 𝑖0 ·
[︂
exp

(︂
𝛼a · F
R · 𝑇

· 𝜂

)︂
− exp

(︂
−𝛼c · F

R · 𝑇
· 𝜂

)︂]︂
(1.5)

Here we use the nomenclature defined in COMSOL Multiphysics® with 𝛼c and 𝛼a the
cathodic and anodic charge transfer coefficients (both typically assumed 0.5 for battery
applications).26 The exchange current density 𝑖0 includes the dependence of the kinetic
current on the concentration of products and educts and is defined by

𝑖0 = F · 𝑘𝛼a
c · 𝑘𝛼c

a ·
(︀
𝑐s,max − 𝑐s

)︀𝛼a · 𝑐𝛼c
s

(︂
𝑐l

𝑐l,ref

)︂𝛼a

(1.6)

with the anodic and cathodic rate constants 𝑘a and 𝑘c, the current and maximum solid
phase lithium concentrations 𝑐s and 𝑐s,max, and the ionic lithium concentration 𝑐l, made
dimensionless by 𝑐l,ref = 1 mol/m3. Eq. 1.6 shows that the exchange current density
decreases when either the lithium ion concentration is depleted or the solid phase degree
of lithiation approaches 0 % or 100 %. I.e., if significant concentration gradients evolve
during fast charging operation of a battery, the overpotentials necessary to maintain
the same current have to increase.

A simple analysis of the potential transient during fast charge (and discharge) of
a battery may help to understand its limitations. The overpotentials in the scheme in
Figure 1.3a show two features for increasing C-rates, i) an increased overpotential at
the beginning of charge, which is caused by the purely ohmic or kinetic contributions
to the cell resistance, e.g., SEI resistance, electrolyte resistance or contact resistances
and ii) for high C-rates, when concentration gradients evolve, the overpotential will
increase over the course of charging/discharging of the cell due to the depletion of ions
(see Eq. 1.5 and 1.6). I.e., whether the overpotential during cycling remains constant
or is increasing during charge/discharge operation, serves as a first indicator to find if
the cell performance is limited by ionic charge transport or by ohmic overpotentials.
Independent of the origin of the overpotential, its existence will reduce the reversible
capacity of the cell, as the typically set lower or upper cell potential limits are reached
earlier (see gray dashed lines in 1.3a). One has to keep in mind that in two-electrode
cells only the full-cell overpotential can be monitored and the overpotentials of the
individual electrodes cannot be obtained independently. This poses a huge difficulty in
full-cell battery operation as the commonly used graphite electrode potential is close to
the lithium plating potential, an unwanted side reaction which poses not only a great
safety hazard but also leads to accelerated aging of the cell.21 In a well balanced cell, all
the charge stored in the cathode may be intercalated into the anode during slow charge,
as the anode is generally oversized slightly. However, during fast charging operation the
ionic concentration gradient in the pores of the anode leads to inhomogeneous charging
across the anode electrode thickness. Initially, at the interface to the separator, where
lithium ions from the cathode arrive, the intercalation reaction may take place, as the
necessary kinetic overpotential is small (see Eq. 1.6 for 𝑐l high). However, once the initial
lithium inventory in the electrolyte close to the anode current collector is depleted, the
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intercalation reaction ceases quickly, as the supply of additional lithium ions is too
small. As a result, the graphite particles close to the separator reach a higher degree
of lithiation faster, than their counterparts sitting close to the current collector. This
inhomogeneous charging does not pose a safety issue directly, yet once the degree of
lithiation of the particles at the separator interface approaches 100 %, the intercalation
reaction is hindered throughout the electrode (at the current collector because of 𝑐l → 0,
at the separator because 𝑐s → 𝑐s,max, see Eq. 1.5). Further intercalation reactions of the
not fully lithiated graphite particles at the current collector is only possible for an
increased overpotential. Due to the high electrical conductivity of graphite electrodes
(>10 S/cm)27, the overpotential is not only applied at the not lithiated particles near
the anode/current collector interface but also to the particles at the anode/separator
interface which have a high state of charge already. Here the intercalation reaction is
impossible and the applied overpotential drives the lithium plating reaction, enabled
by the close potential of graphite particles at high SOC to the potential of metallic
lithium deposition (≈10–50 mV). Depending on the plating current and the cell pressure,
the metallic lithium may form mossy dendritic structures that only partially dissolve
during the following discharge reaction,28–30 leaving behind electrically not connected
metallic lithium residue which reduces the cell’s cycleable lithium inventory. Even if
these metallic lithium dendrites are dissolved again reversibly, ongoing SEI formation
on repeatedly forming, fresh lithium metal surfaces consumes active lithium and leads
to a steady capacity decay.21 The worst case scenario is the formation of an electrical
short between the electrodes by continuous growth of metallic lithium dendrites which
may locally perforate the separator. The resulting highly localized cell discharge may
lead to a strong temperature increase which is a safety hazard, as the used organic
electrolytes are flammable and the cathode active materials may release oxygen at high
temperatures.22 Because lithium plating reactions and ongoing SEI formation are not
an issue during cell discharge, even at high rates, the charging operation of lithium-ion
batteries mainly limits their performance and lifetime.

To avoid accelerated aging, safety concerns and capacity loss during the charge
operation of two-electrode cells (in which the graphite potential cannot be monitored
independently), conservative safety margins have to be used in battery control units such
as battery management systems and the cut-off potential for the cell charge includes a
carefully chosen safety margin. The reduction of concentration gradients in lithium-ion
batteries by novel electrode designs or innovative electrolytes, may enable higher charge
C-rates within the potential safety margins of the cell.

In addition to a quantitative knowledge about charge rate limiting transport param-
eters, novel in-situ characterization techniques will help to understand the cell behavior
during operation. Such a methodology was developed as a part of this thesis and is
based on electrochemical impedance spectroscopy (EIS).

1.2 Impedance Spectroscopy
Impedance spectroscopy is a powerful analysis method to investigate electrochemical
systems. An impedance spectrum is recorded by application of frequency dependent
sinusoidal potential or current excitations to the device under study. Analogous to the
definition of the real resistance, the impedance is a complex resistance of the system
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which can be obtained from the ratio of complex potential and the complex current
flowing as a function of the excitation frequency. It thus follows the same rules for
parallel (reciprocal addition) and serial (additive) connections. Every physical and elec-
trochemical process can be described by single equivalent circuit elements such as, e.g.,
resistors, capacitors or inductors, or serial or parallel combinations of those circuit ele-
ments. Recorded impedance spectra are typically compared to calculated impedances of
equivalent circuits which presumably describe the device under study. If the simulated
and measured impedances agree well and the assumed equivalent circuit is motivated
physically, the parameters of each equivalent circuit element should ideally represent
defined physical-chemical properties of the experimental system. A great difficulty in
impedance analysis is due to the fact that characteristic frequencies of some equivalent
circuit elements are similar, such as, e.g., the charge transfer reactions at the anode and
the cathode. The need for a sound physical equivalent circuit model is stressed, as gen-
erally multiple equivalent circuit models may allow for an equally well representation of
experimental data, which unfortunately has given impedance analysis a rather negative
image. For a detailed explanation of impedance spectroscopy the reader is referred to
the pertinent literature.31–34

In the scope of this thesis, special focus is put on the so-called transmission line model
equivalent circuit, which may be used to describe the effects of a porous electrode and is
thus of great relevance for lithium-ion battery electrodes. In addition to the referenced
books, the impedance documentation by Zahner, with its focus on transmission line
models, was of great help for this work.35–37

In the following chapter an overview of the rate determining physical and electro-
chemical parameters of a lithium-ion battery is given. At the end of this thesis the
obtained parameters and their experimental ranges are used in a numerical sensitivity
analysis to highlight the limitations arising from the individual transport processes (see
Chapter 6).



Chapter 2

Determination and Estimation of
Lithium-Ion Battery Parameters

The behavior of a lithium-ion battery on the electrode level (see Figure 1.2) is deter-
mined by the current collectors (see Section 2.1), the separator (see Section 2.2), the
electrolyte (see Section 2.3), the electrodes and their composition (see Section 2.4), the
active material (see Section 2.5) and the interfacial kinetics (see Section 2.6). While the
focus of this PhD thesis was on the characterization of porous electrode tortuosities and
the analysis of novel techniques to find the electrolyte transport properties, all main
parameters necessary to describe a lithium-ion battery on the cell level have been mea-
sured or estimated. The scope of this section is to review all measurement techniques
and approaches used in this thesis to find physical and electrochemical parameters re-
quired for an isothermal 1D lithium-ion battery model (see Figure 2.1). At the end of
this thesis, representative parameters given in the subsequent sections and their typical
ranges are collected in Table 6.1. To demonstrate the significance of the experimental
ranges found for each parameter they are furthermore used in a numerical sensitivity
study using Comsol Multiphysics® in Chapter 6 which investigates the change of the
critical C-rate and overpotential during discharge if individual parameters are changed
to their upper or lower experimentally found limit.

The energy and power density obviously not only depend on the cell electrochemistry
but also on the cell housing and on the system level engineering of the battery devices
ehich must consider battery safety, cooling and monitoring regulations and requirements.
These auxiliaries sum up to roughly half of the battery weight on the system level, with
the remaining 50 % being distributed to active materials (35 %) as well as current
collectors, electrolyte and separator (together ≈15 %).19 The art of pack and system
level engineering of lithium-ion battery assemblies is beyond the scope of this work,
which in turn focuses on the electrode level effects in a lithium-ion battery.

2.1 Current Collectors

Copper and aluminum current collectors from MTI (MTI Corporation, USA) were used
in this thesis. The current collector thickness 𝑡Cu/Al was determined using a high
precision measurement gauge (Mitotoyo, Litematic VL-50); the densities were assumed

9
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Figure 2.1: Overview of electrochemical and physical parameters determining the
charge/discharge operation of a lithium-ion battery (subscript A refers to the anode,
C to the cathode). For predictive battery models the parameters describing the current
collectors, separator, electrolyte, kinetics, active material particles, and the electrodes are
required. Representative values, measured or estimated within this thesis are collected
in Sections 2.1 to 2.6 and summarized in Table 6.1 in Chapter 6. Starting from the sep-
arator and going clock-wise, the parameters are: separator thickness (𝑡Sep.), separator
tortuosity (𝜏Sep.), separator porosity (𝜀Sep.), thermodynamic factor (TDF), transference
number (𝑡+), ionic conductivity (𝜅Ion), binary diffusion coefficient (𝐷±), electrolyte den-
sity (𝜌Elyt.), areal double layer capacity (𝐶DBL), parameters for the Butler-Volmer kinetics
equation (𝑖0, 𝛼A/C), areal film resistance (𝑅SEI), active material BET (𝑆A/C), particle
radius (𝑟A/C), solid state diffusion coefficient (𝐷SS,A/C), electrical conductivity in the
electrode (𝜎A/C), electrode component weight fraction (%𝑖), electrode component density
(𝜌𝑖), electrode porosity (𝜀A/C), electrode tortuosity (𝜏A/C), electrode thickness (𝑡A/C),
current collector thickness (𝑡Cu/Al), current collector electrical conductivity (𝜎Cu/Al) and
current collector/electrode contact resistance (𝑅Cont.,A/C).

to correspond to pure aluminum and copper.38 Analogously, the electrical conductivity
𝜎Cu/Al of the current collectors may be readily found in the literature.38

At the interface between current collector and porous electrode, mechanical adhesion
is required to guarantee the stability of the electrode while being processed and handled.
Additionally, this interface is required to transport electrons from the outer electrical
circuit to the porous electrode, where the conductive carbon network distributes the
electrons to all active material particles. The native Al2O3 passivation layer on the alu-
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minum current collector has a low electrical conductivity and may yield a pronounced
contact resistance. Especially when the active material has a low electrical conductiv-
ity, often found for cathode active materials,39 or if the electrode is not calandered
or too little conductive additive is used contact resistances can be significant. The
contact resistance between a porous cathode electrode, and an aluminum current col-
lector may be measured using the symmetric cell impedance approach introduced for
the determination of porous electrode tortuosities (see Section 4.1). Using a high con-
ductivity (reduces pore resistance) and non-intercalating electrolyte allows to easily and
unambiguously observe a high frequency semicircle which results from such a contact
resistance.40 For details on the measurement procedure, the experimental setup as well
as a clear assignment of the semicircle to the current collector/electrode interface using
the capacitance of the semicircle the reader is referred to the original publication pre-
sented in Section 4.1.41 In well prepared cathodes, i.e., with enough conductive carbon
and a reasonable electrode compression, as well as for graphite anodes supported on
copper foil, contact resistances should not be observable. On the other hand for mildly
compressed LFP cathodes contact resistances up to 40 Ωcm2

geo were observed.

2.2 Separator
An overview of porous plastic separators for application in lithium-ion batteries is given
in the article presented in Section 4.1. The porosity 𝜀Sep. of a separator may be ob-
tained gravimetrically from the separator layer thickness 𝑡Sep., its areal mass and the
bulk density of the separator material (e.g., polypropylene or polyethylene). Geomet-
rical characteristics of porous separators, such as porosity, thickness and sometimes
the areal resistance is given on the manufacturer’s specification sheet.42 In this study
separator porosities from the manufacturer’s specification sheet were validated from
thickness (Mitotoyo, Japan, Litematic VL-50) and weight (Mettler Toledo, USA, XP6,
±0.1 µg) measurements. Tortuosities of porous separators are obtained using the cop-
per block setup introduced in Ref. [41]. A typical representative is the 20 µm thick
trilayer separator H2013 from Celgard which has a porosity of 𝜀Sep. = 0.47 and a tortu-
osity of 𝜏Sep. = 3.2.41 Separator thicknesses, porosities and tortuosities range between
15–25 µm, 0.40–0.60, and 2.5–4, respectively (see Table II in Ref. [41] and Table 6.1 in
Chapter 6).

2.3 Electrolyte
Charge transport in the liquid electrolyte is possible due to the dissociation of lithium
salts (in this work LiPF6, NaPF6, and LiClO4 are used) in the non-aqueous solvents EC,
DEC, DMC, EMC, FEC and mixtures thereof. Predominantly the highly polar cyclic
EC and FEC (or earlier PC)43 molecules form a solvation shell around the small alkali
ion and thereby determine its mobility and activity. To fundamentally understand the
solvation structure around the alkali ion, a huge variety of experimental and theoretical
investigations have been conducted.44–46 Such analysis will help to obtain a physical
understanding of, e.g., the solvation shell; however, the transfer of this knowledge to the
electrolyte transport properties is purely qualitative, as validated theories are lacking.
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Therefore this study focuses on the electrochemical determination of electrolyte pa-
rameters which has the advantage of not requiring a quantitative knowledge about ion
pairing, the ion solvation shell, or the ionic mobility. Instead, these fundamental rela-
tions are implicitly included in our electrochemical measurements of effective transport
quantities. In this approach, the conductivity of a nominally 2 M electrolyte is deter-
mined without including ion association effects, so that the real conductivity of the free
ions might be higher. For an accurate electrochemical description of charge transport
processes in a battery, however, the effective conductivity is sufficient. In the framework
of the Newman Model,24–26 ionic charge transport is defined by four transport prop-
erties: the ionic conductivity 𝜅Ion, the binary diffusion coefficient 𝐷±, the transference
number 𝑡+, and the thermodynamic factor TDF.

In brief, the ionic conductivity relates to the ionic resistance of the electrolyte so-
lution, the binary diffusion coefficient depends on the ionic mobility in a concentration
gradient, and the transference number is defined by the ionic mobility in an electri-
cal field.26 The thermodynamic factor depends on the mean molar activity coefficient,
which describes the energy required to free the ion from its solvation shell, referenced
to the infinitely diluted state.47

The ionic conductivity 𝜅Ion can be determined using turn-key equipment which
is commercially available. In this thesis, ionic conductivities were measured using a
conductivity sensor from SI Analytics (LF 1100+) or a conductivity cell from rhd in-
struments (TSC 1600 Closed), which both include a temperature sensor. Calibration of
the cell constants was done using commercially available conductivity standards (Sigma
Aldrich). Due to the ease of determination, the ionic conductivity of lithium-ion bat-
tery electrolytes is well studied for a variety of electrolyte compositions.48–50 For the
sensitivity study in Chapter 6 the concentration dependent ionic conductivity of LiPF6
in EC:EMC (3:7 w:w) at 25 °C is used and scaled (±3 %, see 𝑓𝜅Ion

in Table 6 and 6.2),
based on the experimental uncertainty observed in the temperature dependent study
(see Section 3.4).

The binary diffusion coefficient 𝐷± may be analyzed individually using, e.g.,
pulsed field gradient NMR or electrochemical pulse experiments.51–53 For the electro-
chemical determination from symmetric lithium cells, two different cell designs were
used in this work. The measurement procedure, experimental artifacts and both cell
designs are described in detail in the original publications (see section 3.1 and section
3.4).54,55 For the sensitivity study in Chapter 6 the concentration dependent binary
diffusion coefficient of LiPF6 in EC:EMC (3:7 w:w) at 25 °C is used and scaled (±10 %,
see 𝑓𝐷±

in Table 6 and 6.2), based on the experimental uncertainty observed in the
temperature dependent study (see Section 3.4).

Transference numbers 𝑡+ are hardly available in the literature. Apart from a
widely applied work by Valøen and Reimers in 2005,50 only few electrolyte studies
fundamentally study the concentration dependence of the transference number.56,57 The
largest misconception in the literature is the adoption of the steady state polarization
technique,58 originally developed for solid electrolytes, to liquid electrolyte systems.53

In the course of this thesis a variety of analytical derivations for the electrochemical
determination of transference numbers were investigated (see Section 3.3). Experiments
are based on pulse or steady state polarizations in symmetric lithium cells including a
porous separator and concentration cell experiments (described in detail in Ref. [59] and
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[55], see Chapter 3). For the sensitivity study in Chapter 6 the concentration dependent
transference number of LiPF6 in EC:EMC (3:7 w:w) at 25 °C is used and scaled (±20 %,
see 𝑓𝑡+

in Table 6 and 6.2), based on the experimental uncertainty observed in the
temperature dependent study (see Section 3.4).

In the simulation of lithium-ion batteries the thermodynamic factor TDF is often
neglected, e.g., Ref. [60]. The reason for such simplification is the small effect of the
thermodynamic factor on the modeled cell performance, and the fact that there are
only very few studies reported in the literature.50,56,57,61 For the direct electrochemical
determination of thermodynamic factors a novel method was introduced in the beginning
of this thesis (see Section 3.2). Only later it was found that one of the key assumptions
is unfortunately invalid and thus renders the method unusable, which is discussed in the
corresponding erratum (see Section 3.2). Alternatively, a novel approach, solely based
on pulse experiments and concentration cells, is described in the temperature dependent
study of electrolyte transport properties (see Section 3.4). For the sensitivity study in
Chapter 6 the concentration dependent thermodynamic factor of LiPF6 in EC:EMC
(3:7 w:w) at 25 °C is used and scaled (±50 %, see 𝑓TDF in Table 6 and 6.2), based on
the experimental uncertainty observed in the temperature dependent study (see Section
3.4).

The solvation shell around the ions determines their minimum distance to the elec-
trode surface. As the electron size in the metal is negligible, the double layer capacity
𝐶DBL at the electrode/electrolyte interface is defined by the type of solvent and salt used.
From the capacitive low frequency branch in a blocking electrode configuration (see, e.g.,
Section 5.2 or 4.1), the areal double layer capacitance may be obtained. E.g., Table I in
Ref. [62] gives a constant phase element of 𝑄CT = 1 mF · s(𝛼CT−1) for a porous LNMO
electrode with a combined BET surface area of active material and conductive additive
of 𝑆 = 𝑆LNMO + 𝑆CA ≈ 600 cm2

BET/cm2
geo. Neglecting the constant phase element angle

these values yield a double layer capacitance of 1.6 µF/cm2. Analogously, the constant
phase element of symmetric cells with a blocking electrolyte and two graphite anodes
were investigated which yielded similar double layer capacitances of 1–5 µF/cm2.

Although electrolyte densities do not affect the power capability of lithium-ion bat-
teries, they play a role for gravimetric energy and power densities. In this work, elec-
trolyte densities 𝜌Elyt. are determined gravimetrically using a 10 ml measuring flask
inside the glovebox (see supporting information for temperature dependent electrolyte
properties study in Section 3.4).

2.4 Electrodes
Porous electrodes for lithium-ion batteries consist of the active material, mechanically
stabilizing polymeric binder, and conductive additives to improve the electrical conduc-
tivity of the anode or cathode electrode layers 𝜅El.,A/C. Their mass percentages %𝑖 are
defined by the slurry composition and allow to calculate the porosity of the electrode
𝜀A/C from its final, dry thickness 𝑡A/C (Mitotoyo, Japan, Litematic VL-50) and its
mass (both with current collector thickness and mass subtracted), with the bulk den-
sities of all constituents. Densities 𝜌𝑖 for conductive carbon, PVDF and some active
materials are given in Table 6.1. Commercial electrode compositions contain >95 wt.%
active material and similar mass ratios of binder and conductive additive.63,64 For the
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sensitivity study in Chapter 6 the electrode composition is fixed (%AM/%BI/%CA =
95/3/2) and the electrode porosity is varied between 𝜀A/C = 0.25 and 𝜀A/C = 0.35. The
electrode thickness used in the numerical sensitivity analysis in Chapter 6 is calculated
based on a defined areal capacity of the anode of 3 mAh/cm2, the cathode is undersized
by 5 % (see Table 6.1).

Analogous to the separator case, and as briefly pointed out in Section 1.1, the length
of the ionic transport path depends on the microstructure of the porous electrodes and
is not only a function of their porosity 𝜀A/C but also of their tortuosity 𝜏A/C. Ionic
transport around spherical particles, as illustrated in Figure 1.2 (compare NMC cathode
example, left side of Figure 1.2) and is characterized by a comparably short extension
of the actual ion transport pathway compared to the distance ions would travel in the
absence of the particles (i.e., the tortuosity is comparably low). At the same time, due
to the flake-like nature of commonly used graphite active materials, the direct path
in graphite electrodes may require large detours (compare right side of Figure 1.2). In
real electrodes, the extension of the effective ion transport length may increase by an
order of magnitude (see 𝜏A = 10 in Ref. [65]), effectively leading to increased concen-
tration gradients and thus overpotentials (see Chapter 4). However, tortuosity values
reported in the literature were mainly determined using large synchrotron facilities, by
sophisticated and as will be shown often ambiguous analysis of 3D reconstructed X-ray
tomographs or time consuming and not readily available FIB-SEM measurements.66–68

In this study a novel method is introduced to measure the tortuosity of porous electrodes
electrochemically using impedance spectroscopy (for details see Chapter 4). Depending
on the electrode composition, particle morphology and the electrode preparation pro-
cess, tortuosities of porous electrodes for lithium-ion batteries typically range between
2 and 5, while a tortuosity of 3.5 serves as a good representative. Interestingly, this
value is generally ≈2-fold larger than what would be predicted by the commonly used
Bruggeman equation, and the origin of this is discussed in Section 4.2 and Ref. [69].

As described above, depending on the intrinsic electrical conductivity 𝜎A/C of
the active material, additional conductive additives are used to enhance the electron
transport to and from the active material and the current collector.70 Branch-like 100–
300 nm sized conductive carbons (e.g., SuperP C65, Timcal) with a primary particle
size of 30 nm, µm-sized VGCF (vapor grown carbon fibers) or graphite particles are
used to improve the electrical conductivity of the electrodes. Determination of the elec-
trical conductivity of a porous electrode is challenging as it is supported on a metal
foil and has a thickness of only around 50–100 µm. Two-point measurements are gen-
erally not feasible, as the contact resistance to the measurement equipment is on the
same order of magnitude or larger than the electrical resistance of the electrode. Al-
ternatively four-point probes allow to determine the in-plane electrical conductivity of
electrodes prepared on a non-conductive substrate (e.g., a glass plate/separator), as-
suming isotropy of the electrical conductivity. The literature describes sophisticated
measurement setups in combination with a numerical optimization approach27 or mi-
croimpedance measurements.71 Reported electrical conductivities for porous cathodes
are ≈50 mS/cm, while for highly conductive anodes values of >10000 mS/cm are re-
ported. A comprehensive overview of conduction phenomena in lithium-ion batteries
is given in Ref. [39]. In the present thesis, the electrical conductivity was measured in
in-plane direction for electrodes coated onto an insulating substrate (here a polymer sep-
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arator) and typical values of 100 mS/cm for LFP cathodes with 5 % conductive additive
and 20000 mS/cm for graphite anodes were found. Additionally, an impedance based
approach is presented which allows to show under which circumstances the electrical
resistance of the electrode can be neglected. For the determination of porous electrode
tortuosities it is assumed that the electrical conduction resistance is negligible, i.e., the
electrical conductivity across the electrode is typically at least a factor 10-100 higher
than that of the ionic conductivity within the electrode pores (see Chapter 4 and the
discussion in the article in Section 4.2). In consequence, tuning the ionic conductiv-
ity by using different salt concentrations will only yield a constant electrode tortuosity
in impedance analysis if the electrical resistance is negligible (factor 10–100 smaller),
which is shown exemplary in the article for graphite and NMC electrodes (see Section
4.2).69 Based on this experience, namely our in-plane measurements and the reports in
the literature, a typical electrical conductivity of 100 mS/cm is used for the sensitivity
study in Chapter 6, with the lower and the upper boundaries given by the literature
(50 mS/cm and 10000 mS/cm).

2.5 Active Material
The active material allows the reversible intercalation of lithium ions from the liquid
electrolyte during battery operation.22 Apart from the thermodynamics of the active
material (storage capacity, potential profile), its physical properties determine the elec-
trochemical charge and discharge behavior of a lithium-ion battery. The theoretical
storage capacity of different active materials and their thermodynamic properties are
not the focus of this work, and representative OCV curves and theoretical capacities of
a NMC/graphite cell chemistry are used in the sensitivity analysis in Chapter 6.72,73

Particle size distributions of the active material may be determined quickly using
laser scattering (Horiba LA-950V2, Retsch Technology, Germany), yet experimentally
care has to be taken that all particles are well dispersed and not agglomerated during the
measurement in order to obtain reliable results. Another problem with laser scattering
is that the required refractive index of the active material is not commonly available
and that assumptions must be made with regards to particle shape. However, particle
size and shape are accessible from scanning electron micrographs. Using image analysis
algorithms (e.g., ImageJ/Fiji),74 particle size distributions may be obtained readily.
Exemplary scanning electron micrographs in Figure 2.2 show the surface of a porous
graphite (a) and a porous NMC (b) electrode. The graphite particles of the anode
typically have a plate-like shape with ≈20 µm diameter and a thickness of ≈5 µm (not
visible in Figure 2.2a, see, e.g., Ref. [41] for a cross section view of a graphite anode),
i.e., the aspect ratio for the shown graphite material (SLP30, SGL Carbon GmbH) is
around 4:1. On the other hand the NMC particles shown in Figure 2.2 are spherical with
a 10 µm average diameter (see Figure 2.2b). It is important to note that in the sensitivity
study in Chapter 6 the particle radius and shape is only used to describe the lithium
diffusion within the active material and the BET surface area of the active material is
used as active area for the intercalation kinetics and the double layer capacitance (here
also the BET surface area of the conductive additive is used additionally).

The characteristic diffusion time of lithium within the active material depends on
the particle size (𝑟A/C, if assumed spherical) and shape, together with the solid state
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(a) Graphite (b) NMC

Figure 2.2: Top view scanning electron micrographs (Jeol, JCM-6000) of graphite
(95/5/0) (a) and NMC (96/2/2) (b) electrodes. See article in Section 4.1 for electrode
preparation process.

(a) 1D (b) 2D (c) 3D

Figure 2.3: Schematic crystal structures of intercalation materials used for lithium-ion
batteries. A typical representative for the (a) 1D diffusion is LFP, for the (b) 2D diffusion
NMC and (c) 3D diffusion occurs in, e.g., LiMn2O4. (adopted from Ref. [75])

diffusion coefficient 𝐷SS,A/C. The crystal structure determines if the lithium diffusion
is taking place mainly in 1D, 2D, or 3D (see crystal structures for lithium interca-
lation materials in Figure 2.3). It should be mentioned that the diffusion mechanism
itself is still a highly disputed topic,76–78 and here a simple Fickian process is assumed.
In the literature the solid state lithium diffusion coefficient is investigated using, e.g.,
PITT/GITT,79 CVs80 or EIS and the reported diffusion coefficients for a range of anode
and cathode active materials are summarized in a review on conduction phenomena in
lithium-ion batteries by Park et al.39 During this thesis it was necessary to estimate the
solid state diffusion coefficient for lithium in LiNi0.5Mn1.5O4 (LNMO), for the interpre-
tation of impedance spectra in Section 5.2. The approach to obtain a lower boundary
for the solid state diffusion coefficient, which is described in detail in the appendix
of the corresponding study (see Section 5.2), is based on charging and discharging an
electrode with a very low loading (<100 µAh/cm2) and thus also very low thickness at
high C-rates versus a metallic lithium counter electrode and controlling the potential
with a lithium reference electrode. In such an experiment the liquid ion transport is not
limiting because the total amount of transported charge across a very thin electrode is
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(a) Scanning electron micrograph
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Figure 2.4: Discharge rate test (b) at 25 °C of a graphite electrode (a) with very low
loading (90 µAh, 𝐴 = 0.95 cm2, current collector visible as light grey background in a)
in a three-electrode T-cell setup, measured vs. a metallic lithium counter electrode and
controlled with a lithium reference electrode. Two glass fiber separators and a standard
electrolyte (1 M LiPF6 in EC:EMC (3:7 w:w)) were used. The cell capacity was deter-
mined beforehand in three slow charge/discharge formation cycles at 0.1 C (assuming
a gravimetrically estimated capacity of 100 µAh/cm2). Discharge C-rates of 1 C (blue)
to 500 C (red) are tested until the upper cut-off potential of 1.5 V versus the reference
electrode is reached.

small and thus no concentration gradients and accompanying overpotentials will form
and limit the cell performance up to extremely large C-rates. An exemplary discharge
rate test of a 90 µAh graphite electrode (𝐴 = 0.95 cm2) is shown in Figure 2.4b. The
scanning electron micrograph of the corresponding graphite electrode which is shown
in Figure 2.4a illustrates that the electrode mostly consists of single or few particles on
top of the copper current collector (light grey area in Figure 2.4a).

The observed overpotential in the exemplary measurements shown in Figure 2.4b is
solely due to the deintercalation kinetics. When the lithium concentration at the surface
of the particles reaches the minimum concentration during deintercalation of lithium,
the exchange current density approaches 0 mA/cm2 (see Eq. 1.6 for 𝑐s →0), which causes
high overpotentials. Thus as long as the lithium transport within the active material is
fast enough, the kinetic overpotential will not diverge and the theoretical capacity of the
electrode will be obtained. On the other hand, if the kinetic overpotential becomes sig-
nificant, the solid lithium concentration at the surface of the active material is depleted.
All previously (de-)intercalated lithium must have traveled at least as far into/out of
the particle so that the observed macroscopic capacity is obtained. Therefore, if the
diffusion mechanism (here Fickian diffusion is assumed, even though this is certainly
an oversimplification in the case of 2-phase materials) and its dimension (1D, 2D, 3D)
is known, an upper boundary for the solid state diffusion coefficient may be obtained
from

𝐷SS,A/C = 𝑥2/𝑡 (2.1)

with 𝑡 being the charge/discharge time and 𝑥 the geometric travel distance in the re-
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spective material which would correspond to the obtained capacity. As evident from
Figure 2.4, roughly 50 % of the reversible discharge capacity of the low loaded graphite
electrode may be obtained at 200 C, i.e., within 50 % of the nominal discharge time
of 18 s (i.e., within 𝑡 = 9 𝑠). Graphite particles are ellipsoidal and lithium intercala-
tion predominately occurs at the basal planes at the outer perimeter (2D intercalation
material).22 Therefore the 3D problem may be simplified to the 2D diffusion into/out
of an ellipse (aspect ratio roughly 20 µm : 10 µm → 𝑎 : 𝑏 = 10 : 5, see Figure 2.2a).
Fickian diffusion will yield faster intercalation at the vertices (due to a higher perimeter
to area ratio) compared to the co-vertices, yet for the purpose of this study a rough
estimate may be obtained by assuming a remaining, unaltered inner ellipse 𝐴e,cent with
axis lengths of 𝑎 − 𝑥 and 𝑏 − 𝑥, corresponding to half of the area of the entire ellipse
𝐴e,full.

𝐴e,full = 𝜋 · 𝑎 · 𝑏 = 1
2 · 𝜋 · 𝑎2 (2.2)

𝐴e,cent = 𝜋 · (𝑎 − 𝑥) · (𝑏 − 𝑥) = 𝜋 · (𝑎 − 𝑥) ·
(︂

1
2𝑎 − 𝑥

)︂
(2.3)

𝐴e,cent = 50% · 𝐴e,full → 𝑥 ≈ 0.2 · 𝑎 (2.4)

For 𝑎 = 10 µm, a diffusion distance 𝑥 = 2 µm is obtained, yielding a minimum diffu-
sion coefficient of ≈ 4 · 10−9 cm2/s using Eq. 2.1. It is emphasized, that the presented
estimation for the solid state diffusion coefficient only represents an order of magnitude
estimate of the lower boundary of the solid state lithium diffusion coefficient, i.e., the
lithium diffusion in the active material has to be at least as fast to accommodate the
charge transported during the experiment. This is reasonably consistent with the litera-
ture values reported for graphite, which range between 10−7 cm2/s to 10−11 cm2/s.39,81

Based on a similar analysis we previously found the lower boundary for the solid state
diffusion coefficient of lithium in LNMO to be roughly 3.5 · 10−10 cm2/s (see appendix
in article presented in Section 5.2). Based on the estimated values and the broad range
in the literature, solid state diffusion coefficients of 3.5, 10, and 40 ·10−10 cm2/s are used
in the sensitivity analysis in Chapter 6.

It is noted that for low loaded electrodes the impedance at low frequencies is domi-
nated by the solid state diffusion process in the active material and would thus also allow
the estimation of this parameter. Preliminary measurements conducted during this PhD
project did not yield the expected reflective diffusion impedance spectra (similar shape
as a transmission line model, see [31]). For such measurements (lowest frequencies of 1
mHz), a perfectly stable reference electrode potential would be required, which might
be the reason for the behavior observed in our experiments.

Additionally, based on the particle shape and size the electrochemically active geo-
metric surface area 𝑆geo can be estimated. For ellipsoidal particles, with the half-axis
lengths 𝑎, 𝑏 and 𝑐, the surface area can be approximated with

𝑆geo = 4𝜋
(︁

1/3 ·
(︁

(𝑎𝑏)1.6 + (𝑎𝑐)1.6 + (𝑏𝑐)1.6
)︁)︁(1/1.6)

. (2.5)

The geometric estimation of the active surface area however does not include the surface
roughness and pores within the active material. Therefore more accurate active surface
areas may be obtained from Brunauer-Emmett-Teller82 surface adsorption isotherms
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𝑆BET, which generally yield higher values compared to the geometric estimation. Typ-
ical BET values (m2/g) for the electrode components are given in Table 6.1 and are
used as active area for the intercalation reaction, film resistances and the double layer
capacitance (here also the BET surface area of the conductive additive is included), as
described in the following section.

2.6 Kinetics
At the interface from active material to liquid electrolyte, the intercalation and dein-
tercalation reaction kinetics as well as the formation of surface films determine the
efficiency of charge transport and the corresponding overpotentials. The well-studied
solid electrolyte interface83 forming at graphite anodes may be described as an ohmic
contribution and is often investigated using impedance spectroscopy.84,85 Using a gold
wire micro reference electrode (GWRE),86 the formation of the SEI during the first
charge of a graphite anode is investigated in an ongoing project.87,88 For details the
reader is referred to the original publications and here only the found SEI resistance
values are summarized. Depending on the type of solvent and additive, the SEI re-
sistance after formation was found to be ≈200 Ωcm2

BET (LP57) and SEI resistances
between ≈100 Ωcm2

BET and ≈400 Ωcm2
BET were obtained when 1 % FEC and DiFEC

was added, respectively.
The intercalation kinetics of lithium into the host crystal structure is investi-

gated in the literature using, e.g., PITT experiments,89 pulse experiments90 or theoret-
ical approaches,91,92 yet the most frequent reports on the charge transfer kinetics are
based on the analysis of electrochemical impedance spectra.89,93–96 However one key
requirement for the applicability of impedance spectroscopy is the linearity of the sys-
tem under study, which directly invalidates the use of EIS to obtain the Butler-Volmer
kinetics beyond the linear range at small overpotentials (see Eq. 1.5). This also includes
state of charge regions in which the potential/capacity relation is not linear, e.g., for
SOCs in which the solid state lithium concentration 𝑐s approaches 0 M or 𝑐s,max. To
obtain the kinetic charge transfer resistance 𝑅kin from impedance measurements, it is
necessary to disentangle it from additional effects overlapping in frequency space, such
as the ionic pore resistance, the SEI resistance and possible contact resistances. The
charge transfer resistance may, e.g., be obtained if the novel impedance measurement
scheme, introduced in Section 5.2 is used. For small excitation amplitudes the exchange
current density for the linearized Butler-Volmer equation may be obtained from the
kinetic charge transfer resistance 𝑅kin, observed in a Nyquist plot, and the electrochem-
ically active surface area 𝑆BET (see section 2.5). In its simplest form, the linearized
Butler-Volmer equation given in Eq. 2.6 can be rewritten to obtain the exchange cur-
rent density as a function of the sum of the anodic and cathodic exchange coefficients
(𝛼A and 𝛼C), of the linearized kinetic resistance from, e.g., impedance measurements
and of 𝑆BET (see Eq. 2.7).

𝑖 = 𝑖0 · F · 𝜂

R · 𝑇
· (𝛼A + 𝛼C) (2.6)

→ 𝑖0 = 𝑖 · R · 𝑇

F · 𝜂 · (𝛼A + 𝛼C) = R · 𝑇

F · 𝑅kin · 𝑆BET · (𝛼A + 𝛼C) (2.7)
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With the known degree of lithiation 𝑐s, the exchange current density can furthermore be
used to obtain an effective rate constant 𝑘 (assuming 𝑘A = 𝑘C see Eq. 1.6) for assumed
charge transfer coefficients of 𝛼A/C = 0.5 (see, e.g., Ref. [93, 97]). It is emphasized that
the nomenclature from Comsol Multiphysics® is adopted here.98

𝑘 = R · 𝑇

F2 ·
√︀

𝑐s,max − 𝑐s · √
𝑐s ·

√︁
𝑐l

𝑐l,ref
· 𝑅kin · 𝑆BET

(2.8)

For an LNMO cathode the impedance deconvolution shown in section 5.2 yields an
areal kinetic charge transfer resistance of (𝑅kin · 𝑆BET) = 50−100 Ωcm2

BET,LNMO which
allows to obtain a kinetic rate constant of 10–20·10−11 m/s (measurement done for
𝑐l = 1 M/L and at an SOC of ≈90 % of the nominal full capacity of 𝜌LNMO ·𝐶LNMO/F =
4.38 g/cm3 · 170 mAh/g/F ≈ 28 mol/L = 28000 mol/m3). Analogously the kinetic rate
constant for the graphite electrode may be obtained from its initial charge transfer
resistance of (𝑅kin · 𝑆BET) = 100 Ωcm2

BET,Gra (see section 5.3) to be 9.8 · 10−11 m/s.
The difficulty in obtaining charge transfer resistances from impedance spectra may
be reduced greatly by determining SOC dependent impedance spectra from ultra low
loaded electrodes (such as used for the estimation of the solid state diffusion coefficient),
thereby certainly avoiding porous electrode effects.

To overcome the intrinsic restriction of the impedance technique to the linear Butler-
Volmer range, pulse experiments were conducted as a part of this study.99 Three-
electrode cells with an ultra-low loaded NMC cathode (≈155 µAh/cm2), a metallic
lithium counter electrode and a gold wire micro reference electrode (see Section 5.1)
were built inside an argon filled glovebox. After careful charge to 50 % SOC and a 1 h
equilibration, a 2 s positive or negative galvanostatic pulse, corresponding to C-rates of
0.1 C to 30 C, was recorded. Experimentally it was found that a simple OCV phase be-
fore the pulse experiment will yield an additional potential offset which may be avoided
by actively setting the current to zero before applying the pulse rather than starting the
pulse from the open circuit condition (an instrumental artifact related to the circuity
of the potentiostat). This effect may also be the reason for the finite potential offset
during the potential relaxation after the pulse experiments used for the determination
of electrolyte transport properties (see discussion in article presented in Section 3.4).
The recorded potential transients during the pulse include double layer capacitance ef-
fects and the ohmic overpotential from the electrolyte in the separator. Concentration
gradients and corresponding overpotentials in the liquid electrolyte are small due to the
use of ultra-low loaded electrodes. In 1D simulations of the experimental setup, using
reasonably chosen electrolyte transport properties (see Chapter 3) it was demonstrated
that concentration gradients are negligible (<3 % at 30 C, see Ref. [99]) for such low
loadings. Although the pulse duration is small, non-negligible changes of the electrode
SOC are obtained for the 30 C pulses (≈1 %, which may correspond to >10 mV de-
pending on the active material’s thermodynamics and the SOC). Therefore experiments
were repeated numerically using Comsol Multiphysics®, with all parameters determined
beforehand, except for the solid state diffusion coefficient and the kinetic rate constant
(see Ref. [99]). The solid state diffusion coefficient was assumed to be not limiting (based
on fast cycling experiments with ultra-low loaded NMC electrodes,99 analogous to the
approach shown for graphite in Figure 2.4) and using Matlab - Comsol LiveLink all po-
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(a) Graphite (b) NMC

Figure 2.5: Positive and negative galvanostatic pulses at ultra-low loaded graphite (a)
and NMC (b) electrodes at 50 % SOC, conducted in three electrode T-cells with a GWRE
(see 5.1) and a lithium counter electrode. The potential transients of the positive and
negative pulses are very similar and mostly lie on top of each other in the figure, apart
from, e.g., the potential transients during the 30 C pulses with the NMC electrodes (see
red lines in b). Cells were discharged completely (CCCV) and then charged at 1 C to the
selected SOC. Pulses were applied only after a 1 h resting period to have reproducible
starting conditions for each pulse. C-rates are calculated based on the reversible capacity
obtained during three previous formation cycles at ≈0.1 C and span the range from 0.1
to 30 C (see labels in Figure). The experimental setup and procedure is similar to the
measurements conducted in Ref. [99] and the reader is referred to the reference for details.

tential transients, i.e., all C-rate pulses were fitted simultaneously. Using this approach,
a kinetic rate constant of 4.5 · 10−11 m/s was found for NMC at 50 % SOC.99

Alternatively, the potential transients may be analyzed in a simplified manner. Based
on the assumption of not limiting solid state diffusion and negligible ionic transport
resistance (due to the small loading), the subtraction of the known potential loss due
to the separator resistance (3 Ω) from the measured potential transients will yield only
the kinetic overpotential. Exemplary measured potential transients during galvanostatic
pulses are shown in Figure 2.5 for a low loaded graphite (0.21 µAh/cm2) and NMC
(0.14 uAh/cm2) electrode, corrected for the OCV potential before the pulse (arithmetic
mean of 100 data points recorded during 10 s directly before the pulse).

Figure 2.5 shows that the potential transients become fairly constant after 1 s and
allow to extract the pulse overpotential. Only for pulse experiments at SOCs close to
0 % or 100 % (not shown), a distinct potential slope during the polarization can be
observed for high C-rates. For the sake of comparability, the intercept of the linear
extrapolation of the potential transients between 0.9 and 1.1 s with the y-axis is used as
overpotential for the pulse. The time range for the extrapolation was chosen so that the
potential change due to an SOC change of the electrode at high pulse currents (>1.5 s)
is minimized and double layer capacitance effects (<0.5 s) are negligible. Obtained
overpotentials are corrected for the electrolyte overpotential and are depicted for the
C-rates from 0.1 C to 30 C in Figure 2.6 for two graphite and two NMC cells each.
The obtained overpotential/current density relations agrees well with a linear trendline,
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the slope of which allows to calculate the areal charge transfer resistance and thus
the kinetic rate constant (see Eq. 2.8). To judge the linearity in Figure 2.6a and b
multiple linear trendlines are shown. Linear trendlines through the experimentally found
overpotentials for only the small C-rates (±0.1 C, see black lines in Figure 2.6a and b)
are extended to the full C-rate range to be visible on the linear scale. For increasing
C-rate ranges, e.g., for all overpotentials found for galvanostatic pulses corresponding
to C-rates of 1 C and below, the color of the linear trendline becomes brighter (green
for graphite in Figure 2.6a and orange for NMC in Figure 2.6b). It has to be noted
that both NMC cells yield similar overpotentials at the same current densities, while
the overpotentials of the graphite electrodes differ significantly. All linear trendlines in
Figure 2.6a and b have similar slopes, independent of the underlying C-rate range used
for the fit. The observed linear behavior differs from the Butler-Volmer relation. For
𝛼 = 0.5 a distinct difference from the linear slope would be expected for 𝜂 ≫ 60 mV if
the kinetics follow a Butler-Volmer relation (see definition in Eq. 1.5). In consequence
the (de-)intercalation reaction of lithium out of and into the graphite and NMC particles
does either not follow a Butler-Volmer behavior or the measurements are dominated by
an unaccounted and dominating ohmic (due to the linearity) overpotential. A reported
Butler-Volmer relation for the active material LFP in the literature was also only found
after correcting impedance based resistances for a dominant diffusion resistance.93 The
reader is reminded that in the presented experimental setup diffusion in the electrolyte
phase was shown to be negligible and at the moment no definitive interpretation of the
linear kinetic relation can be given. However, based on the linear trendlines in Figure
2.6 a mean kinetic charge transfer resistance of 633 ± 50 Ωcm2

BET for graphite and
285 ± 28 Ωcm2

BET for NMC is found from the pulse experiments at 50 % SOC from
which the kinetic rate constants 1.0 ± 0.1 · 10−11 m/s and 1.2 ± 0.1 · 10−11 m/s are
obtained respectively (using Eq.2.8).

Measurements were also conducted at SOCs of 10 %, 30 %, 70 % and 90 % and the
kinetic rate constant were obtained accordingly. Although the kinetic charge transfer
resistance increases at low SOCs, similar kinetic constants are obtained (see definition
of exchange current density in Eq. 1.6). All areal kinetic charge transfer resistances and
their corresponding kinetic rate constants are collected in Table 2.1. As the definition
of the kinetic rate constant in the literature varies, kinetic charge transfer resistances
are compared with the available literature. E.g., Ogihara et al.100 report a very small
kinetic charge transfer resistance of ≈15 Ωcm2 for LiNiO2, however it is not specified
if the resistance is normalized to the BET area or the electrode area. Although reports
for the kinetic rate constant for graphite exist, a direct comparison is hindered by the
undefined nomenclature of the kinetic rate constant.81 A reason for the focus on cathode
active materials might be the additional complexity caused by the anode solid electrolyte
interphase. Heubner et al.93 report an exchange current density of 0.17 mA/cm2 for LFP,
from which a kinetic charge transfer resistance of 151 Ωcm2

BET can be obtained which
is similar to the values found in this study (see Table 2.1).
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Figure 2.6: Kinetic overpotentials of positive and negative galvanostatic pulses at ultra-
low loaded graphite (a) and NMC (b) electrodes at 50 % SOC, conducted in three-
electrode T-cells with a GWRE (see 5.1) and a lithium counter electrode. Cells were
discharged completely (CCCV) and then charged at a rate of 1 C to the selected SOC.
Positive or negative pulses were applied only after a 1 h resting period to have reproducible
starting conditions for each pulse. C-rates are calculated based on the reversible capacity
obtained during three previous formation cycles at ≈0.1 C and span the range from
0.1 to 30 C. Kinetic overpotentials are obtained by linear extrapolation of the potential
transients between 𝑡 = 0.9 s and 𝑡 = 1.1 s (see Figure 2.5) to the y-axis and subtraction of
the ohmic potential drop from the separator (3 Ω). The experimental setup and procedure
is similar to the measurements conducted in Ref. [99] and the reader is referred to the
reference for details. Multiple linear trendlines are shown for the C-rate range from ±0.1 C
(black lines, extrapolated to the full C-rate range) to ±30 C (green and orange lines for
graphite in (a) and NMC in (b), respectively).
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Table 2.1: Kinetic charge transfer resistances and rate constants (using the nomenclature
of Eq. 2.8) for NMC and graphite electrodes, determined using pulse experiments with
low loaded electrodes. Extrapolation of the potential transient between 0.9 and 1.1 s of
the 2 s pulses allow to obtain the total overpotential as the intercept with the y-axis.
Subtraction of the electrolyte potential loss throughout the separator yields the kinetic
overpotential which is linear for C-rates from 0.1 C to 30 C. The obtained kinetic charge
transfer resistances, given in the table, are normalized with the BET surface area of the
active materials and are used to calculate the kinetic rate constant 𝑘 by means of Eq. 2.8.

Active Material SOC 𝑅kin · 𝑆BET/Ωcm2
BET 𝑘/10−11m/s

NMC 10 % 578 ± 132 1.18 ± 0.30

NMC 30 % 407 ± 79 1.03 ± 0.25

NMC 50 % 280 ± 29 1.22 ± 0.14

NMC 70 % 218 ± 26 1.46 ± 0.19

NMC 90 % 174 ± 14 1.82 ± 0.16

graphite 10 % 657 ± 45 1.46 ± 0.10

graphite 30 % 509 ± 62 1.25 ± 0.16

graphite 50 % 643 ± 48 0.90 ± 0.07

graphite 70 % 435 ± 60 1.46 ± 0.23

graphite 90 % 412 ± 41 2.34 ± 0.25



Chapter 3

Ionic Transport Properties in a Binary
Electrolyte

During charge/discharge operation of a lithium-ion battery, charge is transported re-
versibly between the lithium ion host structures at the anode and the cathode. As
indicated by the name, the charge is transported in the form of ions. At high charge/dis-
charge currents, low temperatures, or for high energy cells with thick electrodes this ionic
transport in the electrolyte phase becomes the rate limiting step. If the ion transport
cannot support the applied/drawn current, ionic concentration gradients evolve yielding
increased overpotentials (see Eq. 1.5), which eventually lead to reduced safety, reduced
reversible capacity and reduced energy density in current lithium-ion batteries. For the
development of improved cells and for predictive models and battery control units, the
transport properties of the liquid electrolyte play an eminent role.

For the description of ionic transport phenomena in the commonly used Newman
model for binary electrolytes,24–26 the ionic transport properties, i.e., the ionic conduc-
tivity 𝜅Ion, the binary diffusion coefficient 𝐷±, the transference number 𝑡+, and the
thermodynamic factor TDF (a derivative form of the mean molar activity coefficient
𝑓±) are required (see Eq. 1.3 and 1.4). This chapter contains the journal articles pre-
senting novel electrochemical measurement techniques, as well as a detailed comparison
with existing techniques in the literature, for the binary diffusion coefficient (Section
3.1), the thermodynamic factor (Section 3.2) and the transference number (Section 3.3).
Because the ionic conductivity may be obtained using turn-key equipment, it is not in
the focus of this work (see Section 2.3). It has to be noted that not all initially made
assumptions for the direct determination of the thermodynamic factor based on the
ferrocene/ferrocenium redox couple were valid (compare erratum in Section 3.2). Hence
the temperature and concentration dependent study of ionic transport properties (Sec-
tion 3.4), as well as the comparison of ionic transport of LiPF6 and NaPF6 salts (Section
3.5), refrain from using the ferrocene cell method. Instead, while the diffusion coefficient
is determined as described in Section 3.1, the transference number and the thermody-
namic factor are found from pulse experiments and concentration cells with a further
simplification of the concentration cell potential. In a comprehensive temperature and
concentration dependent transport parameter study the methodology is described in
detail, written as a manual for simple adoption (Section 3.4). The same technique is
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then applied to a LiPF6 and a NaPF6 based electrolyte to investigate the influence of
the cation size on the ionic transport phenomena (Section 3.5).
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3.1 Binary Diffusion Coefficient
In this section the article Determination of Transport Parameters in Liquid Binary
lithium-ion battery Electrolytes I. Diffusion Coefficient54 is presented, which was sub-
mitted in December 2016 and published in the peer-reviewed Journal of the Electro-
chemical Society in February 2017. Parts of the article were presented at the 13th Sym-
posium on Fuel Cell and Battery Modeling and Experimental Validation in Lausanne
(Switzerland) in March 2016 and at the ECCOMAS 2016 in Crete (Greece) in June
2016. The open access article is distributed under the terms of the Creative Com-
mons Attribution Non-Commercial No Derivatives 4.0 License and may be accessed at
http://dx.doi.org/10.1149/2.1131704jes.

Our study on the electrochemical determination of binary diffusion coefficients is
based on pulse experiments in a two-electrode cell configuration with two lithium metal
electrodes. When a pulse current is applied to such a cell, concentration gradients will
evolve in the vicinity of the electrodes and for long pulses a steady state concentration
gradient will form. From the analysis of the potential and current transients during and
after such current pulses, the binary diffusion coefficient may be obtained, as established
in the literature for free-standing electrolyte solutions or polymer electrolytes.51,101 The
novelty of our approach is the use of a porous medium, first to be close to the final
application, secondly to avoid convective effects, which may alter obtained diffusion
coefficients to a large extent. In a separate experiment, where we apply positive and
negative current pulses to an upwards facing cylindrical electrolyte volume we verified
the necessity of a porous medium. Due to density gradients in such an experiment, the
equilibration of the concentration gradient in the electrolyte takes place within minutes
compared to hours for the different directions of current flow, which clearly shows that
convective transport may generally not be neglected. In the publication we summarize
three analytical solutions for the determination of the binary diffusion coefficient and
challenge their accuracy in numerical experiments. Experimentally we investigate the
binary diffusion coefficient of 0.01 M to 2.0 M LiClO4 in EC:DEC (1:1 w:w) electrolytes
with all three methods and find good agreement within the techniques. It is shown that
short pulse experiments are the best method for the determination of binary diffusion
coefficients, as side effects due to dendritic lithium formation are suppressed and the
necessary assumption of a small concentration gradient is automatically fulfilled at long
times after the pulse experiment.

Author Contributions
A.E., J.L. and H.G. developed the cell design. J.L. performed all electrochemical mea-
surements, A.E. derived the analytical solutions for a 1D cell design and conducted
numerical experiments. Data analysis was done by A.E. and J.L. and the manuscript
was written by A.E. and J.L. and edited by W.W. and H.G. All authors discussed the
data and commented on the results.

http://dx.doi.org/10.1149/2.1131704jes


A826 Journal of The Electrochemical Society, 164 (4) A826-A836 (2017)

Determination of Transport Parameters in Liquid Binary Lithium
Ion Battery Electrolytes
I. Diffusion Coefficient

Andreas Ehrl,a,=,c Johannes Landesfeind,b,=,∗,z Wolfgang A. Wall,a
and Hubert A. Gasteigerb,∗∗

aInstitute for Computational Mechanics, Department of Mechanical Engineering, Technical University of Munich,
Munich, Germany
bChair of Technical Electrochemistry, Department of Chemistry and Catalysis Research Center, Technical University of
Munich, Munich, Germany

Various numerical methods for the simulation of ion-transport in concentrated binary electrolyte solutions can be found in the
literature, whereas the corresponding transport parameters are rarely discussed. In this contribution, a polarization cell consisting
of two electrodes separated by a porous separator is proposed to determine the concentration dependent binary diffusion coefficient
of non-aqueous electrolyte solutions. Therefore, two different electrochemical methods are extended so that they can be applied to
electrolyte solutions in a porous medium. Additionally, the different methods are compared with each other by means of numerical
simulations. The proposed experimental setup is used to determine the concentration dependent binary diffusion coefficient of an
exemplary electrolyte, lithium perchlorate dissolved in a mixture of ethylene carbonate and diethyl carbonate, and the data are
compared to those available in the literature. It will be shown that the most reliable method to determine concentration dependent
binary diffusion coefficients are long-term relaxation experiments in a two-electrode cell using a porous separator.
© The Author(s) 2017. Published by ECS. This is an open access article distributed under the terms of the Creative Commons
Attribution Non-Commercial No Derivatives 4.0 License (CC BY-NC-ND, http://creativecommons.org/licenses/by-nc-nd/4.0/),
which permits non-commercial reuse, distribution, and reproduction in any medium, provided the original work is not changed in any
way and is properly cited. For permission for commercial reuse, please email: oa@electrochem.org. [DOI: 10.1149/2.1131704jes]
All rights reserved.

Manuscript submitted December 22, 2016; revised manuscript received February 2, 2017. Published February 22, 2017.

Advanced numerical simulation tools are important for the under-
standing of existing battery systems as well as the development and
the optimization of future battery systems. For such numerical simu-
lations, accuracy and reliability are key issues and depend on appro-
priate physical models, boundary conditions, and, most importantly,
accurately determined physico-chemical parameters. For instance, the
mathematical model for binary electrolyte solutions presented by
Newman and Thomas-Alyea1 is based on four different concentra-
tion dependent transport parameters, namely the conductivity κ(c),
the binary diffusion coefficient D±(c), the transference number t+(c),
and the thermodynamic factor or the mean molar activity coefficient
f±(c); in addition, for modeling porous battery electrodes, the con-
centration independent so-called tortuosity factor τ to describe the
effective ionic conductivity in porous electrodes with a given mor-
phology is required.2 While the conductivity κ(c) can be measured
using turn-key conductivity sensors, the determination of the other
three concentration dependent parameters is more elaborate. Experi-
mental methods for the determination of the transference number and
the thermodynamic factor are discussed, e.g., in Ehrl et al.3 and Lan-
desfeind et al.,4 while the determination of a complete set of transport
parameters can also be found in the literature.5,6 An overview of the
most popular experimental techniques for the determination of bi-
nary diffusion coefficients in lithium based electrolytes is given in the
following.

In Castiglione et al.,7 Sethurajan et al.8 and Capiglia et al.,9 pulsed-
field gradient Nuclear Magnetic Resonance (NMR) is used to deter-
mine the self-diffusion coefficients of ions in an electrolyte solution,
which describes the mobility of ionic species in the absence of an
electrochemical potential gradient.10 In Castiglione et al.,7 the self-
diffusion coefficients of all ions in an electrolyte composed of LiTFSI
(lithium bis(trifluoromethanesulfonyl)imide) dissolved in the ionic
liquid PYR14TFSI (N,N-dimethyl pyrrolidinium) at a molar ratio of
1:9 were determined, whereas Capiglia et al.9 investigated LiPF6,

=These authors contributed equally to this work.
∗Electrochemical Society Student Member.

∗∗Electrochemical Society Fellow.
cPresent address: Velling 4, 94374 Schwarzach, Germany.
zE-mail: j.landesfeind@tum.de

LiBF4, and LiN(C2F5SO2)2 in ethylene carbonate (EC) ethyl-methyl
carbonate (EMC) solvent mixture (EC:EMC at 2:8 v:v). A theoretical
discussion of the experimental method is given in Price.11 For this
method, the major difficulty is to relate the ionic self-diffusion coeffi-
cients determined by NMR to the binary diffusion coefficients which
are generally required for numerical simulations. Another method,
based on Moiré patterns, was used to determine the binary diffu-
sion coefficient D±(c) of LiClO4 in PC (propylene carbonate).12 This
technique is based on the optical observation of the time-dependent
relaxation of the concentration profile after two electrolyte solutions
with different concentrations are brought into contact. Nishida et al.
used the same technique to determine D±(c) for LiPF6, LITFSI, and
LiBF4 in PC.13 The binary diffusion coefficient can also be determined
from limiting current measurements with a micro disc electrode, as
was shown by Xu and Farrington14 for 0.1 M LiClO4 in PC, but this
method does not allow to measure the concentration dependence of
D±(c) and can only provide an average value between the chosen
salt concentration and zero (the concentration at the surface of the
electrode at the limiting current).

The most popular method for the determination of the concen-
tration dependent binary diffusion coefficient D±(c) is the so-called
restricted diffusion method introduced by Harned and French, which
is based on the observation of the long-term relaxation behavior fol-
lowing an initially induced concentration profile.15 The applicability
of the method for concentrated electrolyte solutions was demonstrated
by Newman and Chapman for potassium chloride in water.16 The re-
laxation process can be observed by different methods. In Stewart and
Newman, an optical device was used to record the relaxation of the
LiPF6 concentration profile in an EC diethylcarbonate (DEC) solvent
mixture (EC:DEC at 1:1 w:w).17 Limiting factors of this method are
the spatial resolution of the optical measurement and the complexity
of the required analysis equipment. Alternatively, the relaxation of an
initially induced concentration profile can be observed indirectly via
the measured potential.6,18–23 In Hiller et al.,18 the concentration and
temperature dependent binary diffusion coefficients of LiTFSI and Li-
BOB (lithium bis(oxalato) borate) in polyethylene oxide (PEO) based
polymer electrolytes were determined by analyzing the long-term
potential relaxation following an initial current pulse in a restricted
diffusion experiment. In addition, the binary diffusion coefficients
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were also calculated based on the short-term relaxation behavior of
steady-state concentration profiles. Unfortunately, the binary diffusion
coefficients determined by the two methods differed significantly (by
up to a factor of 6). Based on different relaxation experiments, the bi-
nary diffusion coefficient of LiClO4 in PC electrolyte solution soaked
into a glass wool filter was determined by a numerical optimization
method by Georén and Lindbergh.24 Their approach was based on
a physical model including solvent effects, as introduced by Georén
and Lindbergh24 and Doyle,25 whereby convective effects were ne-
glected and the tortuosity of the glass wool filter was determined
using the Bruggeman relation (the latter may introduce significant er-
rors, as was demonstrated recently by Landesfeind et al.2). A similar
approach based on a more elaborate optimization framework was used
by Nyman et al.19 and Lundgren et al.26 for LiPF6 in EC:EMC (3:7
w:w) and in EC:DEC (1:1 w:w), respectively. In both publications,
solvent effects and convective transport due to the motion of ions are
included in the physical model used for the numerical optimization
and, in addition, the effective ionic conductivity of the used glass
microfiber filters was determined experimentally. Recently, the influ-
ence of solvent effects on the determination of transport parameters
was investigated numerically by Liu and Monroe.27 Note that the ex-
perimental studies listed in this paragraph6,19,24,26 obtained the binary
diffusion coefficients by fitting the complete set of transport parame-
ters to their numerical model (i.e., D±(c), t+(c), and f±(c)) or rely on
other transport parameters, which undoubtedly will compromise the
accuracy achievable for each one of the parameters.

Although, as discussed above, there are various experimental meth-
ods for the determination of binary diffusion coefficients already avail-
able in the literature, these methods require either a conversion of self-
diffusion coefficients into binary diffusion coefficients, an additional
spectroscopic technique to independently monitor concentration vs.
time, or a global fit involving all concentration dependent physico-
chemical transport parameters. For this reason, we believe, the sim-
plicity of the here proposed experimental setup to determine D±(c) as
a function of salt concentration, requiring no optimization framework
and/or provision of additional parameters other than the tortuosity,
which can be measured accurately in independent experiments,2 con-
stitutes a valuable alternative method, particularly in view of its here
demonstrated accuracy and reproducibility. In the Theoretical back-
ground section, a comprehensive introduction to the volume averaged
ion-transport equations for porous media is given, which is the theoret-
ical basis for the determination of the concentration dependent binary
diffusion coefficient. In the Experimental section, the experimental
procedures as well as the used materials and devices are introduced.
The analytical framework for the determination of binary diffusion
coefficients are summarized in the section Mathematical derivation.
In the latter two sections, the experimental and the theoretical dif-
ferences between a cell setup with and without porous materials are
highlighted. Validity and accuracy of the introduced techniques are
analyzed and compared in the section Numerical validation. Because
theoretically expected transients are more obvious in simulated ex-
periments, this section aids the interpretation of experimental data.
Finally, in the Results and discussion section, the concentration de-
pendent binary diffusion coefficient of LiClO4 in EC:DEC (1:1 w:w)
obtained from our measurements is given and compared with data in
the literature.

Theoretical Background

Many experimental methods for the determination of ion-transport
parameters are based on analytical solutions of the component mass
conservation law. For a cell consisting of a porous medium filled with
an electrolyte solution, the more general case of the volume averaged
mass conservation law has to be considered

ε
∂c

∂t
− ∇ ·

( ε

τ
D± (c) ∇c

)
+ ∇ ·

(
t+ (c)

z+ν+F
ī
)

= 0 [1]

as introduced, e.g., in Newman and Thomas-Alyea.1 Here, the volu-
metric intrinsic phase average of the concentration is denoted by c,

the charge number of the positive ionic species by z+, the stoichiomet-
ric coefficient of the cation by ν+, and the volumetric phase average
of the current density by ī (as usual, time is denoted by t and F
denotes the faraday constant (96485 As/mol)). The terms volumetric
intrinsic phase average and volumetric phase average result from the
volume averaging approach used for the mathematical description of
the porous medium. In this approach, the microscopic relations are av-
eraged over a representative element volume to yield the macroscopic
transport equations. In case of the volumetric intrinsic phase average,
the averaging is performed only over the electrolyte phase within the
representative element volume, whereas both the volume of the elec-
trolyte and the solid phase within the representative element volume
have to be considered in case of the volumetric phase average. The
volumetric intrinsic phase average multiplied by the porosity thus cor-
responds to the volumetric phase average. The interested reader is re-
ferred to Bear and Bachmat28 or Landstorfer and Jacob29 for a detailed
derivation of these macroscopic equations. The transport parameters
used in the mass conservation law are the concentration dependent
binary diffusion coefficient D±(c) and the transference number t+(c).
The porosity ε and the tortuosity τ are parameters related to the mor-
phology of the porous medium and are frequently used to obtain the
so-called effective binary diffusion coefficient D±,eff = ε τ−1 D±.

The conservation of current is given by

∇ · ī = 0 [2]

with

ī = − ε

τ
κ (c) ∇� + ν

z+ν+

RT

F

ε

τ
κ (c)

×
[

1 + ∂ ln f± (c)

∂ ln c

]
(1 − t+ (c))

1

c
∇c [3]

Here, � stands for the volumetric intrinsic phase average of the electric
potential with respect to a lithium reference electrode. In addition, the
concentration dependent conductivity κ(c) and the thermodynamic
factor [1 + ∂ ln f±(c)/∂ ln c] are necessary to describe the current
flow. The coefficient ν = ν+ + ν− is based on the stoichiometry
coefficients ν+ and ν− resulting from the dissociation of a binary salt
in its components (e.g., ν = 2 for the typical 1:1 salts used in lithium
ion batteries). The gas constant is denoted by R (8.314 J/(mol K)) and
the temperature by T (in units of Kelvin).

In combination with Eq. 2, Eq. 1 can be simplified to a one-
dimensional scalar transport equation

∂c

∂t
− 1

τ
D± (c0)

∂2c

∂x2
= 0 [4]

with the volumetric phase average of the flux density N̄ as the corre-
sponding boundary condition

N̄ = − ε

τ
D± (c0)

∂c

∂x
+ t+ (c0)

z+ν+F
ī [5]

if the following assumptions are valid:

1. The experimental setup resembles an ideal geometrical configu-
ration, as is for example satisfied for a setup consisting of two par-
allel and aligned flat electrodes separated by an electrolyte layer
and completely enclosed by insulators. In this case, concentration
and potential gradients are exclusively orientated in x-direction
(i.e., normal to the electrodes). As a result, ion-transport in the
electrolyte solution can be described by a one-dimensional par-
tial differential equation. In reality, this ideal configuration can
be approximated by a two electrode cell with a large radius to
distance ratio.

2. The assumption of a zero order approximation for the concentra-
tion dependent binary diffusion coefficient D±(c)|co±δc = D±(c0)
and the transference number t+(c)|co±δc = t+(c0) has to be valid.
This assumption is fulfilled if the binary diffusion coefficient
and the transference number are concentration independent or
if the concentration variations δc around an initial concentration
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c0 are small. The same condition is required for the remain-
ing ion-transport parameters, namely the conductivity and the
thermodynamic factor. Typical concentration dependent transport
parameters of various binary electrolyte solutions usually fulfill
this assumption, as is demonstrated in the section Numerical val-
idation.

3. The porosity ε and the tortuosity τ are constant with respect to
time and space.

At the boundaries, the relation between the current density and the
flux density ī = z+ ν+ F N̄ can be used to reformulate Eq. 5.

ī = −z+ν+F
ε

τ
D± (c0)

1 − t+ (c0)

∂c

∂x
[6]

A more detailed derivation of these equations is given, e.g., by
Newman and Thomas-Alyea1 or by Ehrl.30

The partial differential equation given in Eq. 4 can be solved ana-
lytically for different types of Boundary Conditions (BCs) and Initial
Conditions (ICs). As a result, an expression for the concentration dif-
ference �c = cA − cC between the Anode (A) and the Cathode (C)
can be obtained, which for a given set of BCs/ICs correlates �c with
the concentration dependent binary diffusion coefficient and transfer-
ence number, with the chosen salt bulk concentration, and the elec-
trode morphology related porosity and tortuosity, in the general form
Ref. 1

�c = cA − cC = f (D± (c0) , t+ (c0) , ε, τ, c0) [7]

If the concentration difference �c for a specific set of BCs/ICs and
the corresponding functional description of Eq. 7 with the remaining
parameters are known, it is possible to calculate the binary diffusion
coefficient D±(c). The functional description to calculate the binary
diffusion coefficient from Eq. 7 with different experimental proce-
dures is presented in the following. For polarization experiments, we
further define the x-axis of the one-dimensional coordinate system to
point from the electrochemical cathode with xC = 0 toward the elec-
trochemical anode with xA = l, as a result of which, the concentration
gradient will always be positive during the polarization experiment
and the subsequent relaxation phase if Li+ ions are the only reacting
species in the system (i.e., the anode concentration cA ≥ the cathode
concentration cC).

In this study, the concentration difference �c is determined in-
directly by utilizing its correlation with the measured cell potential
U = �� + η, where the potential difference between anode and
cathode �� = �A −�C is the volumetric intrinsic phase average of
the electric potential and η is the kinetic overpotential of the anodic
and cathodic charge transfer reactions. To do so, Eq. 3 has to be re-
duced to its one-dimensional form as was demonstrated above for the
ion-transport equation. This dimensional reduction is also only valid
if the same conditions as for the ion-transport equation are fulfilled,
especially the small concentration variation �c between anode and
cathode. In the absence of current flow (i.e., ī = 0) across the elec-
trodes, the kinetic overpotential η term is zero and the integration of
Eq. 3 along a one-dimensional path directed from the cathode to the
anode gives

U = �� = ν

z+ν+

RT

F

[
1 + ∂ ln f± (c0)

∂ ln c

]
(1 − t+ (c0)) ln

cA

cC
[8]

where the thermodynamic factor (TDF) is assumed to be constant for
small concentration variations around the bulk concentration c0, as
was already assumed above for the binary diffusion coefficient and
the transference number. In order to use the cell potential as a measure
for the concentration difference �c, it is necessary to introduce an
additional linearization for the term ln cA/cC . If the concentration
difference �c = cA −cC is small compared to the initial concentration
c0 (�c << c0), the logarithmic term in Eq. 8 can be approximated by

ln
cA

cC
≈ �c

c0
[9]

Figure 1. Schematic of two-electrode cell with symmetrical lithium elec-
trodes and larger diameter, aligned separators, which was used for pulse ex-
periments in the determination of binary diffusion coefficients.

as was shown, e.g., by Bruce and Vincent.31 Under these conditions,
the cell potential in the absence of current flow (s. Eq. 7) will be di-
rectly proportional to the concentration difference �c between anode
and cathode

U = �� ∝ �c [10]

This is one of the central aspects for the electrochemically based
determination of transport parameters. The same method was also
applied in, e.g., Ma et al.,23 Zugmann et al.,32 or Valøen et al.6

Experimental

Mixtures of ethylene carbonate (EC, 50% by weight, Sigma
Aldrich, anhydrous, 99%) and diethyl carbonate (DEC, 50% by
weight, Sigma Aldrich, anhydrous, >99%) were used as solvents
for self-prepared electrolytes containing lithium perchlorate (LiClO4,
Sigma Aldrich, 99.99%) salt, mixed in an argon filled and tempera-
ture controlled glove box (MBraun, 25◦C ± 1◦C, water content <0.1
ppm, Ar 5.0, Westfalen, 99.999% Vol). LiClO4 concentrations ranged
from 0.01 to 2 M. Metallic lithium (Rockwood Lithium, 0.45 mm
thickness, high purity) was used as counter electrode (CE) and work-
ing electrode (WE). The binary diffusion coefficient was determined
by polarization experiments in a two electrode setup as shown in
Figure 1.

All cell parts were cleaned by boiling them in a mixture of ethanol
and water (Millipore, Elix, 15 M �), thoroughly rinsing them with
water, followed by overnight drying at 70◦C in a heating oven before
bringing them into the glove box. Twenty circular layers of Celgard
2500 separator (porosity 55%, thickness 25 μm) with a diameter of
20 mm were placed between the two lithium electrodes with a diam-
eter of 17 mm. A larger separator size ensured that no stray currents
could flow around the porous separators through the bulk of the elec-
trolyte. The electrode distance is determined by the thickness of the
separators, which are incompressible in the pressure range induced
by the mechanical spring (≈0.1 MPa). Due to the chosen setup, the
geometrical distance between the electrodes (l) can be adjusted accu-
rately to small values such as l = 20 · 25 μm = 0.5 mm. As a result,
a large radius to distance ratio was obtained, minimizing the influence
of the edge effects of the electric field and thereby fulfilling the re-
quirement of a one-dimensional concentration and potential gradient.
It is emphasized that convective effects are also suppressed using this
setup with a porous separator, which is supported by experimental
data: after positive and negative polarizations of the two electrodes
(aligned perpendicularly to the gravitational field), identical potential
relaxation transients were observed, proving that convective trans-
port can be neglected. After the cells were sealed with PTFE gaskets,
measurements were conducted in a climate chamber outside the glove
box. A Biologic VMP3 potentiostat/galvanostat was used for the elec-
trochemical measurements and cell impedances were measured in a
frequency range from 200 kHz to 1 Hz.

Experimental procedure used in polarization cells.—Potentio-
static steady-state and galvanostatic pulse polarization experiments
were conducted using the two electrode symmetrical lithium cell
shown in Figure 1. While after a long potentiostatic steady-state po-
larization a linear concentration profile is established between the
electrodes (lower panels in Figure 2), the short galvanic pulse po-
larization procedure is designed such that the concentrations change
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Figure 2. Schematic of the current/voltage profiles during the galvanostatic
pulse polarization experiments (GPP; s. upper left panel) and of the poten-
tiostatic steady-state polarization (SSPP; s. lower panel), together with the
respective concentration profiles present at the current interruption time TI.

only in the vicinity of the electrodes (s. upper panel in Figure 2).
Measurements for each salt concentration were repeated at least two
times in order to check for reproducibility.

In each cell, a 6 h rest period was followed by several galvanos-
tatic pulse polarization (GPP) experiments with various polarization
currents Ip and times TI, whereby a pulse with a positive current flow
was always followed by an identical pulse with a reversed current
flow. After each individual polarization, an OCV (open circuit volt-
age) phase of at least 3 h was applied in order to ensure a complete
relaxation of the concentration profile. In theory, the polarization time
in a galvanostatic pulse experiment has no impact on the long-term
relaxation behavior of the concentration profile. Due to the relax-
ation process, the requirement for small concentration differences
between anode and cathode are automatically fulfilled for long times.
However, due to the finite accuracy of the measurement equipment
(100–200 μV noise with the VMP3 potentiostat/galvanostat), too short
polarization times with correspondingly small logarithmic cell po-
tential variations make a determination impractical. Following these
galvanostatic pulse experiments, a steady state potentiostatic polar-
ization (SSPP) experiment was conducted. For these experiments, the
polarization phase was terminated manually for each cell once the
current I (t) remained stable for at least 2 minutes, resulting in poten-
tiostatic polarization times on the order of 15 to 60 minutes. The high
frequency resistance of the cell was measured before and at the end of
each pulse experiment to evaluate the stability of the electrolyte and
was found to vary less than 3% over the course of the experiments
for the nominal electrolyte concentrations of 0.5 M to 2 M. Only for
the smallest electrolyte concentration of 0.01 M, the high frequency
resistance was found to decrease by 10% from the beginning to the
end of the experiment (∼24 h). This decrease in the high frequency
resistance implies an increase of the electrolyte conductivity, which
must be due to an increase in ion concentration caused by SEI forma-
tion. Since the conductivity scales linearly with concentration at such
low concentrations, the effective electrolyte concentration should be
ca. 11 mM compared to the nominal concentration of 10 mM, which
is a reasonably small error, particularly since the equations for the
determination of the binary diffusion coefficient are not a function
of the salt concentration (shown later on by Eq. 14 and Eq. 17).
Table I summarizes the applied galvanostatic pulse and steady-state
potentiostatic polarization parameters. The polarization currents in
galvanostatic experiments and the potentials in potentiostatic exper-
iments were selected such that the current density would always be

Table I. Summary of the applied galvanostatic pulse polarization
(GPP) steps and the subsequent steady-state potentiostatic
polarization (SSPP) for different LiClO4 concentrations in
EC:DEC (1:1 w:w), used to determine the binary diffusion
coefficient in the two-electrode cell setup shown in Figure 1.

Salt Concentration GPP SSPP

2 min, ± 50 μA
0.01 M 4 min, ± 50 μA 20 mV, ∼ 60 min

3 min, ± 75 μA

6 min, ± 500 μA
16 min, ± 500 μA 50 mV, ∼ 15 min
12 min, ± 750 μA

0.5 M, 1 M
1.5 M, 2 M

below 0.3 mA/cm2, as this assures the absence of lithium dendrite
formation.33

Mathematical Derivation

In this contribution, two different methods for the electrochemical
determination of the binary diffusion coefficient from the potential
relaxation after polarization are considered. In the first method, the
observed long-term relaxation behavior of the cell potential after a
galvanostatic pulse (GPP) or a steady-state potentiostatic polariza-
tion experiment (SSPP) is analyzed. The second method is based
on the analysis of the short-term relaxation behavior of the cell po-
tential following a steady-state potentiostatic polarization. The first
method is frequently used in the literature to determine the binary
diffusion coefficient of polymer electrolytes and non-aqueous elec-
trolyte solutions.6,18–23 However, when this method is applied to the
evaluation of liquid electrolytes, most of the used experimental setups
do not fulfill the ideal geometrical configuration which is required for
simplification of Eq. 4. Additionally, convective effects influencing
the ion transport equations in the polarization cell are not suppressed
at all by these experimental setups, especially on long time scales.
With regards to eliminating convective contributions to ion transport,
the here proposed cell setup using porous separators is clearly superior
(s. explanation in the Experimental section), but when using porous
separators, the classical equations have to be adapted according to
the volume averaged ion-transport equations, as will be shown in the
following.

Analysis of the long-term relaxation behavior.—When using the
long-term relaxation behavior for the determination of the diffusion
coefficient, the two-electrode cell can be polarized by galvanostatic
pulses or by potentiostatic steady-state polarization. For this method,
the concentration profile c(TI) established at the interruption time TI

is considered as the initial concentration profile. The relaxation of the
concentration profile (i.e., for I = 0) can be observed via the relaxation
of the cell potential U (t). Originally, the method was developed for
dilute electrolytes by Harned and French.15 The theoretical verifica-
tion for concentrated solutions is given in Newman and Chapman.16 It
is important to realize that in both publications only bulk electrolyte
solutions, i.e., without a porous separator are considered, so that they
are not valid for experiments with porous separators. However, Eq. 4
can be simply rescaled to have the same form as Eq. 1 used by New-
man and Chapman,16 if we define a partial effective binary diffusion
coefficient D∗

±,eff (c0) ≡ τ−1 · D±(c0):

∂c

∂t
− D∗

±, eff (c0)
∂2c

∂x2
= 0 [11]

With this modification, the time dependent concentration at each
electrode can now be determined by Eq. 2 in Newman and Chapman,16

from which �c(t) can be obtained by taking the difference between
cA(t) and cC(t) (i.e., evaluating Eq. 2 in Newman and Chapman16 for
cathode location xC = 0 and the anode location xA = l; note that
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x ≡ y and l ≡ a in Reference 16):

�c (t) = cA (t) − cC (t) = 2C1 exp

(
−π2 D∗

±,eff (c0)

l2
t

)
+ 2C3

× exp

(
−9π2 D∗

±,eff

l2
t

)
+ 2

∞∑
n=3

C(2n−1)

× exp

(
− (2n − 1)2π2 D∗

±,eff (c0)

l2
t

)
[12]

It is important to note that the here used partial effective binary
diffusion coefficient (D∗

±,eff (c0) ≡ τ−1 · D±(c0) ) must be distin-
guished from the commonly used effective binary diffusion coeffi-
cient (D±,eff (c0) ≡ ε · τ−1 · D± (c0) = ε · D∗

±,eff (c0)), which was
defined in the Theoretical background section. In the derivation of
Newman and Chapman,16 a variable binary diffusion coefficient and
convective effects as a result of a varying solution volume were also
considered, resulting in a similar relationship as that of Eq. 12. Based
on these results, the authors conclude that the variation in solution
volume does not play a major role for small concentration variations.
Convective effects as a result of natural or forced convection are
not investigated in the latter publication, although the experimental
setup uses a liquid electrolyte without porous separator, so that the
absence of natural convection cannot necessarily be assumed. The
different initial conditions resulting from the galvanostatic pulse and
the steady-state potentiostatic polarization experiments do only have
an influence on the prefactor Cn , but not on the exponential terms. A
detailed derivation of this formula is given in Ehrl.30

For large times, i.e., t → ∞, the first term of the analytical solution
(Eq. 12) is dominating, yielding a linear relationship of the logarithmic
concentration difference ln �c(t) with respect to time t

ln �c (t) = ln (2C1) − π2 D∗
±,eff (c0)

l2
· t ∝ ln U (t) [13]

Since the concentration difference �c and the measured cell po-
tential U are directly proportional (Eq. 10), the linear behavior can
also be observed for the cell potential U (indicated at the right-hand-
side of Eq. 13). Thus, when plotting ln U (t) vs. t, the slope of the
line as t → ∞ (denoted as m ln) corresponds to π2 · D∗

±,eff (c0)/l2 (s.
Eq. 13), so that the partial effective binary diffusion coefficient can be
calculated from the linear slope m ln:

D∗
±,eff (c0) = l2

π2
· m ln [14]

Advantageous in this approach is the fact that the initially im-
posed concentration difference by the galvanostatic pulse or the po-
tentiostatic hold decreases with increasing time, which supports the
requirement for small concentration variations introduced in the The-
oretical background section.

Analysis of the short-term relaxation behavior.—In this second
method, a linear concentration profile c(TI) from a preceding poten-
tiostatic steady-state polarization is considered as an initial concentra-
tion profile established at the time TI when the current is interrupted,
which can be approximated by a linear function for small concentra-
tion variations. It should be noted, however, that whether the linear
concentration profile is obtained galvanostatically or potentiostatically
is irrelevant. For the short-term relaxation from a steady-state concen-
tration profile, the time dependent concentration difference �c(t) is
given by the relation

�c (t) = �c (TI) ·
(

1 −
√

16 · D∗
±,eff (c0)

π · l2
· t

)
[15]

showing that the short-term relaxation process is linear with respect
to

√
t . Eq. 15 is derived by solving the partial differential equation

given by Eq. 4, using a linear concentration profile as initial condition
and no-flux conditions at both electrodes, which can be done by a

Laplace transformation as shown, e.g., by Ehrl.30 The same equation
was presented by Hiller et al.18 for a polymer electrolyte, the only
difference being that in their equation D∗

±,eff (c0) in Eq. 15 is replaced
by D±,eff (c0), as there is no porous matrix/separator. For small con-
centration variations, Eq. 15 can also be expressed with Eq. 8 and Eq.
9 in terms of the cell potential

U (t) = U (TI) − U (TI)

√
16D∗

±,eff (c0)

l
√

π

√
t = U (TI) − msqrt

√
t

[16]
where msqrt denotes the slope of a plot of cell potential U versus

√
t .

As a result, the partial effective binary diffusion coefficient D∗
±,eff can

be determined by

D∗
±,eff (c0) = π · l2

16
·
(

msqrt

U (TI)

)2

[17]

Here, the cell potential U (TI) denotes the potential measured di-
rectly after current interruption.

For both methods, the tortuosity τ of the porous separator
is required to determine the ultimately desired binary diffusion
coefficient D±(c0), which can be determined, e.g., by the method
proposed in Landesfeind et al.2 Alternatively, the effective binary dif-
fusion coefficient D±,eff (c0) = ε · τ−1 · D±(c0) = ε · D∗

±,eff for a
specific porous medium/separator can be calculated from the deter-
mined value of D∗

±,eff , if its porosity is known. In general, careful
observation of the voltage versus time behavior always gives a good
indication with regards to the quality of the experimental data, also if
transport parameters are determined by a numerical fitting approach.

Numerical Validation

In the following, the analytical expressions for the determination of
the binary diffusion coefficient D±(c0) introduced in the Mathemati-
cal derivation section are analyzed by means of numerical simulations
using typical transport parameters for lithium ion battery electrolytes
and typical kinetic parameters for metallic lithium in order to eval-
uate their applicability for the experimental determination of binary
diffusion coefficients, i.e., in order to verify the assumptions made in
the Theoretical background section. All simulations are based on the
Equations 1–3 and were performed with an in-house finite element
research code. A detailed derivation of the used numerical methods is
given in Ehrl.30

All numerical simulations are based on a one-dimensional domain
representing a virtual electrode area A = 227 mm2 (corresponding
to the 17 mm diameter lithium electrodes used in this work). The
simulation and transport parameters are summarized in Table II. The
chosen parameters do not represent a specific material or electrolyte
but should be somehow realistic. The values given for the porosity
and the tortuosity are of the same order as for the Celgard 2500
separator characterized in Landesfeind et al.,2 whereas the functional
description of the transport parameters is guided by the transport
parameter of an electrolyte solution consisting of lithium perchlorate
LiClO4 dissolved in EC:DEC (1:1 w:w).3,4 In contrast to Landesfeind
et al.,4 the theoretically expected Debye-Hückel behavior is included
in the description of the thermodynamic factor to demonstrate that
even such a strong non-linearity at small concentrations does not
influence the proposed measurement method. The exchange current
density i0 in the Butler-Volmer equation is chosen to correspond to
a realistic value for the kinetic resistance of a porous electrode. The
remaining parameters of the Butler-Volmer equation are assumed.

Numerical analysis of the polarization experiments.—Using a
quasi-1D two-electrode cell (s. Figure 1), the binary diffusion coeffi-
cient D±(c0) in this study will be determined by three different meth-
ods, which were summarized in the Mathematical derivation section.
The binary diffusion coefficients D±|pulse

long−term and D±|steady−state
long−term refer

to the values calculated from the long-term relaxation behavior after a
pulse and a steady-state polarization experiment, respectively (in this
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Table II. Simulation parameters for the quasi one-dimensional
simulation using the finite element research code developed at the
Institute for Computational Mechanics at the Technical University
of Munich. The concentrations in the below given correlations are
given in units of mol/L.

Computational domain [mm]
cathode at xC = 0 and

anode at xA = 0.5

Virtual electrode area A [mm2] 227
Porosity ε [-] 0.55

Tortuosity τ [-] 2.6

Initial concentration c0 [M] 0.01 / 1.0 / 2.0

Binary diffusion coefficient D± [ mm2

s ] 2.84 · 10−4 exp(−0.45 · c)

Transference number t+ [-] 0.4 + 0.2 · c − 0.125 · c2

Thermodynamic factor [-] 1 − 1
2 · 3.95·√c

(1+63.05·√c)2 + 0.907 · c

Conductivity κ [ μS
mm ] 3400 ·c−4700·c 3

2 +2000 ·c2

1.0 + 0.2 ·c4

i = i0 ·
(

c
c0

)γ ·
[
exp

(
αA F
RT η

)
−exp

(
αC F
RT η

)]
i0 = 3 μA

mm2 , γ = 0, αA = αC = 0.5
Butler-Volmer equation/parameters

Table III. Analytical methods for the determination of the binary
diffusion coefficient D±(c0) from the three different types of
experiments.

D±|pulse
long−term, D±|steady−state

long−term
l2

π2 · τ · mln Eq. 14

D±|steady−state
short−term

π ·l2

16 · τ ·
(

msqrt
U (TI)

)2
Eq. 17

work, pulse polarization experiments were done galvanostatically and
steady-state polarization experiments were done potentiostatically).
In addition, the binary diffusion coefficient D±|steady−state

short−term refers to
values calculated from the short term relaxation behavior of a steady-
state polarization experiment (done potentiostatically in this work).
The relevant equations for determining these diffusion coefficients are
given in Table III.

Figure 3 and Figure 4 depict exemplarily simulated potential re-
laxations after a simulated galvanostatic pulse (GPP) and steady-state

Figure 3. Simulation of a galvanostatic pulse polarization experiment (GPP)
based on the parameters given in Table II and applying a polarization time
of 30 s, a polarization current density of ip = 0.8 mA/cm2 (corresponding
to a current of Ip = 1.82 mA ), and an initial electrolyte concentration of
c0 = 1 M.

Figure 4. Plot of the relaxation phase of a simulated steady-state potentiostatic
polarization experiment (SSPP) based on the parameters given in Table II, with
a polarization time of TI = 3300 s, a polarization potential of Up = 50 mV,
and an initial electrolyte concentration of c0 = 1 M.

potentiostatic polarization (SSPP), respectively. The black and the red
lines represent the numerical simulation results for the cell poten-
tial U and the current I , respectively. The green lines stand for the
simplified analytical solution presented in the section Mathematical
derivation and summarized in Table III. The insets in both figures
show the linear long-term relaxation of the logarithm of the cell po-
tential vs. time with the corresponding analytical solution (Eq. 13) and
the linear short-term relaxation of the cell potential with respect to the
square root of time with the corresponding analytical solution (Eq.
16). In both cases, the expected time behavior predicted by Eq. 13 and
Eq. 16 can be observed. The slope m ln obtained from the long-term
relaxation behavior is proportional to the partial effective binary dif-
fusion coefficient D∗

±,eff (c0) as shown in Eq. 14. Similarly, the slope
msqrt obtained from the short-term relaxation of the cell potential al-
lows to determine the partial effective binary diffusion coefficient as
shown in Eq. 17. In this case, however, in addition to the known
separator thickness l, the cell potential U (TI) immediately after cur-
rent interruption is necessary to calculate the partial effective binary
diffusion coefficient from Eq. 17. In theory, U (TI) is equal to the con-
centration overpotential resulting from the concentration difference
�c between anode and cathode. However, in actual experiments, the
cell potential U (TI) immediately after current interruption is usually
affected by additional parasitic contributions as a result of the current
interruption (SEI formation currents, capacitive currents), as shown
later in Figure 9 in the Results and discussion section. To overcome
this commonly encountered experimental problem, the linear relation
of the concentration difference �c (and thus of U) with respect to

√
t

(s. Eq. 15) can be used to extrapolate to the cell potential U (TI), which
would be solely due to the concentration overpotential immediately
after current interruption (i.e., at TI + δt). This is valid, if the relax-
ation process of the concentration difference �c (diffusion process)
proceeds on a slower time scale than the relaxation of potential para-
sitic processes as, e.g., capacitive effects. The extrapolation approach
for determination of the cell potential U (TI) at TI + δt is also demon-
strated in Figure 4, but as the numerical simulations do not include
parasitic effects, the extrapolated and the simulated value of U (TI) are
of course identical.

Validation of determination methods.—In Figure 5, the binary
diffusion coefficients determined by the different approximation equa-
tions (s. Table III) are depicted with respect to the concentration dif-
ference �c(TI) at the current interruption time, which is determined
from the simulation for a bulk salt concentration of c0 = 1 M. In case
of a pulse experiment, the concentration difference �c(TI) depends on
the polarization time and the applied polarization current Ip while in
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Figure 5. Binary diffusion coefficient D± with respect to the concentration
difference �c(TI) between anode and cathode obtained from the simulation at
the current interruption time for c0 = 1 M (TI = 300 s for pulse experiments,
see Table II for other simulation parameters).

case of a steady-state experiment it depends only on the polarization
potential Up.

The results presented in Figure 5 confirm that all three evalua-
tion methods listed in Table III are reasonably accurate up to relative
concentration differences �c/c0 of ≈ 20% at the current interruption
time. For the long-term relaxation behavior, the concentration differ-
ence �c(TI) at the current interruption time does not influence the
quality of the obtained binary diffusion coefficient, since at the evalu-
ated long times after the current interrupt, the concentration difference
�c is small enough to fulfil the requirement of small concentration
variations, even though this is not satisfied for short times after the
current interrupt. As already mentioned earlier, this is an obvious ad-
vantage of the analysis of the long-time relaxation behavior over that
of the short-time relaxation behavior. These findings are also valid for
all the other bulk concentrations c0 investigated in this study, as shown
in Table IV. It may be noted here, that evaluation of the long-term
relaxation behavior requires the suppression of convective effects,
which is generally valid for polymer electrolytes, but in case of liq-
uid electrolytes is only really possible when using a porous matrix
(separator) containing the electrolyte rather than a pure electrolyte
phase.

Compared to the long-term relaxation behavior, the results of the
short-term relaxation are clearly influenced by the concentration dif-
ference �c(TI) at the current interruption time, since high values
of �c(TI) violate the requirement of small concentration variations
(s. Theoretical background section). Additionally, the error for the

Figure 6. Relaxation behavior of the relative cell potential U (t)/U (TI) with
respect to

√
t for different polarization potentials U0 and for c0 = 1 M. The

data are fitted in the range from t = 1 s to t = 10 s (see Table II for simulation
parameters).

determined binary diffusion coefficient D±|steady−state
short−term increases for

increasing bulk concentration c0, since the absolute concentration
difference �c(TI ) at current interruption is larger for a high salt con-
centration. The effect of the concentration difference �c(TI) on the
linearity of the cell potential U (t) vs.

√
t is shown in Figure 6 for

c0 = 1 M.
As already indicated in Figure 5, a concentration variation of up

to 20% with respect to the salt concentration c0 does not significantly
influence the linearity of the cell potential U (t) vs.

√
t behavior. For a

higher relative concentration difference, a deviation of the linear be-
havior can be observed in Figure 6 (s. blue dash-dotted line). However,
the differences between the linear and a non-linear behavior of the rel-
ative potential with time is quite small, which may make it difficult
to distinguish between high and low quality results, especially in real
experiments with limited signal to noise ratio. Two different effects
are the reason for this deviation. First, the concentration dependence
of the thermodynamic factor and the transference number t+(c) as
well as the linearization of the natural logarithm in Eq. 9 violate the
assumed proportionality between the concentrations difference �c(t)
and the cell potential U (t). Additionally, the concentration dependent
binary diffusion coefficient D±(c) and transference number t+(c) in
the ion transport equation violate the condition of constant transport
parameters. This would be the only theoretical inaccuracy in case of a
spectroscopic evaluation of the concentrations at cathode and anode.
In case of the numerical simulation, the binary diffusion coefficient

Table IV. Exemplary influence of the relative concentration difference �c(TI)/c0 at the current interruption time on the determination of the
binary diffusion coefficient D± from the equations listed in Table III. The relative errors are given in parenthesis.

c0 [M] D±(c0) (s. Table II) ×10−6 [cm2/s] �c(TI)/c0 ≈ 5% �c(TI)/c0 ≈ 20% �c(TI)/c0 > 60%

D±|pulse
long−term − 2.787 (0%) 2.787 (0%)

0.01 2.787 D±|steady−state
long−term − 2.787 (0%) 2.787 (0%)

D±|steady−state
short−term − 2.791 (0.1%) 3.106 (11%)

D±|pulse
long−term 1.785 (0%) 1.785 (0%) 1.785 (0%)

1 1.785 D±|steady−state
long−term 1.785 (0%) 1.785 (0%) 1.785 (0%)

D±|steady−state
short−term 1.786 (0.1%) 1.794 (0.5%) 2.176 (21%)

D±|pulse
long−term 1.139 (0.1%) 1.139 (0.1%) 1.139 (0.1%)

2 1.138 D±|steady−state
long−term 1.138 (0%) 1.138 (0%) 1.138 (0%)

D±|steady−state
short−term 1.141 (0.3%) 1.163 (2.1%) 1.973 (73%)
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D±|steady−state
short−term can also be determined directly from the relaxing con-

centration difference �c(t) rather than from the cell potential U (t).
The advantage of this approach is that potential non-linearities in-
troduced by the concentration dependent thermodynamic factor and
transference number as well as by the linearization of the natural
logarithm are not included. As a result, the error in the binary diffu-
sion coefficient D±|steady−state

short−term reduces, e.g., from 21% (s. Table IV)
to 7% for a simulation of a 1 M electrolyte solution and for the high-
est polarization potential Up = 400 mV. These values are a good
indication of the errors introduced by the indirect observation of the
concentration difference �c(t) by the cell potential U (t). Besides this
exemplarily estimation, a more elaborate quantification of the errors
is quite complex, since the error is strongly influenced by the concen-
tration dependence of the transport parameters which are not known
a priori.

In addition to choosing a polarization potential in SSPP experi-
ments, the polarization time is an additional experimental parameter,
since a steady-state concentration profile is strictly required. If the
relaxation process starts from a non-linear concentration profile, a
similar non-linear behavior of the relative cell potential with respect
to the square root of time as shown in Figure 6 can also be observed. In
consequence, the method based on the short-term relaxation behavior
requires a true linear concentration profile at the current interruption
time.

As a result of these considerations, the methods based on the long-
term relaxation behavior of the potential are more reliable (reflected
by the smaller errors shown in Table IV), since the results are not at all
influenced by the initially established concentration profile. Addition-
ally, the requirement of small concentration variations is automatically
fulfilled for the methods based on the long-term relaxation behavior.
Besides, both methods observing the long-term relaxation behavior
depend only on a single parameter (viz., mln in Eq. 14), whereas it
is necessary to determine the slope and the cell potential at current
interruption time for the method based on the short-term relaxation
behavior (viz., msqrt and U(T1) in Eq. 17). The effect of experimen-
tal uncertainties in these two parameters is furthermore magnified,
since they appear in quadratic form in Eq. 17. Last but not least, the
long-term linearity of the logarithmic potential is more distinct than
the short-term linearity of the potential with respect to the square
root of time, whereby it is critical to suppress convective effects at
long times (s. above). This is of particular importance for experimen-
tally determined data, which include experimental noise (the latter, of
course, does not affect the numerical simulation of the experiments).
Potential influences of experimental artefacts on the quality of the
determination methods are discussed in detail in the next section.

Results and Discussion

In the following, the proposed methods are used to determine the
partial effective binary diffusion coefficient D∗

±,eff of an exemplary
electrolyte (LiClO4 in EC:DEC, 1:1 w:w). The tortuosity of the here
used Celgard 2500 separator (τ = 2.5) which is necessary for the
calculation of the binary diffusion coefficient D±(c0), is taken from
Landesfeind et al.,2 where it was determined from single separator
layers. Because the experimental setup utilizes twenty layers of sep-
arators, it is necessary to prove the independence of the tortuosity
from the number of separator layers, i.e., that the separator/separator
interface does not alter the overall tortuosity of a stack of separators.
Calculation of the tortuosity from the high frequency resistance mea-
sured before each pulse experiment (20 Ohm) of a cell filled with
20 layers of the Celgard 2500 separator (porosity 55%, active area
2.27 cm2) and the 0.5 M electrolyte (conductivity 5.3 mS/cm) yields
a tortuosity of 2.65, which is in good agreement with the value for
an individual layer of the separator of 2.5. Because also contact resis-
tances caused by, e.g., the spring in the experimental setup contribute
to the high frequency resistance, we use the single layer tortuosity
of 2.5 in the following analysis. As introduced in the Mathematical
derivation section, the binary diffusion coefficient can be determined

Figure 7. Experimental SSPP data (corrected for the long time offset poten-
tial) of the time relaxation of the natural logarithm of the potential (U in mV)
after steady-state polarization (for polarization potentials and times see Table I),
showing data for 0.01 M, 0.5 M, 1.5 M and 2.0 M LiClO4 in EC:DEC (1:1
w:w) obtained in the two-electrode cell described in Figure 1. The binary dif-
fusion coefficient is determined by the linear line fits (dashed black lines) via
D±|steady−state

long−term (see Eq. 14).

based on the long-term relaxation of the cell potential U (t) after a
pulse (D±|pulse

long−term, s. Table III) or after a steady-state polarization

experiment (D±|steady−state
long−term , s. Table III) as well as based on the short-

term relaxation of U (t) after a steady-state polarization experiment
(D±|steady−state

short−term , s. Table III). Figure 7 exemplarily shows the relaxation
of the logarithm of the potential ln U (t) versus time t after a steady-
state polarization experiment in a 0.01 M, 0.5 M, 1.5 M, and 2.0 M
LiClO4 electrolyte. While the cell potential U (t) relaxes to a constant
value at long times, it never relaxes exactly to zero, ending at a sta-
ble open circuit potential between −0.5 mV and +0.5 mV. This final
value was found to be random in magnitude and sign and is attributed
to changes of the lithium metal electrode surface state due to SEI for-
mation (initiated during lithium deposition on one of the electrodes
in each pulse) and roughness variation. In consequence, all relaxation
curves are fitted with a free offset potential UOffset, since the linear
behavior of the open circuit potential ln U (t) with respect to time t
can be only observed if the open circuit potential U (t) approaches
zero for long times. After offset correction, the linear behavior of
ln(U) vs. t can be observed consistently over times ranging from 5 to
25 minutes (marked by vertical dashed lines in Fig. 7), which allows
for a quantification of the binary diffusion coefficient according to
Eq. 14.

The apparent increase in noise for long times is due to the logarith-
mic scale, ultimately showing the digital resolution of the potentiostat.
In this study, the noise level of the potential measurement was ±100
μV. Applying the same analysis method, the binary diffusion co-
efficient can also be obtained from the long-term relaxation of the
cell potential U (t) after a pulse experiment (D±|pulse

long−term method, s.
Eq. 14) which is not shown explicitly.

The short-term relaxation of the cell potential U (t) with respect to√
t after a steady-state polarization is the basis for the determination

of the binary diffusion coefficient according to Eq. 17 (D±|steady−state
short−term

method). Exemplary current transients during steady-state polariza-
tion experiments with an applied potential of 50 mV, i.e., the current
normalized by its initial value (I/I0) vs. time are shown in Figure 8.
In case of a 0.01 M, 0.5 M, and 2.0 M electrolyte (blue, red, and cyan
lines in Figure 8), a reasonably stable current plateau was reached
at the time when the current was interrupted (i.e., when switching to
OCV). On the other hand, in the measurement with the 1.5 M elec-
trolyte (green line in Figure 8), the current starts to increase after its
initial decay, which is caused by the formation of high surface area
lithium and an associated decrease in the charge transfer resistance for
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Figure 8. Exemplary steady state polarization current transients for 0.01 M,
0.5 M, 1.5 M, and 2.0 M LiClO4 in EC:DEC (1:1 w:w) at constant polariza-
tion of 50 mV in the two-electrode cell shown in Figure 1. The gaps in the
curves toward the end of the potentiostatic polarization procedure are due to
impedance measurements which were conducted during that time.

lithium dissolution/plating. In this case, a linear concentration profile
at current interruption cannot be guaranteed anymore as discussed in
the following.

Figure 9 depicts the corresponding OCV decays after the poten-
tiostatic polarization phases shown in Figure 8. For the experiments
with 0.5 M and 2 M LiClO4 (red and light blue curves) which exhib-
ited a steady-state current (s. Figure 8), a potential relaxation phase
where U (t) is linear vs.

√
t can be clearly discerned (between 25

and 225 s/400 s, i.e., between ca. 5/
√

s and 15/
√

s / 20/
√

s) and is
indicated by the dashed black lines in Figure 9. While the U (t) vs.√

t behavior depicted in Figure 9 resembles its theoretically predicted
response for

√
t-values exceeding ≈ 3 s−0.5 (compare Figure 9 with

Figure 6), the experimental data deviate dramatically at
√

t-values
below ≈ 3 /

√
s, where the potential does not follow the predicted

proportionality between U(T1) and
√

t . This behavior is commonly
observed32 and introduces two uncertainties in the evaluation of the
diffusion coefficient based on Eq. 17: i) an ambiguity in defining the
time frame over which the linear fit should be applied, which would
be very straightforward if the response were to follow its theoretically
predicted behavior (s. Figure 6); ii) the determination of the required

Figure 9. Short-term potential relaxation after the potentiostatic polarization
experiments (SSPP) shown in Fig. 8. (0.01 M, 0.5 M, 1.5 M and 2.0 M LiClO4
in EC:DEC (1:1 w:w)). The black dashed lines are a linear fit according to Eq.
16 in order to determine D±|steady−state

short−term .

Figure 10. Concentration dependent binary diffusion coefficient D± of
LiClO4 in EC:DEC (1:1 w:w) measured in the two-electrode Li-Li cell
shown in Figure 1. The error bars represent the standard deviations from
at least two different cells; the relationships to determine D± are summarized
in Table III.

initial potential just after current interruption (U(T1) in Eq. 17) is by
no means straightforward and the value of U(T1) must be estimated
by back-extrapolation of the linear segment to

√
t= 0, which would

be the expected voltage response in the absences of parasitic currents
(s. Figure 6). This deviation of the experimental short-time response
from the theoretical short-term response (i.e., below

√
t-values of ≈

3 /
√

s) is likely due to parasitic currents caused by the reformation of
the SEI, particularly on the lithium electrode on which lithium plating
occurred during potentiostatic polarization. Similar transients have
been recorded by Odziemkowski when metallic lithium was cut while
emerged in an electrolyte solution.34 In summary, determination of
the binary diffusion coefficient D± from short-term relaxation exper-
iments is clearly more difficult and error prone than from long-term
relaxation experiments.

In the case where no steady-state current is obtained during po-
tentiostatic polarization (s. data for 1.5 M LiClO4; green line in
Figure 8), the conditions for an analysis of the short-term relaxation
behavior are actually not fulfilled (i.e., it cannot be assumed that a
steady-state linear concentration profile has been obtained). Never-
theless, the observed potential relaxation still displays a fairly linear
segment (s. green line in Figure 9), so that one might be tempted to
apply Eq. 17 to extract a binary diffusion coefficient. This would be
clearly invalid, so that binary diffusion coefficients should only be de-
termined from short-term relaxation experiments after having assured
that a steady-state current was indeed obtained during polarization.
In consequence, as the latter requirement is not met for the 1.5 M
LiClO4 experiment, our below summary of the concentration depen-
dent binary diffusion coefficients of LiClO4 in EC:DEC (1:1 w:w)
obtained by the three different analysis methods used in this study (s.
Table III) does not include any values for the short-term relaxation
experiment for the 1.5 M LiClO4 electrolyte. The same argumentation
holds for the 0.01 M concentration due to ambiguous linear regions
during polarization in Figure 8 (s. blue line) and relaxation (s. blue
line in Figure 9).

Binary diffusion coefficients determined for a LiClO4 in EC:DEC
(1:1 w:w) electrolyte at five concentrations using the methods
summarized in Table III and plotted in Figure 10 show a good
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correlation between the three methods. The shown values are the
mean values obtained from all pulses for all cells at a given con-
centration, and the error bars indicate their corresponding standard
deviation. As already discussed in the Numerical validation section,
the most reliable approach for determining the binary diffusion co-
efficient are the long-term relaxation methods (s. Eq. 14). Amongst
these, the pulse polarization experiments (D±|pulse

long−term) have some

advantage over steady-state polarization experiments (D±|steady−state
long−term ):

the much shorter polarization time for pulse experiments allows for
higher polarization currents which result in larger potentials during
relaxation, thus leading to a better signal to noise ratio and allow-
ing for a longer time range over which Eq. 14 can be fitted. For the
methodology based on the short-term relaxation after a steady-state
polarization (D±|steady−state

short−term ), the generally observed parasitic currents
from SEI formation and the formation of high surface area lithium can
lead to a non-constant concentration profile and render the method
less reliable, in addition to the risk of analyzing data from con-
ditions where the imposed concentration gradients were too large
(s. Table IV).

Figure 10 also includes an exponential fit for the concentration de-
pendence of the binary diffusion coefficient based on the D±|pulse

long−term
values, yielding

D± (c) = 2.36 · 10−6 exp (−0.375 c)

[
cm2

s

]
[18]

where the LiClO4 salt concentration c is given in units of mol/l. A de-
crease in the binary diffusion coefficient D±(c) as observed in Figure
10 is expected theoretically. Upon increasing the salt concentration,
ion-ion interactions become more prominent, leading to an increase
of the viscosity of the electrolyte and thereby reducing the ionic mo-
bilities. In addition, the binary diffusion coefficient D± determined
by the described experimental method also includes additional fac-
tors such as the ratio between the total salt concentration and the
solvent concentration, the thermodynamic factor, and potential vol-
umetric effects as discussed, e.g., by Nyman et al.19 or Georén and
Lindbergh.24 However, it is not necessary to separate these different
effects from each other in order to use the determined binary diffu-
sion coefficient in numerical simulations with a consistent physical
model.

As discussed in the Introduction section, binary diffusion coeffi-
cients are reported based on rotating disc measurements,14 numerical
fitting procedures,19,24,26 relaxations experiments with optical obser-
vation of the concentration gradient17 as well as based on analysis
of the Moiré pattern.12 Similar trends are described by all publica-
tions, namely showing a decrease of the binary diffusion coefficient
for increasing salt concentrations. Lundgren et al.,26 Nyman et al.,19

and Valøen et al.6 get a very similar strong concentration dependence
ranging from 5.5 ·10−6 cm2/s at infinite dilution to 0.5 ·10−6 cm2/s at
2 M salt concentrations for LiPF6 dissolved in similar electrolyte so-
lutions (s. red dotted and dashed lines in Figure 11). Although Stewart
and Newman also investigated a similar electrolyte solution (LiPF6 in
EC:DEC 1:1 w:w), they reported a disproportionally strong concen-
tration dependence, based on concentration gradient measurements
with an optical cell17 (s. solid red line in Figure 11). Using a numer-
ical fitting method, Georén and Lindbergh24 and Nishikawa et al.12

determine the binary diffusion coefficient of LiClO4 in PC (s. blue
dashed and blue line with asterisks in Figure 11). Particularly at low
concentrations, their results compare well with our binary diffusion
coefficients (s. blue solid line in Figure 11). Xu and Farrington14 ob-
tained an average diffusion coefficient between 0 and 0.1 M LiClO4

in PC using the rotating disc method (s. blue square in Figure 11).
While generally larger diffusion coefficients are reported for LiPF6

compared to LiClO4 based electrolytes, similar ranges are obtained
for each type, with our measurements being in good agreement with
binary diffusion coefficients reported for similar electrolytes in the
literature.

Figure 11. Literature comparison of binary diffusion coefficients for LiClO4
(blue lines/symbols) and LiPF6 (red lines/symbols) in electrolytes with dif-
ferent solvents with the LiClO4 electrolyte investigated in this work (LiClO4
in EC:DEC 1:1 w:w). The literature data are: Stewart and Newman17 (LiPF6
in EC:DEC 1:1 w:w, RT), Nyman et al.19 (LiPF6 in EC:EMC, 3:7 w:w, 25
± 1◦C), Lundgren et al.26 (LiPF6 in EC:DEC, 1:1 w:w, 25 ± 1◦C), Valøen
et al.6 (LiPF6 in PC:EC:DMC, 10:27:63 v:v:v, 21◦C), Georén and Lindbergh24

(LiClO4 in PC, RT), Xu and Farrington14 (LiClO4 in PC, 25◦C), Nishikawa et
al.12 (LiClO4 in PC, 25◦C).

Conclusions

In this work, the concentration dependent binary diffusion coeffi-
cient is determined from the short-term and the long-term relaxation
behavior after a pulse or a steady-state polarization experiment in
a new two-electrode cell design using lithium metal electrodes. In
contrast to similar experimental procedures available in the literature,
the distance between the lithium electrodes is kept small to ensure a
large radius to distance ratio and thus reduces the influence of a non-
homogenous electric field at the electrode edge. A small electrode
distance is realized by 20 layers of polypropylene separators which
effectively suppress convective effects which occur in experimental
setups where a free electrolyte without porous matrix (separator) is
used. For this new approach of using porous separators instead of free
electrolyte, it was necessary to extend the analytical methods available
in the literature to include the effect of the porous medium.

The accuracy of the various evaluation approaches was examined
by numerical simulations, and experimental artefacts were examined
by comparing simulations with the various experimental approaches
using an exemplary electrolyte (0.01 to 2 M LiClO4 in EC:DEC 1:1
w:w). The experimentally determined binary diffusion coefficients
were in good agreement with those reported in the literature for simi-
lar electrolytes. Our analysis clearly shows that the most reliable and
straightforward method for determining binary diffusion coefficients
using a two-electrode cell is based on the long-term relaxation behav-
ior after a galvanostatic polarization pulse using a porous separator
which effectively suppresses convective effects.
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Symbol Name Unit

κ conductivity mS/cm

D± binary diffusion coefficient cm2/s

t+ transference number of lithium ion -

f± mean molar activity coefficient -

volumetric intrinsic phase average of the
concentrationc mmol/cm3

l distance between electrodes μm

ε porosity -

t time s

τ tortuosity -

zi ionic charge (neg./pos. for anions/cations) -

νi stoichiometry factor -

spatial vector of the volumetric phase average of
the current densityī A/cm2

ī volumetric phase average of the current density A/cm2

D±,eff effective binary diffusion coefficient cm2/s

volumetric intrinsic phase average of the electric
potential wrt. to a lithium electrodeφ V

U cell potential V

D∗
±,eff partial effective binary diffusion coefficient cm2/s

mi slopes of linear trends various

A electrode area cm2

Ii current mA

Ri resistance �

τ∗ artificial time -

List of Symbols

References

1. J. Newman and K. Thomas-Alyea, Electrochemical Systems, 3rd ed., Wiley Inter-
science, Hoboken, (2004).

2. J. Landesfeind, J. Hattendorff, A. Ehrl, W. A. Wall, and H. A. Gasteiger, J. Elec-
trochem. Soc., 163, A1373 (2016).

3. A. Ehrl, J. Landesfeind, H. A. Gasteiger, and W. A. Wall, in prep. (2016).
4. J. Landesfeind, A. Ehrl, M. Graf, W. A. Wall, and H. A. Gasteiger, J. Electrochem.

Soc., 163, A1254 (2016).
5. A. Nyman, M. Behm, and G. Lindbergh, Electrochim. Acta, 53, 6356

(2008).
6. L. O. Valøen and J. N. Reimers, J. Electrochem. Soc., 152, A882 (2005).
7. F. Castiglione, E. Ragg, A. Mele, G. B. Appetecchi, M. Montanino, and S. Passerini,

J. Phys. Chem. Lett., 2, 153 (2011).
8. A. K. Sethurajan, S. Krachkovskiy, I. C. Halalay, G. R. Goward, and B. Protas, J.

Phys. Chem. B, 119, 12238 (2015).
9. C. Capiglia, Y. Saito, and H. Kageyama, J. Power Sources, 81, 859 (1999).

10. A. D. McNaught and A. Wilkinson, IUPAC. Compendium of Chemical Terminology,
Blackwell Scientific Publications, Oxford, (1997).

11. W. S. Price, Concepts Magn. Reson., 9, 299 (1997).
12. K. Nishikawa, Y. Fukunaka, T. Sakka, Y. H. Ogata, and J. R. Selman, J. Electrochem.

Soc., 153, A830 (2006).
13. T. Nishida, K. Nishikawa, and Y. Fukunaka, ECS Trans., 6, 1 (2008).
14. J. Xu and G. C. Farrington, J. Electrochem. Soc., 143, L44 (1996).
15. H. S. Harned and D. M. French, Ann. N. Y. Acad. Sci., 46, 267 (1945).
16. J. Newman and T. W. Chapman, AIChE J., 19, 343 (1973).
17. S. G. Stewart and J. Newman, J. Electrochem. Soc., 155, F13 (2008).
18. M. M. Hiller, M. Joost, H. J. Gores, S. Passerini, and H.-D. Wiemhöfer, Electrochim.
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3.2 Thermodynamic Factor
In this section the article Direct Electrochemical Determination of Thermodynamic Fac-
tors in Aprotic Binary Electrolytes102 is presented, which was submitted in January 2016
and published in the peer-reviewed Journal of the Electrochemical Society in April 2016.
Parts of the article were presented at the 13th Symposium on Fuel Cell and Battery Mod-
eling and Experimental Validation in Lausanne (Switzerland) in March 2016 and at the
ECCOMAS 2016 in Crete (Greece) in June 2016. The open access article is distributed
under the terms of the Creative Commons Attribution Non-Commercial No Derivatives
4.0 License and may be accessed at http://dx.doi.org/10.1149/2.0651607jes.

A key requirement for the determination of the thermodynamic factor is to de-
convolute it from the transference number. For example, concentration cell potential
measurements depend on the concentration dependence of the thermodynamic factor
and the transference number. In the literature the thermodynamic factor is determined
from concentration cell experiments by assuming, e.g., a constant transference number.50

While alternative optimization approaches exist,56,57 no direct electrochemical measure-
ment of only the thermodynamic factor is possible. Physical measurements of the vapor
pressure lowering by salt addition exist and yield osmotic coefficients and activity coef-
ficients without any assumptions on the other transport properties of the electrolyte.103

In the presented publication we aimed at providing a novel electrochemical measure-
ment technique for only the thermodynamic factor. The methodology is based on the
assumption that the redox potential of the ferrocene/ferrocenium couple is independent
of its surrounding. Careful measurements of the ferrocene/ferrocenium redox behav-
ior in a range of supporting LiClO4 electrolyte concentrations are referenced versus a
metallic lithium electrode and analyzed analytically to yield the TDF of the supporting
electrolyte. However, after publication of the study it was found that the ferrocene/fer-
rocenium redox potential is only independent of the type of solvent and strictly identical
only for the same supporting salt and salt concentration. In consequence, and in agree-
ment with the Debye-Hückel theory,47 the ferrocenium activity coefficient and thus the
redox potential of the couple is not independent of the surrounding salt concentra-
tion, especially at low salt concentrations, and the ferrocene method cannot be used
to determine thermodynamic factors without further assumptions (now on the activity
coefficient of the ferrocene/ferrocenium couple).

In order not to mislead the reader, we are in the process of publishing an erratum
to the original manuscript which elaborates on the invalid assumption (see Section 3.2).
Therein we also compare the thermodynamic factors obtained from the ferrocene cell
method with an alternative approach introduced in our temperature dependent study
(see Section 3.4) and suggest that the relative permittivity of the solvent determines
the error of the ferrocene cell measurements.

Author Contributions
A.E., J.L. and H.G. developed the cell design. M.G. and J.L. performed all electro-
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Advanced numerical simulation tools are important both for under-
standing existing battery systems such as lithium-ion batteries and for
the development of future battery systems as, e.g., lithium-sulfur bat-
teries. One beneficial aspect of computational methods is that they can
provide insight into physical and chemical aspects, which sometimes
cannot be probed by experimental methods. For such numerical simu-
lations, accuracy and reliability are key issues and depend on appropri-
ate physical models, boundary conditions, and accurately determined
physico-chemical parameters. Standard ion-transport models for con-
centrated binary electrolyte solutions depend on three ion transport
parameters, namely the conductivity, the transference number and the
binary diffusion coefficient.1,2 In addition to the transport parame-
ters, the thermodynamic factor (1 + d ln f±/d ln c) which is derived
from the mean molar activity coefficient f± is required for the correct
description of the thermodynamic behavior of a binary electrolyte so-
lution. In general, the focus in the literature is on the determination
of ion transport parameters, while only few publications deal with the
determination of mean molar activity coefficients or thermodynamic
factors, especially in the case of non-aqueous electrolytes.

Some publications on activity coefficients and thermodynamic fac-
tors in non-aqueous electrolytes are summarized shortly in the follow-
ing. In Bartel et al.,3 the osmotic coefficient is determined based on
the vapor pressure of lithium perchlorate (LiClO4) in various alcohols.
The data for the osmotic coefficients are well represented by the Pitzer
equation with seven parameters. Two of the necessary parameters are
assumed based on literature values, whereas the remaining parameters
are determined by a regression model. In that publication, the mean
molal (i.e., based on mol/kgsolvent) activity coefficient γ± rather than
the mean molar activity coefficient f± (i.e., based on mol/lelectrolyte) is
calculated from the osmotic coefficient by integration. Later on, the
authors use the same approach for aprotic electrolyte solutions such as
LiClO4 dissolved in dimethylcarbonate (DMC).4 In Stewart and New-
man, the osmotic coefficient for lithium hexaflurophosphate (LiPF6) in
ethylene carbonate (EC) is determined by melting point depression.5

However, this method may not be applicable to all solvent mixtures
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∗Electrochemical Society Fellow.
zE-mail: j.landesfeind@tum.de; ehrl-andreas@tum.de

and the complete concentrations range since, according to the authors,
it is limited by the eutectic point of the solvent mixture. In the same
publication, the mean molar activity coefficient of LiPF6 in EC:EMC
(1:1, w:w) is also determined based on experiments in a concentration
cell, whereby a constant, i.e., concentration-independent transference
number was assumed. In Valøen et al., this approach is also used for
LiPF6 in PC:EC:EMC (10:27:63, v:v:v).6 In addition, the tempera-
ture dependence of the mean molar activity coefficient is determined
in the range from 263 K–333 K. The validity of a constant trans-
ference number is verified by experiments using the Hittorf method
and data available in the literature. However, a theoretical explanation
for the assumption of a constant transference number is missing in
both contributions. In Nyman et al., the diffusion coefficient, transfer-
ence number, and thermodynamic factor are determined for LiPF6 in
EC:EMC (3:7, w:w) by a numerical optimization approach, based on
relaxation experiments in a polarization cell with a porous separator
in combination with data from a concentration cell.7 The numerical
optimization algorithm is based on concentrated solution theory, in-
corporating the solvent velocity into the mass balance. Recently, the
temperature dependence of LiPF6 dissolved in EC:DEC (1:1, w:w)
was investigated by the same method.8 Binary diffusion coefficient,
transference number, and thermodynamic factor can also be deter-
mined through a combination of three experimental setups. In this
approach, the diffusion coefficient is measured by a galvanostatic re-
laxation experiment as presented, e.g., in Harned and French.9 The
concentration cell and a galvanostatic polarization experiment are then
used to calculate the remaining two parameters.10

The basic objective of the present contribution is the electrochem-
ical determination of the thermodynamic factor for aprotic binary
electrolyte solutions within a single experimental setup. Therefore,
cyclic voltammetry in electrolyte solutions containing small amounts
of ferrocene are measured versus a lithium reference electrode, show-
ing that the peak positions of the ferrocene redox couple can be related
to the mean molar activity coefficient of the lithium salt. The use of
the ferrocene redox couple as a quasi-reference is discussed in detail
in the original contribution by Gritzner and Kuta.11 In this context,
the lithium salt is referred to as supporting electrolyte, since the fer-
rocene concentration is kept at least an order of magnitude lower
concentration than the lithium salt. In the Experimental section, setup
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Figure 1. Three-electrode glass setup with a Pt CE (left) and a Au WE (cen-
ter) in EC:DEC (1:1 w:w) electrolyte containing LiClO4 concentrations from
0.1 × 10−3 to 2 M and 50 μM Fc (ferrocene) as well as a metallic Li RE (right)
in the same electrolyte without Fc.

and procedure are described in detail. The basic relation between
the peak position and the mean molar activity coefficient is derived
thereafter, and theoretical factors distorting experimental results are
reviewed. Subsequently, experimental results are presented and ex-
perimental strategies are discussed which minimize errors caused by
experimental constraint. Experimental data are selected depending on
their peak separation and used to determine the parameters of an ex-
tended Debye-Hückel law. Obtained activity coefficients are then used
to calculate the thermodynamic factor. By applying this procedure at
various temperatures using a slightly modified cell design, meaning-
ful values for the concentration dependent thermodynamic factor can
be obtained.12 Finally, the concentration dependent thermodynamic
factors are compared to data available in the literature.

Experimental

Measurements and electrolyte preparations were performed in an
argon filled and temperature controlled glove box (from MBraun,
with temperature at 25◦C ± 1◦C, water content <0.1 ppm, and Ar
5.0 (Westfalen)). A custom made three-electrode glass setup (Fig-
ure 1) was used with a platinum (Advent, 99.99+% purity) counter
electrode (CE), gold (Alfa Aesar, 99.999% purity) working electrode
(WE), and a lithium (Rockwood Lithium, 0.45 mm, high purity) ref-
erence electrode (RE). Individual cell compartments were separated
by porous glass frits. The distance between the electrodes was kept
small (∼1 cm) to minimize ohmic drops in the electrolyte phase. To
prevent electrolyte evaporation, the cell is sealed with PTFE sealing
rings (Glindemann) at the glass joints and the electrodes are electron-
ically connected with the potentiostat via fused-in tungsten wires. All
glass cell parts were cleaned by boiling them in a mixture of ethanol
and water (Millipore, Elix, 15 M� cm), thoroughly rinsed with water,
and then dried at 70◦C in a heating oven before bringing them into the
glove box. Relative solvent permittivities were measured in a custom
made coaxial stainless steel setup using impedance spectroscopy.

A mixture of ethylene carbonate (EC, 50 w%, Sigma Aldrich, an-
hydrous, 99%) and diethyl carbonate (DEC, 50 w%, Sigma Aldrich,
anhydrous, >99%) was used as solvent for the investigated elec-
trolytes with LiClO4 (Sigma Aldrich, 99.99%) concentrations from
0.1 × 10−3 to 2 M. Ferrocene (Fc, Merck, >98%) was added to the
electrolyte in the CE and WE compartment at equal concentrations of
50 μM or 100 μM. As usual, due to the small association constant of
comparable electrolytes, 48 dm3/mol for LiClO4 in PC/EMC,13 ion
pair formation is neglected in this work.3–10 In consecutive measure-
ment series with multiple LiClO4 concentrations, smallest concen-

trations were measured first to avoid contaminations by salt remains
from previous experiments. For repetitive measurements on different
electrolytes, LiPF6 (Sigma Aldrich, 99.99%), EMC (Sigma Aldrich,
99.99%) and DMC (Sigma Aldrich, >99.99%) were used for elec-
trolyte preparations.

A Biologic VMP3 potentiostat/galvanostat was connected to the
cell placed inside the glove box using actively shielded cables. The
cell impedance was measured and the high frequency resistance be-
tween WE and RE was extracted by linear extrapolation of the high
frequency part in a Nyquist plot. Recorded cyclic voltammograms
(CVs) between 2.5 V and 4 V versus Li/Li+ were online IR-corrected
for different percentages of the determined WE-RE resistance, usu-
ally 85%. Always five consecutive scans were performed per analyzed
scan rate (10 mV/s or 20 mV/s).

Theory

In this section, a general correlation between the cell potential U
and the mean molar activity coefficient f±(c) of a binary salt is derived
for cyclic voltammetry experiments. The used experimental setup is
shown in Figure 1 and the meaning and units of each symbol are given
in the List of Symbols/Constants at the end of this article. The cell
potential U is the difference between the electrostatic potential of the
Working Electrode (WE) �WE and the electrostatic potential of the
lithium Reference Electrode (RE) �RE. The concentration dependence
of the mean molar activity coefficient is expressed in terms of the
concentration of a binary salt, which is defined as c = c+/ν+ =
c−/ν−. Here, c+ and c− denote the molar concentration of the positive
and negative ionic species, respectively. The coefficients ν+ and ν−
describe the stoichiometry of the salt decomposition into its ionic
components. In general, the mean binary activity coefficient of any
salt is defined as

f ν
± ≡ f ν+

+ f ν−
− [1]

where ν is given by ν = ν+ +ν−. Subsequently, the subscripts ‘+’ and
‘−’, indicating the positive and negative ionic species, are replaced
by the names of their corresponding ions, namely lithium Li+and per-
chlorate ClO−

4 for clarity. Generally the described framework can also
be applied to any other binary salt. As mentioned before, the lithium
perchlorate salt can also be thought of as a supporting electrolyte,
whereas ferrocene (Fc) or its oxidized form ferrocenium (Fc+) are the
minor ionic species in the electrolyte solution.

Theoretical derivation.—The redox reaction at the Reference
Electrode (RE) is defined as

Li � Li+ + e− [2]

and at the Working Electrode (WE) as

Fc � Fc+ + e− [3]

where Fc denotes the ferrocene and Fc+ the ferrocenium ion. The
reaction Gibbs energy �RG for the lithium reaction at the RE is given
by

�RG|RE = 0 = μLi − μ̃Li+ − μ̃e− [4]

and for the ferrocene reaction at the WE by

�RG|WE = μFc − μ̃Fc+ − μ̃e− . [5]

Here, μ denotes the chemical potential of an uncharged component
and μ̃ the electrochemical potential of an ionic species. The reaction
Gibbs energy of the RE is zero, since the reference electrode is al-
ways in an equilibrium state due to negligible current flow across its
interface. As a result, the cell potential U expressed in terms of the
electrochemical potentials of the electrons e− in WE and RE

FU = F (�WE − �RE) = μ̃e− |RE − μ̃e− |WE [6]

can be written as

FU = (μLi − μ̃Li+ )|RE − (μFc − μ̃Fc+ − �RG)|WE, [7]
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where the cell potential is determined by the reactions at the interfaces
of WE and RE. The electrochemical potential of an arbitrary ionic
species k for any electrolyte can be defined, according to Newman
and Thomas-Aleya, as

μ̃k = zkF� + RT ln ck + RT
(
ln fk − zk z−1

n ln fn

)
+ RT (ln a�

k − zk z−1
n ln a�

n ), [8]

where the electrostatic potential � in the electrolyte solution is defined
with respect to an arbitrary negative ionic species n present in the
electrolyte solution.1 The anion of the supporting electrolyte is chosen
as the reference species n, since it does not take part in any faradaic
reaction at the electrodes in lithium ion batteries. Furthermore, the
charge number of the ionic species k is denoted by zk , the activity
coefficient of the ionic species k by fk , the Faraday constant by F,
the gas constant by R, the temperature by T , and the proportionality
constant for the secondary reference state of the ionic species k by a�

k .
In addition, the following definition for the electrochemical potential
of the reference species n is used according to Newman and Thomas-
Aleya1

μ̃n = znF� + RT ln cn . [9]

In this framework, the activity coefficient and the proportionality
constant of the reference species is included in the electrochemical
potential of the ionic species k, as can be seen in Eq. 8, and thus
does not occur in Eq. 9. In the following, the perchlorate ion ClO4

−

is chosen as reference species n. As a result, combining Eq. 1 and 8,
the electrochemical potentials of lithium and ferrocenium ions can be
written as

μ̃Li+ = zLi+ F� + RT ln cLi+ + RT ln f 2
LiClO4

+ μ�
LiClO4

, [10]

μ̃Fc+ = zFc+ F� + RT ln cFc+ + RT ln f 2
FcClO4

+ μ�
FcClO4

. [11]

The standard chemical potentials of lithium perchlorate

μ�
LiClO4

= RT ln
(

aLi+aClO−
4

)
[12]

and ferrocene perchlorate μ�
FcClO4

μ�
FcClO4

= RT ln
(

aFc+aClO−
4

)
[13]

defined according to Newman and Thomas-Alyea, are independent
of the electrolyte composition but are a function of additional state
variables such as temperature and pressure. The mean binary activity
coefficients of lithium perchlorate and ferrocene perchlorate are given
by f 2

LiClO4
and f 2

FcClO4
as defined in Eq. 1. Therefore, using Eq. 10 and

11, Eq. 7 can be expressed as,

FU = RT ln
(
cFc+ f 2

FcClO4

) |WE + �RG|WE − μFc|WE

− RT ln
(
cLi+ f 2

LiClO4

) |RE + F (�|WE − �|RE) + μCell. [14]

Here, the standard chemical cell potential μCell includes the chemical
potential of lithium μLi as well as the standard chemical potentials of
lithium perchlorate μ�

LiClO4
and ferrocenium perchlorate μ�

FcClO4

μCell = (μLi|RE − μ�
LiClO4

|RE + μ�
FcClO4

|WE). [15]

The potential drop in the electrolyte is described by the term �|WE −
�|RE. From Eq. 14, the cell potential U can also be written as

U = URef − RT/F ln(cLi+ f 2
LiClO4

), [16]

where the reference potential URef includes all remaining terms which
are independent of the LiClO4 concentration.

URef = [RT/F ln(cFc+/cFc) + �RG + RT/F ln( f 2
FcClO4

)

− RT/F ln( fFc)]|WE + μCell + ��. [17]

If the ferrocene concentration is kept constant for different LiClO4

concentrations, URef can be shown to be constant as will be discussed
in detail in section Reference potential.

Figure 2. Concentration profiles in the vicinity of the Working Electrode
(WE) for the components dissolved in the electrolyte solution at the oxidation
peak (blue) and the reduction peak (red) of a cyclic voltammogram.

In summary, the relation given in Eq. 16 is the basis for the de-
termination of the mean molar activity coefficient by cyclic voltam-
metry experiments which requires a constant ferrocene concentration
throughout a measurement series while the LiClO4 concentration is
varied. As the obtained cell potential U is given by a constant URef

and an expression containing the activity coefficient of LiClO4, the
latter quantity can be determined mathematically.

Potential of oxidation and reduction peaks.—In the following,
possible influences on the peak positions of a cyclic voltammogram
are analyzed. While in the Results and Discussion part half wave
potential Up,1/2 versus the lithium reference electrode are used as
reference point (U in Eq. 16), in this section we evaluate to which
extent oxidation and reduction peak potentials may be affected by, e.g.,
the scan range. In general, the positions of oxidation and reduction
peaks are defined by the ratio of ferrocenium to ferrocene at the WE.
Idealized concentration profiles at both peaks are shown in Figure 2.
At the oxidation peak, ferrocene is depleted at the WE while at the
reduction peak the ferrocenium ion concentration approaches zero at
the WE. In addition, this ratio is also the basic boundary condition for
the boundary value problem as described, e.g., in Bard and Faulkner.14

This becomes clearer, if Eq. 16 and Eq. 17 are reformulated to

cFc+/cFc = exp
{
F/RT

[
(U − ��) − U ′

0

]}
. [18]

with the formal potential U0
′ of the WE with respect to the RE

U0
′ ≡ μCell−RT/F ln

(
f 2
FcClO4

/ fFc

)−RT/F ln
(
cLi+ f 2

LiClO4

)
. [19]

Here, in a first approximation, it is assumed that the electrochemical
reaction at the WE is always in an equilibrium state (i.e., following
Nernstian behavior). In a cyclic voltammetry experiment with a RE,
the potential between WE and RE is reduced by the potential drop ��
within the electrolyte solution. The cell potential U is time dependent
and can be expressed as U = Uinit − st , where s denotes the constant
scan rate, Uinit the initial cell potential and t the time. Based on this
boundary condition, the following theoretical relations can be derived
for the oxidation peak only in the first cycle.14 The theoretical peak
position Up,ox for the first cycle is given by

Up = U
′
0 + RT/F ln (DFc/DFc+ )1/2 − 1.109RT/F [20]

and the peak current by

Ip,ox = 2.69 · 105A(DFc)
1/2c0

Fc s1/2. [21]

for a perfectly reversible Nernstian couple. The diffusion coefficient
of ferrocene is denoted by DFc and the diffusion coefficient of the
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Table I. Peak separation for Nernstian system with variable
positive vertex potentials Ureverse.

|Up,ox − Ureverse| [mV] 171,5 271,5 ∞
Up,ox − Up,red [mV] 58,3 57,8 57,0

ferrocenium ion by DFc+ . The ferrocene concentration in the bulk of
the electrolyte solution is indicated by c0

Fc. Since ferrocenium ions
are the minor species in the supporting electrolyte solution, they can
be approximated by the pure diffusion problem with the ionic dif-
fusion coefficient DFc+ .1 The connection of the mean molar activity
coefficient with the oxidation peak position for a single forward scan
becomes clear in Eq. 16. If the measured potential U in Eq. 16 is only a
function of the term ln(cLi+ f 2

LiClO4
) and if all other terms are constant,

it is possible to determine the mean activity coefficient from the peak
potential.

For a cyclic voltammogram of a reversible (i.e., Nernstian) redox
couple, it is possible to derive a theoretical value for the peak separa-
tion defined by the potential difference between the peak potentials for
oxidation Up,ox and reduction Up,red. In general, the theoretical peak
separation depends on the potential difference between the peak po-
tentials Up,i and the vertex potentials at which the scan rate is reversed
Ureverse,i . The theoretical values for a reversible Nernstian couple are
shown in Table I.14

Concluding from Table I, a peak separation of 57 mV within 1 mV
would be expected for reversible Nernstian couples if the difference
between vertex and the peak potential is >300 mV. This theoretical
value for the peak separation can be used to evaluate the quality of
experimental data.

Reference potential.—To be able to use cyclic voltammetry in
combination with the shown experimental setup for the determination
of mean molar activity coefficients fLiClO4 (c), it is necessary that the
reference potential URef is independent of the supporting electrolyte
salt concentration c. Therefore, it is important to get a detailed un-
derstanding of the characteristics of individual terms contributing to
the reference potential URef in Eq. 17. As discussed before, the loga-
rithmic ratio of ferrrocenium to ferrocene at the WE, the first of the
terms in Eq. 17, defines the theoretical positions of oxidation and re-
duction peaks and they are independent of the supporting electrolyte
concentration.

Next, the �RG term will be examined. For the derivation of the
theoretical peak positions and the peak separation, it is assumed that
the system is only limited by mass transport, i.e., infinitively fast
kinetics are assumed. However, in reality, kinetic effects have to be
considered, as they also influence the peak separation and, therefore,
the peak positions. If the reaction Gibbs energy �RG is not negligibly
small, it can be approximated by the kinetic overpotential η, which
describes the deviation from the equilibrium potential at the specific
condition.1 In this case, the peak separation is linked to the parameter
� defined and tabulated in Bard and Faulkner:14

� = (DFc+/DFc)
α/2k0

(πDFc+ F/RT s)1/2 . [22]

Here, α denotes the transfer coefficient in the Butler-Volmer equa-
tion and k0 the standard rate constant of the electrochemical reaction.
According to Eq. 22, the peak separation depends on the diffusion co-
efficient ratio and the standard rate constant, whereby both quantities
may be a function of the supporting electrolyte concentration. A de-
crease of the value of the parameter � due to slow kinetics, results in
an increase in the peak separation, which is distributed symmetrically
between oxidation and reduction peaks as shown, e.g., by Table 6.5.2
in Bard and Faulkner.14 To decrease the influence of the non-Nernstian
redox couple response (i.e., of finite kinetics), the half-wave potential
Up,1/2 = 1/2(Up,ox + Up,red) can be used as a reference point instead
of the oxidation or reduction peak positions (see Figure 2). For the

half-wave potential, the symmetric potential shifts of oxidation and
reduction peaks cancel out.

The next term in Eq. 17 is the mean molar activity coefficient of
ferrocenium perchlorate ln( fFcClO4 )|WE, which is assumed to be con-
stant in this work. This assumption is based on the original publication
by Gritzner and Kuta.15 In their publication, the authors argue that the
activity of the ferrocene – ferrocenium species is independent of the
surrounding solution. An even stronger argument for the constancy
of the term ln( fFcClO4 )|WE is its influence on oxidation and reduction
peak positions. As ferrocenium ions only exist at the oxidation peak
a possible contribution by the ln( fFcClO4 )|WE term can only occur for
this peak. Thus, when the LiClO4 concentration is varied between
experiments, a varying contribution to the oxidation peaks should
be observable compared to the reduction peak. Experimental results
shown later will prove that oxidation and reduction peaks behave in
a completely identical manner. As the activity coefficient of the un-
charged ferrocene is one, the fourth term in Eq. 17 can be assumed
constant as well. The fifth term on the right-hand-side of Eq. 17, the
chemical potential of the cell, μCell, as defined in Eq. 15, depends
on the used electrode materials and the electrolyte solution, which is
generally constant for isothermal and isobaric conditions.

So far, all discussed terms deal with the electrolyte composition
in the vicinity of the electrodes. In contrast to those, the last term in
Eq. 17, the potential drop �� describes the potential difference in the
electrolyte between working and reference electrode. The potential
field in such an electrolyte solution is described by

∇� = RT/F∇ ln cClO−
4

− i/κ − RT/Fξ, [23]

with

ξ = tLi+∇ ln
(

cLi+ cClO−
4

f 2
LiClO4

)
+ tFc+∇ ln

(
cFc+ cClO−

4
f 2
FcClO4

)
,

[24]
which describes the current transport in concentrated electrolyte so-
lutions derived from the Stefan-Maxwell approach

Fi/κ = −
(

n∑
k=1

tk/zk∇μ̃k

)
[25]

using Eqs. 9–11.1 Here, the current density is denoted by i , the conduc-
tivity of the electrolyte solution by κ, and the transference numbers of
lithium and ferrocenium ions by tLi+ and tFc+ , respectively. A similar
system is also discussed for example in Newman and Thomas-Alyea.1

Using a one-dimensional approximation of the given setup and per-
forming an integration along a path between RE and WE, it is pos-
sible to get an approximation for the potential drop between RE and
WE

�� = RT/F ln
(

cClO−
4
|WE/cClO−

4
|RE

)
− R� i A − RT/F

∫ WE

RE
ξdx .

[26]
The ohmic resistance of the electrolyte solution is denoted by R�

and the current by i A. In this formulation, the third term on the right-
hand-side of Eq. 26 is not integrated, yet. The first term on the right
hand side is zero since the perchlorate ion concentration is approxi-
mately constant in the entire electrolyte solution for oxidation as well
as reduction peaks as indicated in Figure 2. The second term R� i A
describes the potential drop within the electrolyte solution as a result
of the current. Although the current between WE and RE is negligibly
small, an ohmic potential is included in the cell potential U as a result
of the current flowing between WE and CE. The so-called effect of
uncompensated resistance between RE and WE thus also leads to an
increased peak separation.14 This effect is particularly pronounced for
small supporting electrolyte concentrations since the resistance of the
electrolyte solution is very large in this case. The increase in peak
separation is not completely symmetric, since the peak currents at
oxidation and reduction peak are usually not equal in a cyclic voltam-
mogram. In order to reduce the effect of uncompensated resistance,
the current between WE and CE electrode has to be minimized. Ex-
perimental parameters influencing the current are the scan rate and

) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 138.246.2.40Downloaded on 2016-04-20 to IP 



A1258 Journal of The Electrochemical Society, 163 (7) A1254-A1264 (2016)

the ferrocene concentration, as indicated in Eq. 21, so that low scan
rates and/or ferrocene concentrations are desired. Furthermore, the
potential drop �� in the electrolyte is also influenced by the third
term in Eq. 26, which describes the concentration overpotential re-
sulting from concentration gradients within the electrolyte. In general,
concentration gradients have to be considered only in the vicinity of
the WE. The RE compartment is separated from the WE, thereby guar-
anteeing uniform lithium and perchlorate ion concentration profiles.
Additionally, the polarization times are short enough (on the order of
102 s for the scan rates and potential windows used in our study), so
that concentration gradients developing at the WE do not penetrate
far into the bulk region of the electrolyte solution. As a result of small
concentration variations within the electrolyte, it is valid to assume
constant transference numbers for the integration of ξ in Eq. 26

RT/F
∫ WE

RE
ξdx = RT/F

[
tLi+ ln

{(
cLi+ f 2

LiClO4

)
WE

(
cLi+ f 2

LiClO4

)−1

RE

}

+ tFc+ ln
{(

cFc+ f 2
FcClO4

)
WE

(
cFc+ f 2

LiClO4

)−1

RE

} ]
[27]

whereby contributions of the perchlorate ions in the integral cancel
out due to its uniform concentration profile (i.e., small changes in
concentration compared to its overall concentration). The last term
depending on the transference number of the ferrocenium ion in
Eq. 27 can also be neglected, since the transference number of the
minor species in a supporting electrolyte solution is approximately
zero for a high ratio of supporting electrolyte to minor component.
Such a high ratio also has a positive effect on the first term of the
Eq. 27 since the concentration difference of lithium ions between WE
and RE is also minimized. Concluding, a minimal ratio of ferrocenium
ions, respective ferrocene, to supporting electrolyte is also advanta-
geous to avoid concentration overpotentials. This is of course most
critical for small concentrations of supporting electrolyte. It is em-
phasized that the concentration overpotential does not influence both
peaks symmetrically. At the oxidation peak, the concentration differ-
ence for lithium as well as ferrocenium ions are the highest, resulting
in a maximum concentration overpotential. On the contrary, the con-
centration differences of supporting electrolyte ions between RE and
WE are negligibly small at the reduction peak. As a result, concen-
tration overpotentials influence oxidation but not reduction peaks. As
for all non-symmetric terms, this has to be considered if the half-wave
potential is used for the determination of the mean activity coefficient,
particularly for small supporting electrolyte concentrations.

Theoretical behavior of the mean molar activity coefficient of bi-
nary salts.—If all above mentioned theoretical assumptions are valid
and if the experimental conditions are such that all of the above ap-
proximations are met, the reference potential URef in Eq. 16 can be
considered sufficiently independent of the lithium salt concentration,
so that the logarithmic activity coefficient can be obtained from the
variation of the cell potential U vs. the lithium salt concentration by
means of Eq. 16. A well-known theoretical derivation for the logarith-
mic activity coefficient fLiClO4 is the so-called Debye-Hückel law.14,16

Thus, in the following paragraphs, different formulations as well as
extensions of the Debye-Hückel law are compared. The listed approx-
imations for the respective concentration regions provide a theoretical
framework for a comparison with the measurements and thereby of-
fers a means to validate the experimental results. According to the
Debye-Hückel law, the theoretical behavior of the mean molar activ-
ity coefficient fLiClO4 can be described by

ln fLiClO4 = −
∣∣∣zLi+ zClO−

4

∣∣∣ A
√

I
(

1 + Bȧ
√

I
)−1

, [28]

where A, B, and ȧ are defined below, and where I is the ionic strength
of the electrolyte defined as

I = 1

2

m∑
k=1

z2
kck [29]

with m = 3 dissolved ionic species in our case (Li+, ClO4
−, and Fc+).

The parameters A and B are defined as

B = (
2e2NA

)1/2
(ε0εRkT )−1/2 = ε

−1/2
R · 2.914 · 109dm

1
2 mol−

1
2 ,

[30]

A = e2(8πε0εRkT )−1 B = ε
−3/2
R · 817.1L

1
2 mol−

1
2 . [31]

In Eqs. 28–31, the minimal distance between two ionic species is
denoted by ȧ, the relative permittivity by εR, the permittivity of vac-
uum by ε0 = 8.854 · 10−12 F, m−1, the electronic charge by e =
1.602 · 10−19 C, the Avogadro constant by NA = 6.022 · 1023 mol−1,
and the gas constant by R = 8.314 J mol−1K−1. Eq. 28 can also be
approximated by the Debye-Hückel limiting law17

ln fLiClO4 = −
∣∣∣zLi+ zClO−

4

∣∣∣ A
√

I [32]

applicable for low ionic strengths which will be discussed in detail
in the Results and discussion section. For electrolyte solutions with
higher ionic strengths, the Debye-Hückel law (Eq. 28) is often ex-
tended by a linear term17

ln fLiClO4 = −
∣∣∣zLi+ zClO−

4

∣∣∣ A
√

I
(

1 + Bȧ
√

I
)−1

+ x1 I. [33]

This is an empirical extension accounting for effects like short
range interactions between ions and the solvent, dispersion forces
between ions, or ion association. A detailed discussion of this topic
can be found, e.g., in Wright.17 An nth -order polynomial with respect
to the concentration instead of ionic strength is frequently used by
Newman and Thomas-Alyea to account for effects which are not
included in the Debye-Hückel theory1

ln fLiClO4 = −
∣∣∣zLi+ zClO−

4

∣∣∣ A
√

I
(

1 + Bȧ
√

I
)−1

+ y1c

+ y2c3/2 + y3c2 + . . . . [34]

In this work, the extended form of the Debye-Hückel law given by
Eq. 33 is used. Fits with higher order terms according to Eq. 34 were
found to over-interpret experimental results.

Results and Discussion

Selection of experimental procedure.—As the parameters of the
CV measurements influence the validity of theoretical assumptions
and simplifications, it is necessary to identify a proper set of measure-
ment conditions to fulfil the requirements described in the theoretical
part of this work, mostly the small ferrocene concentration in com-
parison with the LiClO4 salt. Figure 3 shows the steady-state CVs
(≥2nd scan) with 0.05 and 0.10 mM concentrations of ferrocene in
2 mM LiClO4 at scan rates of 10 and 20 mV/s. All curves show re-
versible oxidation and reductions peaks of the ferrocene/ferrocenium
couple at ∼3.51 and ∼3.43 V, respectively. Following the arguments
in the Theory section, the smaller ferrocene concentration of 0.05
mM was used for the following experiments in order to satisfy the
requirement of a small cFc to cLiClO4 ratio, thereby avoiding parasitic
effects such as diffusion overpotentials. Additionally, small ferrocene
concentrations result in small currents and thus small ohmic drops in
the electrolyte phase; they also allow that the ionic strength can be
described sufficiently accurately by the concentration of the lithium
salt only. Extraction of oxidation and reduction peak potentials was
done by calculation of maxima and minima of fifth order polynomials
which were fitted through data points in a range of ± 50 mV around
the peaks. Due to the sensitivity of this procedure on the peak sharp-
ness, the larger scan rates of 20 mV/s, showing higher oxidation and
reduction currents, are used subsequently. For the same reason, the
ferrocene concentration is not reduced below 0.05 mM. All following
experiments have been conducted using the just determined set of
measurement conditions, viz., a scan rate of 20 mV/s and a ferrocene
concentration of 0.05 mM.
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Figure 3. Steady-state CVs at two different scan rates (10 mV/s, dashed line
and 20 mV/s, solid line) for two different ferrocene concentrations (cFc = 0.05
mM, black and cFC = 0.10 mM, red) in 2 mM LiClO4 in EC:DEC (1:1, w:w)
with positive and negative potential limits of 2.5 and 4 V (85% online IR
correction were used).

Ohmic drop compensation and correction.—In this Section, the
goal is to find a method to best correct the CVs for IR losses, which is
required for the later detailed analysis. Figure 4 shows an example for
the influence of different types of IR correction on the peak positions.
Without IR correction, oxidation and reduction peak potentials in a 1
mM LiClO4 electrolyte with 0.05 mM ferrocene are 3.550 and 3.428
V respectively. Ferrocene oxidation and reduction peak potentials of
3.531 V and 3.443 V are obtained if the raw data are IR corrected
after the measurement according to

Ui,corr = Ui,meas − Ii,meas · RRE−WE. [35]

whereby RRE-WE was obtained by impedance measurements prior to
the CV scans. In the following, this method is called post IR correction,
according to its execution after the measurement. As oxidation and
reduction currents are different (2.8 μA and 2.3 μA respectively), the
post IR correction has different impacts on oxidation and reduction
peak potentials, resulting in a non-symmetric behavior which can be
observed in Figure 4.

For electrolyte solutions with RE-WE resistances in the k� range,
the effective potential in the cyclic voltammogram is not truly linear
with time anymore. This behavior can be circumvented by online IR
correction, i.e., during the CV scans, using a certain percentage of
the uncompensated resistance as explained by Bard and Faulkner.14

Essentially, the scan rate is adjusted continuously during the scan,
resulting in a linear effective potential vs. time behavior, although
the applied potential is non-linear.18 As oscillations occur for online
IR corrections close to 100% of the total uncompensated resistance,
RRE-WE, caused by the measurement hardware, it was only possible
to correct for 85% of the ohmic drop. As a result, a combined IR
correction, consisting of an online IR correction and a subsequent
post IR correction is introduced in the following and will be referred
to as 85/15 combined IR correction, where 85 denotes the percent-
age of online IR corrected resistance and 15 the percentage of post
IR corrected resistance. Figure 4 shows the effect exemplarily for a
75/25 combined IR correction, giving a peak potential of 3.526 V
for oxidation and 3.447 V for reduction peak potentials, respectively.
Although both cases, 100% post IR correction and a 75/25 combined
IR correction, theoretically account for the same total ohmic drop,
a difference in peak positions of ∼5 mV is observed between both
methods. This shows the importance of online over post IR correction
and raises the question of remaining uncertainties for the combined
IR correction.

As a full online IR correction, i.e., 100/0 combined IR correction,
cannot be realized, CVs with four different percentages of online IR
correction were measured in a 0.1 mM LiPF6 electrolyte (Figure 5)

Figure 4. CVs showing the influence of IR correction on oxidation and re-
duction peak positions with 0.1 mM ferrocene at 20 mV/s in 1 mM LiClO4
in EC:DEC (1:1, w:w) with positive and negative potential limits of 2.5 and
4 V: no IR correction (black), 100% post IR correction (blue), and 75/25 com-
bined online/post IR correction (red). The value of RRE-WE determined by AC
impedance was 6.9 k�.

to validate the following analysis procedure. This small concentration
with the highest solution resistance is chosen to best illustrate the
effect. Cross and plus symbols in Figure 5 correspond to oxidation
and reduction peak potentials which are only online IR corrected.
Subsequent post IR correction of these potentials by the remaining
resistance, referred to as combined IR correction, results in oxidation
and reduction potentials indicated by circles and triangles, respec-
tively. The peak potentials resulting from a pure online IR correction
and the combined IR corrections are extrapolated in Figure 5 to the
theoretical 100% online IR correction based on the peak potential val-
ues for 25%, 45%, 65% and 85% online correction. The data are well
represented by linear extrapolation lines as shown in Figure 5, with an
interception point close to 100% online IR correction. For the extreme
example shown in Figure 5, the peak potentials obtained from a 85/15
combined IR correction still show a small deviation of ∼3.5 mV from
the extrapolated 100% online IR corrected value. Therefore, for all
the following measurements, at least two different ratios of combined
IR correction were used to determine peak potentials by extrapolating
to 100% online IR correction; this methodology will be referred to as
100% extrapolated IR correction. It should be noted, however, that for
concentrations above 5 mM, the latter correction leads to negligibly
small differences compared the value obtained from a 85/15 combined
IR correction (<1 mV).

Data selection.—A quality measure for the obtained oxidation and
reduction potentials is the peak separation. For reversible processes
with fast electrode kinetics (Nernstian behavior), the theoretical peak
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Figure 5. Oxidation/reduction peak potentials versus different applied per-
centages of online IR corrections without remaining post IR correction
(cross/plus symbols) and with additional post IR correction (circle/triangle
symbols) corresponding to the combined IR correction method. Conditions:
0.1 mM LiPF6 in EC:DMC (1:1, w:w) with 0.05 mM ferrocene at 20 mV/s
with positive and negative potential limits of 2.5 and 4 V (RRE-WE = 72 k�).

separation as given by Table I should be 57–58 mV, as the difference
between peak and the vertex potentials are larger than 300 mV.

For all measured LiClO4 concentrations, the potential differences
between oxidation and reduction peaks are plotted in Figure 6. To
show reproducibility, the peak separation data are shown for three in-
dependent measurement series. In the measurement series three (red
symbols), extrapolated values exist only for concentrations between
0.5 and 20 mM and above 20 mM only combined IR corrections
are shown. Figure 6 depicts constant and identical peak separations
for each series at concentrations above 5 mM, independent of the IR
compensation method. For concentrations below 5 mM LiClO4, the
peak potential increases to 90–100 mV for the extrapolated IR correc-
tion values at the lowest concentration of 0.1 mM LiClO4. From the
constant peak separation of all measurement series for concentrations
above 5 mM it is concluded, that all non-ideal effects discussed in the
Theory section which influence the peak potentials are negligible. The
first measurement series (green symbols) shows a shift of all measured
peak separations by ∼5 mV compared to measurement two and three.
This was identified as an experimental artefact caused by not flame an-
nealing of the Au working electrode, thereby not removing thin oxide
layers on the working electrode. The latter reduces the rate constant k0

of the outer electron transfer19 of the ferrocene/ferrocenium couple,
which depends on the electron tunneling length, i.e., the thickness of

Figure 6. Peak separation of three measurement series with extrapolated val-
ues of series two and three, according to method depicted in Figure 5. The
solid line indicates a concentration of 5 mM. Conditions: LiClO4 of specified
concentration in EC:DEC (1:1, w:w) with 0.05 mM ferrocene at 20 mV/s with
positive and negative potential limits of 2.5 and 4 V.

the oxide layer on the gold surface. A smaller rate constant k0 results in
an increased peak separation according to Eq. 22. Nevertheless, even
for the experiments conducted with properly annealed Au working
electrodes (red and blue symbols in Figure 5), a deviation of ∼5 mV
from the expected peak separation (57–58 mV according to Table I)
remains even at LiClO4 concentrations of ≥5 mM, which we believe
is due to a limited rate constant k0, leading to a deviation from the ideal
Nernstian behavior. For example, according to Bard and Faulkner,14

the here observed peak separation of ∼63 mV would be expected for
�= 7 (see Eq. 22). Based on the measurements by Scholl and Sochaj
on the ferrocene/ferrocenium couple on a gold electrode in acetonitrile
(DR = 2.43 · 10−5 cm2/s, DO = 2.31 · 10−5 cm2/s, k0 = 0.088 cm/s),
Eq. 22 would yield a value of �= 11.6, which indeed is reasonably
consistent with the peak separation of ∼63 mV at ≥5 mM LiClO4

shown in Figure 5.20

For LiClO4 concentrations below 5 mM (at a ferrocene concen-
tration of 0.05 mM), the observed increase in peak separation may
be due to several effects and is currently not understood. The kinetic
rate constant k0 and the ratio of diffusion coefficients of ferrocene and
ferrocenium depend on the concentration of LiClO4 as explained in
the theoretical part of this work. Thus, the ratio between ferrocenium
and ferrocene diffusion coefficients which affects the peak separation
(see Eq. 22), was shown to depend on the supporting electrolyte con-
centration by Wang et al.21 and Ruff et al.22 However, a quantitative
estimation is not possible, as no literature values exist for our elec-
trolyte. Similarly, the dependence of the reaction rate constant k0 was
shown to depend on the concentration of the supporting electrolyte by
Peter et al. for the ferro/ferri-cyanide couple.23 In the same publica-
tion, the effect of ion pairing is also mentioned as an explanation for
the non-ideal behavior of a cyclic voltammogram. A similar concept
is discussed in Redepenning et al.24

In addition, the ratio of ferrocene to supporting electrolyte may
introduce a diffusion overpotential, which would affect oxidation and
reduction peak potentials asymmetrically (compare Eq. 27). The con-
centration overpotential estimated by Eq. 27, however, only partly
explains the increase in peak separation. For example, a decrease
in peak separation of ∼2 mV is expected for a 1 mM LiClO4 con-
centration, if the concentration overpotential is subtracted from the
oxidation peak potential. This low value is a result of the chosen ex-
perimental setup with a minimal ferrocene to LiClO4 concentration
ratio (1/20 at 1 mM LiClO4). An obvious trend is only visible for
the smallest LiClO4 concentration of 0.1 mM LiClO4, where the half
peak potential is clearly shifted towards the oxidation peak as a result
of the non-symmetric behavior of the concentration overpotential as
explained in the Theory section.

We believe that the most likely explanation for the increase in
peak separation is a supporting electrolyte concentration dependence
of the rate constant k0. Nonetheless, for concentrations below 5 mM,
a combination of all of the described effects may be the case. As a
consequence of this uncertainty, we will only consider concentrations
above 5 mM LiClO4 for the below described evaluation of the thermo-
dynamic factor from our data, even though data derived from smaller
concentrations are still plotted for comparison.

Parameter extraction.—In Figure 7, the negative values of the
measured oxidation peak, reduction peak, and half-wave potentials,
U, recorded at a series of LiClO4 concentrations are subtracted by
RT/F ln(cLi+ ) and are plotted versus the square root of the LiClO4

concentration. Based on Eq. 16, the thus defined y-axis would corre-
spond to:

yAxis ≡ −U −RT/F ln (cLi+ ) = −URef +2 RT/F ln
(

fLiClO4

)
[36]

In Figure 7, the previously mentioned constant peak separation as well
as its increase for concentrations below 5 mM LiClO4 can be observed,
i.e., the difference between oxidation peak potentials (red symbols)
and reduction peak potentials (blue symbols) remains constant at
≥5 mM LiClO4 and increases at <5 mM LiClO4. Therefore, for
LiCLO4 concentrations of ≥5 mM, the data in Figure 7 can be fitted
using Eq. 36 together with Eq. 34 which describes ln(fLiClO4 ) versus
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Figure 7. a. Potentials, extrapolated to 100% online IR correction, of reduc-
tion peaks (red), half wave positions (black) and oxidation peaks (blue) for
three repeat measurement series (circles, crosses, and triangles) versus LiClO4
concentration; b. zoom into the small concentration region; the vertical line
marks the concentration of 5 mM LiClO4. Conditions: LiClO4 of specified
concentration in EC:DEC (1:1, w:w) with 0.05 mM ferrocene at 20 mV/s with
positive and negative potential limits of 2.5 and 4 V.

the LiClO4 concentration, whereby either the oxidation peak, half-
wave or reduction peak potentials can be used (each one would result
in a different but constant reference potential, URef).

For very low concentrations, Eq. 33 simplifies to the Debye-Hückel
limiting law given by Eq. 32, which predicts a negative linear slope of
the logarithmic mean molar activity coefficient over the square root of
concentration. As the concentration is equivalent to the ionic strength
as long as the ferrocenium concentration is much smaller than the
LiClO4 concentration (note that at 0.001 M LiClO4, the molar ratio
of Fc/LiClO4 is 1/20 so that Fc+/LiClO4 must be <1/20), the slope of
the tangent at concentration zero in Figure 7 should be negative and
proportional to the Debye Hückel parameter A. Inspecting Figure 7b,
it is clear that this expected behavior is only observed for the oxidation
peak potentials, but not for the reduction peak potentials or the half-
wave potentials, probably caused by the unknown peak separation at
≤5 mM LiClO4 (see Figure 6), which as discussed above does not
allow a meaningful analysis of the data at concentrations substantially
below 5 mM LiClO4. Nevertheless, this raises the question below
which concentration the Debye-Hückel limiting law behavior would
be expected to occur in the here used aprotic electrolytes. A way
to estimate the concentration range in which the simplified Debye-
Hückel behavior is expected is the comparison of the two terms in
the denominator of the first term on the right-hand-side of Eq. 33: the
Debye-Hückel limiting behavior is expected as long as Bȧ

√
I � 1.

To approximate up to which concentration the limiting law and the

Table II. Fitting parameters and their standard deviation
extracted from the fits of the measured half-wave potentials with
Eq. 36 and Eq. 33, as shown in Figure 8, illustrating the influence
of the chosen relative permittivities of 35 and 40.

εr [−] URef [V ] ȧ [nm] x1 [−] R2 [−]

35 3.3079 ± 0.0042 12.8 ± 23.4 0.907 ± 0.016 0.996
40 3.3077 ± 0.0047 13.7 ± 25.6 0.907 ± 0.016 0.996

Debye-Hückel equation give the same result, we assume a maximum
deviation between both descriptions of 5%, which corresponds to
Bȧ

√
I = 0.05. Parameter ȧ in Eq. 33 corresponds to the distance of

closest approach16 and parameter B simply depends on the relative
permittivity of the solvent (see Eq. 30). The relative permittivity of
the electrolyte (LiClO4 in EC:DEC, 1:1 w:w) was measured in a
coaxial cell setup using impedance spectroscopy, yielding a value of
εR ≈ 35 ± 3, which is consistent with that reported for a similar
electrolyte (LiClO4 in PC:DEC, 1:1 w:w) reported by Ding et al.25 A
reasonable estimate for the distance of closest approach in our aprotic
solvent is ȧ ∼ 1 nm.16 It follows, that for ȧ ∼ 1 nm and εR ≈ 35 the
approximate concentration up to which the Debye-Hückel limiting
law deviates at most by 5% from the Debye-Hückel equation is ∼0.1
mM LiClO4, which is way below the range of our measurements.
In comparison, the Debye-Hückel limiting law should be observable
up to concentrations of ∼2–3 mM for aqueous systems (εR ≈ 80,
ȧ ∼ 0.3 nm).16

In summary, for the investigated non-aqueous aprotic electrolyte
and within our experimental constraints (cLiClO4 ≥ 5 mM), it is not
possible to get into the range where the Debye-Hückel limiting behav-
ior is expected to apply. Thus, rather than verifying our experimental
approach with the Debye-Hückel limiting law, as originally intended,
the data points were fitted with Eq. 36, assuming the logarithmic ac-
tivity coefficient according to Eq. 33 and using a calculated slope A
(Eq. 31) based on the measured relative permittivity of the solvent.

Resulting fits of the reformulated half-wave potentials are depicted
in Figure 8 with fixed relative permittivities εR of the solvent of 35 or
40. A second relative permittivity is shown to analyze the sensitivity of
the fit towards the relative permittivity. Although half-wave potentials
are used in all further analysis, essentially identical results can be
obtained for a fit utilizing the oxidation or reduction peak potentials,
as long as the LiClO4 concentrations are ≥5 mM, which is the range
in which the peak separation is constant and closely corresponds to
its expected value. The extracted fitting parameters are the distance of
closest approach ȧ, the reference potential URef, and the slope x1 of
the linear term of the extended Debye-Hückel equation (Eq. 33), all
of which are listed in Table II.

For both relative permittivity values, Table II and Figure 8 show
an equally good fit, with R2 values close to 1. Within reasonable error,
the same constant reference potentials URef, distances of closest ap-
proach ȧ, and linear slope values x1 are determined. However, while
the standard deviations for URef and x1 are quite small (∼1.5%), this
is not true for ȧ, which has standard deviations of nearly 200%, indi-
cating the invariance of the fit with respect to ȧ. Therefore, under the
given experimental constraints that data can only be considered trust-
worthy at LiClO4 concentrations of ≥5 mM, the value of ȧ cannot be
determined from the fit of measured half wave potentials in EC:DEC
based electrolyte and probably in none of the commonly used organics
electrolytes. Interestingly, concentrations below 5 mM, even though
they have not been used for the fit, are still reasonably well described
by the fit. This implies that oxidation and reduction peak potentials
are affected more or less symmetrically by the observed increase in
peak separation at low LiClO4 concentrations, as was discussed in
detail above. It has to be added that an extension of Eq. 33 to higher
orders than its linear correlation does not improve the quality of the
fit significantly.

Discussion of results.—The methodology to determine the mean
molar activity coefficient f± by fitting measured potentials of a
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Figure 8. a. Fit of the measured half-wave potentials, U, in the concentration
range from 5 mM to 2 M obtained from the 100% extrapol. IR correction (for
measurement series three 85/15 combined IR correction values are used above
20 mM 85/15), with Eq. 36 and Eq. 33 to describe the activity coefficient. C;
concentrations below 5 mM LiClO4 (magenta symbols) are neglected for the
fit. b. Zoom into the low-concentration region. Conditions: LiClO4 of specified
concentration in EC:DEC (1:1, w:w) with 0.05 mM ferrocene at 20 mV/s with
positive and negative potential limits of 2.5 and 4 V.

lithium reference electrode versus half-wave potentials of the fer-
rocene/ferrocenium redox couple was described in great detail for an
exemplary electrolyte with LiClO4 dissolved in a mixture of EC:DEC
(1:1, w:w). The same methodology was applied to several more elec-
trolytes in order to generate data which could be compared to the
literature: LiPF6 in EC:DMC (1:1, w:w), LiPF6 in EC:DMC (3:7,
w:w), and LiPF6 in EC:EMC (3:7, w:w) in a concentration range from
5 mM to 2 M. These electrolytes are representatives of frequently used
electrolytes for lithium ion batteries. An overview of measured and
fitted parameters of the four electrolytes is given in Table III.

While the fitted parameters URef and x1 yield meaningful values and
standard deviations, the fitted ȧ-values have unreasonably large values
and they are plainly nonsensical for LiPF6 in EC:DMC (3:7, w:w) and

Figure 9. a. Concentration-dependent mean molar activity coefficients of
LiClO4 in EC:DEC (1:1, w:w), LiPF6 in EC:DMC (1:1, w:w), LiPF6 in
EC:DMC (3:7, w:w), and LiPF6 in EC:EMC (3:7, w:w), obtained from the
fitting parameters in Table III for data obtained in a salt concentration range
from 5 mM to 2 M, b. Corresponding thermodynamic factors, with a zoom-in
view at the low-concentration region.

LiPF6 in EC:EMC (3:7, w:w). This is a result of the insensitivity of
the fit to the ȧ-value, caused by the fact that the lowest considered salt
concentration of 5 mM is much too large to observe the Debye-Hückel
behavior (see above discussion). Consequently, the natural logarithm
of the activity coefficient vs. concentration obtained by inserting the
parameters listed in Table III in Eqs. 30, 31, and 33, for the electrolytes
with the excessively large and clearly incorrect ȧ-values depicted in
Figure 9a (dotted and dash-dotted red lines), does not go negative at
low salt concentrations as would be expected according to the Debye-
Hückel limiting law. Owing to the insufficient fitting accuracy of the
ȧ-value, our here presented method does not allow for an accurate
description of the value of the activity coefficient, since this would
require precise measurements at salt concentrations much less than
5 mM, which experimentally is not possible. This is true not only

Table III. Measured values of εr and fitted values for URef , ȧ, and x1 for four lithium ion battery electrolytes. The salt concentrations ranged
from 5 mM to 2 M and the ferrocene concentration was 0.05 mM; CVs were recorded at 20 mV/s between 2.5 and 4 V. Parameters of the LiClO4
containing electrolyte are identical to Table II, parameters for the LiPF6 electrolytes were obtained using the 100% extrapolated IR correction
method of two measurement series. The activity coefficient was fitted using Eq. 33.

Electrolyte εr [−] URef [V ] ȧ [nm] x1 [−] R2 [−]

LiClO4 in EC:DEC (1:1, w:w) 35 ± 3 3.3079 ± 0.0042 12.8 ± 23.4 0.907 ± 0.005 0.996
LiPF6 in EC:DMC (1:1, w:w) 38 ± 6 3.2941 ± 0.0001 4.5 ± 1.1 1.146 ± 0.012 0.995
LiPF6 in EC:DMC (3:7, w:w) 23 ± 3 3.3030 ± 0.0005 3.5 · 104 1.207 ± 0.010 0.996
LiPF6 in EC:EMC (3:7, w:w) 22 ± 3 3.3101 ± 0.0003 4.0 · 104 1.347 ± 0.006 0.998
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for the low-concentration region, but also for the high-concentration
region, as the obtained activity coefficients have an undefined offset
throughout.

While our new methodology cannot provide activity coefficients,
we will now show that it does provide accurate values for the so-called
thermodynamic factor (TDF). In the equations of the concentrated
electrolyte theory, the binary activity coefficient appears in the form
of the TDF, defined as

TDF =
(

1 + d ln f±
d ln c

)
=

(
1 + c

d ln f±
dc

)
[37]

The TDFs shown in Figure 9b are based on an exact derivative of Eq.
33, with the parameters from Table III and inserted into Eq. 37. Only
in the inset of Figure 9b, for concentrations below 5 mM, the impact
of the Debye-Hückel behavior to the TDF can be seen, illustrating
its negligible contribution at normal electrolyte concentrations (1 M).
Mathematically this can also be shown with the ratio of TDFs based
on Eq. 33 with and without the Debye-Hückel term. Using the param-
eters from Table III for the electrolyte with the largest Debye-Hückel
behavior, LiPF6 in EC:DMC (1:1, w:w), a ratio of 98% is found at a
concentration of 5 mM.[

1 + c · d

dc

(
−A

√
c
(
1 + Bȧ

√
c
)−1 + x1c

)] / [
1 + c · d

dc
(x1c)

]

= 0.98 [38]

In Eq. 38 the ferrocenium contribution to the ionic strength is ne-
glected, i.e., I = c. We conclude, that due to the dependence of
the TDF on the derivative of the logarithmic activity coefficient
with respect to salt concentration, an exact knowledge of the low-
concentration range and of the offset from the Debye-Hückel be-
havior mentioned above is not required. For most lithium ion battery
applications the accuracy of the TDF at concentrations around and be-
low 5 mM is not essential and an accurate value of the TDF between
5 mM and 2 M salt concentrations should be sufficient for most battery
models. In this concentration range the TDFs can be well represented
(error < 2% compared to full Debye-Hückel description) by a linear
function as demonstrated with Eq. 38.

Our results for the TDFs are summarized in Figure 9b, showing
similar trends for all LiPF6 based electrolytes investigated (red col-
ors) and slightly smaller values for the LiClO4 containing electrolyte
(blue). While former electrolytes range between a value of 2.15 and
2.35 for the TDF at 1 M salt concentrations, for the latter LiClO4

electrolyte a value of 1.9 is found. A variation of the solvent ratio or
replacement of the unpolar component only results in a small change
of the TDF of the LiPF6 electrolytes. Further investigations are nec-
essary to quantify the individual salt and solvent contributions to the
activity coefficient and the thermodynamic factor in order to give a
precise description of the underlying principles.

Comparison with the literature.—A comparison of the TDFs of
LiPF6 containing electrolytes investigated by us, with those reported
in the literature for similar electrolytes, is shown in Figure 10. All
our LiPF6 electrolytes, which were chosen as they represent standard
electrolytes for lithium ion batteries, fall in a reasonably narrow range.
Thus, they are represented by the red highlighted area in Figure 10,
encompassing the red lines in Figure 9b. As the electrolytes investi-
gated in literature are similar to ours, we would expect them to lie in
or close to our range. A direct comparison with our data is possible
for the electrolyte LiPF6 in EC:EMC, 3:7 w:w, which was also ana-
lyzed by Nyman et al.7 (brown). An excellent agreement is found at
concentrations above 1 M; the values for the reported TDF lie within
or are very close to our range of TDFs for LiPF6 electrolytes. The de-
viation between our values and the values reported by Nyman et al.7

(brown) at salt concentration below 1 M may be a result of the differ-
ent determination technique used. Nyman et al.7 determine the TDF,
the transference number and the diffusion coefficient at once, based
on experiments in a polarization cell and a concentration cell and as-
sume polynomial functions for the parameters. The same procedure is

Figure 10. Comparison of determined thermodynamic factor for various
LiPF6 containing electrolytes (data from this work marked by red high-
lighted area) with TDFs published with similar solvents: Nyman:7 LiPF6 in
EC:EMC, 3:7, w:w; Lundgren:8 LiPF6 in EC:DEC, 1/1, w:w; Valøen:6 LiPF6
in PC:EC:DMC, 10:27:63, v:v:v; Stewart:5 LiPF6 in EC:EMC, 1:1, w:w.

used by Lundgren et al.,8 who also report smaller values for the elec-
trolyte LiPF6 in EC:DEC, (1/1, w:w) containing electrolyte (green)
compared to our range. While in latter publications the behavior at
low concentrations is neglected, Stewart and Newman5 (magenta)
and Valøen et al.6 (turquoise) assume a Debye-Hückel behavior. In
the publication by Stewart and Newman, a Debye-Hückel behavior
as described by Eq. 33 is assumed for small concentrations.5 In this
case, the Debye-Hückel behavior also does not affect the curvature of
the resulting TDF, but only imposes a small correction at the lowest
concentrations. In the TDF determined by Valøen et al. a distinct,
non-linear trend at low concentrations can be observed.6 Valøen et al.
assume the natural logarithm of the mean molar activity coefficient to
be a series expansion of

√
c terms. This formulation does not allow for

a fast deviation from the linear Debye-Hückel behavior and thus leads
to a pronounced negative feature in the TDF. We want to emphasize
that in the literature generally more than one experiment was used to
obtain the TDF.

In summary, we find the application of the presented methodology,
i.e. determination of the thermodynamic factor based on the slope of
the activity coefficient, shows good agreement with literature. We
conclude, our analysis of reproducible measurements allows for a
precise determination of the thermodynamic factor in a concentration
range from 5 mM to 2 M.

Conclusions

In this contribution, we demonstrated the validity of determining
the thermodynamic factor based on measurements conducted in a stan-
dard three electrode glass cell. Therefore we use cyclic voltammetry
and measure the redox potentials of the ferrocene/ferrocenium couple
vs. a lithium electrode immersed in electrolytes with variable lithium
salt concentrations. The relation between the half-wave potentials and
the mean molar activity coefficient of the lithium salt is derived in de-
tail in order to unravel the underlying principles of the measurement
and to understand the limits of the experimental methodology due to
non-ideal effects caused by deviation from Nernstian redox behavior
and from diffusion overpotentials. To evaluate the influence of non-
ideal effects, the peak separation between the ferrocene/ferrocenium
oxidation and reduction peak potentials is used as a quality mea-
sure for the experimental data. It is emphasized that correct ohmic
drop compensation has to be performed in order to obtain reliable
results. The half-wave potentials vs. lithium salt concentration were
successfully correlated with an extended Debye-Hückel law by fitting.
Extracted fitting parameters allow to precisely describe the trend of
the activity coefficient at salt concentrations above 5 mM, but do not
allow quantification of the absolute value of the activity coefficient.
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However, the quantity of interest for battery simulations based on
the concentrated solution theory, the thermodynamic factor, depends
on the slope of the activity coefficient and can thus be calculated
precisely by our new method from the parameters obtained by the
extended Debye-Hückel fit. For better comparability with literature
data, measurements were conducted in a concentration range from 5
mM to 2 M for three LiPF6 containing electrolytes. Comparison of
our TDF data with the literature shows the same qualitative, mostly
linear trends and for similar electrolytes good agreement is found.
The error made by assuming a linear TDF instead of the full descrip-
tion, including the Debye-Hückel behavior, is <2%. Within a ∼5%
range, the TDF for the electrolytes LiPF6 in EC:DMC (1:1, w:w),
EC:DMC (3:7, w:w) and EC:EMC (3:7, w:w) can be described by
TDF(c) = 1 + 1.25c. Accordingly we find TDF(c) = 1 + 0.91c for
the electrolyte LiClO4 in EC:DEC (1:1, w:w). As mentioned in the
introduction, also the temperature dependence of the thermodynamic
factor should be investigated in detail. While this work provides a
thorough description of the experimental setup and the measurement
technique, the temperature dependence of the thermodynamic factor
will be subject of a future study.12
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Note added in proof.—The assumption of the redox potential
of the Fc/Fc+ couple not being strongly influenced by the LiClO4

concentration made in the Theory section can also be verified by
measurements conducted by Pendley et al., who showed a constant
potential of the Fc/Fc+ couple versus a sodium saturated calomel
electrode in different concentrations of supporting electrolyte as long
as the concentration ratio of ferrocene to supporting electrolyte is
small.26

List of Symbols

Symbol Name Unit

γ± mean molal activity coefficient -
f± mean molar activity coefficient -
aθ

n prop. constant for the secondary ref. state L/mol
(1 + d ln f±

d ln c ) thermodynamic factor -
U cell potential V
φ electrostatic potential wrt. anionic species V
c concentration mol/L
νi stoichiometry factor -
μ chemical potential of uncharged species J/mol
μ̃ chemical potential of ionic species J/mol

�RG reaction Gibbs energy J/mol
zi ionic charge (neg./pos. for anions/cations) -
μθ standard chemical potential J/mol

μCell standard chemical cell potential J/mol
U ′

0 formal potential of WE wrt. RE V
s scan rate in cyclic voltammogram (CV) mV/s
t time s

Up.ox/red oxidation / reduction peak potential V

Ip.ox/red oxidation / reduction peak current A
Di diffusion coefficient of species i cm2/s

Ureverse cyclic voltammogram (CV) vertex potential V
η kinetic overpotential V
� dimensionless parameter relating CV peak

separation with the rate constant
-

α transfer coefficient in Butler Volmer eqn. -
k0 standard rate constant 1/s

Up.1/2 cyclic voltammogram half-wave potential V
i current density A/cm2

κ electrolyte conductivity mS/cm
ti transference number of ionic species i -
R resistance �

I ionic strength mol/L
ȧ distance of closest approach nm
εR relative permittivity of electrolyte -

Constants
F Faraday constant C/mole
R gas constant J/(mole K)
T temperature K
ε0 vacuum permittivity F/m
NA Avogadro constant -
k Boltzmann constant J/K
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Erratum
In the original publication it is assumed that the ferrocene/ferrocenium redox potential,
and thus its activity coefficient, is independent of the supporting electrolyte salt and
its concentration. This assumption is not fully supported; the references (e.g., Ref.
[104]) only show that the activity coefficient is independent of the surrounding solvent,
and assuming that it be independent of the salt concentration is definitely wrong for
low permittivity solvents at low concentrations. This demonstrated in detail in the
subsequently presented erratum.



Erratum: 

Direct Electrochemical Determination of 

Thermodynamic Factors in Aprotic Binary 

Electrolytes 
 

Johannes Landesfeind,az and Hubert A. Gasteigera 

a Chair of Technical Electrochemistry, Department of Chemistry and Catalysis Research Center,  
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zcorresponding author 

Theoretical Considerations 

One of the key assumptions in the original publication is a constant mean molar activity coefficient 𝑓± of the ferrocenium 

perchlorate, i.e., ln(𝑓FcClO4
) |WE = const. (compare Eq. 17 and the first paragraph on p. A1257) and thus independent 

of the surrounding electrolyte solution. Yet strictly speaking, the cited work by Gritzner and Kuta1 (Ref. 15 in original 

publication) only shows a constant ferrocene/ferrocenium redox potential for different solvent systems, while 

maintaining the same salt and the same salt concentration. The solvent (but not necessarily salt and concentration) 

invariance of the ferrocene/ferrocenium redox couple is also demonstrated in Table 6.4 in Electrochemistry in 

Nonaqueous Solutions by Kosuke Izutsu, which gives the redox potentials of the ferrocene couple for a large range of 

solvents (always ~1.134 ± 0.1 V).2 The assumed independence of the surrounding salt and its concentration however 

cannot be supported with published measurements. However, careful analysis of the Debye-Hückel theory shows, that 

the mean molar activity coefficient of any ionic species will depend on its ionic surrounding3 

 
ln 𝑓± =  − 

𝐴√𝐼

1 + 𝐵�̇�√𝐼
 

1 

indicated by the ionic strength I, rather than the concentration of the ionic species c (compare nomenclature of Eq. 28 

in original publication for definition of electrolyte specific factors A, B and �̇�). While Eq. 1 only approximates the mean 

molar activity coefficient, it was found to agree well with experimental results from aqueous electrolytes, especially in 

the low concentration regime.4 It is noted that the ionic size and possible shielding effects of the ferrocene molecular 

structure do not contradict the Debye-Hückel theory, i.e., Eq. 1 is only based on the charge number, which is the same 

for a single charged ferrocenium ion as for a single charged lithium ion. In conclusion the Debye-Hückel theory is valid 

for both ions in the electrolyte solutions studied in the original publication and ln(𝑓FcClO4
) |WE cannot be constant at 

low supporting salt (LiClO4) concentrations. Eq. 16 in the original publication should correctly read 

 
𝑈 = 𝑈Ref −

RT

F
ln(𝑐Li+𝑓LiClO4

2 ) +
RT

F
ln(𝑓FcLiClO4

2 ) 
2 



with the third term originally assigned to the assumed constant reference potential 𝑈Ref. I.e., in our analysis of 𝑦Axis −

𝑈 − R𝑇 F⁄ ln (cLi+) (compare Eq. 36 in the original publication) we are effectively analyzing the difference between 

the mean molar activity coefficients of LiClO4 to FcClO4. This also explains why the Debye-Hückel limiting law 

(ln 𝑓± = −𝐴√𝐼) cannot be observed at smallest concentrations, as in this concentration range (< 0.1 M) the magnitude 

of ln(𝑓FcClO4
) and ln(𝑓LiClO4

) only depend on the (same) solvent relative permittivity (A is only function of 𝜀R), their 

difference caused by higher order terms is negligibly small. In addition to the Debye-Hückel theory which definitely 

invalidates our assumption of a constant mean molar activity coefficient for the ferrocenium perchlorate at low 

concentrations, no statement about higher concentrations > 0.1 – 0.5 M can be made and the behavior of ln(𝑓FcClO4
) is 

entirely speculative in this case.  

Experimental 

In addition to the above definitive analysis of the theoretical Debye-Hückel behavior for the ferrocenium perchlorate 

we also tried to (in)validate the proposed direct determination method for the thermodynamic factor experimentally, 

which we briefly discuss in the following for the interested reader. The ferrocene/ferrocenium couple based 

methodology could be checked explicitly when applied to an electrolyte with a known  mean molar activity coefficient. 

Data on mean molar activity coefficients in aprotic solvents is scarce though. Vapour pressure depression was used on 

some non-aqueous electrolyte systems, suitable for the ferrocene method, but the single reports are hard to verify as 

they cannot be compared to additional references.5 However, highly reproducible results for the activity coefficients in 

aqueous systems exist and are based on numerous sources and measurement techniques. The intrinsic problem with 

applying the ferrocene cell method to a well-studied aqueous electrolyte is the very low solubility of Fc in water,6 its 

interactions with water7 and its decomposition.8 Acetylferrocene (AcFc) can be easily dissolved in water,9 yet we also 

found it decomposes with time and under UV light exposure yielding metallic iron (experimentally proven using a 

magnet). However, when dissolved in EC:DEC (1:1 w:w) AcFc does not decompose, yet when we repeat our 

measurements with AcFc instead of Fc (compare main article and Figure 1 below) largely different results are observed, 

suggesting that AcFc, due to its acetyl group, undergoes stronger interactions with the solvent and prohibits its use for 

the ferrocene method. Careful investigations of the mean molar activity coefficient of aqueous KCl electrolytes using 

the AcFc couple could thus not be interpreted conclusively and the observed discrepancy to literature values may also 

be related to the unsuited, strongly interacting redox couple.  



 

Figure 1. Comparison of logarithmic mean molar activity coefficients, obtained from application of the 

ferrocene cell method (see main article) to LiClO4 in EC:DEC (1:1 w:w) with ferrocene/ferroceneium 

(orange crosses, same data as is original publication, shifted to y-axis intercept 0) and 

acetylferrocene/acetylferrocenium as redox couple (blue crosses at 0.1 M, 1 M and 2 M, shifted to y-

axis intercept 0). 

The best experimental evidence to proof the invalidity of the ferrocene cell method is the comparison of thermodynamic 

factors (TDFs) obtained using this method with an alternative approach, in which the TDF is determined from 

concentration cell and pulse experiments, for details on latter method the reader is referred to the literature.10 Although 

generally similar trends are obtained (Figure 2), the ferrocene cell based TDFs cannot represent experimental results 

from concentration cell and pulse experiments, especially when a pronounced Debye-Hückel behavior can be observed 

(compare Figure 2c).  

 

Figure 2. Temperature dependent thermodynamic factors for 0.1 M to 3 M LiPF6 in a) EC:DMC (1:1 

w:w), b) EC:EMC (3:7 w:w) and c) EMC:FEC (19:1 w:w) determined using the ferrocene cell approach 

with the Fc/Fc+ redox couple (solid lines) and based on concentration cell potentials and pulse 

experiments in symmetric lithium cells (circles) at 10 °C (blue), 30 °C (purple) and 50 °C (red). 

It is interesting to note, that best agreement is obtained with solvents of high relative permittivity (EC:DMC (1:1 w:w), 

𝜀𝑅 ≈ 34) compared to lower solvent permittivities (EC:EMC (3:7 w:w), 𝜀𝑅 ≈ 20 and EMC:FEC (19:1 w:w), 𝜀𝑅 ≈ 3), 

with the permittivities being approximated by the weighted means of the permittivities of the single components 

(compare Hall et al.11 for similar compositions). Keeping in mind that the limiting law Debye-Hückel slope A is inversely 

proportional to 𝜀𝑅 (𝐴 ≈ 2, 4 and 76 for the electrolytes respectively at 25 °C), differences in the TDFs in Figure 2 are 

especially dominant at low salt concentrations and for electrolytes of low relative permittivitiy and explains why 



remarkably similar trend are obtained for the high permittivity EC:DMC (1:1 w:w) system in Figure 2a. These results 

prove that a Debye Hückel behavior is also present for the ferroceneium ions at low concentrations when the solvent 

permittivity is low.  

Conclusions 

It is emphasized that the originally proposed methodology to determine thermodynamic factors in non-aqueous 

electrolytes based on the analysis of the ferrocene/ferrocenium redox potentials in three electrode cyclic voltammograms 

was based on not fully validated assumptions and should generally not be used for the analysis of thermodynamic 

properties. The theoretical considerations introduced above clearly show that the previously assumed mean molar 

activity coefficient of ferrocenium perchlorate cannot be assumed constant as it has to follow the Debye-Hückel 

behaviour at low concentrations, especially when low permittivity solvents are used. In the high concentration range the 

behavior of ln(𝑓FcClO4
) is purely speculative and found similarities with independently measured thermodynamic 

factors has to be interpreted as entirely incidental.   
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3.3 Transference Number
In this section the article Determination of Transport Parameters in Liquid Binary
Electrolytes : Part II . Transference Number59 is presented, which was submitted in
June 2017 and published in the peer-reviewed Journal of the Electrochemical Society
in September 2017. Parts of the article were presented at the 13th Symposium on Fuel
Cell and Battery Modeling and Experimental Validation in Lausanne (Switzerland) in
March 2016 and at the ECCOMAS 2016 in Crete (Greece) in June 2016. The open
access article is distributed under the terms of the Creative Commons Attribution Non-
Commercial No Derivatives 4.0 License and may be accessed at http://dx.doi.org/10.
1149/2.1681712jes.

In analogy to the previous approach to analyze the binary diffusion coefficient, the
electrochemical determination of the transference number is based on pulse experiments
in a symmetric lithium cell setup. Additionally, the concentration potentials between
differential electrolyte concentrations are measured in open glass-plate type concen-
tration cells. However, as motivated before (see Section 3.2), the transference number
cannot be obtained explicitly from neither the pulse experiments nor the concentration
cell measurements alone. Therefore the publication compares two approaches, analysis
of concentration cell potentials combined with a) the thermodynamic factor obtained in
the ferrocene cell setup (see Section 3.2) and b) the analysis of the current and poten-
tial transients during and after galvanostatic pulses in the two-electrode setup. As the
thermodynamic factor from the ferrocene cell setup is not reliable, which was not yet
clear at the time of writing the article, the conclusion of the manuscript, the superiority
of the concentration cell experiments coupled with the ferrocene cell, is unfortunately
invalid. For the alternative determination of the transference number, based on concen-
tration cells and pulse experiments, five different analytical solutions of the short and
long term potential and current transients during steady state and pulse polarizations
are described. As done previously for the determination methods for the binary diffu-
sion coefficient (see Section 3.1), the analytical solutions are challenged in numerical
experiments. In subsequent electrochemical experiments the results from the different
methods are compared critically and a general agreement is found between four of them.
The largest deviation was observed for the steady state polarization technique, intro-
duced by Bruce and Vincent58 for polymer electrolytes. It is noted that the transference
numbers obtained with the thermodynamic factor from ferrocene cell experiments are
in fair agreement with the analytical approaches discussed in the article, which has to
be interpreted as purely incidental and may be motivated by the high relative permit-
tivity of the solvent system used in the study (EC:DEC (1:1 w:w), 𝜀R ≈ 32,102 which is
described in detail in Section 3.2).
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all electrochemical measurements, A.E. derived the analytical solutions and conducted
numerical experiments. Data analysis was done by A.E. and J.L. and the manuscript
was written by A.E. and J.L. and edited by W.W. and H.G. All authors discussed the
data and commented on the results.
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Numerical simulations are based on four different concentration
dependent transport parameters, namely the conductivity κ(c), the
binary diffusion coefficient D±(c), the transference number t+(c), and
the thermodynamic factor (TDF) or the mean molar activity coefficient
f±(c), respectively. The accurate determination of these parameters
is key for the reliable simulation of the charge/discharge performance
of lithium ion batteries. The conductivity κ(c), the binary diffusion
coefficient D±(c),1 and the thermodynamic factor2 can be determined
by a single experiment for each concentration. The determination of
the concentration dependent transference number is more elaborate. In
the following, an overview of various experimental techniques for the
determination of transference numbers in lithium based electrolytes
is given. In the context of this work the term transference number is
used as defined in Newman and Thomas-Alyea.3

The transference number t+(c) can be determined directly by the
Hittorf method which is discussed for polymer electrolyte solutions
by Bruce et al.4 An alternative version of the Hittorf method for
liquid electrolytes was applied by Valøen and Reimers for LiPF6 in
PC:EC:DMC (10:27:63 v:v:v).5 Since the influence of diffusion pro-
cesses on mass transport is neglected in the derivation of the Hittorf
method,5 it can be not used for an accurate determination of the trans-
ference number in general. Additionally, the noise level observed with
the Hittorf method as reported by Valøen and Reimers is too large for
the determination of the transference number as a function of the
concentration.5 On the other hand, for dilute electrolyte solutions, the
potentiostatic polarization method introduced in Bruce and Vincent6

can be used for the direct determination of the transference number.
In this work, as well as in Hiller et al.,7 the method is used for polymer
electrolytes, while Mauro et al.8 and Zugmann et al.9 applied the same
method for liquid electrolytes such as LiClO4 dissolved in PC and for
LiPF6 in various solvents, albeit at concentrations which cannot any-
more be considered as dilute electrolytes. In Zugmann et al., three ad-
ditional methods, namely the electromotive force method, the NMR
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method, and the galvanostatic polarization method are discussed.9

The electromotive method is based on data from a concentration cell
with transference,10 including concentration overpotentials. In such
an experimental setup, the transference number can be determined
either in the dilute electrolyte limit,5 where the thermodynamic fac-
tor can be assumed to be unity,3 or the functional dependence of the
thermodynamic factor on salt concentration has to be known or as-
sumed. It would also be possible to use a concentration cell without
transference,10 but it is difficult to find appropriate salt bridges for
aprotic lithium based electrolytes, which would satisfy the condition
t+ = t− = 0.5.9 The transference number can also be determined by
measuring the ionic self-diffusion coefficients.11,12 In Zhao et al.,13 the
method introduced by Bruce and Vincent6 is compared to the NMR
method, revealing that completely different values for the transfer-
ence number are obtained, even for the smallest concentrations. In
Sethurajan et al., the differences between transference numbers deter-
mined by NMR and other techniques are explained by the effect of
ion-pairing.14 In their publication, it is strictly distinguished between
the transference number which is defined based on a current fraction
versus the transport number which is defined based on the ionic dif-
fusion coefficients. In the absence of ion-pairs, both definitions are
equivalent, as can be concluded from the derivation of concentrated
solution theory presented in Newman and Thomas-Alyea.3 The most
popular method to determine the transference number is the galvano-
static polarization method. It is used for polymer electrolytes in Ma
et al.,15 Ferry et al.16 or Doeff et al.17 However, the determination
of the transference number by the galvanostatic polarization requires
knowledge about the diffusion coefficient and thermodynamic factor.
Therefore, it is necessary to perform three different experiments to
determine the transference number, which usually results in an accu-
mulation of inaccuracies from the errors in each experimental proce-
dure and due to the necessity to use arbitrary functional relationships
(e.g., assuming a concentration independent transference number in
some cases). Alternatively, the diffusion coefficient, the transference
number, and the thermodynamic factor can also be determined by
a numerical optimization approach as shown in the publications by
Georén and Lindbergh,18 Nyman et al.,19 and Lundgren et al.20 In
this approach, usually, the same or similar experiments as for the
galvanostatic polarization are performed.
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In the following, various of the aforementioned electrochemical
methods for the determination of the transference number are reviewed
regarding theoretical assumptions, experimental accuracy, and appli-
cability. Additionally, an alternative method for the determination of
the transference number based on the combination of measuring the re-
dox potential of ferrocene/ferrocenium vs. lithium salt concentration2

and a concentration cell is introduced. All discussed methods are also
investigated experimentally before the final conclusion is presented.
After presentation of the used materials and measurement setups in
the Experimental section, the relevant theoretical framework is dis-
cussed in the Theory section, summarizing the equations used for
the determination of the transference number used in the literature
as well as newly introduced analysis methods. Validity and accuracy
of the introduced techniques are analyzed and compared in the Nu-
merical Validation section. Because theoretically expected transients
are more obvious in simulated experiments, this section aids in un-
derstanding experimental data. In the Results and discussion section,
the transference number is obtained from measurements in previously
described cell setups. A short summary and a conclusion are given in
the Conclusions.

Experimental

Ethylene carbonate (EC, 50%, by weight, Sigma Aldrich, anhy-
drous, 99%) and diethyl carbonate (DEC, 50%, by weight, Sigma
Aldrich, anhydrous, >99%) were used as solvents for self-prepared
electrolytes containing lithium perchlorate (LiClO4, Sigma Aldrich,
99.99%) salt, whereby all components were mixed in an argon filled
and temperature controlled glove box (MBraun, 25◦C ± 1◦C, water
content <0.1 ppm, Ar 5.0, Westfalen, 99.999% vol). LiClO4 concen-
trations ranged from 0.1 × 10−3 to 2 M. Metallic lithium (Rockwood
Lithium, 0.45 mm, high purity) was used as counter electrode (CE)
and working electrode (WE).

In this contribution, a polarization and a concentration cell are
used for the determination of transference numbers. The polarization
cell consists of two parallel and aligned lithium electrodes which are
separated by porous separators, as described in detail in part I of
this publication, where we presented the determination of diffusion
coefficients.1 The concentration cell consists of two parallel lithium
stripes which are in contact with a stripe of glass fiber separator
soaked with two electrolyte solutions which differ in their lithium
salt concentration. To minimize electrolyte evaporation, separator and
electrodes are sandwiched between two glass plates as depicted in
Figure 1. Concentration cell potentials were measured over a time
interval of four minutes using either a handheld voltmeter (Voltcraft
VC830) inside the glove box or a potentiostat (Biologic VMP3).

Theory

In the following, the theoretical foundations of various methods for
the determination of the transference number are discussed. First, the
direct determination of the transference number for dilute electrolytes
introduced by Bruce and Vincent6 is embedded into the concentrated
solution theory. Afterwards, the classical method for the determina-
tion of the transference number in concentrated electrolytes based
on measurements in a polarization and concentration cell is shortly
reviewed. A basic element of this method is the Sand equation. In

Figure 1. Concentration cell setup for the determination of concentration
overpotentials between two lithium electrodes contacted by a glass fiber
separator soaked with an electrolyte of two different salt concentrations
(side view).

the following, the same experimental setup is used to determine the
transference number, but the Sand equation is replaced by several al-
ternative analytical relations, which so far have not been used for the
determination of the transference number. In the end of this section, a
novel method for the determination of the transference number in con-
centrated electrolytes is introduced, which is based on measurements
in a concentration cell and which makes use of the quantification of
the thermodynamic factor in an independent experiment2 based on
measuring the redox potential of ferrocene/ferrocenium vs. lithium
salt concentration (further on referred to as “ferrocene cell”).

Direct determination of the transference number by steady-state
polarization experiments.—The direct determination of the transfer-
ence number t+ for dilute electrolyte solutions is based on the appli-
cation of a constant cell potential Up until the steady-state current is
reached. Theoretically, it is possible to calculate the transference num-
ber t+ from the ratio between the initial current I0 and the steady-state
current Is. However, a correction term for variable electrode kinetics as
a result of, e.g., the SEI formation or the growth of mossy lithium has
to be considered. In the original form introduced by Blonsky et al., the
method was restricted to dilute electrolyte solutions with a constant
diffusion coefficient.21 Bruce and Vincent6 extended it to electrolyte
solutions with a variable ionic diffusion coefficient. In this extension,
it is argued that the thermodynamic factor has to be close to unity in
order to apply the dilute solution theory. However, it is also possible to
derive the method from the more general framework of concentrated
electrolyte solutions as discussed, e.g., in Doyle22 and Ehrl.,23 which
is outlined in the following (Eq. 1 to 24). Comparison of the result
obtained using this approach with the Bruce-Vincent equation will
allow to obtain a mathematical condition which has to be fulfilled for
the dilute solution theory to be applicable. The potential difference
�� between the anode A and the cathode C for a one-dimensional
approximation of an electrochemical cell is given by the integration
of Eq. 3 in part I of this publication (Ref. 1).

�� = I
∫ A

C

(
1

κ (c0)

l

A

τ

ε

)
dx + ν

ν+z+

RT

F

[
1 + ∂ ln f± (c0)

∂ ln c

]

· (1 − t+ (c0))
�c

c0
[1]

The potential difference �� denotes the volumetric intrinsic phase
average of the electric potential, I the current, A the electrode area,
l the distance between the electrodes, and c0 the initial volumetric
intrinsic phase average of the concentration.1 The porosity ε and the
tortuosity τ are parameters related to the morphology of the porous
medium and are frequently used, e.g., to obtain the so-called effec-
tive binary diffusion coefficient D±,eff = ε τ−1 D± or the effective
conductivity κeff = ε τ−1 κeff . While porosities can be measured
gravimetrically the tortuosity of porous media may be determined
from impedance measurements in symmetric cells.24 The conductivity
κ(c0), the transference number t+(c0), and the thermodynamic factor[
1 + ∂ ln f±(c0)

∂ ln c

]
are the first order approximations of the concentration

dependent conductivity κ(c), the transference number t+(c), and the
thermodynamic factor

[
1 + ∂ ln f±(c)

∂ ln c

]
.1 The coefficient ν = ν+ + ν−

is based on the stoichiometry coefficients ν+ and ν− resulting from
the dissociation of a binary salt in its components (e.g., ν = 2 for
the typical 1:1 salts used in lithium ion batteries). The gas constant is
denoted by R (8.314 J/(mol K)), the Faraday constant (96485 As/mol)
by F, and the temperature by T (in units of Kelvin).

In contrast to Eq. 8 in part I of this publication (Ref. 1) which is only
valid in the absence of current flow, an additional ohmic contribution,
accounting for the current flow through the cell, has to be considered
for the potential difference ��. The integral in Eq. 1 is equivalent
to the ohmic resistance Rel of the electrolyte solution. Therefore, the
initial potential difference ��0 during the polarization reads

� �0 = Rel,0 I0 [2]

since the concentration difference �c is very small directly after the
application of the cell potential Up. The initial electrolyte resistance
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is denoted by Rel,0. At the steady-state, the potential difference ��s

is given by

��s = Rel,s Is + ν

ν+z+

RT

F

[
1 + ∂ ln f± (c0)

∂ ln c

]
(1 − t+ (c0))

�cs

c0

[3]

The initial and the steady-state electrolyte resistance measured by
impedance spectroscopy (high frequency resistance) can be assumed
to be identical

Rel,0 = Rel,s = Rel [4]

since the variation of the conductivity is negligible for small concen-
tration variations. It is also assumed that the concentration difference
�cS between the electrodes follows a linear concentration profile at
steady-state. Due to the known concentration profile, Eq. 6 in part I
of the publication (Ref. 1) can be used to express the concentration
difference between anode and cathode.

� cS = c (TI) = 1

z+ ν+ F

1 − t+ (c0)

D±,eff (c0)

l

A
Is [5]

In a next step, Eqs. 2 and 3 can be inserted into Eq. 4 and combined
with Eq. 5 giving the following equation

I0 ��s

Is ��0
= 1 + ν

ν2+ z2+

R T

F2

[
1 + ∂ ln f± (c0)

∂ ln c

]
(1 − t+ (c0))2

D±,eff (c0)

· l

A c0 Rel,0
[6]

Eq. 6 simplifies to the following equation for dilute electrolyte
solutions

t+ = Is ��0

I0 ��s
[7]

if the following approximations are made according to the dilute
solution theory

1 + ∂ ln f± (c0)

∂ ln c
≈ 1 [8]

κ− ≈ F2

R T
z2
− ν− D− c0 [9]

in combination with the definitions for a binary electrolyte

(1 − t+) ≡ t− [10]

κeff

D±,eff
≡ κ

D±
[11]

t− ≡ κ−
κ

[12]

D± ≡ (z+ − z−) D+ D−
D+ + D−

[13]

t+ = z+ D+
z+ D+ − z− D−

[14]

Here, κ− is the anion contribution to the ionic conductivity and D+/D−
are the diffusion coefficients of the cation/anion.

An alternative formulation of Eq. 7 can be found

t+ = Is

(
Up − (RLF,0 − Rel,0

)
I0

)
I0

(
Up − (RLF,s − Rel,s

)
Is

) = Is

(
Up − (RLF,0 − Rel

)
I0

)
I0

(
Up − (RLF,s − Rel

)
Is

)
[15]

if the initial ��0 (see Eq. 2) and steady-state potential difference ��s

(see Eq. 3) are replaced by the following relation

� �i = Up − (RLF,i − Rel,i

)
Ii [16]

and if the assumption of a constant electrolyte resistance given in
Eq. 4 is used. Here, RLF denotes the low frequency (LF) resistance
determined by impedance spectroscopy. The low-frequency resistance
is the overall resistance of a serial equivalent circuit consisting of the
electrolyte resistance Rel and additional resistances such as kinetic
resistances or contact resistances. The subscript s indicates the steady
state and 0 the initial state. Due to small concentration variations,
the initial and steady-state electrolyte resistances Rel,s = Rel,0 can
be assumed to be equal as indicated already in the beginning of the
derivation. A similar formulation as given in Eq. 15 was introduced
by Bruce and Vincent.6

The comparison of Eq. 6 and Eq. 7 gives a mathematical condition
for the validity of the dilute solution theory and the corresponding
transport parameter:

t+ + t−︸ ︷︷ ︸
=1

⎡
⎢⎢⎢⎣ ν

ν2+z2+

R T

F2

(
1 + ∂ ln f±(c0)

∂ ln c

)
t+(c0)(1 − t+(c0))

D±(c0)

κ (c0)

c0︸ ︷︷ ︸
=1

⎤
⎥⎥⎥⎦=1

[17]

The expression in the brackets has to be equal to one for the dilute
solution theory to be applicable, since by definition the sum of the
transference numbers t+ and t− is one.

Considering that the initial low frequency resistance corresponds to
RLF,0 = Up /I0, and combining this with Eq. 4, allows a simplification
of Eq. 15 to

t+ (c0) = Is Rel

Up − (RLF,s − Rel

)
Is

[18]

which was introduced by Hiller et al.7 The advantage of this formu-
lation is that the number of parameters which has to be determined is
reduced compared to Eq. 15. In addition, the steady-state current Is is
much easier to determine than the initial current I0, which may include
additional effects such as double layer charging and a non-uniform
interface resistance.

The determination of the initial current I0 can be improved by
extrapolation of the initial time behavior of the current back to the
start of the polarization. The theoretical time behavior of the current
I (t) in such an experiment can be derived from the partial differential
equation of the form

∂c

∂t
− D∗

±,eff (c0) ∇2c = 0, in (0, l) × (0, TI) [19]

with the current I as boundary condition (BC) at anode and cathode.
This scalar transport equation results from the ion-transport equa-
tions given in part I of this publication (Ref. 1) by applying the one-
dimensional approximation for the ion-transport equations (compare
Ref. 1). The semi-infinite limit

limx→∞c = c0 [20]

is used as an additional condition and can be interpreted as c → c0 for
x → l/2, which introduces a limitation for the time range in which the
analytical solution is valid. A uniform concentration profile is assumed
as an initial condition. This boundary value problem can be solved
by Laplace transformation as shown in, e.g., Bard and Faulkner25

(Responses based on linear diffusion and a planar electrode, chapter
5.5.1) or Ehrl.23 As a result, the current I (t) at the anode as well as
the cathode can be expressed as

I (t) = Up

RLF,0
exp
(
H 2 t

)
erfc

(
H t1/2

)
[21]
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where erfc(H
√

t) is the complementary error function defined as 1 −
erf(H

√
t). The constant H is defined as

H = 2 ν

z2+ ν2+

R T

F2

1

A ε c0 RLF,0

[
1 + ∂ ln f± (c0)

∂ ln c

]
(1 − t+ (c0))2√

D∗
±,eff (c0)

[22]

According to Bard and Faulkner,25 the factor exp(H 2t)erfc(H
√

t)
can be linearized for small values of H

√
t ,

exp
(
H 2 t

)
erfc

(
H t1/2

) 
 1 − 2 H√
π

√
t [23]

In this case, Eq. 21 can be written as

I (t) = Up

RLF,0

(
1 − 2 H√

π

√
t

)
= I0 − m#3

√
t [24]

where m#3 denotes the slope of the current I (t) with respect to
√

t .
Thus at the beginning of a steady-state potentiostatic polarization, a
linear relationship between the current flowing and the square root of
time is expected.

Determination of the transference number based on the Sand
equation, a concentration cell, and a known diffusion coefficient.—
As already indicated in the literature survey, this method is the clas-
sical approach to determine the transference number of non-aqueous
electrolytes. It is mainly used for polymer electrolytes as, e. g., in Ma
et al.,15 Ferry et al.16 and Doeff et al.17 In Zugmann et al., it is applied
to a liquid electrolyte solution.9 In contrast to the above described
method, three experiments in two different experimental setups are
necessary for the determination of the concentration dependent trans-
ference number t+(c). In a first step, the partial effective diffusion
coefficient D∗

±,eff (c) (≡ τ−1 · D±(c)) is usually determined in a po-
larization cell as described, e.g., in Ehrl et al.1 In a second step, the
polarization cell can also be used for a second experiment, in which
one can determine an additional factor of the form

f1

(
f±, t+, D∗

±,eff
0.5
)

≡
[

1 + ∂ ln f± (c0)

∂ ln c

]
(1 − t+ (c0))2√

D∗
±,eff (c0)

[25]

However, to determine the transference number from the factor
f1( f±, t+, D∗

±, eff
0.5) defined in Eq. 25 and the partial effective diffu-

sion coefficient D∗
±, eff , a third experiment is necessary. Thus, in order

to close the system of equations, the factor
[
1 + ∂ ln f±(c)

∂ ln c

]
(1 − t+(c))

is determined in a concentration cell with transference10 in a third
step.

Sand equation (method #1).—The determination of the factor
f1( f±, t+, D∗

±, eff
0.5) in Eq. 25 is based on the analysis of the short-

term potential relaxation after a galvanostatic pulse polarization in a
two-electrode cell. In this method, the Sand equation for the concen-
tration difference �c between anode and cathode at the current inter-
ruption time TI (derived, e.g., in Bard and Faulkner, chapter 8.2.225)
is used to determine the factor f1( f±, t+, D∗

±, eff
0.5), i.e., the right-

hand-side of Eq. 25 corresponds to

f1

(
f±, t+, D∗

±, eff
0.5
)
|pulse−polarization
short−term relax. = z2

+ ν2
+

4 ν

√
π

F2

R T
A ε c0

U (TI)

Ip
√

TI

[26]

where the superscript of the function f1 indicates that the excitation
phase is a short-term pulse polarization (rather than a steady-state
polarization) and the subscript indicates that the function is defined
by the short-term behavior during the relaxation phase. Here, the
correlation between concentration and potential introduced in the first
part of this study is used.1 U (TI) is the cell potential measured directly
after current interruption. Therefore, the quality of the method can
be improved further if the theoretical short-term relaxation behavior

after the pulse is used to evaluate the cell potential U (TI) exactly at
the current interruption time TI. According to Hafezi and Newman,26

the cell potential U (t) is proportional to the artificial time τ∗

τ∗ =
√

TI√
t + √

t − TI
[27]

For the determination of the transference number t+(c), the tor-
tuosity τ of the porous medium is not required. The tortuosity τ of
the porous medium is only necessary to get the binary diffusion co-
efficient D±(c) from the partial effective binary diffusion coefficient
D∗

±,eff (c) measured by the methods introduced previously.1

Concentration cell.—In a concentration cell as introduced in the
Experimental section, the measured cell potential equals the con-
centration overpotential. In the absence of kinetic reactions at the
electrode for I = 0, the measured cell potential U is defined as

U =
∫ A

C
∇� dx = ν

z+ν+

R T

F

∫ A

C

[[
1 + ∂ ln f± (c0)

∂ ln c

]
(1 − t+ (c))

]
· d (ln c) [28]

The theoretical background for the derivation of Eq. 28 is discussed
in the Theoretical background section in part I of this publication.1

In accordance with the concentration profile in a polarization cell,
A denotes the electrode which is in contact with the higher concen-
trated electrolyte solution and C the electrode which is in contact
with lower concentrated electrolyte solution. The measured cell po-
tential U is independent of the porosity ε and the tortuosity τ of the
interconnecting separator. Based on experiments with various com-
binations of electrolytes with high and low salt concentrations, the
factor

[
1 + ∂ ln f±(c)

∂ ln c

]
(1 − t+(c)) is fitted continuously by an nth order

polynomial.

Alternative methods for the determination of the transference
number.—The factor f1( f±, t+, D∗

±, eff
0.5) cannot only be determined

by the Sand equation, but also by alternative experiments in polar-
ization cells. However, for some of these experiments, the factor
f1( f±, t+, D∗

±, eff
0.5) is replaced by an alternative form

f2

(
f±, t+, D∗

±,eff

) ≡
[

1 + ∂ ln f± (c0)

∂ ln c

]
(1 − t+ (c0))2

D∗
±,eff (c0)

[29]

Some methods from the literature as well as some novel approaches
will be summarized and introduced in the following sections.

Long-term potentiostatic polarization (method #2).—The same
framework as used for the direct determination of the transference
number in Direct determination of the transference number by steady-
state polarization experiments can also be embedded into a more
general framework which is also valid for concentrated electrolyte
solutions as discussed, e.g., in Doyle22 and Ehrl.23

Based on Eqs. 1–6 and Eq. 16 as well as the basic differen-
tial equations and reformulations as given in the first part of this
paper,1 the factor f2( f±, t+, D∗

±, eff ), i.e., the right-hand-side of Eq. 25
corresponds to

f2

(
f±, t+, D∗

±,eff

) |ss polarization
transition period =

[
I0

(
Up − (RLF,s − Rel

)
Is

)
Is

(
Up − (RLF,0 − Rel

)
I0

) − 1

]

· ν2
+ z2

+
ν

F2

R T

A

l
ε c0 Rel. [30]

where the superscript of the function f2 indicates that the excitation
phase is a steady-state polarization (rather than a pulse polarization)
and the subscript indicates that the function is evaluated at the end of
the polarization phase and at the beginning of the relaxation phase.
An alternative formulation for Eq. 30 can be derived when the relation
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for the initial low frequency resistance RLF,0 = Up /I0 is used:

f2

(
f±, t+, D∗

±,eff

) |ss polarization
transition period =

[(
Up − (RLF,s − Rel

)
Is

)
Is Rel

− 1

]

ν2
+ z2

+
ν

F2

R T

A

l
ε c0 Rel =

[
Up

Is
− RLF,s

]
ν2

+ z2
+

ν

F2

R T

A

l
ε c0 [31]

where the superscript of the function f2 indicates that the excitation
phase is a steady-state polarization and the subscript indicates that
the function is defined by data from the very beginning of the po-
larization experiment and on the current/potential at the end of and
after the steady-state polarization. As for the direct determination of
the transference number, Eq. 31 is advantageous compared to Eq. 30,
since less parameters have to be determined. Most important is this
context is that the determination of the initial current flow I0 which is
required for Eq. 30 is challenging, as mentioned already before.

Initial time behavior of steady-state polarization (method #3).—
The initial time behavior of the current following a steady-state polar-
ization can also be used to determine the factor f1( f±, t+, D∗

±, eff
0.5)

defined by Eq. 25. The basic derivation is given in Bard and Faulkner
(chapter 5.5.1).25 Based on the slope m#3 of the time dependent cur-
rent given in Eq. 24, this factor, i.e., the right-hand-side of Eq. 25
corresponds to

f1

(
f±, t+, D∗

±, eff
0.5
)
|ss polarization
short−term pol. =

z2
+ ν2

+
4 ν

√
π

F2

R T
A ε c0 RLF,0

m#3

I0

[32]

where the superscript of the function f1 indicates that the excitation
phase is a steady-state polarization and the subscript indicates that the
function is defined by the short-term behavior during the polarization
phase. If the requirements for the linearization in Eq. 23 are not
fulfilled, the additional information provided by Eq. 22 is limited,
since the unknown factor H cannot be separated from the time t . The
knowledge about the expected time behavior is also a good measure
for the quality of experimental results.

Short-term relaxation from a steady-state concentration profile
(method #4).—This method is based on the short-term relaxation be-
havior from a steady-state concentration profile as it has been used for
the determination of the diffusion coefficient in the first part of this
publication, starting with Eq. 16 in part I of this publication,1 which
can be reformulated to

U (t) = v

Z 2+ v2+

R T

F2

l

A ε c0
Is f2( f±, t+, D∗

±,eff )︸ ︷︷ ︸
U (TI)

·

⎛
⎜⎜⎝1 −

√
16 D∗

±,eff (c0)

πl2

√
t︸ ︷︷ ︸

m#4

⎞
⎟⎟⎠ [33]

by means of Eq. 81 with Eq. 91 and Eq. 5 of this paper. The basic
mathematical methods are given in Bard and Faulkner (chapter A.1,
A.1.4).25 Eq. 33 describes the linear relaxation of the cell potential
U (t) with respect to

√
t from its initial value U (TI) at the current

interruption time TI. Therefore, the factor f2( f±, t+, D∗
±,eff ) described

by the right-hand-side of Eq. 18 corresponds to

f2

(
f±, t+, D∗

±,eff

) |ss polarization
short−term relax. = z2

+ν2
+

ν

F2

RT

A

l
εc0

U (TI)

Is
[34]

where the superscript of the function f2 indicates that the excitation
phase is a steady-state polarization and the subscript indicates that the
function is defined by the short-term behavior during the relaxation
phase. Here, the cell potential U (TI) is the potential measured directly
after current interruption. The idea behind it is that the cell potential
U immediately reduces to U = �� upon switching to open circuit,

whereas the concentration difference �c will not have changed signif-
icantly, since diffusion takes place on a slower time scale. However, it
is also difficult to determine the correct potential U (TI) directly after
current interruption, since parasitic contributions interfere with the
signal as a result of the concentration difference �c between anode
and cathode. To overcome this problem, the linear relation of the cell
potential U (t) with respect to

√
t as derived in Eq. 33 can be used to

determine the cell potential U (TI) exactly at the current interruption
time TI by means of extrapolation. In addition, the observation of the
time behavior gives a good indication for the quality of experimental
data.

Long-term relaxation from a steady-state profile (method #5).—As
for the determination of the diffusion coefficient described in in part I
of this publication,1 the long-term relaxation behavior of the steady-
state concentration profile at current interruption time TI provides
information for the determination of the factor f2( f±, t+, D∗

±, eff ) de-
fined by Eq. 18. In contrast to the determination of the diffusion
coefficient, here a mathematical description for the prefactor C1 is
necessary (see Eq. 12 in Ref. 1). To be able to determine the prefac-
tors C2n−1, a steady-state concentration profile is required as initial
condition, whereas it is arbitrary how the steady-state concentration
profile is obtained. The derivation is discussed, e.g., in Polifke and
Kopitz27 (chapter 14.1) or in Ehrl.23 As a result, the time dependent
concentration difference �c(t) can be expressed as

�c (t) = 8
�c (TI)

π2
exp

(
−π2 D∗

±,eff (c0)

l2
t

)
[35]

Higher order terms are already neglected in Eq. 35. As usual, the
expression for the concentration difference �c(t) given in Eq. 35 can
be related to the potential U as explained in the section Theoretical
background of the first part of this study:1

ln U (t)

= ln

(
8 ν

z2+ ν2+

R T

F

[
1 + ∂ ln f± (c0)

∂ ln c

]
(1 − t+ (c0))

1

π2

�c (TI)

c0

)

−π2 D∗
±,eff (c0)

l2
t = O (TI) − π2 D∗

±,eff (c0)

l2
t [36]

The long-term relaxation of the cell potential ln U (t) is propor-
tional to the time t , whereas O(TI) stands for the first term on the right
hand side of the equation, which corresponds to the value of ln U(t) ex-
trapolated to time T1 in the relaxation phase (shown later in the lower
inset of Figure 3b). Based on the constant factor O(TI) and Eq. 5, it is
possible to find the following relationship for the right-hand-side of
the factor f2( f±, t+, D∗

±, eff ) defined in Eq. 29

f2

(
f±, t+, D∗

±,eff

) |ss polarization
long−term relax. =

z2
+ ν2

+
8 ν

π2 F2

R T

A

l
ε c0

exp O (TI)

Is

[37]

where the superscript of the function f2 indicates that the excitation
phase is a steady-state polarization and the subscript indicates that the
function is defined by the long-term behavior during the relaxation
phase.

Transference number based on data from a concentration cell
and a ferrocene cell.—The transference number can also be deter-
mined by only two different types of experiments using a concen-
tration cell and our previously described method for determining
the thermodynamic factor

(
TDF ≡ [1 + ∂ ln f±(c)

∂ ln c

])
,2 which is based

on measuring the lithium concentration dependent potential of a
lithium electrode versus ferrocene/ferrocenium as introduced in Lan-
desfeind et al.2 (further on referred to as ferrocene cell measure-
ments). Based on a functional description of the TDF and the experi-
mental data obtained by a concentration cell with transference10 (see
the above Concentration cell section), it is possible to solve for the
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concentration dependent transference number from the relation given
in Eq 28.

No restrictions regarding the concentration dependence of the
transport parameters have been introduced so far. For a known func-
tional description of the concentration dependent transference number
t+(c) and for many experiments with different combinations of cA and
cC covering the concentration range of interest, it is possible to deter-
mine the necessary functional parameters of the predefined function
by numerical fitting. However, the functional description of the con-
centration dependent transference number t+(c) is usually not known
a priori.

An alternative approach is to assume a constant transference num-
ber within a narrow concentration range centered about an average
concentration of c0, expressed as c0 ± δc (with δc � c0), so that one
can determine an average transference number within a differential
concentration range, i.e., t+(c0 ± δc). In this case, Eq. 28 can be
approximated by

t+(c0 ± δc) ≈ 1 − z+ ν+
ν

F

R T
U

[∫ c0+δc

c0−δc

[
1 + ∂ ln f± (c)

∂ ln c

]
d(ln c)

]−1

≈ 1 − z+ ν+
ν

F

R T
U

[∫ c0+δc

c0−δc
TDF(c) d(ln c)

]−1

[38]

where TDF(c) represents the concentration dependent thermodynamic
factor. Compared to all other methods introduced for the determina-
tion of the concentration dependent transference number t+(c), this
last described approach requires no assumptions other than that the
transference number can be assumed constant within a differential
concentration range (i.e., that it be a smooth function with concentra-
tion). In the following this method is called the δc method.

Numerical Validation

In the following, the analytical expressions for the determination
of the transference number t+ introduced in the Theory section are
analyzed in terms of their potential applicability for the experimen-
tal determination of the transference number by means of numerical
simulations. Simulations are performed with a finite element research
code developed at the Institute for Computational Mechanics at the
Technical University of Munich. A detailed derivation to the used
numerical methods is given in Ehrl.23 The used governing equations
as well as the corresponding boundary condition are given in the first
part of this publication (Eq. 1 to 3 and Eq. 5) together with setup,
boundary conditions, and parameters used for the simulation.1

Numerical analysis of the polarization experiments.—In the fol-
lowing, the transference number t+ is calculated from the factors
f1( f±, t+, D∗

±,eff ) or f2( f±, t+, D∗
±, eff

0.5) defined in Eq. 25 and 29,
respectively, the value of which be determined by the five different
methods introduced in the Theory section and summarized in Table
I. In contrast to the experimental approach introduced in the section
Transference number based on data from a concentration cell and a
ferrocene cell, in this section the transference number is not calculated
based on data from a concentration cell but based on a given thermo-
dynamic factor TDF(c). Our newly proposed method for the direct
determination of the transference number will be discussed later on.

As shown in Figure 2, a pulse polarization experiment consists
of a polarization and relaxation phase. During the short-term polar-
ization phase, a short galvanostatic pulse with the current Ip is ap-
plied until the current interruption time T1 to establish a concentration
gradient within the two-electrode cell. The concentration difference
�c(t) between anode and cathode develops according to the Sand
equation given in, e.g., Bard and Faulkner.25 During this phase, the
cell potential U (t)is influenced by the concentration difference �c(t),
the current flow Ip, and kinetic effects at the electrode. At the time
t = TI , the current Ip is interrupted. During the following relaxation
phase, the concentration difference �c(t) as well as the corresponding
cell potential U (t) slowly relax with time. In contrast to the polariza-
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Figure 2. Simulation of a short-term galvanostatic pulse experiment accord-
ing to the parameters given in Table I in Ref. 1 with a polarization time of 30
s, a polarization current density ip = 8 · 10−3 mA mm−2 corresponding to
the polarization current Ip = 1.82 mA and an initial electrolyte concentration
c0 = 1 M.

tion phase, the cell potential U (t) is only influenced by the concentra-
tion difference �c(t). As long as the applied polarization current Ip

is small, a linear relationship between the cell potential U (t) and the
concentration difference �c(t) can be assumed, as explained in the
Theoretical background section in the first part of this publication.1

In this case, the non-linearities introduced by the concentration de-
pendence of the transport parameters and by the linearization of the
natural logarithm are negligibly small.

The expected linear behavior of the cell potential U (t) with re-
spect to the artificial time τ∗ for the short-term relaxation as well as
the linear behavior of the cell potential ln U (t) with respect to the
time (t − TI) for the long-term relaxation are clearly observable for
reasonable time periods in Figure 2. Since the determination of the
factor f1( f±, t+, D∗

±, eff
0.5)|pulse polarization

short−term relax. according to Eq. 26 (method
#1) is based on the cell potential U (TI) at the current interruption
time, the linearity in τ∗ can be used to more accurately determine the
cell potential U (TI) at current interruption time TI. This is particularly
important for experiments where the cell potential U (t) is influenced
by additional parasitic contributions as, e.g., the discharge of the dou-
ble layer. While not evident from the upper inset in Figure 2 by eye,
the simulated transient approaches the real axis for long times, i.e.,
1 − τ∗ → 1, which is automatically fulfilled as the potential relaxes
to 0 mV for long real times.

A steady-state polarization experiment also consists of two phases.
In the first phase shown in Figure 3a, the two-electrode cell is polar-
ized with a constant cell potential Up (black line) until the steady-state
current Is is established (red dashed line). The steady-state current Is

is reached once a steady-state concentration profile within the cell is
established. The electrode kinetics are modeled by a Butler-Volmer
law without concentration dependence (i.e., γ = 0), resulting in
a constant interface resistance RI due to the linearity of the Butler-
Volmer law for small surface overpotentials η. The initial current I0

is the maximum current value obtained during polarization, since the
concentration overpotential is negligibly small in the beginning. Due
to an increasing concentration overpotential with time, the current I (t)
decreases with time until the steady-current Is is reached. For con-
centrated electrolyte solutions, a steady-state experiment can be used
to determine the factor f2( f±, t+, D∗

±,eff )|ss polarization
transition period by method #2.

The short-term relaxation of the current I (t) is linear with respect
to

√
t , with the slope m#3 (see inset of Figure 3a). As shown in

the section Initial time behavior of steady-state polarization (method
#3), this is already an approximation for the more complex function
exp(H 2 t)erfc(H

√
t) given in Eq. 23. Based on the here obtained
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Figure 3. Simulation of a steady-state polarization experiment according to
the parameters given in Table II in Ref. 1, with a polarization time TI = 3300 s,
a polarization potential Up = 50 mV, and an initial electrolyte concentration
c0 = 1 M: a) polarization phase showing potential (black line) and current
(red dashed line) vs. time as well as current vs.

√
t ; b) relaxation phase showing

potential (black line) and current (red line) vs. time, with the insets showing
the short-term and long-term relaxation of the potential.

slope m#3, the factor f1( f±, t+, D∗
±, eff

0.5)|ss polarization
short−term pol. can be calcu-

lated by Eq. 32.
Once the steady-state current Is is reached, the polarization of

the cell is interrupted and the relaxation phase of the steady-state
experiment starts. During the relaxation phase, the cell potential U (t)
decreases continuously as shown in Figure 3b. The time for the relax-

ation process is much longer than in a pulse experiment because of the
larger changes to the salt concentration profile. The long-term behav-
ior of the relaxation process is characterized by a linear relationship
between ln U and (t − TI) (see lower inset in Figure 3b), from which
the value of O(TI ) can be obtained by extrapolation to (t − TI) = 0;
from the latter, the factor f2( f±, t+, D∗

±,eff )|ss polarization
long−term relax. can be cal-

culated according to Eq. 37 (method #5). Different from a pulse ex-
periment, the short-term relaxation behavior of the cell potential U (t)
in a steady-state experiment is proportional to

√
t , with the slope msqrt

(see upper inset in Figure 3b). The extrapolated cell potential U (TI)
at current interruption time TI can be used to calculate the factor
f2( f±, t+, D∗

±,eff )|ss polarization
short−term relax with Eq. 34 (method #4).

Validation of the different parameter determination methods.—
In the following, we numerically analyze how well the assumptions
made in the theoretical part of this work are met when trying to de-
termine the various transport parameters from simulated transients.
For example, the influence of non-negligible concentration variations
between anode and cathode and their impact on the determined dif-
fusion coefficients and transference numbers will be evaluated in the
following.

Influence of the magnitude of the concentration difference.—In
Figure 4, the influence of the concentration difference �c(TI) =
cA (TI) − cc(TI) between the two electrodes at current interruption
time TI is investigated numerically for a bulk salt concentration of
c0 = 1 M. In the case of a steady-state experiment, the concentra-
tion difference �c(TI) defined by the polarization cell potential Up is
the only design parameter influencing the quality of the determined
transference number.

All methods summarized in Table I are capable to determine the
correct transference number t+ for a small concentration difference
�c(TI). For higher concentration differences �c(TI), it is not possible
to determine the transference accurately by the short-term transient
of a steady-state polarization experiment (method #3; red diamond in
Figure 4), which is based on the initial time behavior of the current
I (t) during the polarization phase in a steady-state experiment. In this
case, the initial time behavior is not just influenced by concentration
dependent transport parameters and the linearization of the natural
logarithm introduced in Eq. 9 in part I of this publication (Ref. 1),
but also by the basic characteristic of the electrode kinetics. For an
increasing concentration difference �c(TI) and therefore an increas-
ing current flow, the Butler-Volmer law cannot be assumed linear
anymore, which violates the linear boundary condition used for the
derivation of Eq. 32. As a result, the linear behavior of the current
I(t) can only be observed clearly for the lowest polarization potential
Up (i.e., for the lowest concentration difference). For this method, the
linearity of the current vs.

√
t (see inset of Figure 3a) is a very good

indication for the reliability of experimentally measured data, and
therefore the method is only considered in the Results and discussion
section, if a clear linear trend is observable. All remaining methods are
accurate up to relative concentration differences �c(TI)/c0 of about

Table I. Overview of the five analytical methods described in the text for the determination of the transference number from polarization cell
experiments. Here, the right-hand-side of the definitions of the factors f1( f±, t+, D∗

±, eff
0.5) (Eq. 25) and f2( f±, t+, D∗

±, eff ) (Eq. 29) equate to
the terms shown in this table. The superscripts in the functions f1 and f2 refer the excitation phase (either pulse or steady-state polarization) and
the subscripts refers to where the function is being evaluated (from the short- or long-term behavior during either the excitation or the subsequent
relaxation phase).

method #1 f1( f±, t+, D∗
±, eff

0.5)|pulse polarization
short−term relax.

z2+ ν2+
4 ν

√
π F2

R T A ε c0
U (TI)
Ip

√
TI

Eq. 26

method #2 f2( f±, t+, D∗
±,eff )|ss polarization

transition period

[
Up
Is

− RLF,s

]
ν2+ z2+

ν
F2

R T
A
l ε c0 Eq. 31

method #3 f1( f±, t+, D∗
±, eff

0.5)|ss polarization
short−term pol.

z2+ ν2+
4 ν

√
π F2

R T A ε c0 RLF,0
m#3
I0

Eq. 32

method #4 f2( f±, t+, D∗
±,eff )|ss polarization

short−term relax.

z2+ ν2+
ν

F2

R T
A
l ε c0

U (TI)
Is

Eq. 34

method #5 f2( f±, t+, D∗
±,eff )|ss polarization

long−term relax.

z2+ ν2+
8 ν

π2 F2

R T
A
l ε c0

exp O(TI)
Is

Eq. 37
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Figure 4. Influence of the concentration difference �c(TI) at the current inter-
ruption time on the determined transference number for a c0 = 1 M electrolyte
solution (see Table II in Ref. 1 for other simulation parameters).

20%. Particularly the method f2( f±, t+, D∗
±,eff )|ss polarization

long−term relax. (green
circles in Figure 4) is very accurate for higher polarization potentials,
since it is based on the long-term relaxation behavior, where the re-
quirement of a small concentration difference between the electrodes
is automatically fulfilled at long times. Similar results are obtained
for a bulk salt concentration of c0 = 0.01 M and c0 = 2.0 M which
are not shown explicitly in this publication.

As explained under Direct determination of the transference num-
ber by steady-state polarization experiments, the transference number
t+ can also be calculated directly from Eq. 18 for dilute electrolyte
solutions. The method is based on the steady-state current Is , the
steady-state low frequency resistance RLF, the electrolyte resistance
Rel and the polarization potential Up. For the smallest polarization po-
tential Up, the calculated transference numbers t+ are 0.32, 0.525 and
0.465 for the concentrations 0.01 M, 1 M and 2 M, respectively. For
these concentrations the transference numbers resulting from the de-
fined simulation parameter given in Table II in part I of this publication
(Ref. 1) are 0.402, 0.475 and 0.3. Even for smaller concentrations c0,
the expected transference number t+ cannot be determined correctly,
since the mathematical condition given in Eq. 17 is not fulfilled for
the used parameter set and for c0 → 0. Theoretically, Eq. 17 could be
used as an additional condition for the determination of the parameter
set for very dilute electrolyte solutions (i.e., as c0 → 0), but the ex-
perimental methods discussed in the first and the second part of this
paper are not designed to determine the transport parameters at very
dilute solutions, as will be explained in Results and discussion.

Influence of a non steady-state concentration profile on the de-
termination of the transference number.—Although the concentration
difference �c(TI) at the current interruption time is the only design
parameter in a steady-state experiment which can be influenced by ex-
perimental design, it is possible that a non-steady-state concentration
profile at the current interruption time for an intended steady-state
polarization experiments leads to an incorrect determination of the
transference number. A non-steady-state concentration profile origi-
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Figure 5. Influence of the polarization time in nominally steady-state polar-
ization experiments on the determined transference number t+ for a polariza-
tion potential Up = 50 mV and an initial concentration c0 = 1 M (see Table
II in Ref. 1 for simulation parameters).

nates from too short polarization times or from the continuous vari-
ation of the interface resistance RI during a steady-state experiment.
The influence of a non-steady-state concentration profile as a result of
too short polarization times on the determined transference number
is depicted in Figure 5 for all corresponding methods. The method
t+|ss polarization

short−term pol. (#method 3) is not considered here since it does not
rely on a steady-state concentration profile but only on the short-term
behavior of the steady-state polarization experiment. The presented
numerical data are the results for a bulk salt concentration of c0 = 1 M
polarized with a cell potential of Up = 50 mV. This applied cell poten-
tial results in concentration difference �c(TI) at current interruption
(steady-state) of 0.1 M, which corresponds to �c(TI)

c0
= 10%. The error

for the transference number t+ based on a polarization time between
1000 and 1500 s is still below 5% (see Figure 5). For polarization
times t > 1500 s, the correct transference number is obtained for all
analysis methods. For short polarization times t < 1000 s, the error in
the transference number t+ increases rapidly (see Figure 5), because
of the large deviation from the steady-state concentration profile.

The relaxation of the current I (t) during the polarization is shown
in Figure 6a, while Figure 6b shows the relaxation behavior of the
relative cell potential U (t)/U (TI) with respect to

√
t for differently

chosen polarization times (indicated by the dashed vertical lines in
Figure 6a). Only after a polarization time of t ≈ 1000 − 1500 s,
the current I (t) approaches its steady-state value as shown in Figure
6a and the relative cell potential U (t)/U (TI) exhibits a clear linear
behavior with respect to

√
t , as depicted in Figure 6b. While for shorter

polarization times, the current is obviously still quite different from
its steady-state value (see Figure 6a), the corresponding non-linearity
of the relative cell potential U (t)/U (TI) during subsequent relaxation
is unfortunately not very apparent, as is illustrated by the U(t)/U(T1)
response for a polarization time of T1 = 500 s (see blue dash-dotted
line in Figure 6b). For longer polarization times of T1 = 1000 s, T1

= 1500 s, and T1 = 3000 s, the shape of the scaled relaxation curve
U(t)/U(T1) cannot be differentiated from Figure 6b (corresponding
magenta, red and black lines overlap). Therefore, it is important for a
steady-state experiment to carefully observe the relaxation behavior of
the current I (t) during polarization as well as the relaxation behavior
of the cell potential U (t) after current interruption in order to ensure
a steady-state concentration profile. Numerical simulations indicate
that a similar behavior can be expected for a concentration profile
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Figure 6. Polarization and relaxation phase of a nominally steady-state polar-
ization experiment according to the simulation parameters given in Table II of
Ref. 1 with the polarization potential Up = 50 mV and the intial concentration
c0 = 1 M: a) current I over time t during the initial polarization phase; b)
relative cell potential U (t)/U (TI) vs.

√
t during the relaxation phase following

the initial polarization after different current interruption times TI, indicated
by the dashed vertical lines in a). Transients for TI= 3300 s, 1500 s, and 500
s in b) overlap in the entire time range shown and are not distinguishable by
eye.

deviating from its steady-state value as a result of a continuously
varying interface resistance RI.

Influence of the polarization time on the determined transference
number in a pulse experiment.—For the determination of the trans-
ference number t+|pulse polarization

short−term relax. (#method 1), a galvanostatic pulse
experiment has to be performed as indicated in Figure 2. In this ex-
perimental setup, the concentration difference �c(TI) is influenced
by the polarization current Ip and the polarization time defined by
the current interruption time TI.25 As shown discussed in the section
Influence of the magnitude of the concentration difference, both de-
sign parameters have to be chosen so that the relative concentration
difference �c(TI)/c0 does not exceed 20%. Additionally, the current
interruption time TI has to be short enough to ensure that the semi-
infinite boundary condition used for the derivation of Eq. 26 is not
violated. For longer polarization times, the concentration profile will
slowly approach the steady-state case, which must not happen for a
pulse experiment. In Figure 7, the calculated transference number t+
with respect to the polarization time for a 1 M electrolyte solution
polarized with a current density of Ip = 0.454 mA is depicted.
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Figure 7. Influence of the polarization time in a pulse experiment on the de-
termined transference number t+ for a polarization current of Ip = 0.454 mA
and an initial concentration c0 = 1 M (see Table II in Ref. 1 for simulation
parameters). The colored crosses at times 150 s, 500 s, and 3000 s correspond
to the coloring of the transients plotted in Figure 8.

As can be seen in Figure 7, for polarization times of about 500 s,
the deviation of the determined transference number is below 5%.
The corresponding relaxation behavior of the relative cell potential
U (t)/U (TI) with respect to the artificial time 1 − τ∗ and the time√

(t − TI) are shown in Figure 8a and Figure 8b, respectively. Figure
8b is added, since for longer polarization time the concentration profile
approaches steady-state which results in a linear relaxation behavior
of the cell potential with respect to time

√
(t − TI). Additionally,

simulations with shorter and longer polarization times are shown to
visualize the differences.

Figure 8a depicts the short-term relaxation of the potential after a
pulse polarization which can be used for evaluation of the transference
number according to method #1 (see Eq. 26). This method is valid
for short polarization times, i.e., a steady-state concentration profile is
not reached yet but only the electrolyte concentration at the vicinity of
the electrodes is changed, which is the case for the 150 s polarization
(green line in Figure 8). For this short polarization time, the linear
behavior in Figure 8a is prominent and the typical S-shape can be
observed (compare inset in Figure 2). This shape, i.e., an initial linear
slope (green line between 0 and 0.5), followed by a steeper decline
(green line between 0.7 and 0.8) eventually approaching the x-axis
(green line beyond 0.8), cannot be observed for the longest polariza-
tion time of 3000 s. Note that the S-shape in Figure 8a and in Figure
2 is only partly visible as this would require much longer simulation
times, the slow approach to the real axis will be automatically ful-
filled as U → 0 mV for t → ∞. Although for all polarization times
an initially linear behavior can be observed, the steeper section of
the potential relaxation is missing for long pulse durations (compare
Figure 8a for pulse duration of 3000 s, red line), making this part
a distinguishable feature for whether or not the transference number
can be determined by using method #1. Figure 8b also shows the
short-term behavior of the potential relaxation, i.e., the same data as
in Figure 8a but plotted on a different scale. Comparison of Figure
8b with the inset of Figure 3b shows that a steady state concentration
profile is reached for the polarization time of 3000 s, evident through
the linear potential relaxation with

√
(t − TI) (compare black dashed

linear trend in Figure 8b). From Figure 8 it is concluded that method
#1 yields the most accurate results for the transference number when
the potential relaxation after a pulse polarization with 1 − τ∗ shows
the typical S-shape and when the same relaxation data do not show a
pronounced linear behavior with

√
(t − TI) which can be seen exem-

plarily for the shortest polarization time of 150 s in Figure 8. While
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Figure 8. Relaxation behavior of the relative cell potential U (t)/U (TI) after
pulse experiment with a polarization current of Ip = 0.454 mA and an initial
concentration c0 = 1 M (see Table II in Ref. 1 for simulation parameters):
a) the artificial time 1 − τ∗ and b) the time

√
(t − TI). Black dashed lines

indicate the linear ranges that would be used for analysis of experimental data.
In a) the real times are given in the respective legends, in b) only the linear
trend for TI = 3000 s can be used for analysis.

in the computer simulations shorter polarization times yield smaller
errors (compare Figure 7), in an experiment the experimental noise
of, e.g., the potential measurement has to be considered and the pulse
duration cannot be too short as the resulting concentration change
would be too small to be measurable without large uncertainty.

Results and Discussion

In this section, we will present our new proposed method to de-
termine the transference number from two sets of experiments: con-
centration cell measurements with a series of small concentration
differences combined with the concentration dependent thermody-
namic factor (TDF) obtained with a cell in which the potential of
a lithium electrode vs. a ferrocene/ferrocenium reference electrode
is measured for different lithium salt concentrations (referred to as
“ferrocene cell”).2 The concentration dependence of the transference
number obtained by this method will subsequently be compared with
the values obtained by the various polarization methods (see Table I)
in combination with a concentration cell.

Transference number based on data from a concentration cell
and a ferrocene cell.—In the following, the transference number
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Figure 9. Exemplary concentration cell potentials for the δc method ver-
sus time for EC:DEC (1:1 w:w) based electrolytes, measured for differential
LiClO4 concentrations as given in the figure. Measurement were conducted in
a temperature controlled glove box with the cell setup depicted in Figure 1. Two
individual sets of measurements for each pair of concentrations (see legend in
the figure) are depicted to illustrate the reproducibility of the measurements.

of the lithium ion will be determined from measurements with a
concentration cell (see Figure 1) in combination with the concen-
tration dependent thermodynamic factor obtained by ferrocene cell
measurements for the same electrolyte taken from Figure 9 in the
study by Landesfeind et al.2 Exemplary concentration cell potentials
(corresponding to concentration overpotentials) depicted in Figure 9
show the stability of the potential measurements over time and their
reproducibility.

The measured concentration overpotentials are linearly extrapo-
lated to t = 0 s and the obtained initial potentials were averaged. The
variation between repeat measurements is <1.5 mV at the beginning
of the measurement and differs by <1.5 mV over the course of the
measurement period. As the standard deviations of latter averages
are generally smaller than the accuracy of the potential measurement
of 0.3 mV, only the error from the measurement device is consid-
ered in the following. Figure 9 shows exemplary measurements of
our here proposed δc method, for which the concentration overpo-
tentials between two electrolytes of similar concentrations centered
about an average concentration c0 ± δc are measured, whereby δc is
a sufficiently small such that the transference number can be assumed
constant. The advantage of this approach is that no functional for the
transference number has to be assumed and that a pointwise calcu-
lation is possible to yield the average transference number t+(c0 ±
δc) within a sufficiently small δc range as shown by Eq. 38. Analo-
gously to Figure 9, also concentration cells with larger concentration
differences were measured, with the results being displayed in Figure
11. As the concentration overpotential for larger concentration differ-
ences increases, the relative error gets smaller and exemplary data are
thus not shown.

In combination with Eq. 38 and with the concentration dependent
thermodynamic factor for this electrolyte (see Figure 9 in Reference
2), the values of t+(c0 ± δc) vs. concentration depicted in Figure 10
can be obtained, whereby the used values of δc are represented by
the x-error bars. Additionally, Figure 10 shows a quadratic fit based
on data from the δc method, with its 95% confidence interval as gray
highlighted area. The obtained functional description is given by

t+ (c ± δc) = −0.117 c2 + 0.171 c + 0.472 [39]

The transference number shows a peak around a concentration of
0.8 M LiClO4, with a value of t+ ≈ 0.53. For c → 0, we find a value of
t+ ≈ 0.47, while at 2 M LiClO4 concentration the transference number
drops to t+ ≈ 0.35. For the following analysis, the transference number
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Figure 10. Concentration dependence of the transference number via the δc
method, i.e., determined by Eq. 38 from concentration cell data based on
small concentration variations (c0 ± δc) and from the concentration dependent
thermodynamic factor obtained by ferrocene cell measurements (from Figure
9 in Ref. 2). Vertical error bars represent the effect of the 0.3 mV error of
the concentration cell measurements, while the horizontal error bars indicate
the experimentally chosen concentration variation δc. The black solid line is
a quadratic fit (see Eq. 39) of all the depicted t+(c0 ± δc) data and the gray
region indicates the 95% confidence interval. The electrolyte used is LiClO4 in
EC:DEC (1:1 w:w) and measurements are done inside a temperature controlled
glove box.

determined with the δc method is used and shown for comparison.
These data will be compared to the literature later on.

Transference number via polarization cell and concentration cell
experiments.—In the following, the procedure for the determination
of the concentration dependent transference number t+(c) based on
polarization experiments in combination with concentration cell mea-
surements, as outlined in the section Determination of the transference
number based on the Sand equation, a concentration cell, and a known
diffusion coefficient is investigated. The binary diffusion coefficient
D±(c) is obtained from polarization cell experiments in symmetrical
Li-Li cells as discussed in Ehrl et al.1 The factors f1( f±, t+, D∗

±, eff
0.5)

or f2( f±, t+, D∗
±, eff ) given in Eqs. 25 and 29, respectively, are ob-

tained by experiments in a polarization cell using the various methods
discussed in the sections Sand equation and Alternative methods for
the determination of the transference number (summarized in Table I).
The factor

[
1 + ∂ ln f±(c)

∂ ln c

]
(1 − t+(c)) (see Eq. 28) is determined from

concentration cell experiments in form of a continuous functional
description. This will be described in the following.

The required concentration overpotential data were measured in
a concentration cell as described in the Experimental section, with
exemplary results shown in Figure 9. To be able to extract the fac-
tor
[
1 + ∂ ln f±(c)

∂ ln c

]
(1 − t+(c)), a set of concentration cell experiments

was conducted (over 70 concentration cells were measured, of which
most combinations were conducted at least twice). Figure 11 shows
the recorded concentration cell potentials U for different lower salt
concentrations clow versus the higher salt concentration chigh, whereby
each line corresponds to a fixed value of clow.

The solid lines in Figure 11 represent the numerical fit of the
measured concentration cell potentials using Eq. 28. As a result of the
integral in Eq. 28, a functional description has to be assumed a priori
for the factor

[
1 + ∂ ln f±(c)

∂ ln c

]
(1 − t+(c)). It is found that a third order

polynomial represents the experimental data best, polynomials with
a lower order result in a poor representation of measured data, while
higher order polynomials improve the fit quality only insignificantly
and may result in numerical oscillations. The solid lines in Figure 11
thus represent an overall third order polynomial fit of the concentration

-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5

0

50

100

150

200

Figure 11. Concentration overpotentials U resulting from a set of permuta-
tions of low (clow) and high (chigh) salt concentrations measured in the concen-
tration cell setup (see Figure 1). Lower concentrations are indicated below the
fit lines inside the figure, while higher concentrations are plotted logarithmi-
cally (base 10) on the x-axis. The electrolyte used is LiClO4 in EC:DEC (1:1
w:w) and measurements are done inside a temperature controlled glove box.
The solid lines are a numerical fit to Eq. 28.

cell data with the following numerical result[
1 + ∂ ln f± (c)

∂ ln c

]
(1 − t+ (c))

= 0.105 c3 + 0.042 c2 + 0.205 c + 0.557 [40]

Based on this numerical fit, the transference number at infinite di-
lution is t+ (c → 0) = 0.44, since the thermodynamic factor (i.e., the
left-hand-term in square brackets) under these conditions approaches
unity. This is in good accordance with the the δc method, which
yields t+ (c → 0) = 0.47 (see Figure 10 and Eq. 39). The fac-
tors f1( f±, t+, D∗

±, eff
0.5) or f2( f±, t+, D∗

±, eff ) are determined based
on experiments in a polarization cell. As presented in the section
Numerical validation, five different analytical expressions based on
pulse and steady-state experiments are considered for the determi-
nation of f1( f±, t+, D∗

±, eff
0.5) or f2( f±, t+, D∗

±, eff ). The analytical
expressions for these five methods are summarized in Table I and their
accuracy was demonstrated by means of numerical simulations in the
section Validation of the different parameter determination methods.
In the following, the experimentally determined transients are shown
exemplarily for the salt concentrations 0.01 M, 0.5 M, 1.5 M, and 2 M.
Analysis of the high frequency resistance showed a steady decrease
for the 0.01 M electrolyte over the course of the experiments, which
we ascribe to side reactions which alter the electrolyte composition
(mostly via continuous SEI formation caused by reaction with the
freshly plated lithium during the polarization phase). In conclusion,
because all factors in Table I depend on the initial salt concentration c0,
the recorded transients for the nominally 0.01 M electrolytes are only
shown for the benefit of the reader and are not analyzed for their trans-
ference number in the case of polarization cell experiments. Physical
vibrations, e.g. from glove box or temperature chambers, play negligi-
ble role as a porous medium rather than a free liquid electrolyte is used
in the experimental setup. Gas generation is limited due to the small
surface area of the lithium electrodes and at ambient temperatures,
electrolyte evaporation plays no role in the tight two electrode cells
and is negligible over the time of the transference number measure-
ments (vapor pressure of linear carbonates <50 mbar). First of all,
the factor f1( f±, t+, D∗

±, eff
0.5) can be determined from pulse experi-

ments based on the Sand equation given in Eq. 26, which requires only
the cell potential U (TI) at current interruption time. The accuracy of
the method is improved by the observation of the short term relaxation
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Figure 12. Exemplary relaxation after a current pulse of ip = 0.5 mA (0.22
mA/cm2) for T1 values of 360 s or 960 s in either 1.0 M or 2.0 M LiClO4 in
EC:DEC (1:1 w:w). This was measured in the two-electrode setup shown in
Figure 1 of Ref. 1.

after current interruption, which exhibits a linear relationship with re-
spect to the artificial time τ∗ defined in Eq. 27. In Figure 12, four
normalized potential transients (two different LiClO4 concentrations
and interruption times) are depicted vs. the artificial time 1 − τ∗. The
relaxation curves resulting from the shorter polarization time of T1 =
360 s (dots in Figure 12) exhibit the theoretically expected s-shape,
which can also be observed in the numerical simulations, compare
for example the green line in Figure 8a. The linear fits indicated by
the dashed black lines correspond to real times between ≈10–150 s.
The extrapolations of these fits to (1 − τ∗) = 0 gives the desired cell
potential U (TI) at current interruption time. While a linear relaxation
behavior can also be observed for the longer polarization time of T1 =
960 s (crosses in Figure 12), the typical s-shape as depicted in Figure
8a is missing. This is an indication for a violation of the semi-infinite
diffusion boundary condition resulting from too long polarization
times, as discussed in the section Influence of the polarization time on
the determined transference number in a pulse experiment. However,
further reduction of the polarization time decreases the signal to noise
ratio and is thus unsuitable for a precise determination of the cell
potential at the polarization interruption time. The time transients for
all potential relaxation curves in Figure 12 with respect to

√
(t − TI)

show a non-linear behavior (data not shown), similar to the green
line in Figure 8b, which may be caused by the higher sensitivity of
the potential relaxation transient with

√
(t − TI) toward distortions

from, e.g., SEI recreation effects and thus prohibit the dismissal of
pulse polarization data. Thus the observation of the S-shape in Figure
12 is considered the best identifier for usability of experimental data
and the factor f1( f±, t+, D∗

±, eff
0.5)|pulse polarization

short−term relax. (method #1) is only
analyzed for pulses showing this shape, i.e., pulses of 360 s at 0.5 mA
(0.22 mA/cm2).

All other methods for the determination of the factors
f1( f±, t+, D∗

±, eff
0.5) and f2( f±, t+, D∗

±, eff ) are based on steady-state
experiments. At first, the transient behavior of the current I (t) during
the potentiostatic polarization at Up is analyzed. Exemplary current
transients for a 0.01 M, 0.5 M, 1.5 M and a 2 M salt concentration are
depicted in Figure 13.

While an initial linear current relaxation with respect to time
√

t
can be observed for salt concentrations 1.5 M (green) and 2 M (light
blue) as is predicted by Eq. 21, this linearity is not apparent for the
0.01 M (dark blue) and the 0.5 M (red) electrolyte. This cannot be
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Figure 13. Exemplary steady state polarization current transients for 0.01 M,
0.5 M, 1.5 M, and 2.0 M LiClO4 in EC:DEC (1:1 w:w) at constant polariza-
tion of 50 mV in the two-electrode cell shown in Figure 1. The gaps in the
curves toward the end of the potentiostatic polarization procedure are due to
impedance measurements which were conducted during that time.

explained by the approximation of the term exp(H 2t)(1 − erf(H
√

t))
with

√
t as outlined in the theoretical part, since the values for H

are of the same order for the depicted concentrations. However, since
the theoretical relation between the current and

√
t is derived based

on the linearized Butler-Volmer law and therefore on a constant in-
terface resistance, the observed curvature may result from parasitic
effects, which may lead to the sometimes observed decrease of the to-
tal charge transfer resistance during the polarization time. The distinct
drop of the current in the beginning of the polarization time may also
be related to this effect. For larger concentrations, this effect may be
restricted to a short time period in the beginning of the polarization,
whereas it is distributed over a longer time period for the concen-
trations 0.01 M and 0.5 M, thereby interfering with the expected

√
t

relaxation. Extrapolation of the linear region in Figure 13 allows for
the determination of the initial current I0. As a result of Figure 13,
the factor f1( f±, t+, D∗

±, eff
0.5)|ss polarization

short−term pol. (method #3, see Table I)
is determined only for concentrations c0 ≥ 1 M by means of Eq.
32. In this case, the ratio m#3/I0 is determined based on the linear
fits indicated by the black dashed lines in Figure 13. Additionally, the
required low frequency resistance RLF,0 is measured by impedance
spectroscopy before each steady-state experiment.

While for this latter method, it is not necessary that a steady-
state is reached at the end of the polarization period,
for the remaining three factors f2( f±, t+, D∗

±,eff )|ss polarization
short−term relax.

(method #4), f2( f±, t+, D∗
±,eff )|sss polarization

long−term relax. (method #5), and

f2( f±, t+, D∗
±,eff )|ss polarization

transition period (method #2), a linear, steady-state cur-
rent concentration profile is strictly required at the end of the polariza-
tion time, as discussed in the section Influence of a non steady-state
concentration profile on the determination of the transference num-
ber. In a steady-state experiment, the steady-state is indicated by a
distinct current plateau at the end of the polarization phase, which
is observed for the 0.01 M, 0.5 M, 1 M (data not shown), and 2.0
M electrolytes (see Figure 13). A anomalous time dependence of
the current at the end of the polarization phase as depicted, e.g., for
c0 = 1.5 M in Figure 13 (green line) excludes this experiment from
analysis based on methods #2, #3, and #5, because a linear con-
centration profile may not be present at the end of the polarization
phase. The increase in the current may be explained by a decreasing
interface resistance as a result of a modification of the lithium elec-
trode/electrolyte interface (supported by the fact that the electrolyte
resistance remains essentially unchanged over the time of polariza-
tion). The factor f2( f±, t+, D∗

±,eff )|ss polarization
transition period (method #2) defined
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Figure 14. Exemplary fit of time behavior after 50 mV steady-state polariza-
tion for determination of the factor f2( f±, t+, D∗

±,eff )|ss polarization
short−term relax. (method

#4) for 0.01 M, 0.5 M, 1.5 M and 2.0 M LiClO4 in EC:DEC (1:1 w:w) in a
polarization cell. Dashed lines indicate linear fits used for determination of the
transference number. The polarization times for the different concentrations
can be found in the caption of Figure 13.

by Eq. 31 is based on the steady state current IS and the low frequency
resistance RLF,S at steady state which is determined by impedance
spectroscopy at the end of the polarization time. The required steady
state current Is can be extracted from Figure 13. The short period
with a constant steady state current in this figure is the result of the
scaling with

√
t . The second factor f2( f±, t+, D∗

±,eff )|ss polarization
short−term relax.

(method #4) is based on the analytical solution for a steady state con-
centration profile at the end of the polarization phase. In this case, the
cell potential U (TI) at current interruption time and the steady state
current Is has to be determined experimentally to calculate the factor
by means of Eq. 34. As it was the case for the determination of the
factor f1( f±, t+, D∗

±, eff
0.5)|pulse polarization

short−term relax. (method #1), the short-term
relaxation behavior of the cell potential can be used to extrapolate the
exact cell potential U (TI) at the time of the potential interruption.

As shown in Figure 14, the expected linear relation with respect
to

√
t can be observed for c0 = 0.5 M and c0 = 2 M. On the

other hand, the non-linear behavior with respect to
√

t is a sign for
experimental data either with dominating parasitic effects (side re-
actions in case of the 0.01 M electrolyte) or with instationary con-
centration profiles at the end of the polarization (as seen in Fig-
ure 13 for an initial salt concentration of 1.5 M). As a result, such
experimental data are not used for the determination of the factor
f2( f±, t+, D∗

±,eff )|ss polarization
short−term relax. (method #4). In a steady-state experi-

ment, also the factor f2( f±, t+, D∗
±,eff )|ss polarization

long−term relax. (method #5) can
be determined from the long-term relaxation behavior by means of
Eq. 37. In this context, a linear fit of ln U (t) with respect to the time
t is required, as it is shown for a steady-state experiment in Figure
15 and which can be observed for the relaxation phases for all con-
centrations investigated. This linear behavior of ln U (t) with respect
to time does not depend on a steady-state profile as it is discussed
in part I of this publication (Ref. 1). However, for the determina-
tion the transference number a steady-state profile is strictly required
which means that although these linear trends are clearly visible in
Figure 15 the corresponding relaxation periods cannot be used to
calculate the transference number as side reactions (for the 0.01 M
electrolyte) or instationary concentration profiles (as clearly visible in
Figure 13) violate the theoretical assumptions (see Alternative meth-
ods for the determination of the transference number). The offset
O(T1) of such a linear fit is the basis for the determination of the
factor f2( f±, t+, D∗

±,eff )|ss polarization
long−term relax..

Figure 15. Exemplary fit of the logarithm of the potential vs. time during the
relaxation phase after steady-state polarization (50 mV), from which the factor
f2( f±, t+, D∗

±,eff )|ss polarization
long−term relax. (method #5) can be determined for 0.01 M,

0.5 M, 1.5 M and 2.0 M LiClO4 in EC:DEC (1:1 w:w) in two-electrode cells.

In Figure 16, the transference numbers calculated from polariza-
tion experiments using the diffusion coefficient from the first part of
this publication1 are shown and compared to the transference number
based on the δc method. Error bars indicate the variation between
repeat experiments as well as the error of the diffusion coefficient.
A qualitative agreement can be found when comparing the trans-
ference numbers determined by the δc method and the methods #1
(black), #3 (red), #4 (magenta) and #5 (green) utilizing the polar-
ization cell. The only outlier is the transference number calculated
from the factor f2( f±, t+, D∗

±,eff )|ss polarization
transition period (method #2, magenta

symbols/line in Figure 16), which is based on the polarization phase
of a steady-state experiment. In this case, the qualitative behavior
is in accordance with the other methods, but the absolute value is
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Figure 16. Overview and comparison of transference numbers determined
from polarization experiments via factors summarized in Table I and
comparison with transference numbers obtained from the δc method
(see Figure 10).
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significantly smaller, especially at higher concentrations. Unfortu-
nately, there is no obvious reason for this behavior. For 10 mM con-
centrations, the electrolyte resistance measured in polarization cells
by impedance spectroscopy is not constant over the entire experiment.
No final assignment of latter effect was possible which is why polar-
ization cell data with 0.01 M salt concentrations could only be used
for the determination of concentration independent transport factors;
at these low concentrations, only the diffusion coefficient could be
determined, as shown in the first part of this study.1 Thus, the only
reliable method for the determination of the transference number at
low concentrations is the δc method, as it requires no current flow
at the lithium electrodes and thereby minimizes the effect of side
reactions.

Although the qualitative results of the transference number deter-
mined by polarization experiments are comparable to the transference
number determined by the δc method in a concentration cell, the
method based on data from a concentration cell is clearly superior.
It is much easier to perform experiments in the concentration cell
than in the two-electrode cell. Another advantage of the concentration
cell is that only the concentration overpotential resulting from two
differently concentrated electrolyte solutions is measured. Therefore,
additional physical phenomena such as mass and current transport do
not influence the results. Also, the number of required experiments
is reduced from three to two experiments, resulting in a decreased
number of potential error sources. A similar result as shown in Fig-
ure 16 is obtained when the transference number is determined based
on a known thermodynamic factor and polarization cell experiments
(data not shown), rather than using the data from concentration cells
(i.e., the data shown in Figure 11).

Although the direct determination of the transference number in-
troduced in the section Direct determination of the transference num-
ber by steady-state polarization experiments has initially been de-
veloped for polymer electrolytes, it is also often applied for liquid
electrolytes,28–30 ionic liquids31 or mixtures of both,32 even though it
strictly is valid only for dilute solutions and cannot be applied to con-
centrated solutions due to a violation of the underlying assumptions
as indicated in the section Direct determination of the transference
number by steady-state polarization experiments. It is also shown that
the experimental setup of the polarization cell with two lithium metal
electrodes and the LiClO4 electrolyte, as used in this contribution, is
not suitable for low salt concentrations, since a constant electrolyte
resistance cannot be guaranteed. However, a constant electrolyte re-
sistance is the basic requirement for the direct determination of the
transference number.

Comparison with the literature.—In the literature a wide vari-
ety of transference numbers of liquid non-aqueous electrolytes is re-
ported which are collected for similar electrolyte systems in Figure
17. Basically constant transference numbers of ∼0.4 for LiPF6 in a
PC/EC/DMC mixture E(10:27:63 v:v:v, red squares),5 of ∼0.42 for
LiTFSI in PC (green pluses),14 or of ∼0.45 for LiDFOB in EC:DEC
(3:7 w:w, magenta triangles)9 are reported in the literature. While in
all these reports, in which the transference number does not change
more than 10% in the investigated concentration range, the salts and
solvents differ, also strong concentration dependencies are reported
for example for LiPF6 electrolytes. Monotonically decreasing values
for the lithium transference number are reported by Nyman et al.19

for LiPF6 in EC:EMC (3:7 w:w, red crosses) and Lundgren et al.20 for
LiPF6 in EC:DEC (1:1 w:w, red diamonds). While comparison of the
reports for LiPF6 based electrolytes (compare red symbols in Figure
17) show the influence of the solvent on the transference number,
direct comparison with the electrolyte investigated in this work is dif-
ficult due to the different salts, solvents, and measurement techniques.
Although the only reference depicted in Figure 17 using LiClO4 salt
uses PC as solvent (blue stars),18 it is closest to our electrolyte com-
position (LiClO4 in EC:DEC, 1:1 w:w, black line) and to the authors
best knowledge, no literature is available investigating exactly the
same electrolyte as used in this work. In the latter publication the au-
thors also use a second order polynomial to describe the concentration
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Figure 17. Literature comparison of transference numbers for a range of elec-
trolytes: LiPF6 in EC:EMC (3:7 w:w) - Nyman et al.,19 LiPF6 in EC:DEC (1:1
w:w) - Lundgren et al.,20 LiPF6 in PC:EC:DMC (10:27:63 v:v:v) Valøen
et al.,5 LiClO4 in PC - Georén and Lindbergh,18 LiClO4 in EC:DEC (1:1 w:w)
– this work, LiD-FOB in EC:DEC (3:7 w:w) - Zugmann et al.9 and LiTFSI in
PC - Sethurajan et al.14

dependence of the transference number resulting in a similar behavior
compared to our results, only shifted to smaller values.

At low concentrations the transference number is defined by ion-
solvent interactions, i.e., different mobility of anions and cations with
their respective solvation shell within an excess of solvent molecules,
and thus we expect different values for different solvent-salt com-
binations. In conclusion, the largely constant offset of ∼0.2 of the
transference numbers for LiClO4 in PC compared to EC:DEC (1:1
w:w) may be ascribed to the effect of the solvent. At concentrations
above ∼0.8 M the transference number of the LiClO4 electrolytes de-
creases (compare blue stars and black line in Figure 17). A decreasing
transference number with an increasing salt concentration is explained
by the formation of ion-pairs in the literature.14,15 A similar effect was
previously reported by Vatamanu et al.33 Another explanation for the
decrease of the transference number might be related to the ratio of
moles of solvent to moles of salt. Depending on the solvation struc-
ture of the salt ions, a large fraction of the solvent (predominantly
EC or PC) may be bound in the solvation shells around the ions. In
consequence, the loosely solvated ion, generally the anion due to its
large size to charge ratio, may still move mostly undisturbed through
the electrolyte at high concentrations (small solvent to salt molar ra-
tio) while movement of the strongly solvated cation is hindered by
its solvation shell which includes an increasingly large fraction of
the entire electrolyte. In the limiting case of very high molar ratios
of salt/solvent, the cations may have to drag along the entire solvent
(bound to its solvation shell), so that their mobility will decrease
strongly compared to the anions, corresponding to a decrease of the
cation transference number at high concentrations. The increase of
the transference number, as evident from the LiClO4 electrolytes for
concentrations up to ∼0.8 M (compare blue stars and black line in
Figure 17), may be explained by the coupled movement of ions at
medium concentrations, while at high concentrations the effects of
the solvation structure dominate.
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Conclusions

In this work, a novel approach for the determination of the transfer-
ence number is proposed. As a result of the direct determination of the
thermodynamic factor introduced in Landesfeind et al.,2 the transfer-
ence number can be calculated based on data from concentration cells.
The proposed procedure referred to as the δc method is based on small
concentration variations and does not require a functional description
for the concentration dependence of the transference number.

In addition to the determination via the concentration cell, the
transference number is also determined by the classical experimental
approach based on a known binary diffusion coefficient and data from
polarization cell and concentration cell experiments. This work dis-
cusses five different experimental methods for the determination of the
transference number based on polarization cell experiments, whereas
three of the five methods have not yet been used in the literature for the
determination of the transference number. These latter new methods
are based on the initial relaxation behavior of the current in a potentio-
static polarization experiment and on the short-term and the long-term
relaxation behavior of the cell potential after a potentiostatic polar-
ization experiment. The basic principle of all electrochemical pulse
experiments, the validity of the proposed methods as well as chances
and potential risks are analyzed by numerical simulations.

In the end, experimental results of all discussed methods, obtained
with an exemplary electrolyte solution (LiClO4 in EC:DEC, 1:1 w:w)
are compared. Resulting transference numbers based on polarization
cell experiments and the δc method generally agree, however, exper-
imental efforts and uncertainties are much higher in the approaches
based on polarization cell experiments, since they require to combine
results of three different experimental procedures. For a simple and
accurate determination of the transference number, measurements of
the thermodynamic factor in a ferrocene cell in combination with con-
centration cell data are superior to polarization cell experiments. It is
also shown that the direct determination of the transference number
by a steady-state potentiostatic polarization step is not suitable for
concentrated binary electrolyte solutions.

List of Symbols

Symbol Name Unit

A electrode area cm2

c ionic concentration mol/L
Di diffusion coefficient cm2/s
F Faraday constant C/mol
f1 factor defined by Eq. 25

√
s/cm2

f2 factor defined by Eq. 29 s/cm2

f± mean molar activity coefficient -
ii current density mA/cm2

I current A
l distance between electrodes μm

mln slopes of ln U vs. t during relax. after steady 1/s
state pot. pol.

m#3 slope of I (t) vs.
√

t during steady state pot. pol. A/
√

s
m#4 slope of U (t) vs.

√
t during relax. after V/

√
s

steady state pot. pol.
O constant factor in Eq. 36 -
R gas constant J/(mol K)

Rel,i electrolyte resistance �

RLF,i resistance �

t time s
ti transference number of lithium ion -
T temperature K
TI polarization time s

TDF thermodynamic factor -
Ui potential V
νi stoichiometry factor -
x space coordinate μm
zi ionic charge -

Greek

κ conductivity mS/cm
�� difference of the volumetric intrinsic V

phase average of the electric potential
τ tortuosity -
ε porosity -

�c concentration diff. betw. electrodes mol/L
τ∗ artificial time -

Subscripts and Superscripts

Symbol Name

A anode
C cathode

eff. effective value of parameter with xeff. = ε
τ

x
high higher concentration in concentration cell
low lower concentration in concentration cell
p during polarization
s steady state
0 initial state
+ cation
− anion
± of binary electrolyte
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Acta, 114, 21 (2013).
8. V. Mauro, A. Daprano, F. Croce, and M. Salomon, J. Power Sources, 141, 167

(2005).
9. S. Zugmann, M. Fleischmann, M. Amereller, R. M. Gschwind, H. D. Wiemhöfer,
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3. Ionic Transport Properties in a Binary Electrolyte 73

3.4 Temperature and Concentration Dependent Study
In this section the article The Temperature and Concentration Dependence of Ionic
Transport Properties55 is presented, which was not yet submitted at the time of submis-
sion of this thesis. Parts of the article were presented at the ECCOMAS 2016 in Crete
(Greece) in June 2016, at the Electrochemistry 2016 in Goslar (Germany) in September
2016 and at the 14th Symposium on Fuel Cell and Battery Modeling and Experimental
Validation in Karlsruhe (Germany) in March 2017.

As the direct determination of the thermodynamic factor from the ferrocene cell ap-
proach (see Section 3.2) is not valid (see Section 3.2), the presented concentration and
temperature dependent study of the electrolyte transport parameters of three LiPF6
based electrolytes is based on the analytical derivations developed for the determina-
tion of the transference number and on a further simplification of the concentration
cell potential. While ionic conductivities and binary diffusion coefficients are found us-
ing turn-key equipment and our previously described approach,54 respectively we here
quantify transference numbers and thermodynamic factors from concentration cells and
pulse experiments in symmetric lithium cells. Thus, these latter two parameters intrin-
sically show higher uncertainties, as they are based on the analysis of two, instead of
one experiment. The manuscript explains the measurement procedure and data analysis
steps in great detail, so that it may be used as a manual for the determination of ionic
transport properties. In addition to its usability as a tutorial, the manuscript analyzes
a wide concentration (0.1 M to 3 M) and temperature (-10 °C to 50 °C) range of two
commonly used electrolytes in lithium-ion batteries (LiPF6 in EC:DMC (1:1 w:w) and
LiPF6 in EC:EMC (3:7 w:w)) and one novel, EC-free electrolyte (LiPF6 in EMC:FEC
(19:1 w:w)). The vast number of experimental results (>900) as well as the functional
approximations to the found transport parameters enables predictive simulations of
ionic transport in porous media within the framework of the Newman model. It is em-
phasized that for the herein presented methodology on the ionic transport properties,
no assumptions on their concentration and temperature dependence has to be made in
order to obtain explicit values for each parameter, i.e., the transference number may
be obtained for a set temperature and concentration without assuming a certain value
or behavior of the thermodynamic factor, the binary diffusion coefficient, or the ionic
conductivity. In contrast to the literature, in this study we are able to obtain transport
properties explicitly, using simple, commonly used cell setups (here pouch cells and coin
cells) and can show that the only large-range temperature and concentration depen-
dent electrolyte study50 oversimplifies the complexity of ionic transport in lithium-ion
battery electrolyte solutions.

Author Contributions
J.L. developed the cell designs and measurement procedures. J.L. performed all electro-
chemical measurements and derived the analytical simplification to the concentration
cell potential. Data analysis was done by J.L. and the manuscript was written by J.L.
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Abstract 

Lithium-ion battery performance at low temperatures or fast charge/discharge rates is determined by the intrinsic 

electrolyte transport and thermodynamic properties of the commonly used binary electrolytes. For predictive battery 

models and the development of future electrolyte solutions a profound understanding of the ionic conductivity, the 

binary diffusion coefficient, the transference number and the thermodynamic factor, over a large concentration and 

temperature range is mandatory. In this study we apply previously discussed and established methods for the 

determination of ionic conductivities and binary diffusion coefficients to two commonly used electrolyte systems 

(EC:DMC (1:1 w:w) and EC:EMC (3:7 w:w)) as well as one EC free electrolyte (EMC:FEC (19:1 w:w)). For the 

characterization of transference numbers and thermodynamic factors we introduce a novel analysis scheme and apply it 

to the electrolytes under study so that we are finally able to report temperature (-10 °C – 50 °C) and concentration (0.1 M 

– 3 M) dependent values as well as approximations to these experimentally obtained transport and thermodynamic 

properties. Comparison with the scarcely available literature highlights that reported concentration and temperature 

dependencies partially underestimate the complexity of ionic transport properties, possibly leading to imprecise 

predictions of, e.g., the cell’s power limitation or the safety determining onset of lithium plating reactions. 

  



Introduction 

During the operation of lithium-ion batteries, ionic concentration gradients evolve in the liquid electrolyte, especially 

when the cell is cycled at high charge/discharge currents or at low temperatures. For a profound understanding of this 

rate limiting process and its detrimental side effects, such as lithium plating reactions during (too) fast charging operation, 

the ionic transport properties have to be known precisely. While the transport path length is largely determined by the 

tortuosity of the porous media,1–3 the intrinsic ionic transport properties according to the widely applied Newman model4 

are the ionic conductivity, the binary diffusion coefficient,5 the transference number,6 and the thermodynamic factor.7  

Despite its necessity, concentration and more importantly also temperature dependent studies of ionic transport in typical 

lithium-ion battery electrolyte solutions are scarce. Apart from the well-known groundwork by Valøen and Reimers 

only few additional studies are known to the authors which give a comprehensive set of transport properties in non-

aqueous lithium-ion electrolytes over a reasonable concentration(and temperature range.8–11 In a recent study by 

Farkhondeh et al.12 an optimization approach for pulse experiments in a four electrode cell setup is presented and the 

transport parameters are reported for two 1 M LiPF6 electrolytes at 25 °C. Although, with increased experimental effort, 

latter method may be applied to other salt concentrations and temperatures, the methodology requires experience in 

optimization routines and the simulation of battery cells which may prevent its wide application by electrolyte 

developers. In contrast, in this work we present simple experimental techniques that may be applied by the majority of 

laboratories working on lithium-ion batteries and guide through the straightforward analysis which does not require 

extensive model analysis but may be done using simple spreadsheet calculations. Building on our previous efforts to 

analyse various determination methods for the characterization of binary diffusion coefficients5 and transference 

numbers6 we analyse two typical battery electrolytes and one novel alternative containing no ethylene carbonate as 

proposed in the literature (see Experimental for electrolyte compositions).13 Unfortunately, careful analysis of our 

previously introduced direct determination method for thermodynamic factors based on cyclic voltammograms of the 

ferrocene/ferrocenium couple identified partially invalid assumptions, discussed in more detail in the corresponding 

erratum for the interested reader.14 Thus analysis of the transference number and the thermodynamic factor in the present 

study is not based on ferrocene cell experiments but we introduce a novel analytical method based on concentration cell 

potentials and galvanostatic pulse experiments in symmetric lithium cells to find transference numbers and 

thermodynamic factors. I.e. in total we determine the electrolyte transport properties in three cell setups, a conductivity 

cell impedance measurement, the open circuit potential recorded in a pouch concentration cell and the potential transient 

for short and long times after a galvanostatic pulse in symmetrical lithium cell. The finally obtained values for the ionic 

transport properties span the concentration range from 0.1 M to 3 M and were obtained at temperatures from -10°C to 

50°C in 10°C steps for three electrolytes. We critically compare our results with suitable publications from the literature 

and highlight the partially oversimplified concentration and temperature dependencies reported. 

In the following, we first introduce experimental procedures and setups used for the determination of transport properties 

in this work. Our previously presented methods5,6 for the parameter determination are recapitulated briefly in the theory 

section and we introduce a simple scheme, useable as a manual for the measurement of ionic transport properties in 

battery electrolytes. Thereafter exemplary datasets show the data processing and analysis in great detail and help to 

judge the errors in the final results. The Results section summarizes the found temperature and concentration dependent 

values for the four transport properties and provides fit parameters and their errors to empirically and semi-empirically 

chosen temperature and concentration dependent functional approximations. To account for the complexity of 



temperature and concentration dependent transference numbers and thermodynamic factors we additionally present 

individual analyses of those parameters on a per temperature basis for the benefit of the reader. The Supporting 

Information gives background analyses and measurements not required to follow the main study and is referred to at the 

appropriate sections in the main article. 

 

Figure 1. Determination scheme for the transport and thermodynamic parameters with measurements 

around a base salt concentration c0. Slight modifications to this scheme are discussed in the main text 

(see section Data Analysis) due to the necessity to increase the concentration differences of the 

concentration cells to observe temperature effects. Analysis of the ionic conductivity is based on the 

conductivity cell depicted in the figure, thermodynamic factors (TDF) and transference numbers are 

obtained based on the analysis of the concentration potential in pouch cells and the short term potential 

behaviour after galvanostatic pulses in symmetric lithium coin cells and the binary diffusion coefficient 

is solely based on the long term relaxation of the potential after latter pulse experiments. The 

determination scheme allows to find individual values for all transport parameters without the necessity 

to make any assumptions on the remaining parameters (as done in the literature by assuming a constant 

transference number8).  

Experimental 

Mixtures of ethylene carbonate (EC, BASF, battery grade / Sigma Aldrich, anhydrous, 99%), ethyl-methylene carbonate 

(EMC, BASF, battery grade), dimethyl carbonate (DMC, Sigma Aldrich, anhydrous, 99%) and fluoroethylene carbonate 

(FEC, BASF, battery grade) were used as solvents for self-prepared electrolytes containing lithium hexafluorophosphate 

(LiPF6, BASF, battery grade / Sigma Aldrich, 99.99%) salt, mixed in an argon filled and temperature controlled glove 

box (MBraun, 25 °C ± 1 °C, water content 0.1 ppm, Ar 5.0, Westfalen, 99.999% Vol). LiPF6 concentrations of 0.1, 

0.5, 1, 1.5, 2 and 3 M are referred to as base concentrations subsequently. Additionally 0.01 M electrolytes were prepared 

for the use in concentration cells. Unless stated otherwise, throughout this manuscript we use M to denominate a 

volumetric concentration (moles per liter). For the interested reader we provide density measurements for the 

electrolytes used in this study, covering the used temperature and concentration range (see Supporting Information, 



Figure 1, fit parameters to the linear concentration and temperature dependent function in Eq. 1, SI are given in Table 

1, SI). Metallic lithium (Rockwood Lithium, 75 µm or 450 µm thickness, high purity) was used as counter electrode 

(CE) and working electrode (WE) in concentration cells and coin cells.  

Due to residue hydrofluoric acid (HF) concentrations in the electrolytes the glass-fiber separators used before,6 for short 

measurements at room temperature, could not be used in this study as ongoing gas evolution during the much longer 

and temperature dependent measurements will lead to an expansion of the pouch concentration cells and an 

inhomogeneous current distribution in symmetric coin cells. Therefore porous polyethylene films (PE, Nitto, Sunmap 

LC, 500 µm thickness, 30% porosity) were used as a separator in this study. To ensure good wettability of the PE 

separator, especially with the EC:DMC (1:1 w:w) electrolyte at high salt concentrations, all Nitto separators were 

nitrogen plasma treated for five minutes and assembled within the cells within one week (PlasmaFlecto 10, plasma 

technology, 0.3 mbar, 300 W). 

All coin and pouch cell parts were dried overnight in a vacuum drying oven at 70 °C before bringing them into the glove 

box. Measurements were conducted outside the glovebox using a Biologic VMP3 potentiostat/galvanostat or a Biologic 

SP-300 potentiostat/galvanostat. 

Conductivity Cell 

The ionic conductivity of all electrolytes at their base concentrations was determined in a commercially available Pt 

microelectrode setup (rhd Instruments, TSC 1600 closed, Germany), consisting of a Pt beaker and a Pt microelectrode 

(see Figure 1), which can be temperature controlled automatically using an external Peltier element and controller unit 

(not shown in Figure 1). A small sample volume (1 mL), which allows for a fast temperature equilibration, was filled 

into the cleaned cell inside the glovebox and impedance measurements were done outside the glovebox between both 

Pt electrodes in a frequency range from 85 kHz to 1 kHz with an excitation amplitude of 100 mV. Prior to the electrolyte 

measurements the cell constant 𝑘C was determined using 0.001, 0.01 and 0.1 M KCl calibration solutions at 25 °C 

(Sigma Aldrich, conductance standard A, B and C, kC = 20 ± 0.2 1/cm). Lithium-ion electrolyte cell impedances were 

measured first at 50°C after a 10 min equilibration time, subsequently the cell temperature was decreased in 10°C steps 

down to −10 °C and 5 min equilibration times were used after the set-point temperatures were reached. Conductivity 

measurements were only done once for each concentration and temperature due to the very good agreement with values 

from the manufacturer (see Figure 2, Supporting Information) and the small error of the measurement (see 1 % 

uncertainty of cell constant). 

Concentration Cell 

Pouch cells for the temperature dependent measurement of concentration potentials were prepared inside the glovebox 

(setup depicted in Figure 1). Cell dimensions of ~5 cm (height) × ~13 cm (length) assured no mixing of electrolyte 

within the measurement time (diffusion time for (5 cm)²/(5·10-6 cm²/s) ~60 days). Two 450 µm thick Li electrodes were 

attached to Ni tabs (MTI cooperation), which come with a sealing tape, and the cell was first sealed at the sides and the 

top to fix the tabs. A 1 cm x 10 cm stripe of Nitto separator was positioned on top of the lithium electrodes and two 

electrolyte solutions of differential concentrations (here pairs of adjacent base concentrations including the 0.01 M 

electrolyte, i.e., 0.01 – 0.1 M, 0.1 – 0.5 M etc.) were carefully added at the left and right ends of the separator. Care was 

taken that the electrolytes are soaked up by the porous separator and do not spill in the cell volume. The total electrolyte 

amount was calculated from the theoretically available pore space in the separator (150 µl) and was sufficient to see the 



electrolyte wetted regions to contact in the middle of the separator before the cell was sealed at 50 mbar using a vacuum 

sealing device (C 70, multivac, Germany) inside the glovebox. 

Multiple pouch concentration cells (up to eight) were stacked between copper plates of equal size each (~5 cm ×13 cm 

× 0.5 cm) and the entire stack was immersed into an ethylene glycol / water bath (~50:50 by weight) of a refrigerated 

circulator (Julabo FP 50, HL, Germany) with the Ni tabs facing upwards and positioned ~1 cm above the liquid level. 

The setup ensures a fast and very homogeneous temperature distribution of the pouch concentration cells, a condition 

not reached reproducibly before, when using a temperature convection chamber. Open circuit potentials of at least two 

cells for each temperature and concentration were measured for three minutes after reaching the set-point temperature 

(from -10 °C to 50 °C in 10 °C steps, starting a low temperatures to limit diffusion effects) using a potentiostat (Biologic, 

SP300) and the mean value during the full measurement period was taken as the final concentration potential. 

Coin Cell 

Pulse experiments in symmetrical Li-Li cells were conducted in coin cells (MTI cooperation, compare Figure 1) 

assembled inside a glovebox. A 17 mm Li electrode (75 µm thickness) and a 1 mm polypropylene foil ring (17 mm 

inner diameter, 19 mm outer diameter, ~80 µm thickness) were centrally positioned into the larger can of the coin cell 

before putting a 19 mm separator disc (plasma treated) on top. The cell assembly was finished by first adding the coin 

cell sealing ring, slowly adding the electrolyte (60 µL, ~150 % of separator pore volume) and then putting the second 

Li electrode (450 µm thickness, 17 mm diameter), a 1 mm thick stainless steel spacer (16 mm diameter) and the washer 

and crimping the cell inside the glovebox. As argued before the larger separator size (seed to the electrode area) avoids 

stray currents around the separator and the thick (500 µm), incompressible separator ensures long relaxation times after 

the current pulses.5 The pulse experiments of two cells for each electrolyte concentration were conducted outside the 

glovebox in a temperature controlled climate chamber (PR15, ThermoTEC, Germany) at temperature set-points of -

10°C to 50°C (in 10°C steps), i.e., different temperatures were measured using the same cell. Unfortunately the real cell 

temperatures were found later to differ from the set-point values, predominantly at low temperatures so that the actual 

measurement temperatures were -7.5 °C, 2.5 °C, 12 °C, 20 °C, 30 °C, 40 °C and 50 °C (all ± 1°C). As the analysis 

scheme (see Theory section and Figure 1) requires identical measurement temperatures for concentration cell and coin 

cell experiments we omit the slight temperature variations at temperatures below 20 °C and use the set-point temperature 

for calculation, thereby accepting slight inaccuracies. Measurement conditions for the pulse experiments, set with a 

Biologic VMP3 potentiostat, are listed in Table 1. The polarization time is chosen to ensure concentration gradients are 

only forming at the vicinity of the electrodes (the diffusion distance during a 15 minute pulse is ~500 µm (3 ⋅ 10−6
cm2

s
), 

while here the distance through the porous medium is 500 µm x 4.8 (tortuosity) ≈ 2500 µm).  

  



 

Table 1: Summary of the applied galvanostatic pulse polarization (GPP) steps for different LiPF6 

concentrations in the symmetrical lithium coin cell setup shown in Figure 1. The active electrode area 

in the coin cells was 2.27 cm², i.e., 100 µA correspond to ~45 µA/cm². 

Salt Concentration OCV + EIS GPP  OCV 

0.1 M 

EIS measurement 

+ 

1 h for temp. 

equilibration 

15 min, ± 100 µA 

3 h 45 min 

measured 

ever 3 s 

0.5 M 

TI =15 min, 𝐼p =± 300 µA 
1 M 

1.5 M 

2 M 

3 M 15 min, ± 500 µA 

 

Alternating positive and negative pulse currents below 0.3 mA/cm² were chosen on purpose to avoid the unidirectional 

growth of lithium dendrites, all pulses were followed by ~4 h open circuit measurement. The measurement procedure 

was set up to take 5 h, so that for each electrolyte and concentration the temperature was held for 10 h to accommodate 

two pulses (positive and negative current). After the pulse experiment at 50°C the cell was cooled down to 20°C and a 

final pulse experiment was conducted to be compared to the 20 °C measurement during the increasing temperature cycle. 

Within the errorbars (see Section Results) no influence of the pulse direction could be observed, while repeat 

measurements at 20°C at the end of the procedure yielded slightly lower values (max. 10% lower) still within the 

measurement uncertainty of the first 20°C measurements.  

In addition to the pulse experiments four separate coin cells were prepared analogously (incl. metallic lithium) for the 

determination of the Nitto separator tortuosity 𝜏Sep., containing 1 M and 2 M LiPF6 in EC:EMC (3:7, w:w) and their 

impedance was measured at temperatures of -10 °C, 0 °C, 25 °C, 40 °C and 50 °C. In average a tortuosity of 4.8 ± 0.4 

was found for the plasma treated Nitto film separator by analysis of the high frequency resistance with using the 

previously determined temperature dependent conductivities of the electrolytes, i.e., the same tortuosity was found to 

for 1 M and 2 M salt concentrations and independent of the temperature and is used below for the calculation of the 

binary diffusion coefficient. 

Theory 

In the following we briefly guide through the determination methods used in this work to obtain the transport properties 

of binary electrolytes, required for the application of the Newman model.4 The measurement of the ionic conductivity 

does not require a separate introduction and was done using turn-key equipment in this work (see scheme in Figure 1). 

After finding the cell constant of the conductivity cell (kC) using three conductance standards, the high frequency 

resistance R, obtained from impedance measurements of the cell, filled with the electrolyte of interest, can be used to 

calculate the ionic conductivity of the sample (see left column, Figure 1). Determination of the binary diffusion 

coefficient was described in detail in a previous publication and is applied analogously in this work.5 While minor 

changes in the experimental setup and the measurement procedure are described in the Experimental the approach used 

in this study for the measurement of binary diffusion coefficients is based on the analysis of the long term potential 

relaxation after a galvanostatic polarization (see Eq. 14 in Ref. 5 and right column in Figure 1, galvanostatic pulse not 



shown). In a symmetrical Li-Li cell with an active electrode area AEl., separated by a porous separator (thickness 𝑙Sep., 

porosity 𝜀Sep.) filled with the electrolyte of interest (concentration 𝑐0) the slope of the logarithmic potential mln at long 

times after the current interrupt is determined. The effective binary diffusion coefficient 𝐷±,eff
∗  can then be obtained 

from5 

 
𝐷±,eff
∗ =

𝑙Sep.
2

𝜋2
∙ 𝑚ln. 

1 

Measurement of the tortuosity of the porous separator 𝜏Sep. allows to finally obtain the binary diffusion coefficient 𝐷± 

 𝐷± = 𝐷±,eff
∗ ⋅ 𝜏Sep. 

2 

Previously we suggested to find transference numbers (𝑡+) from concentration cell potentials when combined with a 

known thermodynamic factor from the analysis of the ferrocene redox potential versus metallic lithium by means of 

cyclic voltammograms (see Eq. 38 in Ref. 6). Unfortunately we had to accept that not all assumptions made in our 

previous publication on the determination of thermodynamic factors (TDF) are fulfilled automatically. Because the 

determination of the thermodynamic factor using the ferrocene cell setup is not reliable (especially at low concentrations) 

we refrain from using the ferrocene cell setup in this work, yet obtained thermodynamic factors are compared with the 

present analysis in the corresponding erratum for the interested reader, which also elaborates the issue in more detail.14 

Here we use concentration cell data in combination with the analysis of the short time behavior after the galvanostatic 

pulse experiments in symmetric Li-Li cells instead to acquire knowledge about the temperature and concentration 

dependent behavior of the thermodynamic factor and the transference number. The determination method is similar to 

the methodology introduced before (see Eq. 26 in Ref. 6) and is described in detail in the following. 

First we introduce a further simplification to the analysis of concentration potentials (see middle column in Figure 1) 

which reduces the complexity of data analysis. In concentration cells with two identical (here Li electrodes), in contact 

with two different, but close, electrolyte concentrations (𝑐0 ± Δ𝑐), the concentration potential 𝑈CC can be described by4 

 
𝑈CC =

2R𝑇

F
∫

1

𝑐
TDF(𝑐) ⋅ (1 − 𝑡+(𝑐)) d𝑐 

𝑐0+Δ𝑐

𝑐0−Δ𝑐

 3 

and may be simplified to 

 
𝑈CC =

2R𝑇

F
TDF(𝑐0) ⋅ (1 − 𝑡+(𝑐0))∫

1

𝑐
 d𝑐 

𝑐0+Δ𝑐

𝑐0−Δ𝑐

 4 

 
𝑈CC =

2R𝑇

F
TDF(𝑐0) ⋅ (1 − 𝑡+(𝑐0)) ln (

𝑐0 + Δ𝑐

𝑐0 − Δ𝑐
) 5 

under the assumption of a constant transference number and a constant thermodynamic factor between the two 

differential concentrations 𝑐0 − Δ𝑐  and 𝑐0 + Δ𝑐 . Here R is the gas constant, F the Faraday constant and T the 

temperature. While latter assumption is only strictly valid for infinitely small concentration intervals, it provides a good 

approximation if reasonably small concentration differences are used and the transference number and the 

thermodynamic factor are well behaved in the respective concentration range. Once we determined functional 

approximations to experimental data for both parameters, the error of above simplification can be checked 

mathematically by comparing concentration potentials of Eq. 3 and Eq. 5. For the single temperature trends obtained 

below the error by simplification of Eq. 3 was found to be below 10% for all measurements (see Supporting Information 



Figure 3). In consequence, rearrangement of Eq. 5 allows to determine a, the factor of thermodynamic factor (TDF) and 

(1 − 𝑡+) 

 
𝑎 ≡ TDF ⋅ (1 − 𝑡+) =

F ⋅ 𝑈CC
2R𝑇

⋅
1

ln (
𝑐0 + 𝛥𝑐
𝑐0 − 𝛥𝑐

)
 

6 

for the arithmetic mean salt concentration c0 (although the logarithmic mean would be more precise mathematically it 

only introduces a minor correction for the small concentration pairs and is neglected here). Additional analysis of the 

short term potential relaxation after galvanostatic pulses in symmetric Li-Li cells (see Eq. 26 in Ref. 6, with 𝑧+ =

1, 𝜈+ = 1 and 𝜈 = 2) allows to obtain the factor 

 
TDF ⋅

(1 − 𝑡+)
2

√𝐷±,eff
∗

=
√π

8

F2

R 𝑇
𝐴El. ⋅ 𝜀Sep. ⋅  𝑐0

𝑈(𝑇I)

𝐼p√𝑇I

 7 

with 𝑈(𝑇I), the potential at current interruption time TI, i.e., directly after application of the constant current IP. As 

described before 𝑈(𝑇I) can be obtained by linear extrapolation of the potential versus the artificial time 1 −
√𝑇I

√𝑡+√𝑡−𝑇𝐈
 

(here t denotes the time from the beginning of the pulse).6 Knowing the effective binary diffusion coefficient from 

previous analysis of the long term potential relaxation after the same pulses allows to rewrite Eq. 6 to yield b. 

 

𝑏 ≡ TDF ⋅ (1 − 𝑡+)
2 = √

𝑙Sep.
2

𝜋2
∙ 𝑚ln

√π

8
 
F2

R 𝑇
𝐴El. ⋅ 𝜀Sep. ⋅ 𝑐0

𝑈(𝑇I)

𝐼p√𝑇I

 8 

If the, herein called, transport factors a and b are determined for the same base concentration 𝑐0 and temperature T, 

simple arithmetic allows to determine both, the thermodynamic factor and the transference number (see scheme in Figure 

1). While this determination scheme has the advantage of requiring only two measurements (concentration cell and 

pulse polarization) it cannot be used to find single parameters from only one setup (TDF and 𝑡+ require both cells) and 

thus intrinsically combines possible uncertainties of two experiments. 

Figure 1 graphically summarizes the transport parameter determination scheme used in this study and depicts the 

experimental setups. Properties fixed by the experimental setup and materials (green letters) and the quantities 

determined from the experiments (blue letters), i.e., the high frequency resistance in the conductivity cell R, the 

concentration potential in the concentration cell 𝑈CC, the slope of the logarithmic potential relaxation for long times 

after a galvanostatic pulse in a symmetric cell mln and the extrapolated potential at current interrupt 𝑈(𝑇I), are marked 

to allow for an easy distinction.  

Subsequently we show representative, exemplary datasets and their analysis so that the reader is able to follow step by 

step how the final values and their errors, presented in the Results section, are obtained. 

Data Analysis 

In the following we will present exemplary data and depict the data analysis used to obtain the transport properties 

shown in the subsequent Results section. In a step by step process we guide the reader through the data treatment which 

follows the outline sketched in Figure 1 and describe difficulties observed during the measurements. Correct 



interpretation and evaluation of the found concentration and temperature dependencies of the electrolyte parameters is 

only possible when the analysis steps are understood in detail. 

Conductivity Cell 

Figure 2 shows exemplary Nyquist plots, recorded in the conductivity measurement cell (TSC 1600 closed, rhd 

Instruments), for 1 M LiPF6 in EMC:FEC (19:1 w:w) at temperatures from -10 °C to 50 °C. The impedance spectra 

recorded in a frequency range from 85 kHz to 1 kHz using an excitation amplitude of 100 mV show a similar behavior, 

i.e., a partially visible semicircle at high frequencies followed by a linear capacitive branch at low frequencies. For the 

extraction of the cell resistances each individual spectrum was fitted automatically with a custom implementation of the 

modulus weighing15 in Matlab employing the fminsearch algorithm.16 An equivalent circuit is used consisting of an R/Q 

element to account for the partially visible, depressed, high frequency semicircle (from the ionic resistance of the 

electrolyte and the cell’s geometrical capacitance) and a serially connected constant phase element to describe the 

capacitive behavior (from the double layer capacitance at the electrode/electrolyte interfaces) including the phase angle 

which is slightly below 1 (see not perfectly vertical at low frequencies in Figure 2). Fit curves of the R/Q + Q equivalent 

circuit model to the experimental data are found to be in excellent agreement and are depicted as solid lines in Figure 2 

for the readers benefit. Analysis of the fit parameters allows to extract the resistance value R (circles on x-axis in Figure 

2 with colors representing measurement temperatures according to legend), corresponding to the ionic resistance of the 

electrolyte under study and for the current temperature. Final values for the ionic conductivities are obtained with the 

cell constant (kC = 20 ± 0.2 1/cm) previously determined using three conductance standards (see Experimental section) 

and are summarized in Figure 8a-c for all electrolytes, concentrations and temperatures. Error bars for the ionic 

conductivity correspond to 3 % to account for the error of the cell constant, cell filling and fitting. The obtained 

conductivities as well as their temperature and concentration dependence are discussed in the scope of all transport 

factors in the Results section. 



 

Figure 2. Exemplary data (1 M LiPF6 in EMC:FEC, 19:1 w:w) for temperature dependent determination 

of ionic conductivity from -10 °C to 50 °C, measured in conductivity cell (rhd instruments, TSC 1600 

closed, cell constant 20 ± 0.2 1/cm). Data points from impedance measurement from (85 kHz to 1kHz, 

100 mV excitation) are indicated by crosses, the fit with the equivalent circuit ( R/Q + Q ) is shown as 

solid lines and the extracted resistance values R are marked on the x-axis (open circles), colors indicate 

measurement temperatures as described by the legend. 

Concentration Cell 

In contrast to the measurement scheme in the Theory section (Figure 1), where concentrations of 𝑐0 ± Δ𝑐 are given, the 

concentrations used with the pouch concentration cells are not symmetrically chosen around the main concentrations 

used in this work (0.1, 0.5, 1, 1.5, 2, 3 M) but we use adjacent base concentration pairs 0.01 – 0.1, 0.1 – 0.5, 0.5 – 1, 1 

– 1.5, 1.5 – 2 and 2 – 3 M LiPF6 in the respective solvents. The rationale behind the enlarged concentration ratios is the 

smaller signal to noise ratio as smaller concentration potentials would be obtained from smaller concentration 

differences. Especially with the pouch bag concentration cell setup introduced (see Concentration Cells in the 

Experimental section) the large distance between the electrodes, coupled with the low ionic conductivity (especially for 

low salt concentrations and temperatures) will yield very high cell resistances up to 

 
𝑅CC =

𝑑 ⋅ τ

𝜅 ⋅ 𝐴 ⋅ 𝜀
=

10 cm ⋅ 5

1
mS
cm ⋅

(500 µm ⋅ 1 cm) ⋅ 0.3
≈ 3 MΩ 9 



with the dimensions of the separator (10 cm x 500 µm x 1 cm), the porosity and tortuosity of the separator (30% and ~5, 

compare Coin Cell section in the Experimental) and a conductivity of 1 mS/cm. Open circuit potential measurements of 

such highly resistive cells might require specialized equipment and are very noise sensitive, e.g., when waling by the 

setup or when the circulator cooling is running. For that reason the circulator was completely switched of during the 

measurement period, the temperature however remained very stable during the measurement time (temperature 

difference prior to switching off and turning the device back on was <0.5 °C). With the setup used in this work, 

measurement of the concentration potentials in the pouch concentration cells was only possible as long as the two 

concentrations used differed significantly from each other. The interested reader is encouraged to further improve the 

noise sensitive setup and/or select suitable measurement devices for the potential determination of highly resistive cells. 

Figure 3 shows the concentration potentials for all electrolyte solutions, for the sake of completeness, with the used 

concentrations given next to the measurements inside the figure. Observed concentration potentials range between 20 ± 

2 mV (0.5 – 1.0 M LiPF6 in EMC:FEC (19:1 w:w) at -10°C, compare Figure 3c, pink squares) and ~105 ± 2 mV (2 – 3 

M LiPF6 in EC:DMC (1:1 w:w) at -10°C, compare Figure 3a, brown squares). For each concentration and temperature 

at least two cells were measured and the error bars are calculated according to the section Error Calculation using the 

mean potential during the measurement period as 𝑥𝑖 and its standard deviation as Δ𝑥𝑖. Concentration potentials were 

found to depend fairly linear on the temperature (linear trendlines are added in Figure 3 as a guide to the eye). While 

for high concentrations a decreasing concentration overpotential is observed for increasing temperatures (~-10 – 20 % 

from -10 °C to 50 °C, compare brown squares and lines in Figure 3) the trend turns for decreasing concentrations, so 

that increasing concentration potentials are found for concentration pairs below 0.5 M (~+10 – 30 % from -10 °C to 50 

°C, compare turquoise and orange squares and lines in Figure 3). The small temperature dependence of the concentration 

potentials observed in Figure 3 for all concentration ranges and electrolytes further supports the claimed necessity of 

enlarged concentration differences to be able to extract a significant temperature trend. 

 

Figure 3. Concentration potentials measured in pouch bag concentration cells for 3 min, temperature 

controlled using a refrigerated circulator (switched off during measurement) to -10 °C to 50 °C outside 

the glovebox for LiPF6 in a) EC:DMC (1:1 w:w), b) EC:EMC (3:7 w:w) and c) EMC:FEC (19:1 w:w) 

and the two concentrations as given in the figure. Errors are calculated as explained in the section Error 



Calculation with the mean potential during the measurement period as 𝑥𝑖 and its standard deviation as 

Δ𝑥𝑖, at least two cells were measured for each configuration.  

As explained in the Theory section it is advantageous to convert the measured concentration potentials into the transport 

factors a (≡ TDF ⋅ (1 − 𝑡+)) by assuming a constant TDF and a constant transference number between the two 

electrolyte concentrations used in the pouch concentration cells (see Eq. 6). From the finally obtained temperature and 

concentration dependent transference number and thermodynamic factor the error due to the simplification of the 

integral was tested by comparison of Eq. 3 and Eq. 5 and the difference between both was found to be below 10 % (see 

Supporting Information, Figure 3). Figure 4 shows the factors a, calculated from the concentration potentials in Figure 

3 (square symbols, with color corresponding to the temperature, see legend in figure). Here always the mean 

concentration is used as x-axis value (e.g., a for 1.5 – 2.0 M is plotted at c = 1.75 M). a is found to behave similar for 

all electrolytes under investigation. At mean concentrations of 0.055 M (mean between 0.01 M and 0.1 M) and for all 

temperatures values between 0.3 and 0.6 are obtained while for increasing concentrations the values increase (3.5 to 6 

for mean concentration of 2.5 M, i.e., mean of 2 M and 3 M) and the difference between the temperatures becomes more 

prominent. For 2.5 M LiPF6 in EC:EMC (3:7 w:w) we find values of ~4 at 50°C and ~5.8 at -10°C (see Figure 4b ). 

When comparing the transport factor a reported in the literature for LiPF6 in EC:EMC (3:7 w:w) at 25 °C to our 

measurements for the same electrolyte (at 20 °C or 30 °C) an excellent agreement can be found (see solid black line in 

Figure 4b). Additionally, although not representing exactly the same electrolyte composition, we depict the transport 

factor a for LiPF6 in PC (propylene carbonate):EC:DMC (10:27:63 v:v:v)8 in the temperature range from -10 °C (blue 

line, upper limit) to 50 °C (red line, lower limit) as the grey shaded area in Figure 4a. While the trends agree well at low 

concentrations, for increasing amounts of LiPF6 the transport factor a found by Valøen and Reimers remains at lower 

values (in average 4 at 2.5 M compared to 5 for our measurements), likely due to the different electrolyte composition 

including PC. Additionally shown in Figure 4 are linear inter- and extrapolated points at the base concentrations used 

in this work, i.e., 0.1, 0.5, 1.0, 1.5, 2 and 3 M, which are necessary to follow the analysis scheme introduced in the 

Theory section (see Figure 1) and which will be explained below. The reader is reminded that in this work it was 

necessary to use enlarged concentration ranges for the measurement of concentration potentials due to high cell 

resistances and noise-prone measurements. An optimized setup for an accurate determination of concentration cell 

potentials might enable the use of differential concentrations around the base concentrations of interest (𝑐0 ± Δ𝑐, 

compare Figure 1) and will vitiate the need for inter- and extrapolation. 

 

Figure 4. Transport factor a (≡ TDF ⋅ (1 − 𝑡+)), for LiPF6 in a) EC:DMC (1:1 w:w), b) EC:EMC (3:7 

w:w) and c) EMC:FEC (19:1 w:w) and from -10 °C to 50 °C, calculated from concentration potentials 

shown in Figure 3 by means of the simplification discussed in the Theory section (see Eq. 3-6). Data 

points are shown at the mean concentration of the concentration cell setup (squares, color according to 

measurement temperature, compare legend in the figure) including linear inter- and extrapolation points 

to the base concentrations used in this work (0.1, 0.5, 1, 1.5, 2 and 3 M, compare dots in the figure with 

color according to measurement temperature). Additionally depicted are the transport factors a reported 



in the literature for LiPF6 in PC:EC:DMC (10:27:63 v:v:v, grey shaded area from blue line upper limit 

at -10 °C to red line lower limit at 50 °C in Figure 4a )8 and LiPF6 in EC:EMC (3:7 w:w) at 25 °C (solid 

black line in Figure 4b).17 Errors are calculated as explained in the section Error Calculation with the 

individual a values from repeat cells as 𝑥𝑖 and their uncertainty, based on the standard deviation of the 

concentration potential during the measurement time, as Δ𝑥𝑖, at least two cells were measured for each 

configuration. 

It is noted, that Figure 4 tempts to draw first conclusions on the absolute values of the transference. As, by definition, 

the mean molar activity coefficient, and thus also the thermodynamic factor, is 1 at infinite dilution the transference 

number could be estimated at the low concentration range. However, because the smallest concentration in Figure 4 is 

55 mM (mean of 10 and 100 mM) and the Debye Hückel behavior of the activity coefficient suggests a steep decrease 

from 1 to smaller values in the small concentration range,18 no reliable predictions can be obtained and the authors 

refrain from analyzing these measurements in order not to mislead the reader. 

Pulse Experiments 

To obtain the binary diffusion coefficient as well as the transport factor b (≡ TDF ⋅ (1 − 𝑡+)
2, compare Figure 1), which 

is necessary to deconvolute transference number and thermodynamic factor with the previously determined transport 

factor a, pulse experiments in symmetric lithium coin cells (see Experimental for measurement procedure and Figure 1 

for cell setup) were conducted. For each base concentration (0.1, 0.5, 1, 1.5, 2 and 3 M) of the electrolytes under study 

(LiPF6 in EC:DMC (1:1 w:w), LiPF6 in EC:EMC (3:7 w:w) and LiPF6 in EMC:FEC (19:1 w:w) ) two coin cells were 

built, for a detailed overview of the measurement procedure the reader is referred to Table 1 in the Experimental. 

In the following we first show the determination of the binary diffusion coefficient exemplarily, based on the long term 

potential relaxation after the galvanostatic pulses (for details on the method the reader is referred to Ref. 5). In this work 

the binary diffusion coefficient is obtained from the slope of the exponential potential relaxation after current interrupt 

at long times. Therefore we exemplarily show the logarithmic potential measured after application of the second 

(negative) current pulse in symmetric lithium cells containing 0.1 M LiPF6 in EC:DMC (1:1 w:w) at temperatures from 

-10 °C to 50 °C (see Experimental for precise temperatures) in Figure 5. Even in the long time limit the potential of the 

coin cells did not relax to zero mV exactly, but a finite offset UOffset, typically below 1 mV, remained and was subtracted 

from the measured potentials. In this work UOffset is taken as the mean of the last 100 points (= last 5 min) recorded 

during the relaxation period. The ranges for the linear trends, marked for each temperature in Figure 5 (see black, dashed 

lines), are selected as follows. Due to a finite noise level of the potential measurement (~0.3 mV) we defined the endpoint 

for the linear trendline as the time for which the measured potential dropped below 0.3 mV for the first time (with UOffset 

subtracted from the experimental data already). The start time for linear extrapolation was chosen as 15 % of the end 

time. Because different pulse currents were applied for different temperatures (see Table 1), in order to maximize the 

signal to noise ratio without driving too much lithium plating, the absolute starting potentials vary and the experimental 

data in Figure 5 is further shifted by y (chosen, so that the linear trendlines start at 1) to enable simple comparison. From 

the representative data shown in Figure 5 clear linear trends can be observed for all measurement temperatures over 

reasonably long periods of time (~10 to 60 min at 50 °C and -10 °C respectively). It is noted that a relaxation time of ~4 

h ( compare measurement procedure in Table 1) was necessary to allow for a full potential relaxation, especially for the 

concentrated, e.g., 2 and 3 M electrolyte solutions and at low temperatures.  



 

Figure 5. Exemplary data (0.1 M LiPF6 in EC:DMC, 1:1 w:w) for temperature dependent determination 

of binary diffusion coefficient from -10 °C to 50 °C, measured in symmetrical lithium coin cell using a 

plasma treated Nitto separator as a porous medium (see Experimental for details on the setup and Table 

1 for the measurement procedure). Potentials are offset corrected (mean of last 5 min, always below 1 

mV) and shifted so that linear trendlines start at 1. Time ranges for the linear trendlines (shown as black 

dashed lines) are selected automatically, for details the reader is referred to the main text. Colors 

represent measurement temperatures as described by the figure legend, the reader is referred to the 

Experimental for a details on the precise measurement conditions. 

When the cell potential U (subtracted by UOffset) approaches 0 mV, the logarithmic representation starts to show high 

scatter due to the finite measurement accuracy (see -10 °C curve in Figure 5) and we only show data around the time 

range selected for linear extrapolation. To check the validity of the selected time range we also determine the linear 

trendlines of the time ranges shifted by ±50 % of the start time, i.e., in total, three values for the slope 𝑚ln are obtained. 

From the slope value 𝑚ln, the separator thickness 𝑙Sep. and its tortuosity 𝜏Sep. (see Coin Cells in the Experimental) the 

binary diffusion coefficient 𝐷± can be obtained for the given electrolyte at the chosen salt concentration and temperature 

(see Eq. 1 and 2). Weighted mean diffusion coefficients and their error are calculated from the positive and negative 

pulse experiments of both repeat cells according to the Error Calculation section using the mean of the three 𝐷± values 

from the three time ranges as 𝑥𝑖 and their standard deviation as Δ𝑥𝑖. Finally obtained values for the diffusion coefficient 

and their temperature and concentration dependence for the electrolytes under study are summarized in Figure 8 and 

will be discussed in the Results section in the scope of all transport parameters. 

In addition to the determination of the binary diffusion coefficient from the potential relaxation after the galvanostatic 

pulses in symmetric lithium cells, the short time behaviour of the potential after current interrupt allows to determine 

the transport factor b (≡ TDF ⋅ (1 − 𝑡+)
2, compare Figure 1) by means of Eq. 8. For the evaluation of Eq. 8, known 

setup parameters (separator thickness 𝑙Sep. and porosity 𝜀Sep., temperature T, salt concentration c0 and active electrode 

area AEl.), selected measurement characteristics (current interrupt time TI and pulse current IP), the previously determined 

slope of the exponential potential relaxation mln and the, so far unknown, potential at current interrupt U(TI) are required. 

Exemplarily we show the determination of U(TI) for the potential relaxation recorded in a symmetrical lithium coin cell 

filled with 2 M LiPF6 in EC:EMC (3:7 w:w). Figure 6 shows the potential transients after the second (negative current) 

pulse recorded at temperatures from -10 °C to 50 °C, plotted versus the artificial time 𝜏∗ = 1 −
√𝑇I

√𝑡+√𝑡−𝑇𝐈
.6,19 To allow 



for a simple comparison the potential values are normalized by the finally obtained potential at current interrupt. In 

Figure 6 the typical s-shaped potential transients are observed for all temperatures (see Ref. 5 and 6), while the step 

appears later for smaller measurement temperatures. At -10 °C the step can be observed at 𝜏∗ = 0.75 (≈ 1 h after current 

interrupt) while for the 50 °C measurements the step is clearly visible at 𝜏∗ = 0.4 (≈ 4 min after current interrupt). It 

has to be noted that the observation of the s-shape is a necessary requirement for the applicability of the analysis method 

and thereby further fortifies our experimental results.5 Also visible in Figure 6 is the pronounced deviation from the 

theoretically expected linear behavior for small times (see inset in Fig. 4 of Ref. 5), which might be caused by SEI 

recreation effects and predominately occurs at small measurement temperatures (see blue curves in Figure 6). In contrast 

to the automated selection of the linear time range for the determination of the binary diffusion coefficient, the time 

range (in terms of 𝜏∗) for the linear extrapolation in Figure 6 was selected manually. The center of the linear range at 

the beginning of the s-shaped potential transient, excluding the deviations at small times, was selected by eye and linear 

extrapolations were done using a time range of ± 0.075 (in terms of 𝜏∗) around that value. Although selected on an 

experiment by experiment basis the selected center points generally lie close to 𝜏∗= 0.15 for measurements at 50 °C and 

around 𝜏∗ = 0.5 at -10 °C, i.e., a consistent trend for the appearance of the step was found for all electrolytes under 

study. In Figure 6 the 𝜏∗ ranges used for the linear extrapolation are shown as range bars above the potential transients 

(colors corresponding to measurement temperatures, see legend in figure for details). The extrapolation of the measured 

potentials in the selected 𝜏∗ ranges to the y-axis yields the potential at current interrupt U(TI) (unity in Figure 6 due to 

normalization of potentials). The uncertainty of the obtained U(TI) values is taken as the 95% confidence interval of the 

fit parameter U(TI), which is calculated using the confint function in Matlab.16  

 

Figure 6. Exemplary potential transients recorded in symmetric lithium coin cells with a plasma treated 

Nitto separator as a porous medium after application of a current of 300 µA (~ 130 µA/cm²) for 15 min, 

filled with 2 M LiPF6 in EC:EMC (3:7 w:w) in the temperature range from -10 °C to 50 °C (see figure 

legend for details), plotted versus the artificial time 𝜏∗ = 1 −
√𝑇I

√𝑡+√𝑡−𝑇𝐈
. S-shaped curvature, as required 

for application of the method,5 is clearly visible at all measurement temperatures, while for small times 

deviations occur from the reconstruction of the SEI (see blue, -10 °C curve). Time for the linear 

extrapolation to the y-axis are shown above the potential transients (color corresponding to 

measurement temperature) and are selected manually, judged by eye. Real times indicated at the top x-

axis correspond to the time after current interrupt, i.e., 0 min equals t = 15 min (since beginning of the 

pulse). 



Analysis of the pulse experiments and extraction of the potentials at current interrupt times, as exemplarily shown for 

the electrolyte 2 M LiPF6 in EC:EMC (3:7 w:w) in Figure 6, allows to calculate the corresponding transport factors b 

(≡ TDF ⋅ (1 − 𝑡+)
2) for each electrolyte, concentration and temperature (see Eq. 8). In analogy to the previously 

discussed analysis of the concentration overpotentials, and the resulting values for the transport factor a (≡ TDF ⋅

(1 − 𝑡+)) in Figure 4, we summarize b for LiPF6 in EC:DMC (1:1 w:w), EC:EMC (3:7 w:w) and EMC:FEC (19:1 w:w) 

in Figure 7 a), b) and c) respectively. As before, values are calculated according to the section Error Calculation with 

the individual values for b (from positive and negative currents and both repeat cells) taken as 𝑥𝑖 and their error, based 

on the confidence interval of U(TI), as Δ𝑥𝑖 (note that we omit the error in mln here). Figure 7 closely resembles the 

qualitative behaviour observed for the transport factor a in Figure 4, increasing values for higher concentrations and 

lower temperatures. E.g., b ranges from 0.1 (50 °C) to 0.3 (-10 °C) for 0.1 M LiPF6 in EC:EMC (3:7 w:w) and increases 

to ~4 (50 °C) to 14 (-10 °C) for the same electrolyte, compare Figure 7b. For all electrolytes investigated in this study 

steadily increasing values are found from 50 °C to 0 °C. Measurements conducted at -10 °C generally show an increased 

offset compared to the other temperatures, most pronounced at highest concentrations, which is accompanied by an 

increases error bar in Figure 7a and b. It is important to note, that only for the EC free electrolyte (see Figure 7c) and at 

3 M LiPF6 this spread is not observed. 

 

Figure 7. Transport factor b (≡ TDF ⋅ (1 − 𝑡+)
2), for 0.1 to 3 M LiPF6 in a) EC:DMC (1:1 w:w), b) 

EC:EMC (3:7 w:w) and c) EMC:FEC (19:1 w:w) and from -10 °C to 50 °C, calculated with the 

previously determined slope of the exponential potential relaxation for long times (exemplarily shown 

in Figure 5) and the potential at current interrupt (exemplarily shown in Figure 6) by means of Eq.8. 

Data points (circles, color according to measurement temperature, compare legend in the figure) as well 

as linear interpolations to the mean concentrations from the concentration cell (0.3, 0.75, 1.25, 1.75 and 

2.5 M, compare dots in the figure with color according to measurement temperature) are shown. Errors 

are calculated as explained in the section Error Calculation with the individual b values 𝑥𝑖 and their 

error based on the confidence interval of U(TI), as Δ𝑥𝑖 , at least two cells were measured for each 

configuration and positive and negative current pulses are analyzed. 

Error Calculation20 

In this work error bars are given to indicate the accuracy of the n repeat measurements. Specifically we calculate the 

weighted mean �̅� by 

 
�̅� =

∑ 𝑤𝑖 ⋅ 𝑥𝑖
𝑛
𝑖=1

∑ 𝑤𝑖
𝑛
𝑖=1

 10 

with the weighing factor 𝑤𝑖 being defined as 

 
𝑤𝑖 =

1

Δ𝑥𝑖
2. 11 



Here 𝑥𝑖 is the measured value and Δ𝑥𝑖 its uncertainty. Furthermore we determine the standard deviation of the weighted 

mean Δ�̅�. 

 

Δ�̅� =
1

√𝑛
√

1

𝑛 − 1
∑(𝑥𝑖 − �̅�)

2

𝑛

𝑖=1⏟            
std.  dev.
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Results 

In the following we will discuss the obtained concentration and temperature dependent transport and thermodynamic 

parameters of ionic transport in binary electrolytes obtained for the three electrolyte solutions under study. Ionic 

conductivities and binary diffusion coefficients are determined as outlined in the section Data Analysis. Transference 

numbers and thermodynamic factors are calculated for each concentration and temperature with the transport factors a 

and b (see Figure 4 and Figure 7) using the equations given in the scheme in Figure 1, i.e., 

 
𝑡+ = 1 −

𝑏

𝑎
 13 

and 

 
TDF =

𝑎2

𝑏
. 14 

Due to the necessity to measure the factor a for larger concentration differences to be able to detect temperature effects 

(see Figure 3) and the consequently different mean concentrations (0.055, 0.3, 0.75, 1.25, 1.75 and 2.5 M) compared to 

the base salt concentrations used in this work (0.1, 0.5, 1, 1.5, 2 and 3 M), Eq. 13 and 14 are always obtained from one 

measured (squares in Figure 4 and circles in Figure 7) and an interpolated (dots in Figure 4 and Figure 7) value of a and 

b or vice versa. For example the thermodynamic factor of 1 M LiPF6 in EC:DMC (1:1 w:w) at 10 °C is obtained from 

the linearly interpolated transport factor a = 1.59 (from a values at 0.75 M, 1.18 and 1.25 M, 2.01) and the measured 

transport factor b (1.28 at 1 M) by means of Eq. 14 to 1.98. Analogously the transference number for, e.g., 2.5 M LiPF6 

in EMC:FEC (19:1 w:w) at 40 °C is calculated with Eq. 13 using the measured transport factor a (3.74 at 2.5 M) and 

the linearly interpolated transport factor b = 3.51 (from b values at 2 M, 2.78 and 3 M, 4.25) to be 0.06. Gaussian error 

propagation of Eq. 13 and 14 is used for the calculation of the errors of transference number and thermodynamic factor 

using the individual errors of a and b as obtained from the data analysis.  

In addition to reporting our measurement results we aim at providing reliable concentration and temperature dependent 

descriptions of the thermodynamic and transport parameters. Yet, because the temperature and concentration 

dependence of especially the thermodynamic factor and the transference number lack a solid theoretical foundation, 

empirical functions (here polynomials) are used to approximate the real temperature and concentration dependence. It 

is emphasized that obtained functional descriptions serve as an approximation only and that better correlation with 

experimental data might be obtained for different types of base functions. 

To give an overview we first analyse all parameters using functions to describe the temperature and concentration 

dependence simultaneously. As this multi temperature approach shows, that the complex temperature and concentration 



dependence of the transference number and the thermodynamic factor make it challenging to obtain a comprehensive 

mathematical description, we subsequently analyse these two parameters on a per temperature basis.  

Regression Analysis 

Before introducing the results it is of absolute necessity to describe in detail how measured parameters are fitted to the 

functions given below. Without precise specification of the weighing factors and minimization algorithms used in this 

work somewhat different fit parameters may be obtained. Due to the complexity of data treatment and the large number 

of individual measurements (> 900) a thorough data management is required. In this work we use Matlab (Mathworks, 

V. R2017a) to manage experimental data and its built-in fitting algorithms for the regression analysis.  

Specifically we use the NonLinearLeastSquares method of the fit function with the Trust-Region-Reflective algorithm.16 

Data points are weighed by 1/Δ�̅� to get a significant fit. For the observant reader we note that the weighing for the 

weighted mean Eq. 11 was based on 1/Δ𝑥𝑖
2  because there Δ𝑥𝑖  describe systematic errors (e.g., noise during 

measurement time in case of concentration cell potentials) while for the fitting the statistical errors Δ�̅� from repeat 

measurements (the not-squared version) is used.20 Obtained fit parameters are tabulated below (see Table 2 and Table 

3) with their percental confidence intervals based on a 90 % standard deviation (in brackets) as well as the R² values for 

the individual fits. 

Concentration and Temperature Dependent Analysis 

Temperature and concentration dependencies of the ionic conductivity (a – c), the binary diffusion coefficient (d – f), 

the thermodynamic factor (g – i) and the transference number (j – l) for the three electrolytes under study (see figure 

legends) are summarized in Figure 8. In addition to experimental results and fit curves to be discussed below, Figure 8 

also shows parameters reported in the literature. Although not exactly representing the EC:DMC (1:1 w:w) electrolyte 

used in this work we include (see Figure 8a, d, g, j) the evaluated fit functions for the transport and thermodynamic 

parameters at -10°C and 50 °C reported by Valøen and Reimers8 (PC:EC:DMC 10:27:63 v:v:v) to our measurements as 

a reference due to its wide application in battery models. Nyman et al. reported trends for the EC:EMC (3:7 w:w) 

electrolyte also used in this work, and we show their 25 °C temperature curves as a reference in Figure 8 (b, e, h, k) as 

well. 

The ionic conductivities determined from the conductivity cells increase with increasing temperature for all electrolytes 

and show a pronounced conductivity maximum. Highest conductivities are obtained between ~0.75 M (at -10 °C) and 

~1 M (at 50 °C) in EC:DMC and EC:EMC, while the peak conductivities for the EC free electrolyte are shifted to higher 

concentrations (~1.25 M at -10 °C to ~1.6 M at 50 °C). Most ionic conductivities lie in the range of ~0.5 mS/cm (3 M 

LiPF6 at -10 °C) to ~ 17 mS/cm (1 M LiPF6 in EC:DMC (1:1 w:w) at 50 °C). Generally higher conductivities are 

obtained for the EC:DMC based electrolyte (Figure 8a) while lowest conductivities are obtained with the EC free 

electrolyte (Figure 8c). For 0.1 M LiPF6 in EMC:FEC (19:1 w:w) the conductivities at all temperatures lie in the range 

from 0.05 mS/cm (-10 °C) to 0.1 mS/cm (50 °C) and thereby way below the conductivities found for the EC containing 

electrolytes at the same concentration (~2 – 5 mS/cm, compare Figure 8a and b) which may be due to a high degree of 

ion association. Also shown in Figure 8a-c are the fits of experimental data to21  

 𝜅(𝑐, 𝑇) = 𝑝1(1 + (𝑇 − 𝑝2 )) ⋅ 𝑐 ⋅
(1 + 𝑝3 ⋅ √𝑐+ 𝑝4 ⋅ (1 + 𝑝5 ⋅ exp (

1000
𝑇
)) ⋅ 𝑐)

1 + 𝑐4 ⋅ (𝑝6 ⋅ exp (
1000
𝑇
))

⋅
mS

cm
 15 



with the free fitting parameters pi. Here, as well as subsequently, the concentration c is used in units of molar 

concentrations (M/L) and the temperature in units of Kelvin (K). While Eq. 15 is empirically chosen it was selected to 

fulfil two theoretical limits, for infinite concentrations it approaches 0 (no negative values allowed) 

 lim
𝑐→∞

𝜅(𝑐, 𝑇) = 0 16 

and the Kohlrausch square root law can be obtained in the small concentration limit22 

 
lim
𝑐→0

𝜅(𝑐, 𝑇) = 𝑝𝑎 ⋅ 𝑐 + 𝑝𝑏 ⋅ 𝑐
3
2. 

17 

Very good agreement of the fits can be found for all three solvents (see R² values > 0.995 for all solvents in Table 2) 

and obtained fitting parameters are given in Table 2 including their percental confidence intervals based on a 90% 

standard deviation. Conductivities reported for EC:DMC (1:1 w:w) generally agree well with the similar electrolyte 

composition reported by Valøen and Reimers (PC:EC:DMC 10:27:63 v:v:v), as shown for reference in Figure 8a (grey 

highlighted region with the same upper and lower temperature limits as in this study (-10 °C to 50 °C).8 In addition we 

show the conductivities measured by Nyman et al. for the same electrolyte composition used in this study (EC:EMC 

(3:7 w:w)) at 25 °C as a black solid line in Figure 8b.17 The reported conductivities by Nyman et al. lie well between 

our 20 °C and 30 °C measurements, with slightly higher values (our measurement: 7.6 mS/cm at 30 °C, Nyman et al. 

7.9 mS/cm at 25 °C) reported in the literature for 0.5 M LiPF6 in EC:EMC (3:7 w:w, compare Figure 8b). Although not 

shown explicitly in Figure 8a our measurement for 1 M LiPF6 in EC:DMC (1:1 w:w) also agrees well with the value 

reported by Farkhondeh et al. (11.9 mS/cm at 25 °C, this study 10.8 mS/cm at 20 °C and 12.9 mS/cm at 30 °C).12 To 

further validate our measurements we compared the temperature dependence of the 1 M electrolyte conductivities for 

EC:DMC (1:1 w:w) and EC:EMC (3:7 w:w) with the specification sheet from BASF for their electrolytes of the same 

composition (tradenames LP30 and LP57) and obtain very good agreement (see Supporting Information Figure 2).  

Figure 8d – f depict the concentration and temperature dependent binary diffusion coefficients we obtain from the 

analysis of the long term potential relaxation after galvanostatic pulses for the three electrolyte solutions (see Figure 5 

in the section Data Analysis and Ref. 5). The diffusion coefficients in Figure 8 are empirically fitted with 

 
𝐷±(𝑐, 𝑇) = 𝑝1 ⋅ exp(𝑝2 ⋅ 𝑐) ⋅ exp (

𝑝3
𝑇
) ⋅ exp (

𝑝4
𝑇

 ⋅ 𝑐) ⋅ 10−6
cm2

s
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with four free fitting parameters p1 to p4. Eq. 18 was selected to be in accord with an Arrhenius type temperature 

dependence (i.e., 𝐷± ∝ 𝑝𝑎 ⋅ exp (
𝑝𝑏

𝑇
)). In contrast to the clearly different ionic conductivities the diffusion coefficients 

of all three electrolytes are found to be almost identical. At 0.1 M LiPF6 concentrations the diffusion coefficients lie 

between ≈ 2.3 − 7.4 ⋅ 10−6 cm2/s  (EC:DMC (1:1 w:w) and EC:EMC (3:7 w:w)) and ≈ 2.7 − 8.0 ⋅ 10−6 cm2/s 

(EMC:FEC (19:1 w:w)) for temperatures of -10 °C and 50 °C respectively. For increasing salt concentrations the 

diffusion coefficients decrease, e.g., for the same temperature range at 3 M LiPF6 to ≈ 0.2 − 2.4 ⋅ 10−6 cm2/s 

(EC:DMC (1:1 w:w), ≈ 0.2 − 1.6 ⋅ 10−6 cm2/s (EC:EMC (3:7 w:w)) and ≈ 0.2 − 2.0 ⋅ 10−6 cm2/s (EMC:FEC (19:1 

w:w), compare Figure 8d – f). The observed decrease of the binary diffusion coefficient with increasing concentration 

is expected due to the increasing electrolyte viscosity.22 In all cases temperature and concentration dependent fit 

functions represent experimental data well, while higher scatter is observed compared to the previously discussed ionic 

conductivity measurements. Both symmetric lithium coin cells filled 1.5 M LiPF6 in EMC:FEC (19:1 w:w) yield 

somewhat higher diffusion coefficients than expected from the neighboring 1 M and 2 M electrolytes (see Figure 8f). 

The scatter and the simultaneously small error bars, based on the statistical variation of repeat measurements (here 2 



cells with 2 pulses each) indicate that a systematic error due to, e.g., cell building effects or separator inhomogenities 

are not accounted for with the current error analysis and data quality might profit from a higher number of repeat cells. 

Still a reasonably well correlation of the experimental data with Eq. 18 can be obtained in all cases, yielding R² values 

of 0.97 and above (see Table 2 for R² values and fit parameters pi). Reported diffusion coefficients in the literature8,17 

generally show similar values (≈ 0.05 − 6.0 ⋅ 10−6 cm2/s for 1 M LiPF6 in PC:EC:DMC (10:27:63 v:v:v) at -10 °C to 

50 °C,8 (see grey highlighted area in Figure 8d) and 4.5 − 2.0 ⋅ 10−6 cm2/s for 0.2 to 2 M LiPF6 in EC:EMC (3:7 w:w) 

at 25 °C,17 compare black crosses in Figure 8e) and the same trends, i.e., decreasing 𝐷± for increasing concentration and 

decreasing temperature. Yet stronger concentration dependencies are obtained when analyzing the functional 

descriptions reported in the literature, compared to the measurements in this study (see grey highlighted region in Figure 

8d). In the calculation by Valøen and Reimers the diffusion coefficient is obtained based on their previously determined 

transference number and thermodynamic factor (see Eq. 13 in Ref. 8). Because the authors assume a concentration and 

temperature independent transference number their diffusion coefficient will automatically incorporate these 

dependencies if the assumption on the transference number was imprecise. Because the diffusion coefficients 

determined in this study are obtained individually on a per concentration and per temperature basis (see scheme in Figure 

1) without the necessity for any other transport properties we are confident that the increased diffusion and concentration 

dependence reported in the literature is due to the oversimplified transference number. Indeed Eq. 13 in Ref. 8 would 

predict smaller diffusion coefficients at elevated temperatures if the transference number is > 0.38 and higher diffusion 

coefficients at low temperatures if the transference number is < 0.38 which nicely correlates with our transference 

numbers, which will be discussed in detail below. For the 1 M LiPF6 in EC:DMC (1:1 w:w) electrolyte Farkhondeh et 

al. report a binary diffusion coefficient of 2.7 × 10−6 cm2/s at 25 °C, which is fairly close to our measurement (2.0 ×

10−6 cm2/s at 20 °C).12 Diffusion coefficients reported by Nyman et al. (called apparent diffusion coefficients in the 

original publication, compare Figure 8e) at 25 °C lie between our values obtained at 30 °C to 40 °C (see solid black 

crosses in Figure 8e). Most likely the reason for this offset is caused by errors in the used cell geometry parameters, e.g., 

the uncertainty in the porous medium tortuosity or electrode distance. 

Because the previously introduced direct measurement of the thermodynamic factor from cyclic voltammograms of the 

ferrocene/ferrocenium redox couple is not strictly valid, thermodynamic factors and transference numbers are calculated 

from the factors a and b (see Theory section as well as the scheme in Figure 1).7,14 I.e., in contrast to the analysis of the 

ionic conductivity and the binary diffusion coefficient single parameters cannot be obtained from a single measurement 

anymore, yielding an intrinsically higher uncertainty. Yet it is emphasized that compared to the determination methods 

reported in the literature no assumptions on either transference number or thermodynamic factor has to be made (seed 

to assumed constant transference number in Ref. 8) and obtained values for both parameters are explicit. In Figure 8g – 

l data points based on the measured factor a from concentration cell experiments are plotted as squares, data points 

based on the measured factor b from the pulse experiments are plotted as circles (i.e., analogously to Figure 4 and Figure 

7). The thermodynamic factors we obtain from the analysis of the temperature and concentration dependent 

concentration potentials and the analysis of the short term behaviour after galvanostatic pulses in a symmetric lithium 

coin cell are depicted in Figure 8g – i. We deliberately start discussing the TDF rather than the transference number as 

it may be compared (at least partly) with theoretical considerations. By definition, the mean molar activity coefficient 

starts at 1, so that also the TDF (≡ 1 +
d ln𝑓±

d ln 𝑐
), theoretically should start at 1 at infinite dilution and initially decreases 

according to the Debye-Hückel theory,23 thereby serving as a quality measure for experimentally obtained data. It is 

emphasized that the calculation of the TDF according to Eq. 14 is unbiased in terms of a fixed reference value and 



obtained values close to 1 (0.5 to 1.5 for EC:DMC (1:1 w:w) and EMC:FEC (19:1 w:w), corresponding to the -10 °C 

and 50 °C boundaries respectively) in the small concentration limit as well as the decrease of the TDF at small 

concentrations as visible for EMC:FEC (19:1 w:w, ~0.3 – 0.5 at -10 °C from 0.35 to 0.75 M, compare Figure 8l) validate 

our results theoretically. TDFs for LiPF6 in EC:EMC (3:7 w:w) lie well above the theoretical low concentration limit 

(~1 – 2.2 at 0.1 M, compare Figure 8h) and indicate erroneous measurements which we believe is due to unstable 

passivation of the metallic lithium electrodes. The reader is reminded that these data points are based on measured 

transport factors b from symmetric lithium coin cells nominally containing 0.1 M LiPF6. Side reactions at low salt 

concentrations, due to, e.g., unstable SEI formation, may alter the electrolyte composition and invalidate the application 

of concentration dependent analytical solutions such as Eq. 8 (see also discussion in section “Transference number via 

polarization cell and concentration cell experiments” in Ref. 6). The hypothesis of ongoing side reactions in these cells 

is further supported by analysis of the apparent separator tortuosity based on the impedance recorded of the symmetric 

cells prior to the pulse application. If the electrolyte was stable versus the metallic lithium electrodes the separator 

tortuosity, as a purely geometrical parameter, should be temperature and concentration invariant, a change in the 

obtained tortuosity indicating a change in electrolyte composition. The analysis of the high frequency resistances in the 

Nyquist plots recorded for all three electrolytes in the temperature range from 10 °C to 50 °C in symmetric coin cells 

filled with the 0.1 M electrolytes yield tortuosities of 4.7 for EC:DMC (1:1 w:w), 4.5 for EMC:FEC (19:1 w:w) but 2.6 

for EC:EMC (3:7 w:w). I.e., for the first two cases the tortuosity in the symmetric lithium cell is equivalent to the 

separately obtained tortuosity value (4.8 ± 0.4, compare section Coin Cells in the Experimental), yet much smaller 

values are found for the EC:EMC based electrolyte at 0.1 M LiPF6 which clearly shows the electrolyte’s instability 

towards metallic lithium due to a constant change in electrolyte conductivity (and thus necessarily composition). In 

conclusion we refrain from including data points for 0.1 M LiPF6 in EC:EMC (3:7 w:w) to our analysis of the 

thermodynamic factor and subsequently the transference number and only show the measurements for the interested 

reader as they serve as a convenient quality check for the experiments at low concentrations. Additionally -10 °C coin 

cell experiments of the EC:DMC based electrolytes below 1 M were inconclusive and are discarded in the following 

analysis of TDF and t+. The largest errors of the TDF are observed for ~1.5 to 2 M LiPF6 in EMC:FEC (19:1 w:w, 

compare Figure 8i) and coincide with the increased errors in the diffusion coefficients (see Figure 8f), which suggests 

an experimental artefact in the corresponding coin cells. Up to 2 M salt concentrations higher or similar TDFs are 

obtained for 50 °C and -10 °C with all solvents (see Figure 8g - i). At salt concentrations above 2 M the temperature 

dependence inverts, which is partially visible with EC:DMC (1:1 w:w) in Figure 8g and EC:EMC (3:7 w:w) in Figure 

8h (0 °C at ~7.5, 50 °C at ~6) and which can clearly be observed for EMC:FEC (19:1 w:w) in Figure 8i. Latter inversion 

might be related to the amount of strongly solvating EC (or FEC) molecules which decreases from 50 wt.% (EC:DMC) 

to 30 wt.% (EC:EMC) and 5 wt.% (EMC:FEC). Especially at high salt concentrations the number of free, i.e., unsolvated, 

EC (or FEC) molecules will decrease and might drastically change the ion activity, yet a profound physical interpretation 

of this inversion is clearly beyond the scope of this work. Instead we focus on the discussion of the obtained fits and 

comparable literature reports. As briefly mentioned before no theoretical foundation for the temperature and 

concentration dependence of transference number and thermodynamic factor in non-aqueous electrolytes is known and 

we use polynomial functions to approximate our measurements. Specifically we use polynomials of the form  

 TDF(𝑐, 𝑇) = 𝑝1 + 𝑝2 ⋅ 𝑐 + 𝑝3 ⋅ 𝑇 + 𝑝4 ⋅ 𝑐
2 + 𝑝5 ⋅ 𝑐 ⋅ 𝑇 + 𝑝6 ⋅ 𝑇

2 + 𝑝7 ⋅ 𝑐
3 + 𝑝8 ⋅ 𝑐

2 ⋅ 𝑇 + 𝑝9 ⋅ 𝑐 ⋅ 𝑇
2 19 

for approximation of the thermodynamic factor as well as the transference number 



 𝑡+(𝑐, 𝑇) = 𝑝1 + 𝑝2 ⋅ 𝑐 + 𝑝3 ⋅ 𝑇 + 𝑝4 ⋅ 𝑐
2 + 𝑝5 ⋅ 𝑐 ⋅ 𝑇 + 𝑝6 ⋅ 𝑇

2 + 𝑝7 ⋅ 𝑐
3 + 𝑝8 ⋅ 𝑐

2 ⋅ 𝑇 + 𝑝9 ⋅ 𝑐 ⋅ 𝑇
2 20 

with nine free fitting parameters pi (see fit results in Table 2). As before the temperature is used in units of Kelvin and 

the concentration in units of M/L. In Eq. 19 and Eq. 20 the concentration dependence is described by a 3rd order 

polynomial, the temperature dependence by a 2nd order polynomial. Higher order polynomials were found to not improve 

the fit qualitatively. Reasonable agreement with experimentally obtained TDFs is found for EC:DMC (1:1 w:w, Figure 

8g) and EMC:FEC (19:1 w:w, Figure 8i) as also indicated by the R² values of 0.99 in Table 2. Unfortunately the 

EC:EMC based electrolyte (see Figure 8h) shows highest experimental scatter and permits a high quality correlation 

with concentration and temperature simultaneously (R² value of 0.89 in Table 2). The reader is reminded that the 

temperature and concentration dependent functional descriptions as well as their fit parameters (as given in Table 2) 

only serve as an approximation and are provided for a simple, but not inconsiderate, use in temperature dependent 

battery models. For single temperatures the subsequently shown individually fitted concentration trends should be 

considered. Larger experimental uncertainties make it difficult to compare our results with the literature unambiguously. 

Within experimental variation, the TDFs for 0.35 M to 2 M LiPF6 in EC:EMC (3:7 w:w) agree reasonably with the 

literature (see black line corresponding to 25 °C in Figure 8h).17 The thermodynamic factor reported by Farkhondeh et 

al. for 1 M LiPF6 in EC:DMC (1:1 w:w) of 2.3 at 25 °C is in good agreement with our results (2.2 at 20 °C and 2.6 at 

30 °C).12 Comparison of the TDFs of LiPF6 in EC:DMC (1:1 w:w) with the widely applied, trends by Valøen and 

Reimers8 for a similar electrolyte (see grey region in Figure 8g) yields two general differences. First, the TDFs start at 

1 for all temperatures, which however was implicitly assumed in the analysis by the authors. Secondly, and more 

importantly, the temperature dependence is inversed compared to the measurements in this study (see blue upper 

boundary of grey highlighted region in Figure 8g corresponding to -10 °C and red lower boundary corresponding to 50 

°C). Higher TDFs at higher temperatures, as found in this study, are also reported for LiPF6 in EC:DEC (1:1 w:w).9 

Similar to our previous argumentation for the diffusion coefficient we are confident that the different temperature 

dependence of the TDF reported by Valøen and Reimers8 directly follows from their concentration and temperature 

invariant transference number (TDF is calculated from 𝑣(𝑐, 𝑇) = (1 − 𝑡+) ⋅ TDF with 𝑡+ = const., compare Eq. 3 in 

Ref. 8).  

At last we discuss the concentration and temperature dependence of the transference numbers as shown in Figure 8j – l 

for the electrolytes under study. As before the transference numbers for 0.1 M LiPF6 in EC:EMC (3:7 w:w) are only 

shown for the sake of completeness but are omitted in the analysis due to the above discussed electrolyte instability with 

metallic lithium. The found transference numbers decrease with decreasing temperature and increasing concentration. 

The transference number varies between 0.38 (0 °C) and 0.59 (50 °C) for 0.1 M LiPF6 in EC:DMC (1:1 w:w), -0.25 (0 

°C) and 0.51 (50 °C) for 0.35 M LiPF6 in EC:EMC (3:7 w:w) and 0.29 (0 °C) and 0.59 (50 °C) for 0.1 M LiPF6 in 

EMC:FEC (19:1 w:w). For typically used 1 M LiPF6 concentrations we find transference numbers of 0.27 (fit suggests 

0.28, compare Table 2 and Figure 8j) for EC:DMC (1:1 w:w), 0.16 (fit suggests 0.22, compare Table 2 and Figure 8k) 

for EC:EMC (3:7 w:w) and -0.34 (outlier with large error, fit suggests 0.11, compare Table 2 and Figure 8l) for 

EMC:FEC (19:1 w:w) at 20 °C. Our low temperature measurements, especially at -10 °C show a prominent error at all 

concentrations as well as negative values (see blue circles and squares in Figure 8j – l). Negative transference numbers 

were previously motivated in the literature with ion triplet formation.24 Yet, as will be visible more clearly in the single 

temperature fits in Figure 9 our measurements from 0 °C to 50 °C mostly lie (within the error) inside the theoretically 

defined range for transference numbers (0 to 1). We rather assume that the statistical errors of the -10 °C measurements 

underestimate the experimental uncertainty. Qualitatively this is in accord with the analysis of the temperature and 



concentration dependent transport factors a and b at -10 °C which shows an offset to the other temperatures (see Figure 

4 and Figure 7). At 3 M salt concentrations the transference numbers are close to 0 for the EC:EMC (0.09 to 0.20, outlier 

at -10 °C at ~-1, compare Figure 8k) and the EMC:FEC electrolyte (-0.02 to 0.11, compare Figure 8l). When EC:DMC 

is used as a solvent the transference number remains surprisingly steady and values of 0.13 and 0.32 are measured for 3 

M LiPF6 at 30 °C and 50 °C respectively. Within experimental error the transference number reported by Nyman et al. 

at 25 °C agrees with our measurements (black line lies between our 20 °C and 30 °C values in Figure 8k).17 The 

transference numbers found for 1 M LiPF6 in EC:DMC (1:1 w:w, compare Figure 8j) at 20 °C (0.27) and 30 °C (0.41) 

are slightly below the reported value for the same electrolyte at 25 °C (0.42).12 Due to the assumption of a concentration 

and temperature invariant transference number the value of Valøen and Reimers disagrees with our results, which is 

unlikely to be solely caused by the different solvent composition.8 In their publication the authors argue that their fit of 

the transport factor a is independent of temperature at low concentrations and conclude that the transference number 

must be temperature invariant in this case, because the thermodynamic factor is defined as 1 for c → 0. This conclusion 

however can hardly be verified as experimental data are only shown for one temperature (20 °C compare Figure 5 in 

the original publication) and smallest concentrations pairs are 77 µM to 0.4 M. The large concentration difference in the 

small concentration region permits to resolve the Debye-Hückel behavior (0 M to ~ 0.3 M), which theoretically predicts 

a strong change of the TDF with temperature at low concentrations due to the temperature dependence of the relative 

permittivity of the solvent.23 To show the temperature invariance of the transport factor a, much smaller concentration 

differences in the small concentration range (< 0.1 M) and more measurements would be required to support the 

assumption made by the authors. We also note that a nearly temperature invariant transport factor a does not permit a 

temperature dependence of the transference number, e.g., for similar temperature dependencies of TDF and t+ their 

effects might (at least partially) cancel out (remember 𝑎 ≡ TDF ⋅ (1 − 𝑡+)).   



 

 

 

Figure 8. Ionic conductivity (a – c), binary diffusion coefficient (d – f), thermodynamic factor (g – i) and transference number (j – 

l) of 0.1 M to 3 M LiPF6 in EC:DMC (1:1 w:w, a,d,g,j), EC:EMC (3:7 w:w, b, e, h, k) and EMC:FEC (19:1 w:w, c, f, i, l) in the 

temperature range from -10 °C to 50 °C (see legends for temperature scale). Parameters are determined using the analysis described 

in the scheme in Figure 1 and the section Data Analysis and are approximated (solid lines) with the functional descriptions given in 

Eq. 15 (𝜅), Eq. 18 (𝐷±), Eq. 19 (TDF) and Eq. 20 (𝑡+) with the fit parameters pi and the goodness of fit values given in Table 2. 

Literature data from Valøen and Reimers are shown as grey highlighted area with -10 °C (blue) and 50 °C (red) boundaries as a 

reference within the EC:DMC panels although not comprising the same electrolyte composition (LiPF6 in PC:EC:DMC (10:27:63 

v:v:v)),8 and temperature invariant parameters from Nyman et al. (LiPF6 in EC:EMC (3:7 w:w), at 25 °C) are plotted as solid line in 

the EC:EMC panels.17 Due to the complex behavior the concentration dependence of thermodynamic factor and transference number 

are analyzed on a per temperature basis in Figure 9 and Figure 10. Error bars for the ionic conductivity correspond to 3 % to account 

for the error of the cell constant, cell filling and fitting. Error bars for the binary diffusion coefficient depict the standard deviation 

of the weighted mean as described in the section Data Analysis and the section Error Calculation. Error bars for the thermodynamic 

factor and the transference number are calculated using Gaussian error propagation of Eq. 13 and Eq. 14 with the individual errors 

of a and b as described in the section Data Analysis. 



Table 2. Parameters pi of functional approximations of ionic conductivity (Eq. 15), binary diffusion 

coefficient (Eq. 18), thermodynamic factor (Eq. 19) and transference number (Eq. 20) for 0.1 M to 3 M 

LiPF6 in EC:DMC (1:1 w:w), EC:EMC (3:7 w:w) and EMC:FEC (19:1 w:w) in temperature range from 

-10 °C to 50 °C, their percental confidence intervals based on a 90 % standard deviation and the 

goodness of fit values R² for the individual fits, represented in Figure 8. 

Parameter  EC:DMC (1:1 w:w) EC:EMC (3:7 w:w) EMC:FEC (19:1 w:w) 

𝜅(𝑐, 𝑇) 

Eq. 15 

p1 
p2 
p3 
p4 
p5 
p6 
R² 

7.98E-01 
2.28E+02 
-1.22E+00 
5.09E-01 
-4.00E-03 
3.79E-03 

0.999 

(   5 %) 
(   1 %) 
(   4 %) 
(  10 %) 
(  13 %) 
(  28 %) 

5.21E-01 
2.28E+02 
-1.06E+00 
3.53E-01 
-3.59E-03 
1.48E-03 

0.997 

(   5 %) 
(   1 %) 
(   2 %) 
(   8 %) 
(  19 %) 
(  42 %) 

2.51E-02 
1.75E+02 
1.23E+00 
2.05E-01 
-8.81E-02 
2.83E-03 

0.995 

(  54 %) 
(  22 %) 
( 117 %) 
( 329 %) 
( 323 %) 
(  32 %) 

𝐷±(𝑐, 𝑇) 

Eq. 18 

p1 
p2 
p3 
p4 
R² 

1.23E+03 
1.24E+00 
-1.63E+03 
-5.33E+02 

0.990 

(  69 %) 
(  38 %) 
(  13 %) 
(  27 %) 

8.36E+02 
9.35E-01 
-1.50E+03 
-4.63E+02 

0.980 

(  81 %) 
(  80 %) 
(  16 %) 
(  49 %) 

4.92E+02 
1.29E+00 
-1.33E+03 
-5.68E+02 

0.969 

( 114 %) 
(  59 %) 
(  26 %) 
(  41 %) 

TDF(𝑐, 𝑇) 

Eq. 19 

p1 
p2 
p3 
p4 
p5 
p6 
p7 
p8 
p9 
R² 

-2.78E+00 
1.47E+01 
1.93E-02 
2.18E+00 
-1.19E-01 
-1.95E-05 
9.98E-02 
-6.81E-03 
2.40E-04 

0.990 

( 460 %) 
(  86 %) 
( 453 %) 
(  50 %) 
(  74 %) 
( 764 %) 
(  78 %) 
(  57 %) 
(  64 %) 

8.50E+00 
-3.19E+01 
-6.91E-02 
2.11E-01 
2.22E-01 
1.40E-04 
2.35E-01 
-3.09E-03 
-3.63E-04 

0.890 

( 344 %) 
( 112 %) 
( 291 %) 
(1161 %) 
( 111 %) 
( 247 %) 
(  81 %) 
( 284 %) 
( 119 %) 

2.24E+00 
-7.22E+00 
-1.13E-02 
5.16E+00 
1.70E-02 
1.95E-05 
-7.29E-02 
-1.44E-02 
2.10E-05 

0.990 

( 596 %) 
( 190 %) 
( 809 %) 
(  18 %) 
( 553 %) 
( 801 %) 
( 146 %) 
(  20 %) 
( 766 %) 

𝑡+(𝑐, 𝑇) 

Eq. 20 

p1 
p2 
p3 
p4 
p5 
p6 
p7 
p8 
p9 
R² 

-4.63E+00 
2.12E+00 
3.07E-02 
5.94E-01 
-2.21E-02 
-4.50E-05 
3.93E-03 
-1.92E-03 
4.76E-05 

0.964 

(  68 %) 
(  99 %) 
(  69 %) 
(  27 %) 
(  64 %) 
(  80 %) 
( 295 %) 
(  27 %) 
(  51 %) 

-1.27E+01 
-2.05E+00 
8.46E-02 
1.56E+00 
-1.95E-03 
-1.33E-04 
-5.85E-02 
-3.97E-03 
2.08E-05 

0.848 

(  70 %) 
( 354 %) 
(  71 %) 
(  36 %) 
(2481 %) 
(  76 %) 
(  61 %) 
(  43 %) 
( 391 %) 

-7.87E+00 
-3.06E+00 
5.38E-02 
1.17E+00 
7.42E-03 
-8.55E-05 
3.27E-02 
-4.08E-03 
6.19E-06 

0.900 

( 123 %) 
( 139 %) 
( 121 %) 
(  43 %) 
( 364 %) 
( 127 %) 
( 106 %) 
(  37 %) 
( 716 %) 

 

  



Concentration Dependent Analysis at fixed Temperatures 

While in the previous section comprehensive functional descriptions for the temperature and the concentration 

dependence of the ionic and thermodynamic parameters were presented, in this section we are investigating the 

concentration dependences of the thermodynamic factor and the transference number for each temperature individually. 

Because a detailed analysis as well as the comparison with the literature was already presented in the above discussion 

of the multi temperature fitting we mainly show single temperature fits for the benefit of the reader and only discuss the 

parameters concentration behavior briefl. As shown in Figure 8 g – i for the thermodynamic factor and in Figure 8 j – l 

for the transference number, experimental errors, the complex behavior (see e.g. Figure 8i) and the lack of a theoretical 

basis for the functional descriptions (Eq. 19 and 20) make the simultaneous interpretation of the concentration and 

temperature dependence challenging. Although these general approximations might serve as a coarse approximation to 

experimental results, experimentally found concentration dependences are represented more reliably on a per 

temperature basis. Thus in the following we approximate the experimentally obtained values for the thermodynamic 

factor and the transference number individually for each measurement temperature (-10 °C to 50 °C) using second order 

polynomials 

 TDF(𝑐) = 𝑝1 ⋅ 𝑐
2 + 𝑝2 ⋅ 𝑐 + 𝑝3 21 

 𝑡+(𝑐) = 𝑝1 ⋅ 𝑐
2 + 𝑝2 ⋅ 𝑐 + 𝑝3 22 

with three free fitting parameters pi each and the concentration given in units of M/L. The individually shown values for 

each temperature (see separate panels in Figure 9 and Figure 10 with the measurement temperature given as legend) and 

their fit curves are shown in the figures while fit parameters, their percental confidence intervals and the goodness of fit 

values are given in Table 3 and allow for a distinct judgement of the individual concentration dependencies compared 

to the overarching depiction in Figure 8. 

Thermodynamic factors for LiPF6 in EC:DMC (1:1 w:w, Figure 9a), EC:EMC (3:7 w:w, Figure 9b) and EMC:FEC 

(19:1 w:w, Figure 9c) can be well approximated by their polynomial fit functions as judged by eye. However, the 

mathematically objective goodness of fit values are only above 0.94 for the EC:DMC and the EMC:FEC based 

electrolytes, while worse correlation (R² > 0.81) is found with the EC:EMC solvent system, in accord with the above 

discussion of generally larger errors for this electrolyte. Although the individual depiction of the concentration 

dependent transference numbers in Figure 10 make it much easier to follow its concentration dependence compared to 

Figure 8, the characteristic trends persist. From Figure 10 the very good correlation of the transference numbers with 

the selected second order polynomials for the EC:DMC based electrolyte can be observed clearly (Figure 10a). Starting 

from the linear behavior at 50 °C (uppermost panel in Figure 10a) the observed trend converges to 0 at high 

concentrations and for lower temperatures. Only the 10 °C measurements show negative transference numbers for all 

electrolytes (see Figure 10, panels for -10 °C). Because these measurements are based on potentials measured in the 

pouch concentration cells as well symmetric lithium coin cells, an experimental artefact due to the cell setup seems 

unlikely. We rather think that the observed sudden change (also visible for transport factors a and b in Figure 4 and 

Figure 7) has to be related to the electrolyte, which possibly restructures when the temperature approaches the electrolyte 

freezing temperatures (we note that we assured in a separate experiment that none of the electrolyte solutions froze at -

10 °C as judged by eye). In summary we showed a reasonable description of the transference number for the EC:DMC 

solvent mixture and for temperatures above 20 °C for the EC:EMC and EMC:FEC cases. Although thermodynamic 

factor and transference number are both based on the same transport factors a and b, the transference number as 



calculated from Eq. 13 is more sensitive towards errors (see generally larger errors for transference number in Figure 

10 compared to thermodynamic factor in Figure 9). In conclusion a higher number of repeat measurements and an 

improved, less noise sensitive setup for the measurement of concentration potentials might enhance the experimental 

data quality and thus allows for a more rigid analysis than the herein presented qualitative trends. 

 

Figure 9 Individual thermodynamic factors of 0.1 M to 3 M LiPF6 in EC:DMC (1:1 w:w, a), EC:EMC 

(3:7 w:w, b) and EMC:FEC (19:1 w:w, c) for the temperatures from -10 °C, 0 °C, 10 °C, 20 °C, 30 °C, 

40 °C and 50 °C (see legends for temperature), i.e., same data as in Figure 8g - i but fitted individually. 

The thermodynamic factors are calculated from the transport factors a (Figure 4) and b (Figure 7) 

according to Eq. 14, compare scheme Figure 1 and are approximated (solid lines) with the functional 

description given in Eq. 21 with the fit parameters pi and the goodness of fit values given in Table 3. 

Error bars are calculated using Gaussian error propagation of Eq. 14 with the individual errors of a and 

b as described in the section Data Analysis and the corresponding Error Calculation. 

 



 

Figure 10 Individual transference numbers of 0.1 M to 3 M LiPF6 in EC:DMC (1:1 w:w, a), EC:EMC 

(3:7 w:w, b) and EMC:FEC (19:1 w:w, c) for the temperatures from -10 °C, 0 °C, 10 °C, 20 °C, 30 °C, 

40 °C and 50 °C (see legends for temperature), i.e., same data as in Figure 8j - l but fitted individually. 

The transference numbers are calculated from the transport factors a (Figure 4) and b (Figure 7) 

according to Eq. 13, compare scheme Figure 1 and are approximated (solid lines) with the functional 

description given in Eq. 22 with the fit parameters pi and the goodness of fit values given in Table 3. 

Error bars are calculated using Gaussian error propagation of Eq. 13 with the individual errors of a and 

b as described in the section Data Analysis and the corresponding Error Calculation. 

 

  



Table 3. Parameters pi of functional approximations of the thermodynamic factor (Eq. 21) and the 

transference number (Eq. 22) for 0.1 M to 3 M LiPF6 in EC:DMC (1:1 w:w), EC:EMC (3:7 w:w) and 

EMC:FEC (19:1 w:w), individually for each temperature in the measurement range from -10 °C to 50 

°C, their percental confidence intervals based on a 90 % standard deviation and the goodness of fit 

values R². Fits for the thermodynamic factor and the transference number are graphically depicted for 

each temperature in Figure 9 and Figure 10 respectively. 

Fitting Function  EC:DMC (1:1 w:w) EC:EMC (3:7 w:w) EMC:FEC (19:1 w:w) 

TDF(𝑐, 𝑇) 

Eq. 21 

-10 °C p1 
p2 
p3 
R² 

4.75E-01 
1.96E-02 
7.59E-01 

0.943 

( 108 %) 
(8177 %) 
( 159 %) 

3.65E-01 
8.20E-02 
5.39E-01 

0.825 

(  97 %) 
( 970 %) 
(  63 %) 

1.01E+00 
-9.36E-01 
5.18E-01 

0.996 

(   8 %) 
(  22 %) 
(  18 %) 

0 °C p1 
p2 
p3 
R² 

7.30E-01 
-6.64E-02 
1.06E+00 

0.992 

(  18 %) 
( 397 %) 
(   4 %) 

 

1.71E-01 
1.48E+00 
5.42E-02 

0.813 

( 386 %) 
(  92 %) 
( 748 %) 

8.89E-01 
-5.59E-01 
5.33E-01 

0.994 

(  14 %) 
(  66 %) 
(  27 %) 

10 °C p1 
p2 
p3 
R² 

6.62E-01 
3.16E-02 
1.14E+00 

0.989 

(  23 %) 
(1134 %) 
(   9 %) 

7.50E-01 
-2.69E-01 
9.85E-01 

0.909 

(  57 %) 
( 395 %) 
(  45 %) 

8.29E-01 
-5.85E-01 
6.62E-01 

0.996 

(  16 %) 
(  75 %) 
(  28 %) 

20 °C p1 
p2 
p3 
R² 

4.86E-01 
2.53E-01 
1.20E+00 

0.977 

(  49 %) 
( 206 %) 
(  12 %) 

6.17E-01 
-1.65E-01 
1.05E+00 

0.875 

(  65 %) 
( 636 %) 
(  43 %) 

7.15E-01 
-6.25E-01 
6.65E-01 

0.956 

(  27 %) 
(  85 %) 
(  35 %) 

30 °C p1 
p2 
p3 
R² 

5.62E-01 
2.15E-01 
1.36E+00 

0.988 

(  30 %) 
( 210 %) 
(  12 %) 

4.82E-01 
3.84E-01 
9.56E-01 

0.923 

(  82 %) 
( 274 %) 
(  50 %) 

3.16E-01 
4.61E-01 
4.61E-01 

0.960 

(  68 %) 
( 139 %) 
(  47 %) 

40 °C p1 
p2 
p3 
R² 

4.99E-01 
5.03E-01 
1.46E+00 

0.993 

(  30 %) 
(  81 %) 
(  10 %) 

1.54E-01 
1.28E+00 
7.67E-01 

0.886 

( 299 %) 
( 101 %) 
(  75 %) 

2.95E-01 
6.28E-01 
5.48E-01 

0.998 

(  44 %) 
(  67 %) 
(  28 %) 

50 °C p1 
p2 
p3 
R² 

4.73E-01 
8.16E-01 
1.48E+00 

0.994 

(  32 %) 
(  51 %) 
(  11 %) 

-2.57E-02 
1.72E+00 
7.50E-01 

0.882 

(1827 %) 
(  80 %) 
(  83 %) 

1.41E-01 
8.16E-01 
5.80E-01 

0.968 

( 145 %) 
(  75 %) 
(  37 %) 

𝑡+(𝑐, 𝑇) 

Eq. 22 

-10 °C p1 
p2 
p3 
R² 

-1.68E-03 
-7.24E-02 
-2.30E-01 

0.311 

(8446 %) 
( 727 %) 
( 203 %) 

2.24E-01 
-9.73E-01 
3.64E-01 

0.743 

( 101 %) 
(  60 %) 
(  78 %) 

3.25E-01 
-1.10E+00 
3.59E-01 

0.753 

(  38 %) 
(  38 %) 
(  62 %) 

0 °C p1 
p2 
p3 
R² 

9.57E-02 
-3.91E-01 
4.20E-01 

0.972 

(  33 %) 
(  20 %) 
(   4 %) 

1.47E-01 
-4.96E-01 
3.26E-01 

0.271 

( 125 %) 
( 114 %) 
(  70 %) 

1.83E-01 
-6.71E-01 
4.79E-01 

0.765 

(  46 %) 
(  42 %) 
(  28 %) 

10 °C p1 
p2 
p3 
R² 

6.24E-02 
-3.15E-01 
4.52E-01 

0.980 

(  32 %) 
(  19 %) 
(   5 %) 

 

1.73E-01 
-6.52E-01 
5.75E-01 

0.788 

(  52 %) 
(  42 %) 
(  23 %) 

1.77E-01 
-7.01E-01 
6.06E-01 

0.880 

(  43 %) 
(  37 %) 
(  20 %) 

20 °C p1 
p2 
p3 
R² 

2.75E-02 
-2.52E-01 
4.98E-01 

0.971 

( 116 %) 
(  31 %) 
(   6 %) 

1.75E-01 
-7.09E-01 
6.61E-01 

0.863 

(  46 %) 
(  36 %) 
(  17 %) 

1.65E-01 
-6.96E-01 
5.95E-01 

0.856 

(  62 %) 
(  47 %) 
(  23 %) 

30 °C p1 
p2 
p3 
R² 

2.10E-02 
-2.07E-01 
5.56E-01 

0.980 

(  90 %) 
(  28 %) 
(   5 %) 

8.40E-02 
-4.11E-01 
6.48E-01 

0.839 

(  82 %) 
(  50 %) 
(  17 %) 

-1.20E-02 
-1.32E-01 
4.93E-01 

0.903 

( 540 %) 
( 161 %) 
(  21 %) 

40 °C p1 
p2 
p3 
R² 

4.39E-03 
-1.42E-01 
5.96E-01 

0.983 

( 341 %) 
(  32 %) 
(   4 %) 

4.84E-02 
-3.17E-01 
6.81E-01 

0.820 

( 139 %) 
(  65 %) 
(  15 %) 

3.99E-02 
-3.05E-01 
6.40E-01 

0.957 

( 176 %) 
(  79 %) 
(  17 %) 

50 °C p1 
p2 
p3 
R² 

-2.20E-03 
-9.22E-02 
6.11E-01 

0.968 

( 651 %) 
(  50 %) 
(   5 %) 

3.28E-02 
-2.71E-01 
7.11E-01 

0.829 

( 194 %) 
(  72 %) 
(  14 %) 

1.90E-02 
-2.57E-01 
6.38E-01 

0.947 

( 264 %) 
(  62 %) 
(  12 %) 



Conclusions 

In this study we apply established methods for the determination of ionic conductivities and binary diffusion coefficients 

to LiPF6 solutions in EC:DMC (1:1 w:w), EC:EMC (3:7 w:w) and EMC:FEC (19:1 w:w) covering a concentration range 

from 0.1 M to 3 M and a temperature range from -10 °C to 50 °C. Additionally we introduce a novel analysis scheme 

for the unambiguous characterization of transference numbers and thermodynamic factors for the same electrolyte 

solutions and measurement conditions (concentration and temperature), based on the analysis of concentration cell 

potentials and the short term potential relaxation after galvanostatic pulses in symmetric lithium coin cells. We carefully 

describe the analysis procedure and the calculation of the final transport properties and their errors for exemplary data 

and thereby ensure that the presented methodology can be utilized for the characterization of novel electrolytes with low 

effort. Our stringent comparison with the (scarcely) available literature shows the qualitative agreement and highlights 

coarse assumptions partially made in widely adopted publications and their resulting prominent misinterpretation of 

electrolyte transport properties. For the use in predictive battery models we provide temperature and concentration 

dependent approximations to empirical and semi-empirical functions and report the obtained fit parameters as well as 

their errors in tabulated from. To address the observed complexity of concentration and temperature dependent 

thermodynamic factors and transference numbers we also report polynomial approximations for those, on a per 

temperature basis. 
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List of Symbols 

(alphabetical) 

Symbol Name Unit 

𝑎 transport factor - 

𝛼 constant phase exponent - 

𝐴El. electrode area cm² 

𝑏 transport factor - 

𝑐 concentration mol/L 

𝐷±,eff
∗  effective binary diffusion coefficient cm²/s 

𝐷± binary diffusion coefficient cm²/s 

𝜀Sep. separator porosity - 

𝑓± mean molar activity coefficient - 

F Faraday constant As/mol 

𝐼P pulse current µA 

𝑘c conductivity cell constant 1/cm 

𝜅 electrolyte conductivity mS/cm 

𝑙Sep. separator thickness µm 

𝑚ln  slope of exp. pot. relaxation 1/s 

n number of measurements - 

pi fit parameter - 

Q constant phase element (CPE) mF·sα−1 

R gas constant J/(mol K) 

R high frequency resistance in cond. cell Ohm 

RCC resistance of conc. cell Ohm 

𝑡 time s 

𝜏∗ artificial time - 

𝑡+ transference number of lithium ion - 

T temperature K 

TI current interrupt time s 

TDF thermodynamic factor - 

𝑈CC conc. cell potential V 

𝑈Offset long term potential offset V 

𝑤𝑖 weighing factor various 

�̅� weighted mean various 

𝑥𝑖 value various 

Δ�̅� error of weighted mean various 
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Electrolyte Densities 

 

Figure 1. Temperature and concentration dependent densities of electrolytes used in this study (LiPF6 

in EC:DMC (1:1 w:w, green), LiPF6 in EC:EMC (3:7 w:w, blue) and LiPF6 in EMC:FEC (19:1 w:w, 

red)), measured gravimetrically using a 10 ml flask filled with the preheated/cooled electrolytes inside 

an argon filled glovebox. Experimental densities are fitted empirically to the empirical function given 

in Eq. 1 which assumes linear temperature and concentration dependences. Fit parameters and their 

uncertainty are given in Table 1 and allow the interested reader to convert our volumetrically based 

electrolyte parameter study (main article) to units of M/kg. 

Based on the experimental data we selected a linear temperature and concentration dependence to approximate the 

electrolyte densities measured gravimetrically using 10 ml flasks filled with the corresponding preheated/cooled 

electrolytes. 

 𝜌(𝑐, 𝑇) = (𝑝1 + 𝑝2 ⋅ 𝑐 + 𝑝3  ⋅ 𝑇)
g

cm3
 1 

The obtained three fitting parameters pi are given in Table 1 including their confidence interval based on a 95 % standard 

deviation. The concentration and temperature in Eq. 1 are used in units of M/L and K. 

 
Table 1. Functional description of lithium ion battery electrolyte densities based on polynomial fit to 

measurements from 0°C to 50°C and 0.1 M to 3 M. Parameters are given including their confidence 

interval based on a 95% standard deviation. 

Parameter  EC:DMC (1:1 w:w) EC:EMC (3:7 w:w) EMC:FEC (19:1 w:w) 

𝜌(𝑐, 𝑇) 

Eq. 1 

p1 
p2 
p3 
R² 

1.59E+00 
6.74E-02 
-1.35E-03 

0.989 

(   7 %) 
(   7 %) 
(  27 %) 

1.41E+00 
9.12E-02 
-1.09E-03 

0.997 

(   5 %) 
(   3 %) 
(  22 %) 

1.30E+00 
1.03E-01 
-9.80E-04 

0.990 

(  12 %) 
(   6 %) 
(  51 %) 

 



 

Conductivity Comparison 

 

Figure 2. Ionic conductivities of 1 M LiPF6 in EC:DMC (1:1 w:w, circles) and 1 M LiPF6 in EC:EMC 

(3:7 w:w, crosses) in the temperature range from -10 °C to 50 °C of values obtained in this study (red) 

and the specification of commercially (BASF) available electrolyte solutions of the same composition.1 

Error by Integral Simplification 

 

Figure 3. Percental errors by integral simplification, obtained by comparing calculated concentration 

potentials from Eq. 3 and Eq. 5 with inserting concentration dependent functional approximations found 

for individual temperatures (compare main article, Figure 9 and 10 as well as Table 3 and Eq. 21 and 

Eq. 22). Colors refer to the measurement temperatures (see main article legend), values are calculated 

for the same adjacent base concentrations used for experimental measurement of the concentration 

potential in the main article. 
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3.5 Comparison of a Lithium and a Sodium Electrolyte
In this section the article Comparison of Ionic Transport Properties of Non-aqueous
Lithium and Sodium Hexafluorophosphate Electrolytes105 is presented, which was not
yet submitted at the time of submission of this thesis. Parts of the article were presented
at the 231st Meeting of the Electrochemical Society in New Orleans (USA) in June 2017.

During charge/discharge operation of alkali batteries the ionic transport properties
determine the efficiency of ionic charge transport and the extent of concentration gradi-
ents and overpotentials. A key feature, the mobility of the alkali ion, is determined by
the ion’s interaction with the surrounding solvent molecules. In addition to the dipolar
moment of the solvent molecules, the electrical field of the alkali ion defines how strong
the interaction between both species is. In the same solvent system (here EC:DEC (1:1
v:v)), the interaction of lithium ions, compared to sodium ions, are expected to be
stronger due to the smaller ionic radius of lithium at the same overall charge (+1). The
polar EC molecules from the solvent mixture are consequently expected to be more
strongly coordinated around lithium and less weakly bound to the sodium ions. Thus
the effective ion size in the electrolyte, which relates inversely to the ionic mobility,
may be smaller for the larger sodium ion due to its weaker solvent interaction. I.e.,
the sodium ion mobility (incl. its solvation shell), could be higher than the lithium ion
mobility, which in turn would suggest that the transference number of sodium may
be larger than that of lithium. Transport properties for sodium battery electrolytes
are hardly available in the literature.106 In the manuscript we investigate the influence
of the cation (lithium versus sodium) on the electrolyte transport properties and can
show that indeed higher diffusion coefficients, cation transference numbers, and ionic
conductivities are found for the sodium electrolyte. By means of 1D simulations using
Comsol Multiphysics® we demonstrate the superiority of ionic transport for the sodium
electrolyte, which shows smaller concentration gradients at the same C-Rate, smaller
overpotentials and thus higher reversible capacities compared to the lithium electrolyte
solution. Our results might help to mitigate some of the current drawbacks of future
battery technologies such as the sodium ion battery and provides a new perspective for
this cell chemistry.107

Author Contributions
M.G., T.H. and J.L. performed all electrochemical measurements and the data was
analyzed by J.L. T.H., K.K. and S.K. provided valuable guidelines for handling metallic
sodium. The manuscript was written by J.L. and edited by H.G. All authors discussed
the data and commented on the results.
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Abstract 

To bridge the gap between current lithium ion battery technology and alternative cell chemistries as, e.g., sodium ion 

or potassium ion batteries, the majority of the research focuses on the improvement of the cell’s energy density by 

development of new active materials for reversible storage of sodium or potassium ions. On the other hand, the power 

density, which is determined by the ionic transport and thermodynamic parameters in the electrolyte, namely the 

conductivity, the thermodynamic factor, the transference number and the diffusion coefficient, is attracting little 

attention. In this contribution we determine these electrolyte properties for 0.1 M to 2 M LiPF6 and NaPF6 in EC:DEC 

(1:1 v:v) and use them in 1D simulations to show their impact on the cell discharge behavior and compare the 

theoretical rate performance of the lithium and sodium cell chemistry based on their electrolyte parameters. We show 

that the increased cation size of sodium and its corresponding weaker solvent interactions are beneficial for high 

power applications and that the improved ionic transport properties would allow for a substantial increase of either 

the (dis)-charge currents or the electrode loading compared to the well-established lithium system.  

  



Introduction 

Sodium ion and potassium ion secondary batteries, as alternatives to the currently utilized lithium ion technology, 

attract a growing interest in the research community.1–6 The higher abundance of these alkali metals compared to 

lithium, their consequently lower cost, the possibility to replace the expensive copper current collector of lithium ion 

battery (LIB) anodes by cheaper aluminum and the reduced standard potential of potassium in non-aqueous solvents 

compared to lithium7 make them a potential candidate for future electric storage applications in, e.g., electric cars or 

mobile phones. Established in 1988 with the first demonstration of a sodium ion full cell,8 sodium ion batteries have 

been improved steadily and have been shown recently to be comparable to lithium ion batteries.9 However 

comparative studies of the electrolyte parameters of lithium and sodium salts in aprotic solvents are scarce. Matsuda 

et al. study conductivity, viscosity and coordination number for LiClO4, NaClO4 and KClO4 in PC:DME mixtures.10 

Similar studies were done by Kuratani et al.,11 and, extended to a large range of different solvents, by Ponrouch et 

al.12 In another publication the coordination numbers and desolvation energies of Li+, Na+, K+ and Mg2+ ions for a 

large number of aprotic solvents are reported, based on DFT calculations and the found desolvation energies follows 

the order Li>Na>K, attributed to the decrease of cations’ Lewis acidity.13 An extensive study of the solvation structure 

of lithium and sodium hexafluorophosphate salts in various solvents by means of multiple experimental techniques 

including Raman spectroscopy and NMR spectroscopy analyses the extent of ion-ion and ion-solvent interactions 

and reports higher mobilities of NaPF6 compared to LiPF6 in EC:EMC.14  

A profound understanding of the ion transport in the electrolyte can only be obtained from measuring all ionic 

transport and thermodynamic properties necessary to model ion movement in the electrolyte. I.e., in addition to the 

commonly reported conductivity, detailed knowledge about the thermodynamic factor (derivative form of the activity 

coefficient), the transference number and the diffusion coefficient is required as well. Because they are very 

“cumbersome to attain”,15 the literature lacks comparative studies of these electrolyte parameters in aprotic solvents 

which is particularly unsatisfactory as the different cation – solvent interactions of the lithium and sodium salts are 

likely to have a big influence. E.g., ion-ion interactions are reduced by 20% when switching lithium for sodium and 

coordination numbers and solvation structures differ due to the different charge/radius ratios of the cations and their 

different Lewis acidities.16 The electrolyte parameters are directly or indirectly affected by the solvation shell around 

the cation as it modifies the cation’s mobility (related to conductivity, transference number and diffusion coefficient) 

and impacts the energy required to remove the cation from its solvation shell (related to the thermodynamic factor).  

Recently we introduced and applied novel and existing methods to determine all electrolyte parameters in non-

aqueous electrolytes.17–19 In addition to the straightforward measurement of the ionic conductivity, we described the 

determination of the binary diffusion coefficient from galvanostatic pulse experiments17 and the measurement of 

transference numbers and thermodynamic factors based on concentration cell potentials and the short term potential 

relaxation after current pulses in symmetric lithium cells.18,19 In this work we apply the same methodology to 0.1 M 

to 2 M LiPF6 and NaPF6 in EC:DEC (1:1 v:v). For a detailed description of theory and data analysis the interested 

reader is referred to the literature and we limit ourselves to a brief overview of the respective parameter determination 

methods, showing exemplary data in the supporting information.19 The choice of salt and solvent is based on 



commonly used electrolyte compositions in lithium ion batteries and recently reported stable cycling of sodium ion 

batteries for this electrolyte,3 as well as the fact that only the PF6
- anion provides long term stability towards cathodic 

oxidation.  

In the Experimental all procedures, used materials and devices are introduced, if different to the original methodology, 

otherwise the reader is referred to the literature.17–19 Obtained transport and thermodynamic parameters in the section 

Results and Discussion are compared to literature values of aqueous LiCl, NaCl and KCl electrolytes due to a lack 

of investigations in non-aqueous media. Concentration dependent functional descriptions of the parameters are fitted 

to experimental data and are summarized in Table 1. At last we use the determined electrolyte parameters to model 

the discharge behavior of a hypothetical NMC/graphite full cell and elaborate on the impact of the electrolyte 

parameters on the cell performance. 

Experimental 

A mixture of ethylene carbonate (EC) and diethyl carbonate (DEC, EC:DEC 1:1 v:v, Kishida Chemical, >99.5%) 

was used as solvent for self-prepared electrolytes containing 0.1 M, 0.5 M, 1.0 M, 1.5 M and 2.0 M lithium 

hexafluorophosphate (LiPF6, BASF, battery grade) or sodium hexafluorophosphate (NaPF6, Kishida Chemical, 

battery grade) salt, mixed in an argon filled glovebox (temperature 25 °C ± 1 °C, glovebox from MBraun, water 

content <0.1 ppm, Ar 5.0, Westfalen, 99.999% Vol). In this study we use M to denominate volumetric salt 

concentrations i.e., moles per liter. With the Karl-Fischer technique we found water contents below 12 ppm for the 

2 M electrolytes. Metallic lithium (Rockwood Lithium, 75 µm thickness, high purity, 99.9%) or sodium (Sigma 

Aldrich, cubes, in mineral oil, 99.9%) was used for the electrodes. All cell parts were cleaned by boiling them in a 

mixture of ethanol and water (Millipore, Elix, 15 MΩ), thoroughly rinsing them with water, followed by overnight 

drying at 70 °C in a heating oven before bringing them into the glove box.  

The electrolyte conductivities were measured at 25°C inside the glovebox using a commercially available 

conductivity sensor (SI Analytics, LF 1100 T+). Glass plate concentration cells were measured inside the glove box, 

as described in detail in Ref. 18. The setup for galvanostatic pulse experiments only differs slightly from the symmetric 

lithium coin cells described in Ref. 19. In this work metallic lithium was used as delivered and circular discs of 16 

mm diameter (AEl. = 2.01 cm²) were punched for use as counter and working electrodes (CE and WE). To obtain 

clean sodium electrodes, all sides of the sodium metal cube were cut, to avoid contaminations with mineral oil and 

the clean sodium metal piece was rolled inside a polypropylene plastic bag to prepare a flat foil, before punching 16 

mm diameter sized electrodes. Instead of 20 layers of a conventional separator as described before17 a circular disc 

(16 mm diameter) of a porous polypropylene sheet with lSep. = 500 µm thickness (Sunmap LC, polypropylene, 𝜀Sep. = 

30 % porosity, 17 µm pore size, Nitto, Japan) was used as a porous medium. Compared to the setup described in our 

temperature dependent study the electrode and separator sizes are smaller, most importantly the separator is not larger 

than the electrodes and it was not plasma treated. While both improvements were only introduced after the electrolyte 

measurements for the present study we did not experience wetting issues of the Nitto separator. The tortuosity of the 



porous medium, in the following called separator, was determined to be 4.8 ± 0.4 (compare experimental in Ref. 19). 

The coin cells were assembled inside the glovebox using two 0.5 mm spacers, a 1.4 mm washer and an electrolyte 

volume of 40 µl (corresponding to 4/3 of the separator void volume). After the coin cells were sealed, measurements 

were done at 25 °C in a climate chamber outside the glovebox. The measurement procedure consisted of a 30 min 

resting phase followed by an impedance measurement, a 15 min galvanostatic pulse and a 3 – 5 h OCV phase to 

observe the relaxation of the cell potential. In total four current pulses with alternating sign were applied to at least 

two cells for each electrolyte. Galvanostatic pulses of ± 150 µA/cm² for 0.1 M and ± 250 µA/cm² for 0.5 – 2 M were 

applied to the lithium electrolytes while ± 25 µA/cm² were used for 0.1 M and ± 65 µA/cm² for 0.5 – 2 M sodium 

electrolytes to avoid the formation of dendritic structures. A Biologic VMP3 potentiostat/galvanostat was used for 

the electrochemical measurement of concentration cells and pulse experiments. 

Results and Discussion 

In the following section we will present the measurement results for the ionic conductivity (using turn-key equipment), 

the binary diffusion coefficient (following the methodology introduced in Ref. 17), the thermodynamic factor and the 

transference number (following the methodology introduced in Ref. 19) for 0.1 M to 2.0 M LiPF6 and NaPF6 in 

EC:DEC (1:1 v:v) at 25°C. As the measurement techniques have been introduced in great detail in the given 

references this publication focuses on the observed differences of the ionic and thermodynamic transport properties 

for the two systems with different cations and the comparison with similar aqueous data. For the interested reader we 

show exemplary data and intermediate results (transport factors) in the Supporting Information. To simplify the 

comparison of transport properties of the aqueous and the non-aqueous systems we give the electrolyte concentrations 

in units of moles per liter in all plots, for the aqueous parameters from the literature,20 partly calculated with the 

respective electrolyte densities.21 At the end of this work, the found transport and thermodynamic properties of the 

lithium and the sodium electrolytes are used in a simulation of a hypothetical 1D NMC/graphite cell using COMSOL 

Multiphysics® to analyze the effect of the cation on the build-up of concentration gradients and overpotentials, as 

well as their impact on the discharge behavior of such cells.  

 



Ionic Conductivity 

 

  

Figure 1. Ionic conductivity of: a) LiPF6 (blue circles) and NaPF6 (purple squares) solutions in 

EC:DEC (1:1 v:v) measured at 25°C,  solid lines represent fits to the conductivity equation given in 

Table 1 (fitting parameters and their confidence intervals are also given in the table), b) aqueous 

LiCl (blue circles), NaCl (purple squares) and KCl (green stars) electrolytes at 25 °C (data taken 

from Ref. 20 and transformed into molarities with assumed linear densities from Ref. 21), solid lines 

in b) serve as a guide to the eye. 

In Figure 1a the ionic conductivities at 25 °C are shown for 0.1 M to 2 M LiPF6 and NaPF6 in EC:DEC (1:1 v:v). Up 

to ~1 M concentrations the electrolyte conductivities for both electrolytes are similar and differ by less than 10%. A 

maximum conductivity of ~8 mS/cm and ~8.5 mS/cm is obtained for the LiPF6 and NaPF6 electrolytes respectively, 

around 0.9 – 1.1 M salt concentrations. Only at concentrations above 1.3 M electrolyte conductivities differ 



substantially, with higher values for the sodium compared to the lithium ion containing electrolyte (compare blue 

circles, and purple squares respectively). At 2 M, the conductivity of the lithium and the sodium electrolyte have 

decreased to ~4 mS/cm and 7 mS/cm respectively. Also shown in Figure 1a are the functional approximations of the 

experimental values to the conductivity equation given in the first column of Table 1. Figure 1b shows the 

conductivities for the aqueous electrolytes LiCl, NaCl and KCl (data from Ref. 22 and transformed into molarities 

with assumed linear densities from Ref. 21). For concentrations below 0.3 M the conductivities are similar and only 

start to differ substantially above 0.5 M. At 1 M concentrations the electrolyte conductivities for the aqueous systems 

are ~65 mS/cm, ~75 mS/cm and ~100 mS/cm for LiCl (blue circles), NaCl (purple squares) and KCl (green stars) 

respectively and show an increasing spread for increasing salt concentrations (compare Figure 1b).  

For both systems, aqueous and non-aqueous, the observed trend at high concentrations, i.e., higher conductivities for 

electrolytes containing the larger cation, are in agreement. This trend may be explained with different electrolyte 

viscosities. Reported, substantially higher viscosities of LiClO4 compared to NaClO4 above 1 M salt concentrations 

in PC support this argument.11 In the same publication ~ 10 % higher conductivities of LiClO4 are also obtained at 

lower salt concentrations (0.2 M – 0.5 M), compared to very similar values in this study, which may be due to 

different solvents and their relative permittivities (PC 6523, EC:DEC ~30-4024).  

The analysis of the conductivity showed that especially at high concentrations the larger sodium ion yield higher 

conductivities, i.e., smaller ohmic overpotentials would be expected for the NaPF6 electrolyte especially at 

concentrations above 1 M.  

Binary Diffusion Coefficient 

In this section we will present concentration dependent binary diffusion coefficients for LiPF6 and NaPF6 in EC:DEC 

(1:1 v:v), obtained using the pulse polarization technique described in the literature.17,25 The binary diffusion 

coefficient describes the coupled motion of anion and cation inside a concentration gradient.26 Application of a short 

enough galvanostatic pulse to the symmetric cell setup described in the Experimental changes the salt concentration 

only at the vicinity of the electrodes, which equilibrates due to diffusion in a subsequent resting phase and can be 

monitored by measuring the cell potential. Exemplary data for the potential relaxation, shown in Figure 1 in the 

Supporting Information depict the exponential decay of the cell potential after a current pulse (pulse data not shown, 

measurement procedure described in the Experimental) for 1.5 M LiPF6 and NaPF6 in EC:DEC (1:1 v:v). From the 

slope 𝑚ln in Figure 1 in the Supporting Information the binary diffusion coefficient 𝐷± can be obtained using 

 

𝐷±(c) =
𝜏Sep. ⋅ 𝑙Sep.

2

π2
∙ 𝑚ln 1 

with the separator thickness lSep. (here 500 µm) and its tortuosity 𝜏Sep. (here 4.819). For more details about the method 

the interested reader is referred to the original publication.17  



 

 

Figure 2. Diffusion Coefficients of a) LiPF6 and NaPF6 in EC:DEC (1:1 v:v) determined at 25°C in 

symmetric coin cells (as described in the Experimental) using the technique described previously,17 

the meaning of the errorbars is explained in the Supporting Information, with fits (solid lines) to the 

equation given in Table 1 and their confidence intervals, b) aqueous LiCl, NaCl and KCl electrolytes 

(data from Ref. 27), solid lines in b) serve as guide to the eye. 

From the slopes of the potential relaxation curves of repeat pulses and repeat cells we obtained the binary diffusion 

coefficients depicted in Figure 2a for the LiPF6 (blue circles) and the NaPF6 (purple squares) in EC:DEC (1:1 v:v) 

electrolytes. In case of the lithium electrolyte at least four measurements are shown at each concentration (resulting 

from the potential relaxation after four pulses, with alternating current), in case of the sodium electrolyte and the 

corresponding sodium metal electrodes only the relaxation after the first pulse(s) could be used, as later experiments 

showed increasing noise level or random potential jumps, which we ascribe to side reactions and/or the formation of 



dendritic structures. For the same reason we were unable to obtain reliable measurements with the 0.1 M NaPF6 

electrolyte and exclude it from the data analysis. Figure 2a shows higher binary diffusion coefficients for the sodium 

salt compared to the lithium salt at all concentrations. At 1 M salt concentrations diffusion coefficients of 2.6·10-6 

cm²/s and 3.3·10-6 cm²/s are found for LiPF6 and NaPF6 respectively. Similarly, in the aqueous LiCl, NaCl and KCl 

electrolytes the binary diffusion coefficients follows the same order, K > Na > Li (compare Figure 2b). In the aqueous 

case the diffusion coefficients are rather constant, while for the non-aqueous EC:DEC solvent mixture investigated 

in this work, a monotonic decrease is found, which however is in line with previous reports for binary diffusion 

coefficients in non-aqueous solvents in the literature.17,28,29 The observed decrease of the binary diffusion coefficients 

may be explained with the increasing viscosity of the non-aqueous electrolytes for increasing salt concentrations, 

hindering ion movement as for example reported by Kuratani et al. for LiClO4 and NaClO4 in PC.11 Higher viscosities 

of the lithium electrolyte yield lower diffusion coefficients compared to the sodium case. In the aqueous system the 

viscosity of the electrolyte may not be affected as strongly by the increasing salt concentration, at least not in the 

concentration range given in Figure 2b, explaining the fairly constant values. 

During operation of a battery the formation of concentration gradients is unfavorable, as they are generally 

accompanied by increased overpotentials. The build-up of ionic concentration gradients is counteracted by ion 

diffusion and therefore higher diffusion coefficients reduce overpotentials during operation and are thus beneficial 

for thick electrodes and fast charge/discharge applications. In addition to diffusion effects also ionic migration in the 

applied electric field counteract the build-up of concentration gradients. The underlying property for ionic migration 

is the transference number, which will be analyzed in the following together with the thermodynamic factor. 

 

Thermodynamic Factor 

For the determination of thermodynamic factors and transference numbers (see next section) we analyze a) the short 

term potential relaxation after galvanostatic pulses in symmetric cells, i.e., the same transients of which the long term 

relaxation was used to determine the binary diffusion coefficient and b) the concentration potential measured in glass 

concentration cells. As argued in the corresponding erratum30 the ferrocene cell method for the direct determination 

of thermodynamic factors may not be applied generally as not all necessary assumptions are valid and thus we follow 

the alternative scheme introduced in Ref. 19 (compare Figure 1 in the respective publication) and use two 

experimentally obtained transport factors24 to mathematically extract transference number and thermodynamic factor. 

From concentration cell potentials, measured for differential salt concentrations, the transport factor 𝑎 ≡ TDF ⋅

(1 − 𝑡+) may be obtained, while the transport factor 𝑏 ≡ TDF ⋅ (1 − 𝑡+)2 is determined from the short term potential 

relaxation after the pulse experiment (for details compare Ref. 18,19). Measured concentration potentials of the 

electrolyte concentration pairs 0.065 M – 0.1 M, 0.35 M – 0.5 M, 0.75 M – 1 M, 1.25 M- 1.5 M and 1.75 M – 2 M 

are shown in the Supporting Information and allow for the calculation of the transport factor a by simplification of 

the integral in the corresponding equation (see Eq. 3-5 in Ref. 19), valid for small concentration differences. Transport 

factors a are obtained from concentration cell potentials and are assigned to their mean concentrations (e.g., a for 

0.75 M – 1 M concentration pair is plotted at 0.875 M in the Supporting Information). Calculation of b requires to 



find the potential at current interrupt from the analysis of the potential transient after the galvanostatic pulses using 

the artificial time 1 −
√𝑇I

√𝑡+√𝑡−𝑇𝐈
. The typical s-shape for these potential transients, as observed in the exemplary data 

depicted for the 2 M electrolytes in Figure 3 in the Supporting Information serves as a quality measure for the 

applicability of the method. From extrapolation of the first linear section of the s-shaped curves (see range markers 

in Figure 3 in the Supporting Information) the potential at current interrupt, and thus the transport factor b can be 

obtained, requiring only geometrical parameters of the cell and the previously determined exponential slope of the 

long term potential relaxation mln (compare Eq. 8 in Ref. 19). In addition to the found transport factors (marked by 

circle and square symbols in Figure 4 and 5 in the Supporting Information) we determine linear interpolations, shown 

as dots in the respective figures. For the calculation of transference number and thermodynamic factor the transport 

factors are required at the same salt concentration, so that linear interpolations of pulse and concentration cell 

experiments are required due to their slightly different concentrations (pulse experiments  at 0.1, 0.5, 1, 1.5 and 2 M, 

but concentration cell potentials at 0.0825 M, 0.425 M, 0.875 M, 1.375 M and 1.875 M). Combination of one 

measured and one interpolated transport factor each allows to obtain explicit values for the transference number and 

the thermodynamic factor. With the transport factors a and b, as shown in Figure 4 and 5 in the Supporting 

Information the thermodynamic factors and transference numbers are determined. 

 



 

 

Figure 3. Thermodynamic factors of a) LiPF6 and NaPF6 solutions in EC:DEC (1:1 v:v) determined 

from transport factors a and b at 25°C (compare Figure 4 and Figure 5 in the Supporting Information) 

using the methodology described in Ref. 19 as well linear approximations (solid lines, parameters 

given in Table 1); error bars are based on Gaussian error propagation of the errors from the transport 

factors a and b, b) aqueous LiCl, NaCl and KCl electrolytes (data from Ref. 22 and transformed into 

molarities with assumed linear densities from Ref. 21), solid lines serve as guide to the eye. 

The thermodynamic factors (TDF =
𝑎2

𝑏
) for LiPF6 and NaPF6 in EC:DEC (1:1 v:v) shown in Figure 3a increase with 

increasing salt concentration. In line with the theoretical definition of the thermodynamic factor the thermodynamic 

factor for the 0.1 M LiPF6 electrolyte is close to unity. As argued before the 0.1 M NaPF6 data from the pulse 

experiments is not reliable and could thus not be analyzed, however linear extrapolation from higher concentrations 

suggest a TDF around unity for c  0 as well. Experimental scatter in Figure 3a (and later Figure 4a) shows the 



sensitivity of the technique for small variations in the transport factors (compare also fairly smooth transport factors 

in Figure 4 and Figure 5 in the Supporting Information) and suggests an improved accuracy with additional repeat 

measurements and might be (partially) related to the cell setup (same separator and electrode sizes, rather than larger 

separator, compare improved setup in Ref. 19). In order to compare the low concentration range with the Debye-

Hückel theory more measurements would be required. Instead we focus on the comparison with thermodynamic 

factors calculated from the activity coefficients of LiCl, NaCl and KCl in H2O (activity coefficients from Ref. 22 and 

transformed into molarities with assumed linear densities from Ref. 21), shown in Figure 3b. While for these aqueous 

electrolytes the thermodynamic factor changes by 10% from infinite dilution to 1 M, the thermodynamic factor of 

LiPF6 and NaPF6 in EC:DEC (1:1 v:v) shows a pronounced increase by ~100 – 200 % in the same concentration 

range. A general increase of the thermodynamic factor with decreasing cation size for concentrations > 0.2 M  is 

found for both solvent systems (neglecting the small kink observed for ~0.4 M KCl in H2O, green star in Figure 3b), 

the aprotic (Figure 3a) and the protic (Figure 3b) . 

As the thermodynamic factor is a derivative form of the activity coefficient, which is normalized to infinite dilution 

by definition, the observed higher TDF for the smaller cation may be explained with the different relative change of 

the solvation structure at infinite dilution compared to higher concentrations. Due to the small size at same charge, 

the lithium ion interacts stronger with the solvent molecules, i.e., has the larger solvation shell at infinite dilution, 

and a (partial) loss of solvated molecules at increasing salt concentrations may yield a larger increase in reactivity 

(=increase in activity coefficient and TDF) compared to infinite dilution. At the same time the larger sodium cation 

shows a weaker coordination at infinite dilution due to its larger ion size and a (partial) loss of solvated molecules 

can only yield a smaller increase in reactivity. This is supported by theoretical studies showing a 20% smaller 

desolvation energy of Na+ in different EC:DMC ratios at low concentration compared to Li+.16 In our understanding 

the increase of the TDF is mainly caused by the different activities at the reference state (infinite dilution) of the 

mean molar activity coefficient. 

In the Newman model high TDFs lead to increased concentration overpotentials. Thus, based on the TDFs for LiPF6 

and NaPF6 in EC:DEC (1:1 v:v) as well as the TDFs for the aqueous LiCl, NaCl and KCl electrolytes it is concluded 

that electrolytes with the smaller cations are beneficial in terms of ionic transport properties.  

 



Transference Number 

 

 

Figure 4. Transference numbers of a) LiPF6 and NaPF6 solutions in EC:DEC (1:1 v:v) determined 

from transport factors a and b at 25°C (compare Figure 4 and Figure 5 in the Supporting Information) 

using the methodology described in Ref. 19 as well linear approximations (solid lines, parameters 

given in Table 1); error bars are based on Gaussian error propagation of the errors from the transport 

factors a and b, b) aqueous LiCl, NaCl and KCl electrolytes (data from Ref. 31), solid lines serve as 

guide to the eye. 

In analogy to the determination of the thermodynamic factor, the transference numbers in Figure 4a are obtained 

from the transport factors a and b (𝑡+ = 1 −
𝑏

𝑎
) as shown in the Supporting Information (Figure 4 and Figure 5) for 

the LiPF6 and the NaPF6 in EC:DEC (1:1 v:v) electrolytes.19 For NaPF6 in EC:DEC (1:1 v:v) the transference numbers 



are ~0.45 at all concentrations. At 0.1 M LiPF6 in EC:DEC (1:1 v:v) the transference number is ~ 0.35 and decreases 

for increasing concentrations, which is a result of the similar transport factors a and b (compare Figure 4 and 5 in the 

Supporting Information), for c  2 M, t+  0 and a ≈ b. Analysis of the aqueous data for transference numbers of 

LiCl, NaCl and KCl (data from Ref. 31) shows a similar behavior, i.e., larger transference numbers for larger cations.  

The cation transference number is defined by the ratio of cation mobility to the sum of mobilities of anion and 

cation.26 In the non-aqueous electrolyte, at high concentrations, the smaller cation, i.e., the one with the stronger 

interaction with the solvent molecules, has to drag along a large fraction of the solvent, bound to its solvation shell, 

which decreases the ion’s mobility and in consequence also the transference number. Latter effect would be 

pronounced for non-aqueous solvent systems at high concentrations where strongly solvated ions, such as Li+, may 

hold the majority of the large, polar EC molecules (moles of EC to moles of Li+ at 2 M ~ 5 to 2). This is supported 

by similar ionic mobilities, reported for Li+ and PF6
- in DMC at infinite dilution while for increasing salt 

concentrations the PF6
- mobility is larger than the mobility of Li+.32 As the sodium ion shows a lower interaction with 

the solvent (smaller charge to radius ratio), its mobility is less effected at high concentrations. Due to the different 

molar ratio of solvent to salt, caused by the small water molecule, this effect is not as pronounced in the aqueous case 

(moles of H2O to moles of Li+ at 2 M ~ 50 to 2, compare still larger decrease of the transference number for LiCl in 

H2O compared to NaCl or KCl in Figure 4b).  

Figure 4 shows higher transference numbers for the sodium system compared to lithium, especially at higher 

concentrations. The reader is reminded that concentration gradients forming during charge/discharge operation in the 

liquid electrolyte are counteracted by ionic diffusion and migration. As higher transference numbers equal higher 

mobilities in an electric field, lower concentration gradients and consequentially overpotentials would be expected 

with sodium. Before we adopt the found concentration dependent transport properties in a simple 1D Newman model 

to exemplarily show the influence of transport properties we summarize the functional approximations obtained for 

the ionic conductivity, the binary diffusion coefficient, the thermodynamic factor and the transference number as 

well as their fit parameters. 

Overview of Transport Properties 

All parameters found in the previous analyses, describing the concentration dependent ionic conductivity, 

thermodynamic factor, transference number and binary diffusion coefficient as well as their fit equations are given 

in Table 1 for LiPF6 and NaPF6 in EC:DEC (1:1 v:v). The functional description for the ionic conductivity is chosen 

to fulfill the Kohlrausch square root law at low concentrations and was selected similar to our temperature dependent 

study (compare Eq. 15 in Ref. 19 for constant temperatures).26 It is noted that the number of measured ionic 

conductivities in this work is small and the high goodness of fit values (and at the same time large confidence intervals) 

are due to the high number of fit parameters (4) compared to the number of measurement points (5). Similarly the 

goodness of fit values for the linear transference number approximations are low and more measurements would be 

required to obtain more reliable concentration dependencies. In the present study the focus is on the qualitative 

difference between lithium and sodium ion transport properties, which can be separated clearly for all parameters 

(compare Figure 1a, Figure 2a, Figure 3a and Figure 4a). Although the accuracy of found functional approximations 



in Table 1 could be improved by additional measurements they may be used to estimate the difference in ionic 

transport for LiPF6 and NaPF6 in EC:DEC (1:1 v:v). 

Table 1. Fit equations and dimensionless parameters, including their confidence interval based on a 

90 % standard deviation and the goodness of fit values, describing the concentration dependence of 

the transport and thermodynamic parameters for LiPF6 and NaPF6 in EC:DEC (1:1 v:v) as shown 

by the solid fit lines in Figure 1a, Figure 2a, Figure 3a and Figure 4a. Concentrations are used in 

units of moles per liter (M). 

Functional Description  LiPF6 NaPF6 

𝜅(𝑐) = 𝑝1 ⋅ c ⋅
1 + 𝑝2 ⋅ √𝑐 + 𝑝3 ⋅ 𝑐

1 + exp (𝑝4 ⋅ 𝑐2)
⋅

mS

cm
 

p1 
p2 
p3 
p4 
R² 

6.30E+01( ± 3.3E+01) 
-7.77E-01( ± 4.2E-01) 
2.02E-01( ± 3.1E-01) 
7.63E-01( ± 4.0E-01) 

0.999 

6.12E+01( ± 1.6E+01) 
-7.32E-01( ± 1.7E-01) 
8.57E-02( ± 1.8E-01) 
3.74E-01( ± 5.8E-01) 

1.000 

(1 +
d ln 𝑓±(𝑐)

d ln 𝑐
) = 𝑝1 ⋅ 𝑐 + 𝑝2 

p1 
p2 
R² 

1.19E+00( ± 2.5E-01) 
7.09E-01( ± 2.1E-01) 

0.921 

7.19E-01( ± 2.3E-01) 
9.43E-01( ± 2.5E-01) 

0.890 

𝑡+(𝑐) = 𝑝1 ⋅ 𝑐 + 𝑝2 
p1 
p2 
R² 

-9.40E-02( ± 8.9E-02) 
2.90E-01( ± 9.5E-02) 

0.364 

-3.73E-03( ± 7.1E-02) 
4.27E-01( ± 8.6E-02) 

0.002 

𝐷±(𝑐) = 𝑝1 ⋅ exp(𝑝2 ⋅ 𝑐) ⋅ 10−6
cm2

s
 

p1 
p2 
R² 

4.28E+00( ± 1.5E-01) 
-5.43E-01( ± 4.6E-02) 

0.951 

5.36E+00( ± 4.8E-01) 
-4.93E-01( ± 9.3E-02) 

0.978 

 

Analysis of the electrolyte properties of both electrolytes showed higher conductivities, diffusion coefficients and 

transference numbers for the larger cation (sodium), i.e., for weaker interaction with the solvent molecules (compare 

Figure 1a, Figure 4a and Figure 2a) and thus suggest smaller overpotentials during cell operation. Only the 

thermodynamic factor suggests the opposite trend, i.e., smaller overpotentials and thus better cell performance for 

smaller cations (lithium). In the widely applied Newman model, used to describe the ionic transport and 

thermodynamics of battery cells in numerical experiments, the coupled transport and energy equations make it 

difficult to judge which of the above found trends dominates during cell operation. Therefore the found concentration 

dependent transport and thermodynamic parameters given in Table 1 for the two types of cations are used in the 

following section for 1D simulations of a cell discharge and to compare the effect of the found parameters on the 

battery performance. 

 

1D Discharge Simulations with LiPF6 and NaPF6 Electrolyte Parameters 

In the following 0.2 C to 20 C discharge rates of a theoretical 1D battery cell, described with the Newman model, are 

simulated using COMSOL Multiphysics®, using the functional approximations for the electrolyte parameters found 

for LiPF6 and NaPF6 in EC:DEC (1:1 v:v) in Table 1. As these parameters have been determined at 25°C only, the 

model is isothermal. Additional parameters resembling a typical battery setup with an electrode loading of 3 mAh/cm² 

are given in Table 1 in the Supporting Information for the reader’s convenience. While the effects shown can also be 

observed with lower loadings, the comparably high loading of 3 mAh/cm² is used on purpose to highlight the different 



behavior of the electrolytes at these challenging conditions. Because the goal of the subsequent analysis is the 

comparison of the effect of electrolyte parameters for the different chemistries, all parameters given in Table 1 in the 

Supporting Information are fixed and only the electrolyte parameters are changed between the two different sets 

given in Table 1. This also means that the same open circuit potentials for the electrodes (in this case graphite and 

NMC) are used, which is for academic reasons only and the authors are aware of the fact that the arbitrarily chosen 

NMC/graphite system would not be applicable for the sodium cell chemistry. Constant current discharge simulations 

are done at C-Rates of 0.2, 0.5, 1, 2, 3, 4, 5, 6, 7, 8, 10, 12, 15 and 20 C until the cell cut-off potential of 2.7 V is 

reached. An initial SOC of 3% (see Table 1 in the Supporting Information) was chosen on purpose to avoid numerical 

instabilities at the beginning of the discharge. 

Depending on the current and the electrolyte parameters, larger or smaller concentration gradients may evolve. 

Exemplary concentration profiles for the electrolyte parameter sets given in Table 1 are shown in Figure 5a for a C-

Rate of 1 1/h and Figure 5b for a C-Rate of 3 1/h at the end of discharge, i.e. when the cell potential reached 2.7 V, 

the last time step of the simulation. The corresponding full cell potential curves are shown in Figure 6a and b.  

  



 

 

  

 

Figure 5. Electrolyte Concentration gradients at the end of a a) 1C and b) 3C constant current 

discharge, i.e., when the cell cut-off potential of 2.7 V is reached, in a hypothetical NMC/graphite 

cell. Solid lines for LiPF6 (blue) and NaPF6 (purple) in EC:DEC (1:1 v:v) are simulated with the 

measured transport and thermodynamic parameters given in Table 1. Additional simulation 

parameters are given in Table1. In the Supporting Information. The separator region is highlighted 

in cyan to easily discern it from the electrodes (see labels in figure). 

At a C-Rate of 1 1/h, as shown in Figure 5a, the initial 1 M electrolyte concentration increases inside the pores of the 

anode (during discharge the alkali ion is deintercalated from the anode) and decreases inside the pores of the cathode 

(during discharge the alkali ion is intercalated into the cathode). While the LiPF6 concentrations at the anode and the 



cathode current collectors are 1.7 M and 0.5 M at the end of discharge, much smaller concentration gradients of 1.3 

M and 0.8 M are found for NaPF6 at the respective interfaces at the end of discharge. The consequential reduction of 

the cell overpotential can also be seen in Figure 6a when comparing the potential curves of the LiPF6 (blue) and 

NaPF6 (purple) simulations at 1C (higher mean discharge potential with NaPF6 transport properties). Compared to 

the NaPF6 simulation, the electrolyte parameters for LiPF6 in EC:DEC (1:1 v:v) yield a ~50 mV higher overpotential 

(at 50% SOC, see Figure 6a), i.e., a 50 mV lower mean discharge potential. As long as the same capacity is obtained 

for both chemistries, it is straightforward to compare the influence of the transport parameters on the cell behavior. 

Figure 6a shows a clear trend, smaller concentration gradients for the electrolytes with the larger cation, 

demonstrating that the beneficial effect of higher conductivity at high concentrations, higher transference numbers 

and higher diffusion coefficients dominate over the found adverse behavior of the thermodynamic factor.  

The concentration profile at the end of a 3 1/h discharge as well as the corresponding potential curves are shown in 

Figure 5b and Figure 6b. In contrast to the previously shown 1 1/h C-Rate, for the 3 1/h C-Rate the reached capacities 

differ largely between the different cell chemistries (compare Figure 6b), indicating that the difference in electrolyte 

transport parameters plays an important role and determines the maximum SOC during operation. For the high 3 1/h 

C-Rate the SOC after discharge is 61% and 93% for the LiPF6 and NaPF6 electrolyte parameters from Table 1 

respectively (compare Figure 6b). As a result of the different capacities reached, the concentration gradients at the 

end of the 3 1/h discharge in Figure 5b correspond to different amounts of transported charge (= different times) and 

thus cannot be compared directly. Clearly visible is the increased magnitude of the concentration gradients for both 

cation types (Figure 5b) compared to the smaller C-Rate (Figure 5a), as well as the pronounced depletion of ions 

inside the pores of the cathode for the lithium electrolyte at the end of discharge (compare blue LiPF6 concentration 

gradients in Figure 5b in the cathode, x > 120 µm). Aside from the concentration overpotential and the increasing 

ohmic overpotentials at high concentration gradients, this depletion of ions in the pores of either electrode (during 

discharge or charge in the porous cathode or anode) causes a large kinetic overpotential due to the dependence of the 

exchange current density in the Butler-Volmer equation on the ion concentration.26 For small ion concentrations the 

kinetic resistance becomes very large, i.e., large overpotentials are necessary to draw/apply the same current. This 

depletion of ions inside the porous electrodes is the ultimate reason for the drop of usable discharge capacities at 

higher currents.33  



  

 

Figure 6. Cell potential curves during a) 1C and b) 3C constant current discharge of a hypothetical 

NMC/graphite cell. Solid lines for LiPF6 (blue) and NaPF6 (purple) in EC:DEC (1:1 v:v) are 

simulated with the measured transport and thermodynamic parameters given in Table 1. Additional 

simulation parameters are given in Table 1 in the Supporting Information. The initial SOC of 3% 

was chosen to avoid numerical instabilities at the beginning of the discharge simulations. 

The percental discharge capacities for all simulated C-Rates are summarized in Figure 7. For C-Rates up to 1 1/h 

almost identical capacities are reached for both cell chemistries, although also in this case pronounced differences of 

the concentration gradients can be found (compare Figure 5a). With the LiPF6 electrolyte parameters, the reached 

SOCs steeply drop from >80% to <20% for C-Rates of ~2 1/h to ~6 1/h, the same drop in SOC is observed only for 

higher C-Rates with the Na electrolyte (~4 1/h to ~8 1/h).  The initial SOC of 3%, which was chosen to avoid 

numerical instabilities at the beginning of the discharge simulations, is the reason for the finite offset at high C-Rates. 



In summary, Figure 7 illustrates the superiority of the electrolyte transport and thermodynamic parameters of the 

NaPF6 compared to the LiPF6 electrolyte. It is important to keep in mind that ion association is neglected in this work 

as reported electrolyte parameters are referenced versus the nominal ion concentration, i.e., even if the sodium salt 

would have a higher degree of association, the effective ion transport is still improved. As argued before, the 

difference between the salts is the structure of the solvation shell around the cation, caused by their different 

interactions with the solvent molecules. Larger cation sizes at the same charge result in weaker interactions with the 

solvent and lead to higher conductivities at high concentrations, higher transference numbers and higher diffusion 

coefficients. These trends are the result of the increased mobility of the cation with the weaker interactions with the 

solvent molecules. The drop of reached capacity shown in Figure 7 correlates with the magnitude of salt depletion 

inside the pores of the intercalating electrode (here the cathode) and also strongly depends on the intercalation kinetics, 

which was assumed identical for both cell chemistries in this work (compare Table 1 in the Supporting Information). 

Our results suggest that based on the electrolyte parameters higher currents can be drawn from/applied to sodium 

battery cells compared to lithium ion batteries without compromising the discharge capacity or alternatively higher 

loadings can be realized before salt depletion occurs within the electrolyte inside the pores of the porous coatings. 

  

Figure 7. Simulated discharge capacities at C-Rates from 0.5 1/h to 20 1/h of theoretical 

NMC/graphite full cell with LiPF6 and NaPF6 in EC:DEC (1:1 v:v) using the parameters given in 

Table 1. Additional simulation parameters are given in Table 1 in the Supporting Information. The 

initial SOC of 3% was chosen to avoid numerical instabilities at the beginning of the discharge 

simulations and is the reason for the offset at low C-Rates (maximum discharge capacity is 97 %). 

 



Conclusions 

In this work the ionic conductivity, the thermodynamic factor, the transference number and the binary diffusion 

coefficient are determined for LiPF6 and NaPF6 in EC:DEC (1:1 v:v) by application of previously introduced 

measurement techniques.17–19 The found increase of the ionic conductivity, transference number and diffusion 

coefficient of the sodium electrolyte compared to the lithium case can be explained with the weaker electrostatic 

interaction of the larger sodium cation. A qualitative agreement is found for the concentration dependent parameters 

when compared with literature values for aqueous electrolytes containing LiCl, NaCl and KCl. In a subsequent 1D 

cell simulation of a hypothetical NMC/graphite cell with an aerial loading of 3 mAh/cm², we use the two sets of 

electrolyte parameters to investigate their influence on the cell operation during constant current discharge operation. 

We show that concentration gradients and along-going overpotentials are decreased for the larger cation size. In 

addition the critical current, at which the depletion of the ion concentration within the cathode leads to large kinetic 

overpotentials, is shifted to higher discharge C-Rates when the sodium electrolyte parameters are used in the 

simulation compared to the lithium scenario. Although our work neglects different kinetics at the surface of respective 

Li and Na active materials as well as their different OCV curves, the presented results encourage research in 

alternative cell chemistries, possibly mitigating the rate or aerial loading limitations observed for current lithium ion 

batteries. 
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Supporting Information
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Parameters for Comsol Simulation 

Table 1. Overview of parameters used for simulation of the charging process of a theoretical 

NMC/graphite cell as implemented in a 1D battery model using the commercially available 

simulation software COMSOL Multiphysics® within the electrochemistry and battery module. 

Electrolyte parameters are separately listed in Table 1 in the main article for the LiPF6 and NaPF6 

electrolytes. 

Domain Parameter 
 

Value 

general temperature 

electrolyte concentration 

cut-off potential 

Li inventory after formation 

1C current 

electrolytes 

 

25°C 

1.0 mol/L 

2.7 V 

2.811 mAh/cm² 

2.811 mA/cm² 

see main article 

graphite anode thickness 

volume fraction electrolyte 

volume fraction active material 

capacity 

tortuosity 

particle radius 

open circuit potential 

solid state diffusion coefficient 

kinetic rate constant 

kinetic symmetry exponent 

solid phase maximum concentration 

initial solid phase concentration 

electronic conductivity 

 

60 µm 

0.30 

0.60 

3.026 mAh/cm² 

4.8 (Ref. 1) 

11 µm 

from Ref. 2 

5·10-13 m/s (Ref. 3) 

2.22·10-11 m/s (Ref. 32, 33) 

0.5 

31360 mol/m³ 

28258 mol/m³ (=97% of inventory) 

1000 mS/cm (Ref. 3) 

separator thickness 

volume fraction electrolyte 

tortuosity 

 

20 µm 

50% 

3 (Ref. 1) 

NMC cathode thickness 

volume fraction electrolyte 

volume fraction active material 

capacity 

tortuosity 

particle radius 

open circuit potential 

solid state diffusion coefficient 

kinetic rate constant 

kinetic symmetry exponent 

solid phase maximum concentration 

solid phase concentration at 4.3 V 

initial solid phase concentration 

 

electronic conductivity 
 

60 µm 

0.30 

0.60 

3.123 mAh/cm² 

3.5 (Ref. 1) 

5 µm 

from Ref. 6 

1·10-14 m/s (Ref. 3) 

6·10-12 m/s (similar to Ref. 6) 

0.5 

52501 mol/m³ 

20131 mol/m³ 

874 mol/m³ (=3% of inventory) 

+ 20131 mol/m³ (= at 4.3 V) 

100 mS/cm (Ref. 3) 



Exemplary Data 

 

Figure 1. Potential relaxation after pulse polarization with current densities of 250 µA/cm² for 1.5 

M LiPF6 (blue) and 65 µA/cm² for 1.5 M NaPF6 (purple) in EC:DEC (1:1 v:v) obtained in the 

symmetric coin cell setup described in the Experimental of the main article. Potentials are offset 

corrected (mean of last 5 min, always below 2 mV) and shifted for easy comparison so that linear 

trendlines start at 1. Dashed black lines indicate the time range used for linear regression and 

extraction of the diffusion coefficients with Eq. 14 in Ref. 7. 

For the analysis of diffusion coefficients, the finite potential offset UOffset observed for long relaxation times (not 

exactly 0 mV but constant and < 2 mV in absolute magnitude), is subtracted.7 Then, very linear trends, indicated by 

the black dashed linear fit lines Figure 1, for the potential relaxation are found, exemplarily shown for the 1.5 M 

electrolytes. For better comparison the potential transients are shifted so that their linear slopes start at 1, which 

makes comparison easier, especially because the real magnitude of the logarithmic potential differs largely as a result 

of the different current densities applied in these cells (250 µA/cm² in the symmetric lithium cells, 65 µA/cm² in the 

symmetric sodium cells). The time ranges for the linear fit were selected manually as judged by eye. Fits were also 

done for the time range shifted by ± 50 % of the fit range starting time and the mean and its standard deviation are 

used for further analysis and are shown as data points Figure 2 in the main article. Although the slopes in Figure 1 

appear similar, the numerical values yield diffusion coefficients of 2.1 ⋅ 10−6 cm2/s and 3.0 ⋅ 10−6 cm2/s for LiPF6 

(blue line) and NaPF6 (purple line) respectively, as shown in Figure 2a in the main article. The noise visible at low 

potentials/for long times is due to the accuracy of the potentiostat (± 100 µV in this study). Therefore NaPF6 data are 

only shown until 27 min in order for the noise not to overlap with the potential relaxation of the LiPF6 cell. 



 

Figure 2. Overview of all measured mean concentration overpotentials of LiPF6 and NaPF6 

electrolytes in EC:DEC (1:1 v:v) at 25°C. Data points represent the mean of the average potential 

during the 3 min measurement period of the repeat cells and their 95% standard deviation (vertical 

errorbars), horizontal errorbars indicate the lower and the higher concentration used for the 

measurement. The measurement setup is described in Ref. 8. 

Concentration overpotentials for the LiPF6 and NaPF6 electrolytes are measured for three minutes inside an argon 

filled glovebox using the open glass plate setup shown in Figure 1 of Ref. 8 and the mean potentials over the 

measurement period as well as their standard deviation (vertical errorbars) are shown in Figure 2. Horizontal errorbars 

in Figure 2 indicate the lower and the higher concentrations used in the experiments, here, concentration pairs of 

0.065 M – 0.1 M, 0.35 M – 0.5 M, 0.75 M – 1 M, 1.25 M- 1.5 M and 1.75 M – 2 M. For each concentration pair at 

least two cells were built for each electrolyte.  

Figure 2 shows similar concentration overpotentials of 13 - 14 mV for both systems at the smallest concentration 

pair. For higher concentrations smaller concentration overpotentials are found for the sodium compared to the lithium 

electrolyte. While concentration overpotentials of ~ 14 mV are found for 0.75 M vs. 1 M NaPF6 in EC:DEC (1:1 v:v, 

purple squares), ~ 20 mV are obtained for 0.75 M vs. 1 M LiPF6 (blue circles). This trend is further pronounced at 

1.75 M vs. 2 M salt concentrations and already suggests a different behavior of transference number and 

thermodynamic factor for both types of ions. Simplification of the concentration potential, as described in detail in 

Ref. 9 allows to calculate the transport factor a from the concentration potentials shown in Figure 2, which are 

depicted for the two electrolyte systems in Figure 4.  



 

Figure 3. Potential relaxation after pulse polarization with current densities of 250 µA/cm² for 2 M 

LiPF6 (blue) and 65 µA/cm² for 1.5 M NaPF6 (purple) in EC:DEC (1:1 v:v) obtained in the 

symmetric coin cell setup described in the Experimental of the main article, plotted vs. the artificial 

time 1 −
√𝑇I

√𝑡+√𝑡−𝑇𝐈
. Potentials are offset corrected (mean of last 5 min, always below 1 mV) and 

normalized for easy comparison so that linear trendlines start at 1. Range bars in the corresponding 

color indicate the time ranges used for the linear regression and the determination of the potential at 

current interrupt ( U(TI) ). Different noise levels result from the normalization of the potential 

transients and the different current pulses applied in the cells. The necessary s-shaped curves are 

visible for both electrolytes and support our experimental procedure. With the potential at current 

interrupt, geometrical factors of the cell design and the separator and the previously determined 

slope of the exponential potential relaxation for long times (compare Figure 1) the transport factor 

b depicted in Figure 5 is obtained. For a detailed description of the analysis method the interested 

reader is referred to Ref. 9). 

  



 

Transport Factors 

 

Figure 4. Transport factors a of LiPF6 and NaPF6 in EC:DEC (1:1 v:v) at 25°C, based on 

concentration cell potentials (see Figure 1 for raw data and concentration pairs) and the 

simplification of the concentration potential equation (compare Eq. 3-5 in Ref. 9), plotted at the 

mean concentration, e.g., the transport factor a, calculated for the concentration pair 0.75 M - 1 M 

is plotted at 0.875 M. In addition to the experimentally obtained values for a also linear 

interpolations to the base salt concentrations (0.1 M, 0.5 M, 1 M, 1.5 M and 2 M) used in this work 

are shown. Values and errors result from the mean concentration potential and its error as shown in 

Figure 1. For a detailed description of the analysis method the interested reader is referred to Ref.9). 

 

Figure 5. Transport factors b of LiPF6 and NaPF6 in EC:DEC (1:1 v:v) at 25°C, based on pulse 

experiments in symmetrical lithium / sodium cells (compare Figure 1 and Figure 3, compare Eq. 8 

in Ref. 9). In addition to the experimentally obtained values for b also linear interpolations to the 

mean concentration cell concentrations (0.0825 M, 0.425 M, 0.875 M, 1.375 M and 1.875 M) are 

shown. Values and errors are the result of mean value and standard deviation of the transport factor 

b based on the repeat measurements done. For a detailed description of the analysis method the 

interested reader is referred to Ref. 9). 
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Chapter 4

Tortuosity of Battery Materials

In lithium-ion battery electrodes and separators the direct straight-line transport path
of lithium ions between two points is hindered by the microporous structure of cell
components. The electrolyte volume fraction, i.e., the electrode porosity 𝜀, and the
tortuosity 𝜏 reduce the ionic conductivity and the binary diffusion coefficient in the
Newman Model (see Eq. 1.3 and 1.4 in Section 1.1) to their effective values. This re-
duction to the effective transport properties in the liquid electrolyte limit the efficiency
of ionic charge transport during battery operation and lead to the build-up of exten-
sive concentration gradients, especially during low temperature operation even at low
C-rates, during fast charge/discharge operation even at ambient temperatures, and for
thick electrode layers, which are the consequence of trying to maximize energy density.
While the electrode and separator porosities may be readily determined using weight
and thickness measurements, the tortuosity of porous media (predominately electri-
calally conducting electrodes) is not easily accessible. For that reason the use of the
so-called Bruggeman relation108,109 is still widely applied in simulations of transport
processes in porous media

𝜏 = 𝜀−1/2. (4.1)

This chapter focuses on the electrochemical determination of the tortuosity of commer-
cially available separators and laboratory prepared electrodes (article [41] in Section
4.1), using impedance spectroscopy. The underlying principles and the validity of the
used transmission line model analysis is verified both theoretically and experimentally
in Section 4.2 and the effect of the binder is shown exemplarily.69) In a separate study,
the effect of the binder on the electrode tortuosity is studied in detail and a correlation
to the charging power capability is drawn (article [69] in Section 4.3).
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4.1 Tortuosity Determination using Electrochemical Impedance
Spectroscopy

In this section the article Tortuosity Determination of Battery Electrodes and Sepa-
rators by Impedance Spectroscopy41 is presented, which was submitted in March 2016
and published in the peer-reviewed Journal of the Electrochemical Society in April
2016. Parts of the article were presented as Paper 202 at the 228th meeting of The
Electrochemical Society in Phoenix (USA) in October 2015 and at the 8th Interna-
tional Workshop on Impedance Spectroscopy in Chemnitz (Germany) in September
2015. The open access article is distributed under the terms of the Creative Com-
mons Attribution Non-Commercial No Derivatives 4.0 License and may be accessed at
http://dx.doi.org/10.1149/2.1141607jes.

In this study we start with the definition of the tortuosity of a porous medium
based on its effective transport properties. We use the MacMullin number110 𝑁M for
the definition of the tortuosity

𝑁M = 𝜏

𝜀
= 𝜅

𝜅eff
(4.2)

and relate it to the different nomenclatures used in the literature. It is emphasized that
in the context of this work the term tortuosity strictly refers to the definition in Eq. 4.2
and is not based on a geometric definition such as, e.g., the longest transport path or
the average transport path length.41 We always determine the tortuosity of the porous
media from the ionic resistance ratio with and without the porous medium

𝜏 = 𝜀 ·
𝑅porous

𝑅free elyt.
(4.3)

with the free-electrolyte resistance being defined by Ohm’s law

𝑅free elyt. = 𝑡

𝐴 · 𝜅Ion
. (4.4)

In the first part of the article we focus on the characterization of porous separator tortu-
osities for which a simple two-electrode copper block cell setup was developed. Analysis
of the high frequency resistance of the copper block setup, with the separator of interest
positioned between the circular copper electrodes, only allows to obtain reproducible
tortuosities by means of Eq. 4.3 when the cell geometry is well defined. Otherwise, e.g.,
when the upper electrode is not ionically insulated, pronounced errors are obtained
and demonstrate how small experimental details may have a detrimental impact on the
obtained results.

In contrast to the simple determination of tortuosities of electricalally insulating sep-
arators, characterization of porous electrodes is more demanding. We assemble symmet-
ric cells of nominally identical electrodes (same porosity, thickness, area and loading) and
record impedance spectra. Analysis of such impedance spectra to find ionic resistances
was known in the literature,100,111 but no conclusion on the electrode tortuosity was
drawn. In addition to the tortuosity calculation, our approach uses a non-intercalating
electrolyte, i.e., not containing any lithium ions. This allows only capacitive currents to
flow, due to the double layer capacity of the electrode’s surface area, and thereby enables
us to unambiguously ascribe observed semi-circles in the Nyquist plot, usually assigned

http://dx.doi.org/10.1149/2.1141607jes
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to charge transfer reactions, to contact resistances between the porous electrode and
the current collector.

The determined tortuosities for porous separators as well as for electrodes with a
range of typical anode and cathode active materials for lithium-ion batteries are mostly
substantially longer than the tortuosity values obtained using the Bruggeman relation
(4.1). The article highlights the effect of particle morphology (platelet graphite particles
vs. spherical NMC particles), electrode composition (LFP cathodes with high and low
carbon content) and compression (from ≈ 25 % to 70 %) and critically compares the
found values with numerical results based on 3D reconstructions of battery electrodes
using either FIB-SEM or X-ray tomography.

Author Contributions
A.E., J.L. and H.G. developed the measurement method using a non-intercalating elec-
trolyte. J.L. and J.H. performed all electrochemical measurements. A.E. added the com-
parison of different tortuosity definitions and the literature overview. Data analysis was
done by A.E. and J.L. and the manuscript was written by A.E. and J.L. and edited by
J.H. and H.G. All authors discussed the data and commented on the results.

Correction

The following correction was published as erratum112 to the main article.41

The caption for Fig. 10 on page A1380 should read:

Figure 10. Tortuosities of porous separators (Celgard is abbreviated with CG) and
their standard deviations determined via high frequency resistance measurements (data
from Table II). Fits with Eq. 6 using 𝛼 = 1.5 (dotted line, i.e., 𝜏 = 𝜀−1.5) and 𝛼 = 2.1
(dashed-dotted line, i.e., 𝜏 = 𝜀−2.1) vs. the conventionally used Bruggeman coefficient
for spherical particles of 𝛼 = 0.5 (blue dashed line).
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Motivation.—Advanced battery models are a valuable tool for
evaluating the performance, safety, and life-time of lithium ion batter-
ies, since they can provide insight into the kinetics and the transport
characteristics of batteries, which are not or only partially accessi-
ble by experiments. To obtain quantitative and meaningful numerical
results, the choice of appropriate physical models and boundary con-
ditions with the corresponding, accurately determined, kinetic and
transport parameters are key issues. For numerical simulations of
battery systems, the ion-transport model for concentrated electrolyte
solutions introduced by Newman et al.1 is frequently used. Since
the microscopic geometry of actually used porous electrodes and
separators are largely unknown, a homogenization approach is ap-
plied for the macroscopic description of porous media. In this case,
the influence of the microstructure on the macroscopic behavior is
modeled by additional geometric parameters such as the porosity ε
and the tortuosity τ. The porosity ε is a well-defined property of
a porous medium, which can be determined easily. In contrast, the
effective tortuosity of separators and particularly of electrodes are
more difficult to quantify, and, to further complicate the matter, many
different definitions for the tortuosity τ are used in the literature.
Thus, the different tortuosity definitions will be presented prior to
reviewing the literature concerned with determining the tortuosity
or the effective ionic conductivity of porous battery separators and
electrodes.

Definitions of Tortuosity and MacMullin Number.—In the fol-
lowing, the most common definitions describing the influence of the
microstructure on the macroscopic behavior are introduced. As ex-
plained in, e.g., Patel et al.,2 the effect of a porous microstructure on
the macroscopic conservation laws can be described by the MacMullin
number NM

NM = κ

κeff
[1]

which relates the ionic conductivity κ of the electrolyte solution to the
effective ionic conductivity κeff of a porous separator or electrode. The
MacMullin number is the basis for many empirical laws established

∗Electrochemical Society Student Member.
∗∗Electrochemical Society Fellow.

zE-mail: j.landesfeind@tum.de

to describe the influence of the porous microstructure of separators
and electrodes on the macroscopic conservation laws in terms of
the porosity ε and additional parameters. One of the most famous
empirical laws was introduced by Archie3

NM = ε−m [2]

where a power-law relationship between the porosity ε of sandstone
and the MacMullin number NM with the exponent m (Archie’s expo-
nent) is used. Other empirical laws are given, e.g., in the review by
Shen and Chen4 or in Barrande et al.5 As mentioned before, these em-
pirical laws hold ”only for a series of samples from the same geologi-
cal formation, because these rocks have similar microstructures”.6

For a different type of microstructure, the exponential factor m
may be quite different. The MacMullin number as well as the re-
lated empirical laws are based on a macroscopic view of the porous
medium.

In contrast, it is also possible to use a microscopic approach to
model a porous microstructure. In this case, the tortuosity is introduced
as a measure of the elongation of the transport path due to the porous
structure with respect to a straight line d. For example, the path-length
tortuosity

τpath = dpath

d
[3]

is defined for a single channel with a constant cross-sectional area.
The tortuosity can also be defined with respect to a physically moti-
vated length definition. For instance, the path length of the electronic
tortuosity τel is based on the gradient of the potential. Last but not
least, the geometrical tortuosity τgeo is defined as the shortest con-
nection between two points x1 and y1 with respect to the length of
the straight connection between these points. The path-length tortuos-
ity τpath, the geometrical tortuosity τgeo, and the physically motivated
tortuosity τel are not identical and may result in different numerical
values. Until a few years ago, all microscopically motivated values
for the tortuosity were usually based on simplified geometries such as
channel networks or regular porous structures such as agglomerated
spheres (see, e.g., Wyllie and Rose,7 Cornell and Katz8 or Zalc et al.9).
More recently, realistic three-dimensional representations of complex
porous structures can be provided by imaging technologies, enabling
a numerical quantification of the mean geometrical tortuosity τ̄geo,10

which is based on an averaged value of the shortest path lengths di j
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between points xi and y j and is usually determined by numerical al-
gorithms utilizing the random walk theory11 or the graph theory.10

Note that these numerical algorithms only consider the elongation of
the transport path but do not include additional factors such as non-
constant cross-sectional areas or the microscopic surface structure of
the solids constituting the porous medium. Therefore, the constric-
tion factor β is sometimes introduced to account for a non-constant
cross-sectional area. The concept of the constriction factor and its the-
oretical motivation is, e.g., explained by Wiedenmann et al.,10 using
the following relation

NM ≡ τgeo

εβ
[4]

The big advantage of the microscopic approach is that it is based
on a purely geometrical description of the microstructure, so that a
basic understanding for a porous structure is generated which can be
used for the design of future porous materials. However, the size of
the reconstructed sample has to be considered as potential source of
uncertainty, since it has to be large enough to be representative as,
e.g., can be observed in Cooper et al.12

In the above discussion, macroscopic and microscopic approaches
for the determination of tortuosity parameters were reviewed. In ad-
dition, it is also possible to simply apply the microscopic concept of
tortuosity to the macroscopic description of a porous medium using
an empirical approach

NM = τ

ε
[5]

in which the effective tortuosity τ is determined experimentally for
each given porous medium. In this case, the effective tortuosity τ
does not only describe the elongation of the transport path, but also
includes other effects such as variable cross-sectional areas, surface
morphologies, etc. As emphasized by Holzer et al.,6 it is important
to strictly distinguish between the effective tortuosity τ and the geo-
metrical tortuosity τgeo, since they are based on different definitions.
The main advantage of the former is that all geometrical effects are
automatically included in the effective tortuosity τ. However, its main
disadvantage is that it is only accessible experimentally and there-
fore might include experimental artifacts and also does not allow to
project values for other geometries (e.g., particle shapes, porosities,
etc.). At this point, it is important to mention that the tortuosity τ in
Eq. 5 appears often as τ2, which is the result of different assumptions
as, e.g., discussed in Clennell13 or Djian et al.14 The same macro-
scopic concept can be applied to reconstructed, three-dimensional
microstructures. In this case, the McMullin number in Eq. 5 is not de-
termined by experiments but by numerical simulation of the Laplace
equation as discussed, e.g., in Ender et al.,35 Joos et al.15 and Cooper
et al.12 A similar concept is used in Ebner and Wood.16 in which the
effective tortuosity is computed numerically from top and cross sec-
tional views of electrodes based on either NMC (Li(NixMnyCoz)O2;
x + y + z = 1), LCO (LiCoO2), or graphite. As for determination
of the geometrical tortuosity based on reconstructed microstructures,
the sample size has to be considered as a potential uncertainty.

The last important definition which is frequently used in battery
applications results from the combination of Eqs. 2 and 5

τ = ε1−m = ε−α [6]

This well-known equation with the exponent α is frequently called
the Bruggeman relation17 although the origin of this convention is
unclear (see note added in proof). Unfortunately, in some cases
the tortuosity is also defined differently, e.g., as τ = ε(1−α).18 The
Bruggeman exponent relates to Archie’s exponent by −α = 1 − m.
For spherical particles the Bruggeman exponents becomes α = 0.5
(as defined in Eq. 6), corresponding to an Archie’s exponent m = 1.5.
This simplest case of the Bruggeman equation for spherical parti-
cles is used for comparison in the Results and discussion section.
This case corresponds to the so-called Bruggeman approximation
frequently used for porous electrodes as suggested in Newman and
Thomas-Alyea1 and implemented in commercial software packages

(e.g., Comsol Multiphysics), where it is expressed terms of ε/τ = ε1.5.
The validity of this relation was investigated experimentally as well
as numerically, and reasonably close agreement was reported in the
case of spherically shaped solids forming the porous medium.2,19,20

For more complex structures, different α-values are obtained, whereby
frequently Eq. 6 is modified by an additional proportionality factor
f 18,19

τ = f ε−α. [7]

In this work, we will examine the validity of the Bruggeman equa-
tion for spherical particles (τ = ε−0.5, i.e. α = 0.5) by comparing it
with tortuosities determined for separators and porous electrodes. The
functional description of the tortuosity is analyzed by fitting experi-
mental data for a variety of separators and electrodes with the general
equation for the tortuosity used in literature (Eq. 7).

Literature Overview.—Ionic Conductivity in Separators.—In the
literature, different values for the MacMullin number NM, the coef-
ficient α, or the tortuosity τ of various separators can be found.2,14,22

In many publications, impedance based techniques are used to mea-
sure the effective conductivity. Unfortunately, the value of the Mac-
Mullin numbers vary quite significantly for the same separator mate-
rial which, e.g., can be illustrated for the reported MacMullin numbers
for Celgard 2500 separator of 8.5 (Patel et al.2), 13 (Djian et al.14) and
of 18 (Abraham22). Quite clearly, this large scatter suggests the pres-
ence of experimental artifacts in at least some of the measurements,
which still needs to be resolved. Gas transport resistance measure-
ments are also commonly used to characterize separators, whereby
the so-called Gurley number (the time in seconds it takes for 100
cm3 of air to pass through a defined area at a defined pressure dif-
ference) is often assumed to be proportional to the effective ionic
resistivity.23 While useful for a rough benchmarking of separators,
Gurley numbers cannot be quantitatively related to the effective ionic
resistance.

Ionic Conductivity in Electrodes.—For electrodes, the determina-
tion of the MacMullin number is more elaborate, since now the porous
medium is electronically conductive, so that the high-frequency re-
sistance cannot be used as a measure of the ionic conductivity. The
effective ionic conductivity of electrodes can in principle be deter-
mined by AC impedance using a transmission-line model (TLM).24

This, for example, was used to quantify the proton conductivity of
PEM (proton exchange membrane) fuel cell electrodes by Liu et
al.,25 where the charge transfer resistance in the TLM circuit model
could be eliminated experimentally by removing the reacting gases.
The resulting TLM circuit model is often referred to as being un-
der blocking conditions. For lithium ion batteries, Ogihara et al.
measured electrodes in a symmetric cell setup with a lithium salt
electrolyte,26,27 showing that they would obtain blocking conditions
by conducting the impedance analysis at a state of charge (SOC) of 0%
or 100%, where lithium intercalation/deintercalation is suppressed.
Using the simplified TLM circuit model for blocking conditions,
they could obtain effective ionic resistances of the electrodes from a
fit.

An alternative method was used by Thorat et al.18 and Holzer
et al.,6 who determined the MacMullin number of porous electrodes
by the ratio of the effective binary diffusion coefficient in the elec-
trode and the binary diffusion coefficient in the pure electrolyte. Here,
polarization interrupt experiments allow the determination of the ef-
fective binary diffusion coefficient for a freestanding electrode sheet
(prepared by delamination of the electrode from the current collec-
tor) placed between two separators by comparison with numerical
simulations.18,28 However, the two drawbacks of this method are that
freestanding electrodes have to be prepared and that the numerical
model requires knowledge of the concentration-dependent values of
the transference number, the thermodynamic factor, and the diffusion
coefficient. A more recently developed method by DuBeshter et al.29 is
based on measuring the pressure-dependent term of the gas diffusion
coefficient through a porous electrode, which, however, is only valid
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for isotropic electrode morphologies, i.e., if the in-plane permeability
is equal to the through-plane permeability. This clearly is not satisfied
for flake- or plate-like particles characteristic for many graphites.

Finally, the effective ionic conductivity can in principle also be
determined numerically if the exact morphology and microstructure
can be determined.30,31 3D reconstructions of porous electrodes can be
obtained using X-Ray tomography32,33 or focused ion beam scanning
electron microscopy (FIB-SEM).34 The tortuosity τ of many types of
active materials, with a defined 3D-structure obtained from advanced
imaging technologies, is often determined by numerical simulations as
shown, e.g., for LiFePO4

12,35 or for La0.58Sr0.4Co0.2Fe0.8O3−δ (LSCF)
cathodes.15 For a reconstructed graphite electrode, the geometrical
tortuosity τgeo determined by the random walk theory was found to
be consistent with the tortuosity τ determined by a physically mo-
tivated simulation.11 Numerical investigations of 3D reconstructed
electrodes based on X-Ray tomography data have shown the effect of
particle anisotropy on the through-plane tortuosity, reporting increas-
ing tortuosities when the particle shape is changed from spherical and
non-spherical to platelet like graphite particles.32 The limited spatial
resolution of current 3D-imaging methods is still somewhat of a draw-
back, since detailed imaging of conductive carbons (primary particle
diameters of ≈0.04 μm and primary particle agglomerates of ≈0.4
μm) would be required to include the effect of conductive carbon
additives on the effective ionic conductivity of electrodes. This draw-
back can be mitigated by a combination of X-Ray tomography data
with carbon binder modelling.33

The present work aims at quantifying the tortuosity of porous
separators and electrodes used in lithium ion batteries using electro-
chemical impedance spectroscopy measurements. A new test setup
will be shown to quickly and reproducibly determine the effective
ionic conductivity of separators. To quantify the effective ionic con-
ductivity of electrodes, a more general transmission-line model com-
pared to that used by Ogihara et al.26,27 will be used with symmetric
electrodes, whereby measurement requirements to avoid experimental
artifacts will be examined. To investigate whether the effective tortu-
osity of electrodes can be described by the power-law relationship of
the Bruggeman equation and how it will vary across different elec-
trodes, we will examine a number of electrodes composed of different
electrode active materials at different compositions and compressions.
Comparison of particle sizes, morphologies, and the electrode compo-
sitions are investigated toward their impact on the MacMullin number.

Theory

Ion transport through porous structures.—Charge transport in
porous particle networks or structures such as lithium ion battery
electrodes or separators is determined by the ionic resistance RIon

inside the electrolyte phase. If the ionic resistance RIon through a
cross-sectional area A of a material with porosity ε and a thickness d
can be determined, and if the conductivity of the electrolyte κ is known,
the MacMullin number NM and the tortuosity τ can be calculated by
rearranging Ohm’s law using Eqs. 1 and 5

NM = τ

ε
= RIon · A · κ

d
[8]

Note that the determination of the MacMullin number does not require
knowledge of the electrode porosity, while it is required to determine
the tortuosity. Techniques to measure ionic resistances RIon will be
discussed in the next paragraphs for both separators and electrodes.
For impedance based approaches, so-called blocking electrodes or
blocking conditions are frequently used, which means that there is no
charge transfer across the solid/liquid interface, i.e., that the surface
is ideally polarizable.36 Such conditions can be realized experimen-
tally, if no charge transfer reaction can take place in the potential
window under investigation. Implementation of blocking conditions
may be realized by using a salt which cannot react electrochemically
with the electrodes within the potential excitation of a few mV during
an impedance measurement. In reality, surface roughness37 or an in-
homogeneous current distribution38 may alter the ideally polarizable

Figure 1. Equivalent circuit for non-electronically conducting porous separa-
tors in a blocking electrode configuration.

behavior of electrodes, and a blocking electrode is therefore gener-
ally described best by a constant-phase Element (CPE), the complex
impedance of which is given as

ZCPE = 1

Q(iω)γ
[9]

where ω is the angular frequency, the parameter Q is related to the
electrode capacitance, and γ is the constant phase exponent (for γ = 1,
ZCPE simplifies to the impedance of an ideal capacitor).

Ionic resistance of a separator.—Impedance measurements of
electrolyte-filled electronically insulating separators, positioned be-
tween two electrodes in a blocking electrode condition can be de-
scribed by an equivalent circuit consisting of a serial connection of
two CPEs and an ionic resistance, whereby the CPEs can be lumped
into one global CPE as depicted in Figure 1.

The impedance of the equivalent circuit in Figure 1 is given by

ZSep. = RIon + 1

QS(iω)γ
[10]

which allows for a simple determination of the ionic resistance RIon

inside the porous separator by means of a high frequency extrapolation
(ω → ∞) in the corresponding Nyquist plot.

Ionic resistance of a porous electrode.—The impedance of elec-
trolyte filled pores in an electronically conductive particle network,
such as in a lithium ion battery electrode, can be described by an equiv-
alent circuit model referred to a transmission-line model (TLM).36

Figure 2 depicts the equivalent circuit of the general TLM. Inside the
solid phase, the electronic resistance is represented by a serial connec-
tion of ohmic resistors, rEl. Accordingly, the ionic resistances in the
electrolyte phase are depicted by the ohmic resistors rIon. In addition,
charge can be transferred between the solid and the liquid phase via
faradaic or capacitive charge transfer reactions, which is described by
the surface impedance elements zS.

This equivalent circuit segment may then be connected ionically
and/or electronically on either/or both ends. For example, for an elec-
trode coated on a current collector and pressed against a separator,
the electronic rail (upper brown rail in Figure 2) is connected only
at one end and the ionic rail (lower blue rail in Figure 2) is con-
nected only at the other end, as no ions can flow into the current
collector (pure electron conductor) and now electrons can flow into
the electrolyte (pure ion conductor). For practical purposes, the use
of a separator is advantageous in order to prevent an electronic short-
circuit between the two electrodes and to keep the electrodes in a
plane-parallel configuration. For properly designed lithium ion battery

Figure 2. Equivalent circuit of the general transmission-line model for a
porous electrode. The charge transfer process between the solid and the liquid
phase through faradaic or capacitive charge transfer reactions is represented
by zS. Electrons are moving in the solid phase (brown region), while ions are
moving in the electrolyte phase (blue region).
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Figure 3. Simplified form of the transmission-line model for porous elec-
trodes with rEl << rIon and for blocking conditions.

electrodes, the electronic resistance in the solid phase rEl of the
transmission-line model is negligibly small (κ > 0.1 S/cm due to
the presence of conductive carbon additives39,40) compared to the re-
sistance in the electrolyte phase rIon (κ < 0.01 S/cm). This means
that the electronic resistances rEl are generally negligible compared
to the ionic resistances rIon, so that the former can usually be omitted.
Further simplifications can be made for blocking conditions, i.e., in
the absence of faradaic charge transfer reactions, in which case the
surface impedance elements zS can be modeled by a capacitive behav-
ior. The latter is modeled using constant-phase elements to account
for geometric effects resulting from the materials surface roughness.41

For lithium ion batteries, blocking conditions were shown to be ap-
proached at 0% and 100% SOC;26,27 as we will show later, they can
also be realized by using non-intercalating electrolyte salts, which
are stable within the potential window of an impedance measurement
(±10 mV). Thus, lithium ion electrodes in a blocking condition and
with rEl � rIon, the general transmission-line model reduces to a form
depicted in Figure 3.

An analytical electrode impedance ZEl . can be derived for the
simplified transmission-line model36,42 in Figure 3, which we will
refer to as TLM-Q:

ZEl. =
√

RIon ZS coth

(√
RIon

ZS

)
=

√
RIon

QS(iω)γ
coth

(√
QS(iω)γ RIon

)
[11]

where RIon = �(rIon) and QS = �(qS). If an ideal capacitive behav-
ior would be assumed instead of the constant-phase elements, the
constant-phase exponent γ becomes one and the 1/(QS(iω)γ) terms
reduce to the impedance of a capacitor 1/(iωC). The transmission-
line model with pure capacitive behavior of the surface impedance
elements will be referred to as TLM-C. Exemplary Nyquist plots of
the porous electrode transmission-line models with constant-phase
exponents of γ = 1 (pure capacitor) and γ = 0.9 are shown in Figure
4 together with a 45◦ slope as a guide for the eye.

The Nyquist plot in Figure 4 shows that the TLM-C model (solid
line) results in a vertical line toward low frequencies, while the TLM-
Q model (dashed line) deviates toward lower angles from a vertical
line at low frequencies. In addition, at high frequencies, the TLM-C
model shows a 45◦ slope, while the TLM-Q model displays a slope
with an angle smaller than 45◦. One way to extract the electrode ionic
resistance RIon of electrodes via impedance measurements is to fit Eq.
11 to experimental data. Exemplary fits are shown in the Results and
discussion section. The ionic resistance can also be obtained via linear
extrapolations of the low and high frequency regions to the x-axis in
the Nyquist plots. While the latter extrapolation gives the high fre-
quency resistance RHFR, the extrapolation of the low frequency branch
to the x-axis (ZEl.|(ωlow→∞)) gives the sum of the high frequency resis-
tance and one third of the ionic resistance inside the pores, as already
discussed by Ogihara et al.26 or Liu et al.25 for the transmission-line
model with ideal capacitors:

ZEl.|(ωlow→∞) = RIon

3
+ RHFR [12]

Similarly, it can be shown, that if constant-phase elements instead
of ideal capacitors are used in the transmission-line model, the same
relation holds.

Experimental

Materials and electrodes.—Separators from Celgard (Celgard
3500, Celgard H2013, Celgard C480, Celgard 2320, Celgard 2500,
Celgard 2325), Separion (S240P30), two commercial single-layer
HDPE separators (#1 and #2) and Freudenberg (FS-3001-30) were
punched to circular discs of at least 25 mm diameter and dried in a
vacuum oven at 70◦C overnight. Composite electrodes were prepared
by doctor-blade coating of a slurry of active material (AM), binder
(Kynar HSV 900, Arkema), conductive carbon (SuperC65, Timcal),
and NMP (Sigma Aldrich, anhydrous, 99.5%) prepared in a planetary
mixer (Thinky ARV-310), using a copper current collector foil (MTI,
19 μm) for anode active materials and an aluminum current collector
foil (MTI, 15 μm) for cathode active materials. Coatings were dried in
a self-built drying oven at 50◦C under air and then punched to circular
discs of 11 mm diameter. Compression to the desired electrode poros-
ity was done in a hydraulic press (Mauthe, PE-011). Further drying
was done in a vacuum drying oven at a minimum temperature of 95◦C
for at least 6 h. Commercially available active materials, electrode
compositions, and the abbreviation by which the electrode will be
referred to further on are listed in Table I.

Electrodes were characterized by measuring their weight (Met-
tler Toledo, XP6, 1 μg accuracy) and thickness (Mitutoyo, Lifematic,
VL-50, 0.1 μm accuracy). These were used to calculate the elec-
trode porosity, assuming the bulk active material densities listed in
Table I as well as the bulk density of the conductive carbon of ∼2.2
g/cm3. The absolute error in the thickness measurements is ca. ±2
μm (corresponding to ca. 4–10% for coating thicknesses ranging
from 20–50 μm) and the absolute error in the weight measurements is
estimated to be ±0.01 mg/cm2. The resulting error in electrode poros-
ity is represented by horizontal error bars in Figure 15, Figure 19 and
Figure 20.

An argon filled and temperature controlled glove box (MBraun,
25◦C ± 1◦C, oxygen and water content <0.1 ppm, Ar 5.0, Westfalen,
99.999%vol.) was used for electrolyte preparation, the measurement
of the effective ionic resistance of separators, and for cell assem-
bly. All cell parts were cleaned thoroughly by boiling them in an
ethanol water mixture, rinsing them with water (Millipore, Elix, 15
M�), and then drying them at 70◦C in a drying oven before bringing
them into the glove box. Mixtures of ethylene carbonate (EC, Sigma
Aldrich, anhydrous, 99%), diethyl carbonate (DEC, Sigma Aldrich,
anhydrous, >99%), and dimethyl carbonate (DMC, Sigma Aldrich,
anhydrous, ≥99%) were used as solvents for self-prepared electrolytes
containing tetrabutylammonium perchlorate (TBAClO4, Sigma
Aldrich, ≥99.0%) salt. Impedance measurements of separators were

Figure 4. Simulated Nyquist plots of Eq. 11 with RIon = 300 �, Q =
100 μF · sγ−1, and γ = 1 (solid) or γ = 0.9 (dashed); the dotted red line
indicates a 45◦ slope.
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Table I. Electrodes prepared for the determination of the MacMullin number and the tortuosity by the TLM-Q model. LFP, LNMO, and NMC
were coated on aluminum current collectors, while LTO and graphite were coated on copper current collectors. Listed active material loadings
are the mean loadings (±10%) of the electrodes shown in Figure 15.

Active Material (AM) Loading Density (AM) %wt AM/binder/carbon Referred to as

LFP (commercial) 8 mgAM/cm2 3.6 g/cm3 90/5/5 LFP-lowC
LFP (commercial) 3 mgAM/cm2 3.6 g/cm3 70/15/15 LFP-highC

LNMO (commercial) 7 mgAM/cm2 4.5 g/cm3 96/2/2 LNMO
NMC 111 (commercial) 18 mgAM/cm2 4.7 g/cm3 96/2/2 NMC

LTO (commercial) 9 mgAM/cm2 3.5 g/cm3 90/5/5 LTO
graphite (SGL Carbon GmbH) 6 mgAM/cm2 2.3 g/cm3 95/5/0 graphite-1

graphite (KS6L, Timcal) 4 mgAM/cm2 2.3 g/cm3 91/9/0 graphite-2

conducted using commercially available LP572 electrolyte from
BASF (EC:EMC (3:7 w:w) with 1 M LiPF6 + 2% VC).

Measurement cells.—Three cell setups were used for the deter-
mination of the MacMullin number and the tortuosity of porous sep-
arators and electrodes. A turn-key conductivity sensor (LF 1100+,
SI Analytics, with custom made ground glass fitting) with a built-in
temperature sensor was used to measure the conductivity of the used
electrolytes at 25◦C.

First, the impedance of separators filled with electrolyte was mea-
sured inside a glove box in an open setup consisting of two cylindrical
copper blocks, which were connected with actively shielded cables to
a potentiostat outside the glove box. A schematic sketch of the copper
block setup is shown in Figure 5.

An excess of electrolyte in the open copper block setup allows
for good wetting and exact measurement of the ionic resistance as
long as the measurement time does not exceed a few minutes, even
if small amounts of solvent evaporate. In order to precisely confine
the effective area, it is necessary to insulate the perimeter of the
upper copper electrode. This was done with epoxy resin (EPO5.S200,
Composite Technology), polished to a sharp edge with a polishing
machine (Beta Grinder-Polisher, Buehler).

Second, symmetrical Swagelok type T-Cells (spring-compressed
to ≈1 bar) were used to measure the impedance of porous electrodes
(11 mm diameter) via the transmission-line model. Cells were assem-
bled inside the glove box and then transferred into a temperature con-
trolled climate chamber (25◦C, Binder). In such a symmetrical setup,
the measured impedance corresponds to the sum of the impedances of
the individual electrodes. Therefore, care was taken to always combine
two electrodes with closely matched loading and porosity. Two glass
fiber separators (VWR, thickness 250 μm, borosilicate, binder-free,
1.2 μm pore size) with a diameter of 11 mm were used as separators.

Third, pouch bag cells were used, which consisted of a stack of
a large electrode, a larger separator and a smaller counter electrode
as schematically depicted in Figure 6. An uncoated/inactive part of
the copper foil was led outside the pouch bag and used as a current
collector tab. For measurements of the separator resistance, two copper
foils were used as electrodes. Determination of the ionic resistance
of porous electrodes in the pouch cell setup was done by placing

Figure 5. Sketch of copper block setup for the determination of the ionic
resistance of electrolyte-filled separators. The upper copper electrode has a
height of 10 mm and a diameter of 20 mm; the lower copper electrode has
a height of 15 mm, a diameter of 50 mm, and the electrolyte reservoir has a
depth of 5 mm (typically filled to a height of ≈2 mm) and an inner diameter
of 45 mm; the diameter of the sandwiched separator is ≥25 mm.

a glass fiber separator between the electrodes under investigation.
Precise determination of the active area in pouch cells was achieved
by image analysis. Typical dimensions were 20 × 20 mm2 for the
larger electrode, 30 × 40 mm2 for the separator and 15 × 15 mm2

for the smaller electrode. The cells were filled with ≈50–200 μl
electrolyte, depending on the size and the type of separator, and then
vacuum sealed at 25 mbar. Four point electronic connections to the
potentiostat (Biologic VMP3 potentiostat/galvanostat) were used to
avoid contact resistances.

Electrochemical impedance spectra were measured around OCV.
A frequency range of 200 kHz to 1 kHz with a 5 mV perturbation
was used for determining ionic resistances of separators, and from
200 kHz to 0.5 Hz with a 10 mV perturbation for measurements of
the transmission-line ionic resistance of electrodes.

Results and Discussion

Determination of separator tortuosities and macmullin
numbers.—Ohmic resistances of porous lithium ion battery separators
were determined with impedance measurements using the copper cell
described in the Experimental section (Figure 5). In this setup, stray
currents are avoided by electrical insulation around the upper copper
electrode. The necessity of this insulation is demonstrated with Fig-
ure 7, where impedance spectra of 1, 2, or 3 separator layers were
measured in the copper block setup with and without the insulation
around the upper copper electrode. Measurements for each number of
separator layers are repeated three times with fresh separators and a
freshly cleaned cell. In total, this results in nine measurements with the
insulated and nine measurements with the non-insulated upper copper
electrode. Although shown for different separators and electrolytes,
leading to different high frequency resistances, the very same trend
would exist for a direct comparison of the same separator.

Figure 7a shows a large variation of the impedance spectra if
the non-insulated upper copper electrode is used; note that repeated
impedance spectra for any given assembled cell are reproducible,
suggesting that the variability is not due to noise in the impedance
measurements. This experimental scatter can be eliminated by elec-
tronically insulating the perimeter of the upper copper electrode as

Figure 6. Schematic of pouch bag cell setup for symmetrical impedance mea-
surements of transmission-line model of porous electrodes.
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Figure 7. High frequency resistance of multiple layers of Celgard 2325 (with
1 M LiPF6 in EC:EMC (3:7 w:w) + 2% VC) or Celgard 2500 (with 0.05
MLiClO4 EC:DEC (1:1 w:w) separators, in copper block setup with a. non-
insulated upper electrode and b. an insulated upper electrode to avoid stray
fields and currents. Three independent repeat experiments (crosses, squares,
diamonds) are shown for each experimental configuration (one, two and three
separators, highlighted by colors).

shown in Figure 7b, where three independent repeat experiments
(crosses, squares, diamonds) for each separator stacking yield iden-
tical impedance spectra (the remaining very small variations can be
seen by regarding the rightmost red squares at the lowest frequen-
cies). We conclude that the experimental scatter observed with the
non-insulated upper copper block electrode (Figure 7a) is not due to
unstable impedance measurements, but is caused by stray currents
that bypass through the electrolyte and effectively increase the probed
separator area by an unknown extent. By insulating the perimeter of
the upper copper electrode, this effect can be eliminated, resulting
in highly reproducible measurements (Figure 7b). Owing to in-plane
ionic conduction in the separator, the effective separator diameter is
larger than the upper copper electrode diameter (20 mm) by an ef-
fective length which is on the order of three separator thicknesses.
Assuming a maximum separator thickness of ≈75 μm (stacking of
three separators), this would correspond to an effectively sampled
area of ≈3.28 cm2 vs. the nominal sample area of 3.14 cm2, which
would introduce a maximum error in the determined areal resistance
and effective conductivity of less than 5%.

Before application of this simple experimental setup to various
battery separators, the accuracy of this new device will be verified
by varying the separator thickness using multiple separator layers, by
changing the electrolyte conductivity, and by comparing results ob-
tained in pouch cells (see Figure 6) and in the copper block setup (see

Figure 8. High frequency areal resistance of multiple layers of Celgard 2325
separators soaked with 1 M LiPF6 in EC:EMC (3:7 w:w) + 2% VC using both
the copper block setup (four repeat experiments per stacking) and pouch cells
(one experiment per stacking). The line represents a least-squares fit of all the
data to RIon · A = x1 · #Sep + x0, yielding x0 = 0.10 �cm2 and R2 = 0.998.

Figure 5). At first, the areal resistances of multiple layers of Celgard
2325 separators obtained from measurements with both the copper
block setup and in pouch cells are compared and depicted in Figure 8.

Results from both pouch cells (blue circles in Figure 8) and from
the copper block setup (red crosses in Figure 8) are in excellent agree-
ment. The standard deviations for each separator count of measure-
ments conducted in the copper block setup are below 3.5%, which
is on the order of the assumed separator porosity and thickness vari-
ances. Furthermore, Figure 8 shows the expected perfectly linear re-
lationship between areal resistance and the number of separators. The
negligibly small y-intercept of x0 = 0.1 � cm2 of the least-squares
regression line in Figure 8 demonstrates that no significant additional
resistive contributions (e.g., from contact resistances) are present in
either setup (i.e., x0 is <3% of the overall resistance of a separator).
Figure 8 also serves as a quality measure with regards to experimental
artifacts which could arise from incomplete separator wetting. For dif-
ferent numbers of separators and in completely different cell setups,
in which electrolyte is added either at ambient pressure (copper block
setup) or the cell is sealed at an absolute pressure of 25 mbar (pouch
bag setup), no difference in areal resistance could be observed.

In order to further verify the measurement setup, we also examined
whether the measured tortuosity for a given separator is independent
of electrolyte conductivity, as one would expect. Tortuosities were
calculated for single layers of Celgard 2325 based on impedance
measurements in the copper block setup and using porosity and thick-
ness values specified by the manufacturer (see Table II). Data with
five different electrolytes are compared in Figure 9, including the ex-
perimental data obtained with the copper block setup already shown
in Figure 8 (data set at ∼9.5 mS/cm; light-blue symbols).

Independent of solvent, salt, or salt concentration, a tortuosity of
4.03 ± 0.24 is obtained from measured high frequency resistances
as depicted in Figure 9. Compared to the standard deviation of ∼3%
obtained from variation of the number of separators or the cell setup
in Figure 8, an increased standard deviation of ∼6% is obtained from
these experiments with different electrolytes. Part of this error is due
to temperature fluctuations caused by the glovebox’s temperature
control (±1.0◦C). In addition, very low electrolyte conductivities for
electrolytes with small salt concentrations (left-hand side data set in
Figure 9) are prone to errors from impurities, while high electrolyte
conductivities (right-hand side data set in Figure 9) lead to small ionic
resistances in which case signal contributions from cable inductivities
and small contact resistances are more significant. Therefore, the best
measurement conditions were found for electrolyte conductivities in
the range of 3–10 mS/cm, with separator samples cut to a diameter
of 25 mm or 40 mm. Such electrolytes are also closest to relevant
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Table II. Tortuosities (τ) and MacMullin numbers (NM) of porous separators determined by impedance measurements in blocking electrode
configuration using the setups shown in Figure 5 and Figure 6, mainly using individual separator layers and 1 M LiPF6 in EC:EMC (3:7 w:w) +
2% VC electrolyte (κ = 9.25 mS/cm). The listed separator porosity (ε) and thickness (d) values were taken from the manufacturers’ specification
sheets (separator parameters differing from the manufacturers’ specification sheet are marked by an asterisk) and used in Eq. 8 to calculate τ
and NM values. The MacMullin number predicted by the Bruggemann relationship for spherical particles (NM(B) = ε−1−α) based on Eqs. 5 and
6 with α = 0.5 and values from the literature (NM(lit.)) are shown in the right-hand-most columns. Variations in τ and NM indicate the standard
deviations based on at least three independent repeat experiments.

Separator Type ε [-] d[μm] τ (meas.) NM (meas.) NM(B) NM(lit.)

commercial (#1) monolayer HDPE 0.39 18.5 5.4 ± 0.4 14 ± 1.1 4.1
commercial (#2) monolayer HDPE 0.43 16 6.9 ± 0.1 16 ± 0.3 3.6
Celgard H2013 trilayer 0.47 20 3.2 ± 0.2 6.9 ± 0.5 3.1
Celgard 2320 trilayer 0.39 20 3.9 ± 0.0 10 ± 0.1 4.1 6.5∗23, 11∗44

Celgard 2325 trilayer 0.39 25 4.1 ± 0.2 10 ± 0.6 4.1 7.0∗23

Celgard 2500 monolayer PP 0.55 25 2.5 ± 0.2 4.5 ± 0.3 2.5 13∗14, 8.52, 18∗22

Celgard 3500 coated PP 0.55 25 3.4 ± 0.1 6.1 ± 0.2 2.5
Celgard C480 trilayer 0.50 21.5 3.6 ± 0.3 7.3 ± 0.5 2.8

Freudenberg FS-3001-30 non-woven PET 0.60 28 2.7 ± 0.0 4.6 ± 0.1 2.2 1443

Separion S240P30 non-woven PET 0.46 28.1 4.3 ± 0.2 8.6 ± 0.3 2.8

electrolytes for lithium ion batteries. The predicted tortuosity of
τ = 1.6 for the Celgard 2325 separator based on the Bruggeman
estimation for spherical particles (i.e., τ = ε−0.5 obtained from Eq.
6 with α = 0.5) and a porosity of ε = 0.39 (see lower dashed blue
line in Figure 9) is only 40% of the experimentally obtained value,
illustrating that the simple Bruggeman estimate for spherical particles
but frequently applied to separator materials can lead to large errors.
That this indeed seems to be the case for essentially all commonly
used separators will be shown in the following.

Averaged results from impedance measurements on various sep-
arators in both setups (pouch cell and copper block setup) are sum-
marized in Table II, listing porosity (ε) and thickness (d) values taken
from the manufacturers’ specification sheets, whereby our own thick-
ness measurements were in excellent agreement with the specified
values. Tortuosities (τ) and MacMullin numbers (NM) were obtained
from the measured ionic resistance (RIon) values and the specified sep-
arator properties using Eq. 8. While separator porosity and thickness
values are needed to calculate τ, calculation of NM only requires the
easily measureable separator thickness, so that the latter will allow for
a more straightforward comparison with the literature. For this rea-
son, Table II also lists the literature values for the MacMullin number

Figure 9. Tortuosities of a Celgard 2325 separator based on high frequency
resistance measurements (copper block setup) versus electrolyte conductivity,
spanning a range of 0.41 to 12.5 mS/cm (the specific electrolytes are listed in
the figure). Tortuosities are based on a porosity of ε = 0.39 and a thickness of
d = 25 μm as specified by the manufacturer, and are calculated using Eq. 8.
The blue dashed line indicates the τ-value based on the Bruggeman estimation
for spherical particles (Eq. 6, with α = 0.5).

(NM(lit.)) of various separators in addition to the MacMullin number
predicted by the Bruggeman equation for spherical particles (NM(B)),
obtained by combining Equations 5 and 6 (NM(B) = ε−1−α) and using
α = 0.5. The standard deviations of the calculated tortuosities and
MacMullin numbers in Table II are below 8% for each separator type,
which suggests reasonably good reproducibility of the measurements.
As already suggested above, the discrepancies between experimen-
tally determined MacMullin numbers (NM) and theoretical estimates
based on the Bruggeman equation (NM(B)) are substantial in all cases,
consistent with previous literature reports.2,18,21 Even the smallest dis-
crepancy between NM and NM(B), determined for the Celgard 2500
separator, amounts to a factor of ∼1.8, which in the most extreme
cases increases to a factor of ∼4.5 (see Table II).

A comparison of the here determined values of NM with the lit-
erature (NM(B)) shows significant deviations. For example, based on
the effective resistance values of Celgard 2320 and Celgard 2325 tri-
layer separators, the data reported by Arora and Zhang23 correspond
to NM values of ∼6.5 and ∼7.0, which are substantially lower than
our values of 10 ± 0.1 and 10 ± 0.6, respectively (see Table II).
Likewise, a similarly large discrepancy is found when comparing the
MacMullin numbers of 13 ± 1.5,14 8.5,2 and 1822 reported for Celgard
2500, in contrast to the value of 4.5 ± 0.3 obtained in our measure-
ments. Finally, the product specification sheet43 for the Freudenberg
FS-3001-30 separator lists an ohmic resistivity which would corre-
spond to a threefold larger NM value compared to our measurements
(second to last row in Table II). To a lesser degree, these discrepan-
cies in MacMullin number may be due to variations in the separator
microstructure, e.g., caused by modifications during production. An
indication for different separator microstructures is the difference in
reported separator thickness and porosity values by Djian et al.14 for
Celgard 2500 (23 μm and 0.47 respectively) compared to our Cel-
gard product specification sheet, which lists values of 25 μm and 0.55
respectively. We believe, however, that the majority of these discrep-
ancies are due to a combination of several effects: i) stray currents
caused by the geometry of the conductivity measurement setup (e.g.,
an ionic bypass through the electrolyte between the cell wall and the
separator could have led to the systematically lower MacMullin val-
ues reported by Arora and Zhang23); ii) substantial contact resistances
in coin cell based two-point probe measurements (e.g., Patel et al.2

subtracted a contact resistance of 0.35 �, while the expected separa-
tor resistance based on our results is of the same order of magnitude,
viz., 0.57 �); iii) artifacts caused by the stacking of a large num-
ber of separators, often used to minimize contact resistance effects
and/or to probe the effect of separator compression (e.g., Cannarella
and Arnold44 determined the separator resistance by stacking
32 separators, which for anisotropic materials may differ from
measurements on a single separator); and/or, iv) uncertainties in
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Figure 10. Tortuosities of porous separators (Celgard is abbreviated with CG)
and their standard deviations determined via high frequency resistance mea-
surements (data from Table II). Fits with Eq. 6 using α = 2.5 (dotted line,
i.e., = ε−2.5) and α = 3.1 (dashed-dotted line, i.e., τ = ε−3.1) vs. the conven-
tionally used Bruggeman coefficient for spherical particles of α = 0.5 (blue
dashed line).

the effective geometric area of the separator probed in conven-
tional conductivity-cells (likely the cause in the data reported by
Abraham22). Although the MacMullin numbers reported in the lit-
erature scatter substantially, we believe that our here presented mea-
surement setups and procedures provide a precise and reliable meth-
ods for determination of separator ionic resistances. While pouch cell
measurements were used as a consistency check for our copper block
setup, we believe that the copper block setup allows for equally pre-
cise results at reduced experimental effort (e.g., no vacuum sealing
device is needed and experiments can be repeated quickly).

As seen above for a large variety of available separators, the
Bruggeman equation (Eq. 6) with α = 0.5 (i.e., τ = ε−0.5) is not
valid for typical lithium ion battery separators (see NM vs. NM(B) in
Table II). Thus, we will compare obtained separator tortuosities with
the generalized Bruggeman equation (Eq. 6 with free α) . Figure 10
depicts the separator tortuosities and their standard deviations listed in
Table II as a function of porosity as well as two fits to Eq. 6 (α = 2.5
and α = 3.1) and a plot of the conventional Bruggeman equation for
spherical particles with α = 0.5.

The tortuosities of the separators Celgard H2013, Celgard 2320,
Celgard 2325 and Celgard 2500 are well reproduced by τ = ε−2.5 (α =
2.5), while the separators from Freudenberg, Separion, the commercial
single-layer HDPE separators (#1 and #2) and the separators Celgard
C480 and Celgard 3500 fit reasonably well to τ = ε−3.1 (α = 3.1). An
indication for the difference between these groups of separators may
be gained by comparing Celgard 2500 and Celgard 3500. According to
the manufacturer’s specification sheet, these separators have identical
materials properties (thickness, gurley number, porosity, pore size, TD
and MD shrinkage, puncture strength, as well as TD and MD tensile
strength),45 and the only specified difference is that Celgard 3500 is
surfactant-coated. For further identification of the differences between
the two separator groups which can be discerned in Figure 10, more
details on the preparation process, the detailed separator morphology
and the presence and types of surfactant coatings would be necessary.

As a conclusion, from impedance measurements using the insu-
lated copper block setup, precise tortuosity values and MacMullin
numbers could be obtained for a wide variety of commonly used sep-
arators, with standard deviations of <8%. In all cases, the Bruggeman
estimation for spherical particles (Eq. 6, with α = 0.5), which is fre-
quently used in battery models, largely underestimates the real ionic
resistances through the porous separators.

Figure 11. Exemplary impedance spectrum (200 kHz to 0.5 Hz) of two elec-
trodes (graphite-1 (Table I) with thickness of 63.2 μm, porosity of 0.41, and
effective area of 2.37 cm2) assembled in a symmetrical pouch cell with one
Celgard 2325 separator using 50 mM TBAClO4 in EC:DMC (1:1 w:w) with a
bulk conductivity of 1.74 mS/cm (light blue solid circles). The data are fitted
to either the TLM-C model (red open circles) or the TLM-Q model (blue open
circles); linear extrapolations to the high and low frequency branches of the
TLM-Q model are indicated by the dashed lines. The inset is a magnified view
of the high frequency range.

Determination of electrode tortuosities and MacMullin
numbers.—Differentiation to literature.—Prior to discussing our
impedance measurements with porous electrodes, the methodology
suggested in this work is compared with the work of Ogihara et al.26

The differences between the two approaches are in the details of the
used equivalent circuit model and in the realization of a blocking
electrode configuration. While Ogihara et al.26 used a transition-line
model with pure capacitors to describe the surface impedance at the
pore walls (TLM-C model, i.e., γ = 1 in Eq. 11), a constant-phase
element is used in this work (TLM-Q model, i.e., γ �= 1 in Eq. 11).
The latter leads to a <90◦ slope in the low frequency branch of the
Nyquist plot, as already shown for simulated Nyquist plots in Figure 4.
To illustrate the influence of a constant-phase element versus a perfect
capacitor, graphite electrodes (graphite-1, see Table I) were prepared
as outlined in the Experimental section and assembled in symmetrical
cells. An exemplary impedance spectrum of such a cell is shown in
Figure 11.

The impedance spectrum in Figure 11 shows a TLM behavior
starting at a high frequency resistance of RHFR = 6.35 �, a value
which corresponds to the ohmic resistance of the separator and which
is consistent with the data shown in Table I (for the electrode area and
electrolyte used in Figure 11, a resistance of 6.1 � would be predicted
for the used Celgard 2325 separator). Figure 11 shows an excellent
agreement between the experimental data (light blue solid circles)
and the TLM-Q model fit according to Eq. 11 (blue open circles).
According to Eq. 12, the difference between the x-axis values obtained
from the linear extrapolations of the low and the high frequency
branches of the TLM-Q model (dashed lines) corresponds to one third
of the ionic resistance of both electrodes. From Figure 11, the thus
determined ionic resistance for both electrodes equates to 31.6 �,
which is in excellent agreement with the value of 31.0 � resulting
from a fit of the experimental data to the TLM-Q model equation (Eq.
11). On the other hand, a more than 30% larger ionic resistance for
both electrodes of 40.6 � is found when the same dataset is fitted
to the TLM-C model as suggested by Ogihara et al.,26 whereby this
discrepancy is a result of the mismatch between the TLM-C model
fit and the experimental data at low frequencies (see Figure 11). It
should be emphasized that the experimental data neither in our work
(see Figure 11) nor in the work by Ogihara et al.26 (see Figure 6 of
Ref. 26) show a perfectly vertical low frequency branch, so that the
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Figure 12. Exemplary Nyquist plots, subtracted by the HFR for better com-
parability, of LFP electrodes with low conductive carbon content (LFP-highC
electrodes, see Table I) after different compressions: 50 MPa, 150 MPa, and
400 MPa, yielding porosities of 0.49, 0.34, and 0.27. The frequency maxima
of the semi-circles are fmax(50 MPa) ≈ 4 kHz and fmax(150 MPa) ≈ 10 kHz.
Measured in symmetrical T-cells with one glass fiber separator using 10 mM
TBAClO4 in EC:DMC (1:1 w:w) with a bulk conductivity of 0.46 mS/cm.

accuracy of the TLM-C model will largely depend on the selected
low-frequency cutoff in the fitting procedure. For this reason, the
TLM-Q model used in our work is preferred, as its fitting results are
substantially less sensitive to the chosen low frequency cutoff value.

In addition to the different transmission-line circuit used by
Ogihara et al.,26 these authors also used a lithium ion containing elec-
trolyte for their symmetrical cell measurements. In this case, blocking
conditions were assumed to hold for freshly prepared electrodes at
0% and 100% state-of-charge (SOC), supported in their measure-
ments by the absence of a semi-circle in the Nyquist plot, which
would be expected if lithium intercalation/deintercalation were to
occur. However, in our preliminary experiments with lithium ion con-
taining electrolytes (not shown), semi-circles were observed for some
of the electrodes listed in Table I, even at 0% and 100% SOC. As
will be discussed below, this may be due to either an insufficiently
suppressed charge-transfer reaction and/or electronic contact resis-
tances. Since the use of a non-intercalating electrolyte (TBAClO4)
allows for an explicit assignment of an observed semi-circle feature to
electronic contact resistances between coating and current collector,
non-intercalating electrolytes were used in our work.

Current collector – coating contact resistances.—Prior to inves-
tigating the impact of active material particle size/morphology and
electrode composition on the electrode’s ionic resistance, impedance
spectra of LFP cathodes will be analyzed after different compres-
sion steps. It will be shown that any compression-dependent contact
resistances between current collector and electrode coating can be
determined from an analysis of the impedance spectra obtained with
a non-intercalating electrolyte.

Electrodes for lithium ion batteries are usually compressed or ca-
landered to reduce their porosity, thereby enhancing the volumet-
ric energy density while at the same time increasing the electronic
conductivity across the electrode coating and across the current col-
lector/coating interface. High carbon content LFP electrodes (LFP-
highC, see Table I) were compressed to different porosities and assem-
bled in symmetrical T-Cells, separated by two glass fiber separators. A
high carbon content was chosen to ensure a high electronic conductiv-
ity within the coating in order to satisfy the assumption of negligible
electronic resistances between the particles within the coating, which
was made in the theoretical part of this work (see Figure 3).

Figure 12 shows the impedance spectra recorded of LFP-highC
electrodes coated on an aluminum current collector and compressed
by 50 MPa, 150 MPa and 400 MPa before assembly, shifted to the ori-

gin of the complex plane for better comparability. Although medium
and low frequencies show the expected TLM for all compressions, a
prominent difference can be observed at high frequencies. A distinct
R/Q element dominates the high frequency region at a compression of
50 MPa, with the resistance of the high frequency semi-circle amount-
ing to ∼40 �. Similar electrodes compressed at a three-fold higher
pressure of 150 MPa also show a semi-circle, but with a lower resis-
tance of ∼20 �. If a pressure of 400 MPa is applied, the semi-circle
vanishes to a negligible size, indicating that it originates from elec-
tronic resistances which decrease upon compression. These might be
caused by inter-particle electronic resistances within the electrodes
and/or by a contact resistance between the current collector/electrode
interface. Trying to distinguish between these two electronic resis-
tance contributions, it is noteworthy that these additional semi-circles
were only observed for electrodes coated on aluminum foil, but were
never observed for graphite or LTO electrodes coated on copper foil.
Considering that the intrinsic electronic conductivity of LTO (10−13

S/cm46) is lower than that of LFP (10−9 S/cm47) and considering that
the LFP electrodes shown in Figure 12 were prepared with a high
conductive carbon content (15%wt), the origin of the semi-circle in
Figure 12 is most probably related to an electronic contact resistance
between the current collector/coating interface rather than to inter-
particle resistances within the electrode. This is further supported by
estimating the effective capacitance of the semi-circle feature in Fig-
ure 12, obtained from its frequency at the semi-circle apex and its
corresponding resistance, which amounts to 1 μF: at an approximate
double layer capacitance of on the order of 10 μF/cm2, this would
equate to an effective interfacial area of about 0.1 cm2, which is four
orders of magnitude smaller than the electrode material surface area
(∼980 cm2 based on 2.58 mgLFP/cm2 at 24 m2/g BET area and 0.58
mgcarbon/cm2 at 62 m2/g BET area).

The results and conclusions drawn here are in accordance with the
work by Gaberscek et al.,48 who argued that the semi-circle results
from a parallel connection of the current collector/coating contact
resistance and the current collector’s double layer capacitance. Anal-
ogous to Figure 12, they also observed a reduced semi-circle resistance
upon applying external pressure, whereby the magnitude of resistance
change upon compression reported by Gaberscek et al. correlates well
with our findings; in addition, they also showed a pronounced de-
crease of the contact resistance when copper instead of aluminum foil
is used as a current collector. Current collector/coating contact resis-
tances were also quantified by Illig49 by analyzing the distribution
of relaxation times of impedance spectra obtained with symmetrical
cells.

In summary, our above measurements using a non-intercalating
salt to realize a true blocking electrode configuration allow for a
precise and unambiguous determination of potentially present contact
resistances, without the interference from charge transfer reactions.
In addition, as long as a transmission-line behavior can be observed,
the ionic resistance through the electrode can still be determined,
despite the serial addition of a contact resistance element (RC/QDBL).
From the results shown in Figure 12, it is apparent that a crucial step
particularly during cathode electrode manufacturing is the reduction of
the aluminum current collector/coating contact resistance by electrode
compression/calandering. Measurements in symmetrical cells with a
non-intercalating electrolyte as presented above offer a quick and
reliable method to characterize the contact resistance of electrodes
after the manufacturing process.

Reproducibility and validation.—In the following, the validity and
reproducibility of the TLM-Q approach to determine the ionic re-
sistance of electrodes will be demonstrated by varying electrolyte
conductivity and electrode area. For this, impedance measurements
in symmetrical pouch cells and T-Cells with graphite electrodes
(graphite-1, see Table I) were done using an electrolyte containing
10, 50, 200, and 700 mM TBAClO4 in EC:DMC (1:1 w:w).

Figure 13 shows the impedance spectra of symmetric graphite
pouch cells (graphite-1, see Table I) and their excellent agreement
with Eq. 11. As expected, the HFR increases together with the ionic
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Figure 13. Impedance spectra and fits with Eq. 11 of four symmetrical
graphite pouch cells (graphite-1 electrodes with ε = 0.42 ± 0.02, see Ta-
ble I) with EC:DMC (1:1 w:w) containing 10, 50, 200, and 700 mM TBAClO4
(electrolyte conductivities κ are listed in the figure). Impedance data were
recorded between 200 kHz and 0.5 Hz; the 5 kHz, 50 Hz, and 5 Hz data are
indicated by the black symbols.

resistance (RIon) in the electrode when the electrolyte conductivity
(κ) is decreased. The observed constant phase angle γ was found
to be similar for each type of active material. In the case of graphite
(compare Figure 13), constant phase angles in the low frequency range
of 85◦ were found. For other active materials we found values ranging
from 88◦ (LTO) to 80◦ (LFP). Due to the systematic correlation with
the type of active material, we ascribe the constant phase behavior to
the type and structure of the electrode surfaces.41 After quantification
of RIon from the impedance data, the tortuosity of the electrodes can
be obtained by rearranging Eq. 8,

τ = RIon Aκε

2 d
[13]

where the porosity ε of the electrodes can be determined from the areal
weight and the thickness of the electrodes (see Experimental section);
the factor 2 accounts for the symmetry of the setup, where the sum of
the impedances of two identical electrodes is measured.

To compare the possible influence of electrolyte conductivity and
cell setup, the tortuosities calculated from Eq. 13 based on impedance
measurements with symmetrical graphite electrodes (graphite-1, see
Table I) from eight T-Cells (two for each salt concentration) and the
four pouch cells shown in Figure 13 are plotted vs. electrolyte conduc-
tivity in Figure 14. For these graphite electrodes with a porosity of ε =
0.43 ± 0.02, an average tortuosity of τ = 4.3 ± 0.6 is obtained, which
is ∼3-fold higher than the value of τ = 1.5 which would be predicted
by the Bruggeman equation for spherical particles with α = 0.5 (Eq.
6), which is used quite frequently in battery models. It is emphasized

Figure 14. Influence of electrolyte conductivity on the determined tortuosities
in symmetrical pouch and T-Cells with graphite electrodes (graphite-1, see
Table I, with dCoating = 58 ± 2 μm, ε ≈ 0.43 ± 0.02) using four different
electrolytes, viz., EC:DMC (1:1 w:w) with 10, 50, 200, and 700 mM TBAClO4
(see Figure 13 for electrolyte conductivity values). The Bruggeman estimation
for spherical particles with α = 0.5 is represented by the dashed horizontal
line. Error bars indicate the standard deviation of two T-Cells per electrolyte
or a constant error of 0.3 for the pouch cells, which was estimated using the
Gaussian variance with experimental deviations of effective area, electrolyte
conductivity and determined electrode thickness and porosity.

that not all electrodes are 100% identical and a certain variance results
from the laboratory scale electrode preparation process. Nonetheless,
Figure 14 shows a reasonably good agreement between T-Cells and
pouch cells with very different electrode areas and over a large range
of electrolyte conductivities. In the following experiments with dif-
ferent electrodes, compressed to different porosities, we have chosen
a TBAClO4 concentration of 10 mM, which results in a tortuosity
of τ = 4.2 ± 0.7 for the graphite electrodes shown in Figure 13. A
10 mM concentration was chosen to best fulfill the requirements for
the simplification of the transmission line model (see Figure 3), i.e.,
negligible electronic resistance in the electrode compared to the ionic
resistance inside the electrolyte. It should be noted that in comparison
to the tortuosity determination of separators, small but finite contact
resistances do not affect the determination of electrode tortuosities.

Drivers of the tortuosity of porous electrodes.—In this Section, we
will investigate the effect of particle morphology, particle size, and
electrode composition on the ionic resistance of porous electrodes.
Where possible, the data will be compared to the literature. As typical
electrode porosities in lithium ion batteries are adjusted to roughly
30% by calandering/compression of electrodes, we will first focus
on electrodes prepared from different active materials which were
compressed to porosities near 30% and which have an active material
content of ≥90%wt (see Table I).

The MacMullin numbers for electrodes with different active mate-
rials shown in Figure 15 are calculated based on the ionic resistances
obtained from the difference between the extrapolated x-axis inter-
cepts of the low and the medium frequency regions in the impedance
spectra as explained above (see Figure 11). Horizontal error bars indi-
cate the uncertainty in the porosity (see Experimental section), while
vertical error bars are based on the error on the thickness measurement
(d), which affects the calculation of the MacMullin number calculated
from a combination of Eqs. 5 and 13 (note that NM thus is indepen-
dent of ε). MacMullin numbers around 18-19 are obtained for the two
examined graphite electrodes at porosities of ∼29% (graphite-1) and
∼35% (graphite-2). At a similar porosity, NMC electrodes have an
almost 2-fold lower MacMullin number of 10-11. This difference is
ascribed to the difference in particle morphology, which is illustrated
by comparative top-view and cross-sectional-view scanning electron
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Figure 15. MacMullin numbers of electrodes with active material contents
≥90% as specified in Table I and compressed to porosities ranging between
0.27 and 0.37. Results are obtained from measurements in pouch cells and
T-Cells using EC:DMC (1:1 w:w) with 10 mM TBAClO4 as an electrolyte.
The Bruggeman prediction for spherical particles (α = 0.5, NM(B) = ε−1.5) is
indicated by the blue dashed line.

microscope (SEM) images shown in Figure 16. Both active materi-
als have large particles in the range of 10–30 μm, but while NMC
particles are quite spherical, graphite particles have a plate-like mor-
phology elongated in two directions. Since in the electrode coating
process, graphite particles align preferentially horizontally (see Figure
16), it can be imagined easily, that ionic conduction will be hindered to
a larger extent by the horizontally aligned graphite particles compared
to spherical particles. This effect was also described by numerical eval-
uations of the tortuosity of graphite electrodes based on FIB-SEM de-
rived morphologies, yielding ∼2-fold higher through-plane compared
to in-plane tortuosities.16 Similarly, two independent numerical evalu-
ations of the tortuosity of spherical (like NMC) vs. plate-like particles
(like graphite), yielded much higher values for the latter.2,32 Thus, all
three numerical evaluations are at least qualitatively consistent with
the substantially lower tortuosities for NMC compared to graphite
electrodes shown in Figure 15. Quantitatively, however, the numerical
investigations based on 3D reconstructed geometries deviate substan-
tially from our experimental results. For example, the analysis of 3D
reconstructed electrodes of spherical NMC particles by Ebner et al.32

yields through-plane tortuosity values very close to the Bruggeman
equation for spherical particles (τ = ε−0.5) while our experimentally
obtained values are two-fold larger than the latter prediction (see
Figure 15). One reasonable explanation for this discrepancy can be
the limited resolution of the used imaging technique, which will at
best only partly resolve the conductive carbon and binder morphology,
eventually assuming more empty pores than actually exist. In addition,
the authors themselves state that their findings “are based on purely
geometrical arguments”32 which due to the different definitions of the
tortuosity (geometrically, mathematically or physically; see very first
section of this paper) may lead to different values compared to our
electrochemical AC impedance spectroscopy measurements.

The influence of particle size can be demonstrated by comparing
the MacMullin numbers of LNMO and LTO electrodes (composition
see Table I), for which values of ∼17 and ∼8 are found, respectively
(see Figure 15). Both active materials have a rather spherical mor-
phology but the difference in particle size is obvious from Figure 17.
LTO particles have a spherical/cube-like morphology with a size of
about 1–2 μm, whereas LNMO particles have a particle size around
10–20 μm. We hypothesize that the observed difference in effective
ionic transport resistance can be explained with a partial blockage of

Figure 16. SEM top-view (upper figures) and cross-sectional-view (lower figures) micrographs of graphite-1 (ε ≈ 0.29) and NMC (ε ≈ 0.34) electrodes
(composition see Table I), with a schematic representation of the particle morphology. The scale bar applies for both the top-views and the cross-sections.
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Figure 17. SEM top view and cross section micrographs of LNMO (ε ≈ 0.31) and LTO (ε ≈ 0.30) electrodes (composition see Table I), with schematic
representation of particle morphology. The scale bar applies for both the top-views and the cross-sections.

the pores. Detours around a blocked pore are longer for large LNMO
particles compared to small LTO particles.

The aforementioned effect of the particle size on the electrode
tortuosity can also be observed if electrodes with the same active
material but with different conductive carbon content are compared.
This is seen best by examining their MacMullin numbers over a wider
range of porosity, i.e., from ∼25% to ∼75%, which also allows to
evaluate the functional relationship between tortuosity and porosity
using Eq. 7. Figure 19 thus compares the MacMullin numbers of
LFP electrodes with either low or high carbon content (LFP-lowC
and LFP-highC see Table I) versus porosity. To understand the impact
of the conductive additive on the electrodes’ microstructure, we first
have to compare the morphologies of the LFP active material and the
conductive carbon. The conductive carbon used in this work, consists
of very small primary particles (∼40 nm diameter) which are fused
together in branch-like structures of several hundreds of nm in length.
On the other hand, the LFP active material consists of 4 to 20 μm
sized weak agglomerates (see Figure 18) of primary LFP particles of
<500 nm size.

Viewing the surface of the compressed LFP electrodes shown in
Figure 18, broken LFP agglomerates can be easily spotted. Quite ob-
viously, higher amounts of conductive carbon lead to a more effective
separation of the LFP primary agglomerates, providing shorter ionic
pathways into the center of the LFP agglomerates. In other words,
we believe that owing to their high hardness, the conductive carbons
function as incompressible scaffolds between the more compressible
primary agglomerates of the LFP, which allows for a faster ionic
transport.

As expected, the MacMullin numbers increase with decreasing ε,
as shown in Figure 19, an effect which can be described by a fit of
the data to a combination of Eqs. 5 and 7. To deconvolute the effect
of porosity decrease and tortuosity change, MacMullin numbers of
Figure 19 are multiplied with the porosity to obtain the tortuosity
values depicted in Figure 20.

As tortuosities are calculated from MacMullin numbers using the
experimentally determined porosities (see Experimental section), the
y-errors increase compared to Figure 19. Also shown in Figure 19 and
Figure 20 are fits of the experimentally obtained MacMullin numbers

Figure 18. SEM top-view and cross-sectional-view of LFP-highC (ε ≈ 0.27) and LFP-lowC (ε ≈ 0.27) electrodes specified in Table I. Inset of LFP-highC depicts
active material powder. The scale bar applies for both the top-views and the cross-sectional-views.
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Figure 19. MacMullin numbers of LFP electrodes with an active material
content of 70% (LFP-highC, see Table I) or 90% (LFP-lowC, see Table I) as
well as of graphite electrodes (graphite-1, see Table I). Results are obtained
from measurements in pouch cells and T-Cells using EC:DMC (1:1 w:w) with
10 mM TBAClO4 as electrolyte. Data are fitted with a combination of Eq.
5 and Eq. 7: NM = 4.7 ε−1.1 (graphite-1), NM = 3.1 ε−1.6 (LFP-lowC),
and NM = 3.0 ε−1.2 (LFP-highC). The Bruggeman prediction for spherical
particles (α = 0.5, NM(B) = ε−1.5) is indicated by the blue dashed line.

and tortuosities with the generalized Bruggeman equation (Eq. 7).
For all types of electrodes shown in these figures, the experimental
data of NM or τ vs. ε could only be properly represented when a
variable prefactor f was used in the fits. We would like to emphasize
that the experimental data could not be represented by a generalized
Bruggeman equation with the prefactor f = 1, contrary to what was
reported in studies with 3D reconstructed electrodes.32 Comparison
of the two plots show that the porosity dependence of the MacMullin
number is mainly due to the decrease in available electrolyte pore
volume, i.e., a decrease of the porosity. Tortuosities of graphite-1 and
LFP electrodes with high conductive carbon content (LFP-highC) only
show a small porosity dependence within the error bars, increasing
from ∼4.8 to ∼5.2 and from ∼3.5 to ∼4.2, respectively, as the porosity
decreases from ∼70 to ∼30%. While LFP electrodes with 5%wt
conductive carbon (LFP-lowC) have a similar tortuosity as those with
15%wt conductive carbon (LFP-highC) at high porosity, the former

Figure 20. Tortuosities of LFP electrodes with 70% or 90% active material
and graphite electrodes at different compositions and porosities. Results are
obtained from measurements in pouch cells and T-Cells using EC:DMC (1:1
w:w) with 10 mM TBAClO4 as an electrolyte. Dashed lines are based on the
fitting results from Figure 19: τ = 4.7 ε−0.1 (graphite-1), τ = 3.1 ε−0.6 (LFP-
lowC), τ = 3.0 ε−0.2 (LFP-highC). The Bruggeman prediction for spherical
particles (α = 0.5, τ = ε−0.5) is indicated by the blue dashed line.

show a steep increase in tortuosity from ∼4.5 at 50% porosity to
∼7 at 30%. Comparison with the SEM micrographs given in Figure
18 shows, that the primary agglomerates of the LFP are broken at the
higher compressive forces required to obtain low porosities. At least at
the surface of these electrodes, this leads to a plate-like particle shape,
from which an increase in ionic resistance is expected as argued
before. As suggested by viewing Figure 18, the lateral dimensions
of these compression induced plate-like particles is larger at lower
conductive carbon content, so that the effect of primary agglomerate
deformation of the LFP on the tortuosity and the MacMullin number
is more pronounced at lower conductive carbon content.

Tortuosities of graphite electrodes (graphite-1) in Figure 20 show
no dependence on the porosity. In our opinion, the open pores be-
tween the horizontally aligned graphite particles are unaltered upon
electrode compression normal to the current collector plane so that the
observed change in porosity has to be ascribed to a compression of the
soft graphite particles. In stark contrast to our experimentally deter-
mined tortuosities of platelet-shaped graphite particles, very different
results are obtained from an analysis of 3D reconstructed graphite
electrodes.32 While the reported tortuosity of ∼5.5 at a porosity of 0.4
is in agreement with our experimental results, the reported tortuosity
of 3 for an electrode porosity of 0.6 is very different from our data
(see Figure 20). As argued above, the discrepancy may result from
the inability to sufficiently resolve binder and carbon particles in the
3D reconstructed electrodes as well as from the purely geometrical
nature of analysis of the tortuosity in the publication.32 Additionally,
as shown by our findings and also by the geometrical analysis of the
influence of particle anisotropy on the electrode tortuosity,32 a direct
comparison might only be valid for electrodes of identical composi-
tion and, more importantly, the same particle size and shape.

Literature comparison.—From the above discussion, it is clear
that the porosity dependence of the effective tortuosities and
MacMullin numbers of porous electrodes even made of the same ac-
tive material strongly depend on the amount and most likely the type
of conductive carbon, which must be kept in mind when comparing
τ and NM values with the literature. Figure 21 depicts a comparison
of the MacMullin numbers vs. porosity obtained in this work for LFP
electrodes with those reported in the literature. Also shown in Figure
21 is the Bruggeman relation for spherical particles NM(B) = ε−1.5,
which is frequently used in battery models.

The comparison in Figure 21 shows MacMullin numbers ranging
from ∼3-7 for electrodes at a porosity of 60-70%, in the porosity range
of commercially used electrodes (∼30–35%), the reported MacMullin
numbers increase to ∼7–20. The mismatch between the Bruggeman
equation for spherical particles (α = 0.5, dashed blue line in Figure
21) and the MacMullin numbers shown in Figure 21 (compare also
Figure 15) is ∼1.5 to ∼3-fold, particularly at low porosities, an obser-
vation which has been made before.18,21,29 For example, higher ionic
resistances than suggested by the Bruggemann equation are reported
by Thorat et al.18 (brown line in Figure 21), who use Eq. 7 to fit
tortuosities obtained from fits of polarization-interrupt experiments.
Cooper et al.12 used a synchrotron X-ray tomography to reconstruct a
commercial LFP electrode and obtained MacMullin numbers between
6 and 10 from heat transport simulations (orange circles). In Ender
et al.,34 electrode morphology reconstruction using a FIB-SEM and
subsequent solution of the Laplace equation was done for lab-scale
LFP electrodes with a particle size of ∼100 nm and with commercially
prepared LFP electrodes with a secondary agglomerate LFP particle
size of ∼1.2 μm, obtaining MacMullin numbers of ∼2.5 and ∼5 re-
spectively (green diamonds). In contrast to these reports on LFP based
electrodes, somewhat higher MacMullin numbers are obtained in our
study for the LFP electrodes with high conductive carbon content
(LFP-highC, see green line in Figure 21), but the functional relation-
ship between NM and ε follows a similar trend. Unfortunately, owing
to the strong dependence of active material morphology (see Figure
15) and conductive carbon content (see Figure 19), a rigorous com-
parison between the NM values obtained by the methodologies used
here and in the literature is not possible.
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Figure 21. Comparison of the MacMullin numbers vs. porosity for the LFP
electrodes studied in this work (LFP-lowC with 90/5/5 AM/binder/C and LFP-
highC with 70/15/15 AM/binder/C, taken from Figure 19) with literature values
from Thorat et al.18 (LFP with 84/8/8 AM/binder/C, potato shaped, 300–600
nm length), Cooper et al.12 (LFP, electrode composition unknown), Ender
et al.34 (LFP with 70/6/24 AM/binder/C, potato shaped, 200–600 nm length),
Ebner and Wood16 (LCO with ∼94/3/3 AM/binder/C, non-spherical, 10 μm)
and Ebner et al.32(NMC with 96/2/2 AM/binder/C, spherical, 20 μm). The
Bruggeman prediction for spherical particles (α = 0.5, NM(B) = ε−1.5) is
indicated by the blue dashed line.

Even though different active materials may result in very different
MacMullin numbers (see Figure 15), we have added data on LCO
and NMC electrodes in Figure 21, which were reported by Ebner and
Wood16 and Ebner et al.,32 who developed a software called Brugge-
man Estimator to obtain the tortuosity of porous electrodes from
top and cross section SEM micrographs. The close relation of the
MacMullin numbers of these NMC electrodes with the Bruggeman
equation have been discussed critically above. For a LCO cathode,
they report a Bruggeman exponent for the through plane tortuosity of
α = 0.83 (i.e., τ = ε−0.83), from which we calculated the MacMullin
number data shown in Figure 21 (cyan line). The functional relation-
ship between NM and ε is again very similar to that observed for the
literature data and for the LFP-highC data in Figure 21, whereby it is
noteworthy that the conductive carbon content in the LCO electrodes
is only 3%wt, which in the case of our LFP electrodes (LFP-lowC,
see red line in Figure 21) yields ∼2-fold higher NM values.

Conclusions

MacMullin numbers as well as tortuosities of commonly used
lithium ion battery separators measured in a custom made copper
block setup are listed in the present study. The standard deviations for
these measurements were shown to be below 8%. Our new measure-
ment procedure was validated by systematic variation of experimental

parameters like cell type, electrolyte conductivity, and number of sep-
arator layers.

We also showed an impedance based approach to quantify the
ionic resistance in lithium ion battery electrodes, from which elec-
trode tortuosities and MacMullin numbers can be determined. This
method uses a simple transmission-line model in a blocking config-
uration, which is achieved by employing a non-intercalating elec-
trolyte salt. We showed that an increased accuracy can be obtained
when using constant-phase elements rather than ideal capacitors, as
previously done in the literature. The invariance of the measured tortu-
osities with respect to electrolyte conductivity and electrode area was
verified. Additionally while composite electrodes coated on copper
current collectors always exhibited a perfect transmission-line model
behavior, a distinct high frequency semi-circle was found for some
LFP electrodes coated on aluminum current collector. In accordance
with the literature, this semi-circle could be identified as a contact
resistance between aluminum and the electrode coating, which was
possible due to the absence of charge transfer reactions when using a
non-intercalating electrolyte.

For all types of investigated electrodes, the MacMullin numbers
are found to be ∼1.5–3 times larger than suggested by the Bruggeman
equation for spherical particles (α = 0.5), which is frequently used in
battery models. Furthermore, we showed the strong impact of active
material particle size / morphology and conductive carbon content on
the ionic conduction resistance.
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Note added in proof.—A detailed discussion of the origin and the
application of the Bruggeman relation in battery electrodes can also
be found in Ref. 50.

List of Symbols

Symbol Name Unit

NM MacMullin number -
κ electrolyte conductivity mS/cm

κeff effective electrolyte conductivity in porous medium mS/cm
ε porosity of porous medium -
m Archie’s exponent -
τ tortuosity of porous medium -
α Bruggeman exponent -
f proportionality factor -
d length μm
β constriction factor -
R resistance �

A area cm2

Z complex impedance �

Q constant-phase capacitance F sγ−1

i imaginary unit -
ω angular frequency 1/s
γ constant phase exponent -
r resistances∗ �

q constant phase capacitance∗ F sγ−1

z complex impedance∗ �

∗in a differential segment of the electrode/electrolyte.
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4.2 Validation and Comparison with 3D Tomography
In this section the article Tortuosity of Battery Electrodes – Validation of Impedance-
Derived Values and Critical Comparison with 3D Tomography69 is presented, which
was submitted in December 2017 and published in the peer-reviewed Journal of the
Electrochemical Society in February 2018. Parts of the article were presented as Paper
268 at the 232nd meeting of The Electrochemical Society in National Harbor (USA) in
October 2017. The open access article is distributed under the terms of the Creative
Commons Attribution Non-Commercial No Derivatives 4.0 License and may be accessed
at http://dx.doi.org/10.1149/2.0231803jes.

To address the reason for the observed discrepancy between tortuosities from EIS
and X-ray tomography,41 further investigations were conducted. On the one hand all
necessary assumptions for the originally introduced EIS based tortuosity determination
technique were checked theoretically and experimentally. Previously it was assumed that
a) the electrical resistance of the porous electrode can be neglected and b) the ionic re-
sistance obtained from the transmission line model depends on the real tortuosity of the
porous medium. Simulation of a generalized transmission line model equivalent circuit
and a systematic variation of the electrical to ionic resistance contributions allowed to
demonstrate the validity range of the introduced method. We show that correct ionic
resistance values are obtained from the Nyquist plots if the electrical resistance is two
orders of magnitude smaller than the ionic resistance in the porous electrode, which
may be tuned by varying the salt concentration. Furthermore we conclude that repeat
measurements of the same electrode using a range of electrolyte concentrations (10 mM
to 1 M), and thus conductivities, allows to check for electrical resistance effects. Only for
negligible electrical resistance the tortuosities obtained from experiments with different
salt concentrations should remain constant. To prove the second assumption, namely
the relation of the ionic resistance to the real tortuosity of the system, we apply the EIS
method to a macroscopic setup of known tortuosity, here a dense packing of spherical
ball bearings, for which the Bruggeman relation (Eq. 4.1) is valid. The tortuosity found
from the ionic resistance of the transmission line model (1.56) agrees very well with the
prediction of the Bruggeman relation (1.60 - 1.62) and establishes the EIS tortuosity
method.

As a second part of the study we investigate the same electrodes using both ap-
proaches, EIS and X-ray tomography, which allows for a direct comparison of observed
tortuosity values. In agreement with the literature, the EIS based tortuosities were found
a factor of ≈2 larger than the X-ray tomography values. We argue that the finite resolu-
tion of the X-ray tomographs (here 325 nm voxel size) make it impossible to resolve the
polymeric binder and conductive additive phases which on the other hand are likely to
influence the tortuosity. To demonstrate this hypothesis we prepare electrodes with two
different binder contents (1.5 % and 10 %) which, however, still present an overall small
volume fraction. Although for these electrodes the overall composition only changed
slightly (by 8.5 %), so that by means of X-ray tomography, as the binder cannot be
resolved, similar structures would be obtained, we find large differences in EIS tortuosi-
ties (2.7 and 5.0 respectively). In a further study we build on this indication and study
the influence of the binder on the tortuosity of porous electrodes in detail (Section 4.3).

http://dx.doi.org/10.1149/2.0231803jes
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Tortuosity values of porous battery electrodes determined using electrochemical impedance spectroscopy in symmetric cells with a
non-intercalating electrolyte are typically higher than those values based on numerical analysis of 3D tomographic reconstructions.
The electrochemical approach assumes that the electronic resistance in the porous coating is negligible and that the tortuosity of the
porous electrode can be calculated from the ionic resistance determined by fitting a transmission line equivalent circuit model to
the experimental data. In this work, we validate the assumptions behind the electrochemical approach. First, we experimentally and
theoretically investigate the influence of the electronic resistance of the porous electrode on the extracted ionic resistances using a
general transmission line model, and provide a convenient method to determine whether the electronic resistance is sufficiently low
for the model to be correctly applied. Second, using a macroscopic setup with known tortuosity, we prove that the ionic resistance
quantified by the transmission line model indeed yields the true tortuosity of a porous medium. Based on our findings, we analyze the
tortuosities of porous electrodes using both X-ray tomography and electrochemical impedance spectroscopy on electrodes from the
same coating and conclude that the distribution of the polymeric binder phase, which is not imaged in most tomographic experiments,
is a key reason for the underestimated tortuosity values calculated from 3D reconstructions of electrode microstructures.
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In commercially relevant lithium ion battery cells operating at high
currents or low temperatures and/or cells with thick and low porosity
electrodes (i.e., electrodes with high areal capacity and high volumet-
ric energy density), the ionic transport in the electrolyte throughout
the thickness of the porous electrode becomes limiting, leading to
the buildup of excessive electrolyte concentration gradients across
the thickness of the electrode. Concentration gradients not only lead
to increased overpotentials and thus lower accessible capacities, but
also play an important role in battery aging caused by lithium plating
reactions at the graphite anode/separator interface.1 Along with the
intrinsic transport parameters of the liquid electrolyte, the morpho-
logical properties of a porous electrode, quantified by the parameters
porosity and tortuosity, are key to understanding the buildup of con-
centration gradients across the electrode thickness and the resulting
performance limitations of porous electrodes.

In the battery community, there are currently two commonly used
approaches to obtain values for the tortuosity of porous electrodes;
however, they yield different results. One is based on numerical diffu-
sion simulations on 3D reconstructions of the electrode obtained using
X-ray (XTM) or focused ion beam scanning electron microscopy (FIB
SEM) tomography.2,3 The other approach is based on electrochemical
impedance spectroscopy (EIS) measurements of the electrodes in a
symmetric cell configuration.4–6 Reported tortuosity values from the
EIS method consistently yield larger tortuosity values compared to
the ones reported from the numerical 3D approach.5

To obtain tortuosities of porous electrodes from impedance spectra
of symmetric cells, it is assumed that a) the electronic resistance of the
solid phase of the porous electrode is negligible, and, b) that the ionic
resistance determined from fitting a transmission line model equiv-
alent circuit to the impedance data represents the correct electrode
tortuosity values. In this work, we investigate the validity of these two
assumptions and then proceed to analyze the origin of the discrepancy
between the tortuosity values derived from 3D reconstructions based
on X-ray tomography compared to EIS-derived values.
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Validation of the first assumption is important because the simpli-
fied transmission model used to analyze the EIS assumes electronic
resistances are negligible. While for some electrodes, such as graphite,
it is reasonable to assume good electronic conductivity, for cathodes
with active materials having low electronic conductivity (e.g., LNMO
(LiNi0.5Mn1.5O4)), it is unclear whether the electronic resistance con-
tribution within the electrode is negligible. We therefore use a general
transmission line model to study the influence of the electronic con-
ductivity of an electrode on the measured ionic conductivity of the
electrolyte within the electrode pores and propose how to approach
measuring the tortuosity of electrodes with unknown electronic con-
ductivity via EIS.

To validate the second assumption that one can link the measured
ionic resistance to the tortuosity, we apply the EIS method to a system
of known tortuosity. Specifically, we construct a macroscopic model
of an electrode, consisting of conducting spheres which are densely
packed into a cylindrical tube and separated mid-way by a porous
separator. We demonstrate that the EIS-derived tortuosity value in the
macroscopic setup is indeed identical to the value predicted by the
Bruggeman equation.

Finally, to resolve the origin of the observed discrepancy be-
tween the tortuosity values derived from 3D reconstructions based on
X-ray tomography compared to EIS-derived values, both methods are
applied to identical electrodes.

Experimental

Composite electrodes and cells used in this work were prepared
and measured as described previously unless stated otherwise below.5

To show the influence of the binder (Figure 6) a slurry of active mate-
rial (T311, SGL Carbon, 3.0 m2/g, D50 19 μm), PVDF binder (Kureha
KF 1100) and NMP (Sigma Aldrich, anhydrous, 99.5%) was prepared
in a planetary mixer (Thinky ARV-310) and doctor-blade coated on
a copper current collector foil (MTI, 9 μm). All components were
simultaneously loaded and mixed at 2000 rpm for 5 min. A 1:1 (by
weight) mixture of ethylene carbonate (EC, Sigma Aldrich, anhy-
drous, 99%) and diethyl carbonate (DEC, Sigma Aldrich, anhydrous,
>99%), was used as a solvent for the self-prepared electrolytes con-
taining tetrabutylammonium perchlorate (TBAClO4, Sigma Aldrich,
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≥99.0%) salt. These graphite electrodes had a porosity of ε = 48%,
a thickness of t = 90 μm, and an areal capacity of ∼3 mAh/cm2

(8.6 mg/cm2). Graphite, NCA, and NMC (Li1Ni0.33Mn0.33Co0.33O2)
electrodes for the comparison of EIS and XTM tortuosities were ob-
tained from Custom Cells (specifications in Table II).

A turn-key conductivity sensor (LF 1100+, SI Analytics, with
custom made ground glass fitting) with a built-in temperature sensor
was used to measure the conductivity of the used self-mixed elec-
trolytes at 25◦C (Sigma Aldrich). Symmetrical Swagelok type T-cells
(spring-compressed to ≈1 bar) were built outside the glove box us-
ing two porous glass fiber separators (binder free glass microfiber
691, thickness 200 μm, >90% porosity, VWR), then transferred into
a temperature controlled climate chamber (25◦C, Binder), and the
impedance spectra were recorded around OCV after a resting period
of at least 12 h in a frequency range of 200 kHz to 0.1 Hz with a 20
mV perturbation.

Effect of the Electronic Resistance in a Porous Electrode

First, we evaluate under which conditions the electronic resistance
contributions in a porous electrode can be neglected when determining
the electrode tortuosity from EIS, which is the assumption behind the
use of the simplified transmission line model.5

To evaluate whether this assumption is valid for porous electrodes,
we consider the general formulation of the transmission line model,7

where the electronic resistance in the solid phase and the ionic re-
sistance in the liquid electrolyte phase are considered, whereby both
contributions impact the characteristic 45◦ mid-frequency section of
the impedance in the associated Nyquist plot. Adopting the nomen-
clature of our previous work, the general transmission line model for
a porous electrode (ZEl.) can be described by7

ZEl. = Z || + Z∗
1 + 2 · p · s

[√
1 − tanh (ν)2 − 1

]
tanh (ν)

[1]

with

Z || = Z1 · Z2

Z1 + Z2
[2]

Z∗ =
√

(Z1 + Z2) · ZS [3]

p = Z2

Z1 + Z2
[4]

s = Z1

Z1 + Z2
[5]

ν =
√

Z1 + Z2

ZS
[6]

Here, Z1, Z2, and ZS are the impedances of the electron conducting
solid phase of the electrode (Z1 ≡ REl.), of the ionically conducting
electrolyte phase within the pores of the electrode (Z2 ≡ RIon), and
of the solid/electrolyte surface impedance within the electrode ZS. In
general, the surface impedance element ZS is described by an R/Q
element, composed of the constant phase capacitance (QS) and the
charge transfer resistance (RCT)

ZS = RCT

RCT · (i ω)γ QS + 1
[7]

with the angular frequency ω and the constant phase exponent γ. If
no charge transfer reactions occur (RCT → ∞), only the capacitive
coupling remains and Eq. 7 becomes (compare also Ref. 5)

ZS = 1

(i ω)γ QS
[8]
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Figure 1. Simulated Nyquist plots (10 MHz to 1 Hz) of the general transmis-
sion line model (Eq. 1) for ratios of electronic to ionic resistances (REl./RIon)
of 1/100 to 100/1 (indicated by the labels in the figure), whereby the axes
are normalized to the ionic resistance of the porous electrode (RIon). Here,
the absence of charge transfer reactions is assumed (RCT = ∞), so that ZS
in Eq. 1 is described by Eq. 6, using an ideal capacitive behavior (γ = 1)
and QS = 1 mF. Magenta crosses mark the frequencies 100 kHz, 1 kHz, and
100 Hz; dashed lines represent the extrapolation of the low-frequency capaci-
tive behavior to the real axis (x-axis). The difference in x-axis intercepts of the
solid lines (modeled impedance response) and the dashed black lines for each
resistance ratio corresponds to 1/3 of the apparent ionic resistance (Rapp

Ion ).

Eq. 1 reduces to the simplified transmission line model (see Eq. 11
in Ref. 5) only if the electronic resistance (REl. → 0) is insignificant
and if no charge transfer reactions are possible (RCT → ∞). For
the simplified transmission line model, plotting the imaginary versus
the real impedance in a Nyquist plot, one finds that the difference
between the real axis (x-axis) intercept of the 45◦ mid-frequency
section and between the x-axis intercept of the extrapolated low-
frequency branch is equal to 1/3 of the ionic resistance (RIon).5,8 Only
under these conditions does the true ionic resistance of the electrolyte
within the porous electrode result from the above described Nyquist
plot analysis.

On the other hand, if these conditions are not fulfilled, the apparent
ionic resistance analogously obtained from the Nyquist plot (Rapp

Ion ) is
different from the true RIon-value, and an accurate determination of
the tortuosity is only possible if the electronic resistance is known. To
evaluate the influence of the electronic resistance contribution (REl.)
on the apparent ionic resistance (Rapp

Ion ) and the error this introduces
into the calculated tortuosity values, we simulated Eq. 1 for varying
ratios of the ionic to electronic resistances (REl./RIon). For the sake of
simplicity, the absence of charge transfer reactions is assumed (i.e.,
RCT = ∞), which is fulfilled when non-intercalating electrolytes are
used.5 In this case, the surface impedance elements ZS of the gen-
eral transmission line model (Eq. 1) are described by constant phase
elements (Eq. 6). For simplicity, we use a constant phase exponent
γ = 1 (ideal capacitive behavior) for the following analysis, but the
same results would be obtained for other γ-values.

The simulated Nyquist plots are rescaled in terms of the real ionic
resistance and plotted in Figure 1 for ionic to electronic resistance
ratios of 100/1 to 1/100. For all ratios, the characteristic transmission
line model behavior can be observed, i.e., a distinct 45◦ high/mid-
frequency apparent ionic resistance section, followed by the capacitive
behavior at low frequencies, with the phase angle approaching 90◦

(vertical line on Nyquist plot). For each spectrum, two characteristic
resistances can be extracted from the Nyquist plots: a) the apparent
high frequency resistance Rapp

HFR from the intercept of the modeled
high-frequency impedance with the x-axis, and, b) the low-frequency
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Figure 2. Apparent high frequency resistance (blue line) and apparent ionic
resistance (red line) of the simulated Nyquist plots resulting from a general
transmission line model (Eq. 1) for various ratios of electronic to ionic resis-
tances (REl./RIon), normalized to the ionic resistance of the electrolyte in the
pores of the electrode. The y-axis values of Rapp

x /RIon represent Rapp
HFR/RIon

in case of the high frequency resistance (blue line) and Rapp
Ion /RIon in case of

the ionic resistance of the electrolyte (red line). Only for REl. 
 RIon, the
apparent ionic resistance and the apparent high frequency resistance approach
their real values (indicated by green region).

resistance, represented by the x-axis intercept of the extrapolated low
frequency impedance response (indicated by the dashed lines for each
spectrum). The difference between the latter and Rapp

HFR yields 1/3 of
the apparent ionic resistance Rapp

Ion .
We note that the Nyquist plots shown in Figure 1 are based on

a general transmission line model only, which does not include a
separate serially connected resistor, which would normally be added
to represent electrolyte and cell contacting resistances. Therefore, the
change of the apparent high frequency resistance is merely a result of
the chosen REl./RIon-ratios, while by the conventional definition of the
high frequency resistance in battery research, the real high frequency
resistance should be zero (i.e., Rapp

HFR = 0), as in the here used general
transmission line model the separator and cell contacting resistances
were omitted and thus effectively set to zero.

As shown by the left-most line in Figure 1, the apparent high fre-
quency resistance approaches its real value of 0 Ohm only when the
electronic resistance is small compared to the ionic resistance (i.e.,
REl./RIon = 1/100). Similarly, only under these conditions the appar-
ent ionic resistance corresponds to the real ionic resistance, indicated
by the fact that the x-axis intercept of the REl./RIon = 1/100 line in
Figure 1 amounts to Re(Z)/RIon = 0.33. The deviation from this ideal-
ized case as the ratio of REl./RIon increases, reflecting an increasingly
important contribution from electronic resistances in the electrode, is
illustrated in Figure 2, plotting the RIon-normalized apparent resistance
vs. REl./RIon for both the apparent high frequency resistance value and
the apparent ionic electrolyte resistance in the electrode pores based
on the general transmission line model. As shown at the left side of
Figure 2, for REl./RIon < 10−2 (green highlighted region), the appar-
ent high frequency resistance (blue dashed line) approaches the real
high frequency resistance of 0 Ohm and the apparent ionic resistance
approaches its real value (i.e., Rapp

Ion /RIon = 1). With an increasing
REl./RIon ratio, the apparent high frequency resistance increases (blue
line, Figure 2) while the apparent ionic resistance initially decreases
(red line). For REl./RIon = 1/1, the total charge at high frequencies is
transported effectively through two parallel resistors (ionic and elec-
tronic) of the same value, resulting in an apparent high frequency
resistance of Rapp

HFR = 0.5 · REl. (blue line), i.e., 50% of the electronic
resistance of the electrode is added to the measured (apparent) high
frequency resistance. At the same time, the apparent ionic resistance

decreases to Rapp
Ion = 0.5 · RIon (red line), so that the apparent ionic

resistance determined from the Nyquist plot is only half the value
of the true ionic resistance. For REl./RIon � 1, the apparent high
frequency resistance approaches the ionic resistance, indicating that
essentially all charges are now carried by ionic conduction, while the
apparent ionic resistance approaches 1/3 of the electronic resistance
(for REl./RIon = 100/1 the x-axis intercept of the low frequency
extrapolation yields a value of ∼33 �, not visible in Figure 1).

For the determination of the tortuosity (τ) of porous electrodes,
the conductivity of the electrolyte (κ), the porosity (ε) of the electrode
(easily determined by electrode thickness (t) and loading measure-
ments) and the effective ionic resistance of the electrolyte within the
pores of the electrode (RIon) are required (see Ref. 5).

τ = RIon · A · ε · κ

t
[9]

While electrochemical impedance spectroscopy (EIS) is a conve-
nient tool to determine RIon via a simplified transmission model, the
analysis depicted in Figure 2 shows precise RIon-values can only be
obtained for REl./RIon < 10−2 (green highlighted region) and that
RIon would have an error of up to ∼20% for REl./RIon between 10−2

and 10−1. For this reason, electrolytes with conductivities as low as
possible should be used for the experimental determination of RIon via
a simplified transmission line analysis. At the same time, higher elec-
trolyte conductivities will lead to a different Rapp

Ion /RIon value only, if the
electronic contribution is non-negligible (i.e., if REl./RIon � 10−2).
As a consequence, if Rapp

Ion · κ for identical electrodes remains con-
stant for low (millimolar salt concentrations) and high (molar salt
concentrations) electrolyte conductivities, the electronic resistance of
the electrode must be negligible, as this condition is only fulfilled in
the REl./RIon–region where Rapp

Ion /RIon vs. REl./RIon is constant, i.e.,
at REl./RIon<10−2 (see red line in the green highlighted region in
Figure 2). Demonstration of the invariance of (RIon · κ) over a wide
range of electrolyte conductivities is thus a proof that electronic resis-
tance contributions are negligible and that the extracted Rapp

Ion -values
indeed correspond to the true RIon-value.

The observant reader might be surprised by the diverging be-
havior of Rapp

Ion /RIon for dominating electronic resistances (i.e., for
REl. � RIon). If one imagines this limiting case to be corresponding
to the model of a separator, a characteristic impedance response of
a pure capacitor would be expected (straight vertical line in Figure
1), shifted in the Nyquist plot by the ionic resistance of the sepa-
rator. Although this might seem to contradict Figure 1 which still
shows a 45◦ section as well as Figure 2, the capacitive behavior in
such a separator cell only stems from the double layer capacitance
at the metallic current collector, an interface not taken into account
in the transmission line model described above. Further generaliza-
tion of Eq. 1 allows to include the current collector/coating interface
(compare Ref. 7), for which indeed the expected R-C behavior will
be observed in the case of a dominating electronic resistance and
a negligible double layer capacitance at the surface of the porous
material. Because the focus of this work is on the understanding of
the influence of the electronic to ionic resistance ratio in a Nyquist
plot and for the sake of simplicity, the authors refrain from includ-
ing interface effects into the above analysis. For the interested reader
we note that further generalization will lead to the Nyquist plots in
Figure 1, approaching the R-C behavior with the normalized high
frequency resistance approaching unity, i.e., the ionic resistance of
the porous medium. Correspondingly Rapp

Ion /RIon in Figure 2 (red line)
would not diverge but approach 0 (for REL./RIon � 1). Up to ionic
to electronic resistance ratios of 1/1 the analysis of the transmission
line model as conducted above, as well as the generalized version
including the contact element to the current collector yield identical
results. I.e., in both cases constant Rapp

Ion /RIonvalues can only be ob-
tained for negligible electronic resistances (green highlighted region in
Figure 2).

In our previous work, we indeed demonstrated the invariance of the
measured Rapp

Ion -values and thus the determined electrode tortuosity for
porous graphite electrodes, varying the electrolyte conductivity range
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Figure 3. Tortuosity values obtained from simple transmission line model fits
of the impedance response of symmetric T-cells using electrolytes with differ-
ent conductivity. For graphite electrodes (blue symbols; same as in Figure 14
of Ref. 5, with ε = 43%, t = 58 μm, and an areal capacity of 2.1 mAh/cm2

(corresponding to 6 mg/cm2), see Ref. 5 for details on electrode preparation
and composition), EC:DMC (1:1 w:w) with 10–700 mM TBAClO4 (conduc-
tivities from 0.46 – 9.56 mS/cm) was used. For NMC electrodes (red symbols;
from Custom Cells with ε = 42%, t = 72 μm, 86% active material frac-
tion and an areal capacity of 2 mAh/cm2 (corresponding to 13.8 mg/cm2)),
EC:DEC (1:1 w:w) with ∼4 mM - 1 M TBAClO4 (conductivities from
0.156–6.97 mS/cm). The mean tortuosity values for each electrode are in-
dicated by dashed lines. Error bars indicate a 5% uncertainty from fitting of
the spectra and the conductivity error of the electrolytes.

from 0.45 mS/cm to 9.6 mS/cm (re-plotted in Figure 3, blue symbols
using the data in Figure 14 of Ref. 5). This was certainly expected,
since the electronic conductivity of graphite electrodes is on the or-
der of > S/cm,9 so that REl./RIon quite clearly is <10−2, However,
for cathode electrodes based on oxide active materials with typically
rather low electronic conductivities, e.g., LNMO,10 and particularly
for cathodes with a low amount of conductive carbon additive, the elec-
tronic resistance might not be negligible anymore and the measured
value of (RIon · κ) could change when switching from low to high
conductivity electrolytes. Such a variance of the apparent value of
(RIon · κ) obtained by impedance analysis when changing the elec-
trolyte conductivity would be a clear indication that the electronic
resistance of the electrode cannot be neglected, and that the sim-
ple transmission line model would not yield the correct RIon-value
(i.e., Rapp

Ion �= RIon). To investigate if the electronic contribution be-
comes significant for electrodes of unknown electronic conductivity,
we measured the tortuosity of compressed NMC cathodes (from Cus-
tom Cells), using electrolytes based on EC:DEC (1:1 w:w) with dif-
ferent concentrations of TBAClO4 with conductivities ranging from
0.156 mS/cm (∼4 mM TBAClO4) to 6.97 mS/cm (∼1 M TBAClO4).
The obtained tortuosity values, depicted in Figure 3, are proportional
to (Rapp

Ion · κ) and take slight thickness and porosity variations between
the cells into account. Tortuosity values calculated from the mea-
sured (Rapp

Ion · κ) values for the NMC cathodes (red crosses) and the
previously reported graphite anodes5 (blue crosses) are essentially
constant for electrolyte conductivities varying by a factor of ∼45
(0.156 to 6.97 mS/cm). The invariance of the NMC electrode tortu-
osity values obtained from a simple transmission line model anal-
ysis as the electrolyte conductivity is changed over ∼1.8 decades
(Figure 3) demonstrates that for both types of electrodes the REl./RIon-
ratio must be below ∼1/100, i.e., that it must lie within the green
region of Figure 2. The resulting tortuosity values of the cathodes
with spherical NMC particles are lower (3.6 ± 0.3) compared to the

anisotropic graphite platelets (5.1 ± 0.8), which is in accord with
previous observations.5,11

This analysis of the impedance response of porous electrodes over
nearly two orders of magnitude in electrolyte conductivity constitutes
a rigorous method to validate whether the Rapp

Ion –values obtained from
a simple transmission line model correspond to the true RIon-values
(i.e., whether REl. contributions are indeed negligible). Experimen-
tally, a further reduction of the electrolyte conductivity by reducing
the TBAClO4 concentration below 5 mM may lead to increased er-
rors, as small impurities in the cell/porous electrode then could alter
the effective ionic conductivity during the measurement. Similarly, the
highest conductivity with typical battery electrolyte solvents is limited
to ∼20 mS/cm. It should be noted that analogous to the experimentally
determined Rapp

Ion /RIon term (here represented in terms of tortuosity),
the experimental Rapp

HFR values should also be invariant when changing
electrolyte conductivity under conditions where REl. can be ignored;
an increase of Rapp

HFR with increasing electrolyte conductivities would
also indicate that the electronic resistance contribution starts to play a
role (see blue line in Figure 2). However, changes in Rapp

HFR with chang-
ing electrolyte conductivities can only be analyzed quantitatively if the
cell compression can be controlled precisely (in the case of soft glass
fiber separators) or if reasonably incompressible separators are used,
so that the high frequency resistance contribution from the separator
will be identical for each of the assembled symmetric cells.

In summary, our analysis of the general transmission line model
shows that the electronic resistance can influence the apparent high
frequency and the apparent ionic resistance obtained from EIS. These
theoretical considerations demonstrate that the best condition to ob-
tain the true high frequency resistance and the true ionic resistance is
to use an electrolyte with very low conductivity, so that the ionic re-
sistance dominates. Using graphite and NMC electrodes, we showed
that if the product of electrolyte bulk conductivity times the appar-
ent ionic resistance d Rapp

Ion · κ (or Rapp
HFR · κ) is independent over a

wide range of bulk electrolyte conductivities (tunable via salt con-
centration), the electronic resistance contributions are negligible. If
the electronic resistance was non-negligible, it could be because the
amount of conductive carbon additive is either insufficient or that it is
poorly dispersed.

While we have shown above that for negligible electronic resis-
tances in the electrode, the correct ionic resistance within the porous
electrode can be extracted from the analysis of the impedance spectra
obtained from symmetric cells, it yet remains to be proven that this
ionic resistance value can be used to determine the real tortuosity of
a porous electrode. Therefore, in the next section, we compare the
tortuosity obtained by impedance analysis with the known tortuosity
of an arrangement of spherical particles.

Transmission Line Equivalent Circuit Model Validation Using a
Macroscopic Setup with Known Tortuosity

To validate that the tortuosity obtained from the above described
EIS method is correct, we study a system with known tortuosity. For
a porous medium of spherical particles, the mathematically derived
Bruggeman relation allows the calculation of the tortuosity from the
porosity of the porous medium12

τ = ε−0.5. [10]

In order to apply the EIS method to a packing of spherical parti-
cles, a macroscopic symmetric cell setup is built, utilizing stainless
chromium steel (type 1.3505) ball bearings of 1 mm diameter (TIS
Wälzkörpertechnologie GmbH, Gauting, Germany) filled into a glass
tube to produce a well-defined porous medium of densely packed
spheres. As shown in the previous section, a key requirement for the
EIS method to be applicable is that the electronic resistance in the
porous medium be much smaller than its ionic resistance. For steel
ball bearings between two current collectors and compressed using
a manual clamp, we find an electronic resistance of 8 �, which is
two orders of magnitude lower than the measured ionic resistance of
790 � (see below).
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Figure 4. Photograph of the macroscopic symmetric cell setup composed of
densely packed spherical steel ball bearings that serves as an idealized porous
electrode with known tortuosity. The cell is compressed using a mechanical
clamp to ensure a negligible electronic resistance compared to the electrolyte
resistance. Experimental parameters of the macroscopic cell setup are given in
Table I.

To perform the EIS measurement, the ball bearings are contacted
at the top and at the bottom with two copper foil current collectors
and are separated in the middle by a stack of glass fiber separators
(see Figure 4), creating effectively two stainless steel ball bearing
electrodes. The same mechanical pressure is then applied to ensure low
electronic resistivity. EC:DMC:DEC with ∼30 mM TBAClO4 is used
as an electrolyte. The salt concentration is selected such that the ionic
conductivity which was determined directly before the experiment, is
small compared to the electronic conductivity in the porous medium.
Table I lists the specifications for this experiment.

The porosity of the stainless steel ball bearing porous electrodes
(SBBPEs) can be obtained from the full geometric volume of the elec-
trodes and either the volume of the electrolyte phase or the volume of
the steel ball bearings. With the measured mass of the electrolyte and
steel spheres for each of the stainless steel ball bearing electrodes
and their respective densities (see Table I), we find porosities of
ε = 38% and 39%, resulting in tortuosities of τ = 1.62 and 1.60,
according to the Bruggeman relation (Eq. 10).

In analogy to the EIS based tortuosity determination for porous
lithium ion battery electrodes,5 we record an impedance spectrum
(Figure 5) and fit it with the simplified transmission line model to
extract the ionic resistance of the symmetric cell. An equivalent circuit
similar to our previous work was used, i.e., a high frequency resistance
from the separator and a serially connected transmission line model
for which the electronic resistance was neglected (justified by the
electrode compression and the low ionic conductivity, see Table I).
From the macroscopic model electrodes composed of densely packed
spheres and measured in a symmetric cell configuration, an ionic

Table I. Parameters of the macroscopic symmetric cell setup
depicted in Figure 4.

Parameter Value

thickness of one porous electrode 1.9 cm
radius of the electrode 2.64 cm
mass of electrolyte per electrode 16.8 g
mass of steel ball bearings per electrode 200.4 g
density of electrolyte∗ 1.065 g/cm3

density of steel 7.9 g/cm3

electrolyte bulk conductivity at Texp. 0.892 mS/cm

∗Measured by weighing 10 ml of electrolyte (∼30 mM TBAClO4 in
EC:DMC:DEC) directly before the experiment.
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Figure 5. Measured (red crosses) and fitted (black circles) impedance spec-
trum of the macroscopic model electrodes composed of densely packed spheres
shown in Figure 4, using an excitation amplitude of 10 mV in the frequency
range from 200 kHz to 20 mHz (the fit and plot range are taken from 1 kHz to 30
mHz). The dashed line serves as guide to the eye connecting the measured data
points. The fitted values are: RHFR = 37 �, RIon = 790 �, RCT = 10200 �,
QS = 2.8 mF · s(α-1)�, and α = 0.88, yielding a tortuosity of 1.56 based
on the measured electrode thickness (s. Table I) and an average porosity of
ε = 38.5%.

resistance of RIon = 790 � for both electrodes is obtained. In this
case, a large low-frequency semicircle in the Nyquist plot is observed
indicating that the surface impedance elements between the liquid
and the solid phase are not described by a constant phase element,
but a parallel RCT/QS connection. The large charge transfer resistance
(RCT = 10200 �) may be caused by minor parasitic reactions between
the electrolyte and the stainless steel ball bearings. This, however,
does not interfere with an accurate determination of the cell’s ionic
resistance, as is evident from the pronounced 45◦ section at high
frequencies.

From the ionic resistance RIon = 790 �, the porosity of
ε = 38.5 ± 0.5%, the thickness of t = 1.9 cm, and a bulk elec-
trolyte conductivity of κ = 0.892 mS/cm (see Table I), we determine
a tortuosity of 1.56 for the stainless steel ball bearing electrode. This
experimentally determined value is in excellent agreement with the
theoretical prediction of τ = 1.60–1.62 from the Bruggeman relation.

The ∼3% lower experimental value is likely caused by edge effects
in our macroscopic setup: while the Bruggeman relation assumes a
perfectly homogeneous porosity throughout the porous medium, the
porosity of our SBBPEs is slightly lower close to the surrounding
glass cylinder walls where the packing is less dense, which effectively
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Table II. Comparison of tortuosity values (τ) obtained for the same type of electrodes (Custom Cells) using 3D reconstruction with X-ray
tomography (325 nm voxel size) vs. EIS measurements in a symmetric cell configuration. The uncertainty from the 3D reconstruction is a result
of the threshold greyscale value for binarization. Values in brackets indicate the number of repeat measurements for calculation of the EIS-based
mean tortuosity value and its standard deviation.

Electrode type Porosity Coating Thickness τ from XTM τ from EIS

NMC, 3.5 mAh/cm2 / 24.1 mg/cm2, 86% active material 40% 125 μm 1.77 ± 0.06 3.1 ± 0.3 (4)
NCA, 3.5 mAh/cm2 / 21.6 mg/cm2, 90% active material 40% 115 μm 1.73 ± 0.03 4.0 ± 0.05 (2)
graphite, 3.8 mAh/cm2 / 10.9 mg/cm2, 96% active material 51% 110 μm 2.18 ± 0.06 3.3 ± 0.05 (2)

reduces the overall measured ionic resistance (and thus the tortuosity)
to a small degree.

In summary, the excellent agreement between the theoretically pre-
dicted tortuosity and experimentally determined value obtained from
the simplified transmission line model equivalent circuit indicates that
EIS is a robust method for measuring the tortuosity of porous lithium
ion battery electrodes.

Discrepancies Between Tortuosities Obtained from EIS vs. 3D
Tomography

Having demonstrated that neither electronic resistances in the
porous electrodes nor the chosen equivalent circuit model introduce
errors in the EIS determination of the tortuosity and that there is a
good agreement between the tortuosity obtained both theoretically
and experimentally for the macroscopic model electrodes, we must
understand why the EIS-derived tortuosities are generally higher than
the tortuosities obtained by performing numerical diffusion simula-
tions on 3D tomography datasets (compare Figure 21 in Ref. 5).

Here we enable direct comparison between the techniques by ana-
lyzing the tortuosity of the same porous electrode using both EIS and
numerical diffusion simulations on 3D reconstructions of the electrode
microstructure. For details about the individual techniques, the reader
is referred to the original publications (EIS: Ref. 5, X-ray tomography:
Refs. 2,11).

Table II summarizes the tortuosities obtained for NMC, NCA, and
graphite electrodes (Custom Cells, Itzehoe, Germany). In the case of
the numerically calculated tortuosity, the reported values correspond
to the value in the through-plane direction (i.e., the direction perpen-
dicular to the separator and the copper foil). In accordance with the
general trend in the literature,5 even when using the same electrode
coatings, a large discrepancy between the tortuosities obtained using
both techniques is found (Table II). While XTM-derived tortuosities
are in the range of 1.7 to 2.2 for all electrode types, the EIS-derived
values are ∼2-fold larger, ranging between 3.1 and 4.0 (the largest
discrepancy of a factor ∼2.3 is found for the NCA electrodes).

In the literature it was argued that interactions of the ions with the
pore walls, e.g., porous separators, might affect the ionic transport.13

It is important to note such interactions (i.e., an interaction between
the ions and the surface of the solids) in the electrochemical mea-
surements cannot account for the observed factor of ∼2 between EIS
and XTM tortuosities. While generally finite interaction times of the
ions may reduce the active ionic concentration in the pores of the
coating, somewhere on the order of 50% of the ions would have to
be lost for ionic transport to explain the difference between EIS and
XTM tortuosities. However, as evident from Figure 3, stable EIS tor-
tuosity values are observed from 10 mM to 1 M ion concentrations.
For geometrical reasons, only a fraction of the ions from a 1 M elec-
trolyte solution can interact with the limited surface area of a porous
coating (∼100 cm2/cm2

El.): e.g., the necessary surface area for half
of the ions of a 1 M concentration to be interacting with the pore
wall of a 80 μm thick coating of 30% porosity (1.5 μM) would be
>2500 cm2/cm2

El. (conservatively assuming packing of ions without
any void space, without solvation shell, and for an ionic radius of 0.3
nm). We conclude that any interactions of ionic species with the solid
phase in the coating do not significantly alter the EIS tortuosity values
(nor the effective ionic conductivity within the pores).

To explore the origin of the lower XTM-derived tortuosity values,
it important to consider the origin of errors in the microstructural
parameters. First, to measure statistically-relevant, with thousand par-
ticles, it is important to measure a volume on the order 1 mm3. With
this type of setup, it is not possible to resolve the carbon black and the
binder which are generally present in the electrodes, so that only the
morphology of the micrometer-scale active material particles can be
imaged. The errors caused by the limited resolution (0.325 μm in the
examples shown in Table II) have been discussed in the literature,5,14

and in general similarly low XTM-derived tortuosities for graphite
anodes have been reported (at an even larger voxel size of 0.56 μm).15

High resolution FIB-SEM images actually suggest an inhomo-
geneous distribution of the conductive carbon/binder phase in the
electrode,16 making it challenging to assume a distribution. Further-
more, the uncertainty of each tortuosity value derived from XTM
stems from the choice of the thresholding greyscale value chosen for
binarization of the tomographic information into solid and void space;
in the case of EIS-derived tortuosities, the standard deviation of re-
peat measurements is given (the number of repeat measurements is
indicated in Table III parentheses).

When high resolution 3D reconstruction techniques are used,
higher tortuosities are found, e.g., values ranging from 2 to 7 are
reported for MCMB (mesocarbon microbeads) anodes, but in this
case the reconstructed volumes (15 μm sized cubes) are likely far
too small to be representative for the entire electrode, due to the
fact that the spherical MCMB particles already have a diameter of
∼8 μm.17 Considering these difficulties, it is not surprising that 3D
reconstructions of representative coating volumes only yield higher
tortuosities, more in agreement with the electrochemical results, if the
binder/carbon matrix is added computationally to the active material
reconstruction.18 An entirely different experimental approach is based
on measuring the permeation rate of gas along the in-plane direction
of an electrode (parallel to the current collector) using a flow-field
setup, which also confirms the generally higher tortuosity values ob-
tained by EIS. For example, a tortuosity of ∼6 for a graphite electrode
with 30% porosity (50 μm thickness) is reported,14 which is in good
agreement with the EIS-derived tortuosity value of ∼5.5 which have
been obtained for similarly compressed graphite electrodes.5

We conclude that the binder and carbon black phases are the
most likely reason for the underestimation of the tortuosity of porous
electrodes. To validate this hypothesis, we prepared anode coatings
with graphite (T311, SGL Carbon, 3.0 m2/g BET, D50 diameter of
19 μm) with different weight percentages of PVDF binder (Kureha
KF 1100) in order to determine their tortuosity by EIS. We deliberately
chose extreme binder weight percentages of 1.5% (minimum content
to prepare stable electrodes) and 10% (highest reasonable content).

Figure 6 shows the Nyquist plots from symmetric T-cells
(0.95 cm2 area) with 10 mM TBAClO4 in EC:DEC (κ = 0.423 mS/cm)
for uncompressed graphite electrodes with 1.5% PVDF binder (blue;
109 ± 2 μm coating thickness, 51 ± 0.5% porosity) and with
10% PVDF (red; 85 ± 2 μm coating thickness, 50 ± 0.5% poros-
ity). Two measurements are conducted for each electrode type, and
the impedance response is shifted by the high frequency resistance to
facilitate comparison. From the given experimental parameters (poros-
ity, thickness, electrolyte conductivity, and area) and the EIS-derived
ionic resistances of RIon = 145 ± 5 � and 213 ± 4 �, tortuosities of
2.7 ± 0.1 and 5.0 ± 0.2 are obtained for electrodes with 1.5% and
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Figure 6. Nyquist plots of nominally identical symmetric T-cells (0.95 cm2

area) with uncompressed graphite (T311, SGL Carbon, 3.0 m2/g BET, D50
diameter of 19 μm) electrodes with 1.5% (blue) and 10% (red) PVDF binder
(Kureha KF 1100). Measurements were conducted with 10 mM TBAClO4 in
EC:DEC (κ = 0.423 mS/cm), using an excitation amplitude of 20 mV in the
frequency range from 200 kHz to 100 mHz. The spectra were shifted along
the x-axis to the origin for easier comparability.

10% binder respectively. Thus, even though the binder is a small frac-
tion of the coating mass and volume (1% – 5%), it has a pronounced
effect on the effective ionic transport properties of the porous electrode
and could explain the difference between the tortuosity measured by
numerical diffusion of the 3D reconstructions and that measured by
EIS.

In summary, this work highlights that tortuosity measured by nu-
merical diffusion of the 3D reconstructions will only be as accurate
as the 3D reconstructions themselves, i.e., for a large representative
volume and if a high contrast allows to discriminate the binder/carbon
matrix from the electrode void volume. Further experimental inves-
tigations about the influence of the binder on the electrochemically
determined tortuosity for varying electrode compositions have been
conducted and will soon be published in a detailed, separate study.

Conclusions

Previously reported tortuosities, determined by electrochemical
impedance spectroscopy (EIS) measurements using a symmetrical
cell configuration and a non-intercalating electrolyte, were based on
the assumptions that the electronic resistance of the electrode is negli-

gible and that ionic transport in the electrolyte phase within the pores
of an electrode is represented correctly by a transmission line model.
Under these conditions, the electrode tortuosity can be determined
from the ionic resistance extracted from the impedance spectrum. In
the present work, we validated both assumptions based on theoretical
considerations and experiments. Thus, we demonstrated an experi-
mental methodology by which the assumption of negligible electronic
resistance contributions to the electrode impedance measured in sym-
metrical cells with a non-intercalating electrolyte can be verified: the
assumption is fulfilled, if the product of the measured ionic resistance
times the electrolyte bulk conductivity is independent of the bulk elec-
trolyte conductivity, which can be adjusted by the salt concentration.
This was illustrated for typical graphite anodes and NMC cathodes,
both of which showed negligible electronic resistance contributions,
allowing for the quantification of their tortuosity.

The validity of the transmission line model analysis was further-
more examined for a macroscopic representation of a porous electrode
constructed from electronically conducting steel spheres which were
densely packed into an electrolyte filled glass cylinder and separated
mid-way by a porous separator. The impedance-derived tortuosity
value was shown to be essentially identical with the value predicted
by the Bruggeman relation, which was derived for this geometry. This
unequivocally proves that the EIS-derived tortuosity values are indeed
correct, as long as electronic resistance contributions can be neglected,
whereby the latter assumption can be examined in a straightforward
fashion (see above).

After having validated the accuracy of the EIS method, we inves-
tigated the reason for the ∼2-fold lower tortuosities derived from 3D
reconstructions based on X-ray tomography compared to EIS-derived
values, using identical electrodes cut from the same coating. From
electrodes with deliberately chosen low and high binder contents, we
conclude that the (at least partially) unresolved binder and conductive
carbon phases due to the insufficient resolution of 3D reconstruc-
tions is the most likely cause for the pronounced underestimation of
electrode tortuosities.
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4.3 Binder Influence on Electrode Tortuosity and Performance
In this section the article Influence of the Binder on Lithium-Ion battery Electrode
Tortuosity and Performance65 is presented, which was submitted in February 2018 and
accepted for publication in the peer-reviewed Journal of the Electrochemical Society in
April 2018. Parts of the article were presented as Paper 268 at the 232nd meeting of
The Electrochemical Society in National Harbor (USA) in October 2017.

Preliminary measurements of electrode tortuosities with different binder contents,
presented as an outlook in the article in Section 4.2, are extended in this study to
3 mAh/cm2 graphite anodes with different binder mass ratios (1.5 %, 3 %, 6 % and
10 %) and different binder types (PVDF binders from Kureha, Solef and Kynar as well
as two water based systems, CMC/SBR and alginic acid sodium salt). For the first
time we show how small volumetric binder contents determine the tortuosity of porous
lithium-ion battery electrodes and thereby directly influence their high power behavior.
For all systems studied we find increasing tortuosities for increasing binder contents,
whereby for reasonable binder contents of 1.5 % to 6 % the EIS tortuosities lie between
3 and 10. Furthermore, we select three types of electrodes with different tortuosities
(3.1, 4.3 and 10.2) and perform charge rate tests in a three-electrode configuration.
Due to increased concentration gradients and therefore higher overpotentials, the high
tortuosity electrodes are charged inhomogeneously and for increasing charge C-rates
smaller capacities are obtained compared to the lower tortuosity electrodes: at 1 C
roughly 80 %, 50 % and 30 % of the nominal capacity for the electrodes of increasing
tortuosities (3.1, 4.3 and 10.2) are obtained. It is emphasized that the observed difference
of the charge capacity is solely due to differences in electrode tortuosity as care was
taken that electrode thickness, porosity and loading are comparable. The direct link
between electrode tortuosity, here prepared by different binders and binder contents,
with the electrochemical performance allows to draw conclusions about the electrode
charging/discharge behavior before long term cycling experiments are conducted and
may thus serve as a powerful tool to develop improved electrodes for future batteries.

Author Contributions
A.E. performed all tortuosity measurements, J.L. conducted the cycling experiments.
Data analysis was done by A.E. and J.L. and the manuscript was written by J.L. and
edited by H.G. All authors discussed the data and commented on the results.
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 Abstract  

The electrochemical performance of porous graphite anodes in lithium ion battery applications is limited by 

the lithium ion concentration gradients in the liquid electrolyte, especially at high current densities and for thick 

coatings during battery charging. Beside the electrolyte transport parameters, the porosity and the tortuosity of the 

coating are key parameters that determine the electrode’s suitability for high power applications. Here, we investigate 

the tortuosity of graphite anodes using two water as well as three n-methyl-2-pyrrolidone based binder systems by 

analysis of symmetric cell impedance measurements, demonstrating that tortuosities ranging from ~3-10 are obtained 

for graphite anodes of similar thickness (~100 m), porosities (~50%) and areal capacity (~3.4 mAh/cm2). 

Furthermore, selected electrodes with tortuosities of 3.1, 4.3, and 10.2 were cycled in cells with reference electrode 

at charging C-rates from 0.1-20 1/h, illustrating the clear correlation between electrode tortuosity and its rate 

capability.  

  



Introduction 

Understanding and predicting rate limitations in lithium ion batteries with porous electrodes requires profound 

knowledge of not only the electrolyte transport parameters (i.e., transference number, diffusion coefficient, 

conductivity) and the thermodynamic factor, but also the porosity and the tortuosity of the electrodes. The tortuosity 

of the electrode is particularly critical because the effective electrolyte conductivity and the effective diffusion 

coefficient in the electrolyte directly scale with the inverse of the tortuosity, so that care has to be taken to develop 

electrodes with minimized tortuosity. Using experimental approaches1–4 or 3D tomography,5,6 it was shown that the 

shape of active material particles distinctly influences the electrode tortuosity. For a given active material, however, 

electrode tortuosity and rate capability can also be improved by the design of the electrode layer such that short 

diffusion distances can be obtained across the electrode. For example, improved performance was demonstrated for 

graphite anodes when the platelet graphite particles were aligned normal to the current collector surface by means of 

a magnetic field7 or when silicon/graphite anode electrodes were laser structured.8 In this study we focus on the role 

of the electrode composition, specifically the role of the binder, on its tortuosity as well as on its implication for 

battery performance. While in the literature the link between binder and electrochemistry is frequently studied 

empirically using rate capability tests9 and long-term cycling experiments,10–13 we focus on the correlation of 

electrode tortuosity with binder content/type and its effect on rate capability.  

In the following, the tortuosity of graphite anodes with different binders, different binder contents, and 

different amounts of conductive carbon additive will be determined by electrochemical impedance spectroscopy (EIS) 

of symmetric cells using the transmission line model approach.3,14 In the first part of our analysis we will demonstrate 

the effect of binder and conductive carbon additives on electrode tortuosity and thereafter give an overview of the 

range of experimentally obtained tortuosities for two water and three NMP (n-methyl-2-pyrrolidone) based binder 

systems. Subsequently, charging rate performance tests in three-electrode cells for electrodes with largely different 

tortuosities are presented, illustrating the clear correlation between the tortuosity of the anode electrode and its rate 

capability. 

Experimental 

Electrode preparation – Composite slurries of graphite, binder, conductive carbon additive (material 

parameters and abbreviations given in Table 1) and NMP (Sigma Aldrich, anhydrous, 99.5 %) were prepared in a 

planetary mixer (Thinky ARV-310). As the mixing process is not at the focus of the current study, all solid 

components and half of the solvent were filled into the mixer at once and mixed at 2000 rpm for at least 2 min. The 

remaining solvent was added stepwise between subsequent mixing steps until similar slurry viscosities are obtained, 

as judged by eye. The prepared slurries were coated onto a copper current collector foil (MTI, 9 µm) using the doctor 

blade technique with a wet-film thickness of 200 µm. Coatings were dried in a self-built drying oven at 50°C under 

air and then punched (Hohsen Corporation) to circular discs of 11 mm diameter (AEl. = 0.95 cm²) before assembly in 



T-Cells without prior compression. Areal loading of the all graphite electrodes (thickness 98 ± 13 µm) used in this 

work were 9.6 ± 1.8 mgGra/cm² (corresponding to 3.4 ± 0.6 mAh/cm² or 3.2 ± 0.6 mAh/El. if referenced to the total 

electrode, using a theoretical graphite intercalation capacity of 350 mAh/cm²).  

Table 1. List of the materials used for the preparation of porous graphite anodes, including supplier 

specifications, their BET surface area, and their density (* from manufacturer’s specification). 

Material 

 

Abbreviation BET Surface Area 

/ m²/g 

Density 

/ g/cm³ 

Graphite, T311, Timcal, 19 µm D50 Gra 3* 2.26 

SuperC65, Timcal C65 62* 2.26 

Sodium Carboxy Methylcellulose, Sigma Aldrich CMC - 1.59 

Styrene-Butadiene Rubber, MTI SBR - 0.94 

Alginic acid sodium salt, Sigma Aldrich Alginate - 1.60 

PVDF, KF1100, homopolymer, Kureha Kureha - 1.78* 

PVDF, Solef 5130, functionalized homopolymer, 

ultra-high molecular weight, Solvey 
Solef - 1.77* 

PVDF, Kynar HSV 900, homopolymer, Arkema Kynar - 1.74* 

 

Tortuosity determination – Tortuosities were determined for two nominally identical cells at each composition, 

using the same experimental procedure as described before (compare Experimental section in Ref. 3) unless stated 

otherwise. A 1:1 (by weight) mixture of ethylene carbonate (EC, Sigma Aldrich, anhydrous, 99%) and diethyl 

carbonate (DEC, Sigma Aldrich, anhydrous, >99%), was used as solvent for self-prepared electrolytes containing 12 

mM tetrabutylammonium perchlorate (TBAClO4, Sigma Aldrich, ≥99.0%) salt. A turn-key conductivity sensor (LF 

1100+, SI Analytics, with custom-made ground glass fitting) with a built-in temperature sensor was used to determine 

the electrolyte conductivity (equating to 423 µS/cm at 25°C). Symmetrical Swagelok type T-Cells (spring-

compressed to ≈1 bar) were built outside the glovebox, then transferred into a temperature controlled climate chamber 

(25°C, Binder) and impedance spectra were recorded (Biologic VMP3) around the open circuit potential (OCV) after 

a resting period of at least 12 h in a frequency range of 200 kHz to 0.1 Hz with a 20 mV perturbation using. No 

artifacts from the cell assembly under air were observed, which was confirmed by monitoring the electrolyte 

conductivity (no measurable change over period of 6 months) as well as by comparative measurements with cells 

assembled inside the glovebox.  

Cycling Experiments – For charging rate performance measurements of selected composite graphite electrodes, 

for each composition three three-electrode Swagelok T-cells utilizing a lithium reference and a lithium counter 

electrode (11 mm diameter; 450 µm thickness, Rockwood Lithium) were built inside an argon filled glovebox 

(MBraun, 25°C ± 1°C, oxygen and water content <0.1 ppm, Ar 5.0, Westfalen, 99.999 %vol.). All cell parts were 

cleaned thoroughly by boiling them in an ethanol water mixture, rinsing them with water (Millipore, Elix, 15 MΩ), 

and then drying them at 70°C in a drying oven before bringing them into the glovebox. Two porous glass fiber 



separators (VWR, 250 µm thickness) and a commercially available battery electrolyte (1 M LiPF6 in EC:EMC 3:7, 

w:w, LP57, battery grade, BASF) were used for the cycling experiment in a temperature controlled climate chamber 

(25°C, Binder) outside the glovebox using a potentiostat (BioLogic, VMP3). Without any additional formation cycle, 

three consecutive galvanostatic charging (i.e., lithiation) cycles with a lower cut-off potential of 5 mV versus the 

lithium reference electrode were recorded. For the charging and the discharging currents of the graphite electrodes a 

capacity value of 3 mAh/El. was used for all electrodes, corresponding to intercalation currents of 0.3, 0.6, 1.5, 3, 6, 

15, 30 and 60 mA/El., corresponding to approximate C-rates of 0.1, 0.2, 0.5, 1, 2, 5, 10, 20 1/h (within 10% due to 

minor loading variations), while the discharge (i.e., delithiation) current was held constant at 0.3 mA/El. (~0.1 1/h), 

with an upper cut-off potential of 1 V vs. the lithium reference electrode. For the sake of simplicity, the rounded C-

rates are used in the text for reference, and the charging capacities of the third cycle at 0.1 1/h, given in Table 2 are 

used to calculate the exact C-rates used for the analysis shown in Figure 4 and Figure 5. 

Table 2. Compositions and parameters of graphite anodes used for charging rate performance tests 

in three-electrode cells with metallic lithium counter and reference electrodes. Porosity, thickness 

and tortuosity values are taken from electrodes of the same coating which were used for the 

tortuosity measurement (errors indicate the standard deviation of 2 cells). Loading values are 

calculated based on the mass and composition of the electrodes used for the cycling experiments, 

using a theoretical intercalation capacity of 350 mAh/gGra. The charging capacity (i.e., the lithiation 

capacity) is given at the 3rd cycle at a C-rate of 0.1 h-1 and for a cut-off voltage of 5 mV vs. the 

lithium reference electrode potential, the error bar describes the standard deviation of three cells.  

Electrode Composition 

Gra/Bi/C65 / wt.% 

Binder 

 

Porosity 

/ % 

Thickness 

/ µm 

Loading 

/ mgGra/cm² 

Qcharging at 3rd 0.1 C cycle 

/ mAh/cm² 

Tortuosity 

/ - 

97/3/0 Alginate 56 ± 1 100 ± 2 9.8 3.20 ± 0.13 3.1 ± 0.1 

97/3/0 Kynar 52 ± 2   95 ± 2 9.4 3.44 ± 0.21 4.3 ± 0.1 

94/6/0 CMC/SBR 1:1 46 ± 1 101 ± 5 10.2 3.57 ± 0.21 10.2 ± 0.3 

Results and Discussion 

In the following, the effect of electrode composition on the tortuosity of porous graphite electrodes with 

different mass ratios of conductive additive (SuperC65) and binder will be demonstrated exemplarily with PVDF 

based graphite anodes. Figure 1 shows the tortuosities of different anode compositions, obtained from the 

transmission line analysis of the EIS response of symmetric cell measurements (details about this analysis technique 

and the tortuosity calculations can be found elsewhere3,14). Dashed lines in Figure 1 serve as guide-to-the-eye only; 

error bars indicate the error introduced by the electrode thickness measurement (2 µm) and the electrolyte 

conductivity (1%) and for all measurements two nominally identical cells yield very reproducible results.  

At first we will discuss the results for anodes with only active material and Kureha PVDF binder, prepared as 

described in the Experimental section. For binder weight percentages of 1.5, 3, 6 and 10 wt.%, the tortuosity values 

increase linearly from 2.8 ± 0.1 to 5.2 ± 0.2 (compare Figure 1a, green crosses), an enormous, nearly 2-fold increase, 

although the electrode composition was altered only by a minor fraction of 8.5 wt.% (= 10 wt.% - 1.5 wt.%). This is 



the more surprising, as all electrodes tested here are uncompressed and thus have very similar porosities (51 ±5 %) 

and are based on the same active material, so that one would expect little changes in tortuosity. The observed large 

tortuosity changes therefore suggest that the binder content strongly affects the effective transport properties in the 

electrolyte phases within the porous electrode, i.e., diffusion coefficient and conductivity. It is clear, of course, that 

the chosen binder weight ratios span a rather extreme range, as electrodes with only 1.5 wt.% of the Kureha PVDF 

are very brittle and have to be handled carefully, while 10 wt.% binder would substantially decrease the energy 

density of the electrodes and could clog the pores for electrolyte transport.15  

Based on empirical studies by Marks et al., the best electrochemical performance while still maintaining good 

mechanical stability is obtained with an average binder layer thickness of 6 nm.15 The binder layer thickness 

𝑑Bi corresponds to the thickness of the binder layer, if the binder were to be homogeneously distributed over the BET 

surface areas of active material (BETGra) and the conductive carbon additives (BETC65; see BET values given in Table 

1), and may be calculated by 

 
𝑑Bi =

∑ (
𝑚Bi

𝜌Bi
)

mGra ∙ BETGra + mC65 ∙ BETC65

 
1 

where mi represents the mass of component i per 100 g of electrode and 𝜌Bi is the density of the binder (Bi = 

CMC/SBR/Kynar/Solef/Alginate/Kureha, values given in Table 1). Due to the low BET surface area of typical 

graphite active materials (generally in order to minimize irreversible SEI formation losses), really high binder layer 

thickness values are normally only obtained for composite electrodes of binder and active material only, i.e., without 

conductive carbon additives. This is illustrated in Figure 1b, which represents the same data as in Figure 1a, but 

re-scaled in terms of binder layer thickness rather than binder weight percentage. For electrodes without any 

conductive carbon additive (green crosses in Figure 1b), the binder layer thickness ranges from 2.9 to 20.8 nm, much 

higher than the reported sweet spot of 6 nm.15 Closest to the suggested optimal 6 nm binder layer thickness are the 

electrodes with 3 wt.% binder.  

Also shown in Figure 1 are the tortuosities of three electrode compositions (see figure for exact compositions) 

which additionally include different amounts of the conductive carbon C65. These electrodes were prepared by 

replacing a fraction of the active material of the 6 wt.% and 10 wt.% binder electrodes by C65 so that one obtains the 

same average binder layer thickness value of the electrodes without C65 and 3 wt.% binder have (5.8 nm, see Figure 

1b). Analogously electrodes with 3 wt.% binder and C65 were prepared to obtain the same binder layer thickness of 

2.9 nm as for the 1.5 wt.% binder electrodes without C65. In all these cases, due to the high surface area of C65, only 

a small mass fraction of C65 is necessary to adjust the binder layer thickness, and the resulting compositions are 

given in the figure. Figure 1a shows that the C65 containing electrodes with 6 wt.% and 10 wt.% binder yield much 

lower tortuosity values compared to their C65 free counterparts. With 10 wt.% Kureha PVDF binder, the tortuosity 

decreases from 5.2 ± 0.2 to 3.3 ± 0.1 by tuning the average binder layer thickness to 5.8 nm by addition of high 

surface area C65. Similarly, with 6 wt.% binder the tortuosity decreases from 3.9 ± 0.1 to 3.5 ± 0.1 by C65 addition 

(compare Figure 1a). In terms of binder layer thickness, Figure 1b shows that all electrodes with a binder layer 

thickness of 5.8 nm, with or without C65 have similar tortuosities. This suggests, that the calculated binder layer 



thickness serves as a better indicator for the tortuosity of the electrodes than the binder amount, and that the high 

surface area conductive carbon additive behaves like a sponge, taking up a large fraction of the binder. By addition 

of C65 the binder layer thickness is reduced and (partially) blocked ionic conduction paths might become accessible, 

thereby reducing the coatings tortuosity. For the examples discussed so far, the electrode tortuosity increases with 

the average binder thickness (as calculated by Eq. 1), irrespective of whether conductive carbon is part of the 

electrode formulation (see Figure 1b). The nearly 2-fold tortuosity increase between the electrodes with 1.5 wt.% 

binder (Gra/Bi/C65=98.5/1.5/0, s. Figure 1b) and 10 wt.% binder (Gra/Bi/C65=95/10/0, s. Figure 1b) is quite striking, 

since even for the highest binder content of 10 wt.% the volume fraction of the binder (binder  6 %) is still nearly an 

order of magnitude lower than the void volume fraction of the electrode (void  51 ±5 %). Quite evidently, even small 

volume fractions of binder strongly affect electrode tortuosity. 

The clear trend between average binder thickness and tortuosity, however, is not found for the 3 wt.% binder 

electrodes, for which the tortuosity increases from 3.2 ± 0.1 to 3.6 ± 0.1 when C65 is added to obtain a binder layer 

thickness reduction from 5.8 to 2.9 nm. Because both measurements for the composition 91.9:3:5.1 (Gra/Bi/C65, by 

weight) were done using electrodes from the same coating, these measurements were repeated using a newly prepared 

coating. However, also these repeat measurements yielded the same higher tortuosities compared to the C65 free 

electrodes using the same amount of 3 wt.% binder. This trend is in agreement with our previous publication for 

porous LFP cathodes at ~45% porosity (Ref. 3), where we reported higher tortuosities of ~5 with 5 wt.% binder and 

5 wt.% C65 corresponding to a small average binder layer thickness of 1.2 nm, in contrast to a tortuosity of only ~3.5 

with 15 wt.% binder and 15 wt.% C65 corresponding to a binder layer thickness of 3.3 nm. Thus, similar to the 

observations made with the graphite electrodes with low average binder layer thickness, C65 addition and the 

accompanying average binder layer thickness reduction leads to an increase in tortuosity. Currently we have no 

explanation of the detrimental effect from C65 addition on the electrode tortuosity for resulting average binder layer 

thicknesses of <<6 nm, and further investigations are necessary to check for example for an inhomogeneous carbon 

and binder distribution,16 which was shown to negatively affect the C-rate capability of lithium ion battery anodes,9 

which we believe results from a lowering of the electrode tortuosity.  

  



 

    

 

 

Figure 1. Tortuosities of graphite electrodes obtained from symmetric cell EIS measurements with 

(orange) or without (green) conductive carbon C65 plotted versus a) the binder mass percentage and 

b) the average binder layer thickness (according to Eq. 1). Exact electrode compositions of graphite 

active material (Gra), binder (Bi), and conductive carbon additive (C65) are given in terms of mass 

percentages in the figures using the nomenclature Gra/Bi/C65. Dashed lines serve as guide-to-the-

eye only; error bars indicate the tortuosity uncertainty due to finite accuracy of the thickness (2 µm) 

and conductivity (1%) measurements, two measurements are shown for each composition. 

In addition to the presented binder layer thickness versus tortuosity study utilizing the Kureha PVDF binder, 

four other binders were analyzed, namely two PVDF binders from different suppliers for use with NMP based inks, 

as well as CMC/SBR (here always in 1:1 mass ratio) and alginate for use with water based inks. This comparison 

was conducted with electrodes without conductive carbon and various amounts of binder content (1.5, 3, 6, and 

10 wt.% for the Kureha PVDF and the CMC/SBR (1:1) binder, as well as 3 and 6 wt.% for the Kynar PVDF, Solef 

PVDF, and alginate binder). The electrode tortuosities obtained by the transmission line model EIS analysis are 

shown in Figure 2 versus the average binder thickness calculated from Eq. 1, whereby crosses and dashed lines 

indicate NMP based PVDF electrodes, while circles and solid lines represent the water based systems. The first thing 

to notice is that all porous graphite electrodes show the same general trend, viz., lower tortuosities for smaller amounts 

of binder. The measured tortuosities range from 2.7 ± 0.1 (Kureha, 1.5 wt.% binder) to 10.2 ± 0.3 (CMC/SBR 1:1, 6 

wt.% binder); for 10 w.% of the CMC/SBR binder, the tortuosity increases to an extremely high value of 37 (indicated 

by the pink arrow in Figure 2). The grey rectangle in Figure 2 depicts the tortuosity range for platelet graphite 

obtained using X-ray tomography for the range of porosities used in this work (51 ± 5 %), which may be considered 

to be the theoretical lower tortuosity limit for the graphite active material if unaffected by the binder, as X-ray 

tomography cannot resolve the binder/conductive carbon phase and thus commonly ignores its effect on tortuosity.5,14 

By an approximate extrapolation of the tortuosities from the presented EIS measurements in Figure 2 to 0 wt.% 

binder, limiting tortuosity values for conceptually binder-free anodes between 2.4 and 4 can be projected, which is 

reasonably close to the tortuosity range for electrodes estimated from X-ray tomography (1.6 to 2.0), where the binder 

contribution is not considered. The remaining difference might be due to different aspect ratios of the graphite 

particles or to the inability to sufficiently extrapolate from 1.5-3 wt.% binder to 0 wt.% binder.  

 



  

Figure 2. Tortuosities of porous graphite electrodes without conductive carbon and with different 

amounts of NMP based (Kureha, Kynar, Solef PVDFs; dashed lines) and water based (CMC/SBR 

and alginate; solid lines) binders, plotted versus the average binder thickness determined by Eq. 1. 

The binder contents were 1.5, 3, 6, and 10 wt.% for the Kureha PVDF and the CMC/SBR (1:1) 

binder, as well as 3 and 6 wt.% for the Kynar PVDF, Solef PVDF, and alginate binder. Tortuosities 

were measured using the transmission line model EIS analysis in symmetric cell configuration with 

12 mM TBAClO4 in EC:DEC (1:1 w:w) (see Ref. 3 for details). Lines serve as a guide-to-the-eye 

only; error bars indicate the tortuosity uncertainty stemming from the finite accuracy of the thickness 

(2 µm) and conductivity (1%) measurements, two measurements are shown for each composition.; 

the grey region gives an estimate for the likely lower tortuosity limit based analysis of X-ray 

tomography data (see text). 

As proposed in the literature,15 electrodes with a binder layer thickness of 5-10 nm have the highest relevance 

for practical consideration, representing a trade-off between sufficient adhesion and maximized active material 

content (see above), for which reason we will focus our comparison to graphite anodes with 3 wt.% binder, 

corresponding to average binder film thicknesses of ~6-9 nm (this variation is due to the variation in binder density, 

see Table 1). For this binder content, the lowest tortuosity is found for alginate (3.1 ± 0.1) and the highest tortuosity 

for CMC/SBR 1:1 (5.5 ± 0.1) binder. Even for electrodes with the same binder type (PVDF) with albeit different 

functionalized groups and molecular weights, the tortuosities differ substantially: 3.2 ± 0.1 for the Kureha PVDF 

binder, 3.6 ± 0.1 for the PVDF binder from Solvey, and 4.3 ± 0.1 for the PVDF binder from Kureha. Quite strikingly, 

the here prepared graphite electrodes with the CMC/SBR binder system show much larger ionic resistances compared 

to the other binder systems, especially for 6 wt.% and 10 wt.% binder (compare pink circles in Figure 2). While the 

average binder film thickness for the electrode with 6 wt.% CMC/SBR (~18 nm) is even lower than that for the 

electrode with 10 wt.% Kureha PVDF binder (~21 nm), the tortuosity of the former (10.2 ± 0.3) is substantially 

higher than that of the latter (5.2 ± 0.1). This could be due to an inhomogeneous distribution of the CMC/SBR binder 

across the electrode, leading to either the formation of a binder-rich surface layer/film at the electrode surface 

blocking ionic transport or to blocking the electronic pathway across the electrode, which would invalidate the 



impedance analysis (in the here used transmission line model, the electronic resistance across the electrode is assumed 

to be low compared to the ionic resistance, which typically would be expected for graphite anodes).14 

Further insights might be gained by a closer inspection of the Nyquist plots for graphite anodes with 6 wt.% 

binder, which is shown in Figure 3 (note that the EIS response is shifted to the origin for better comparability). The 

unique behavior of the CMC/SBR electrodes is reflected by the apparent inflections of its EIS spectrum (pink circles) 

in the mid frequency region (100 - 10 Hz) as well as in the low frequency region (10 – 0.1 Hz), in contrast to the 

nearly straight 45-degree lines for the electrodes with the other binders. This feature for the CMC/SBR electrodes, 

together with the much higher apparent tortuosity values may be caused by an inhomogeneous distribution of the 

binder,17 which may result from the non-optimized slurry mixing and electrode drying steps.18 Even for highly 

conductive graphite particles the required assumption for the applicability of the simplified transmission line model 

(i.e., neglecting the solid phase electronic resistance) might be erroneous if the binder agglomerates and/or is 

distributed inhomogeneously. As long as the electronic resistance is minor, the EIS tortuosity measurement is 

invariant towards ionic conductivity,14 however repeat measurements for the electrodes with 6 wt% CMC/SBR with 

a higher electrolyte conductivity (2.5 instead of 0.423 mS/cm) yield much higher values for the tortuosity (>100 vs. 

~10). Although, with optimized electrode preparation, the absolute values for the CMC/SBR binder system in this 

work may not be representative. Nevertheless, these electrodes demonstrate the sensitivity of electrode preparation 

and its pronounced effect on the effective ionic and electronic transport properties. 



 

Figure 3. Nyquist plots of symmetric cells using graphite electrodes without conductive carbon 

additive and with 6 wt.% water based (solid lines, circles) and NMP based (dashed lines, crosses) 

binders. The EIS spectra are shifted to the origin for better comparability. A non-intercalating 

electrolyte with an ionic conductivity of 0.423 mS/cm was used (12 mM TBAClO4 in EC:DEC 1:1) 

and impedance measurements were recorded from 200 kHz to 0.1 Hz with an excitation amplitude 

of 20 mV. The pink numbers next to the CMC/SBR data mark the frequencies in Hz at which the 

data were taken; lines serve as a guide-to-the-eye only. 

In summary Figure 2 clearly shows the strong dependence of the tortuosity of porous anodes not only on the 

binder content and the average binder layer thickness, but also on the type of binder. Again, the reader is reminded 

that the here prepared electrodes have not been optimized in any way (i.e., the same mixing and drying procedures 

were used for all binders). Therefore, while we believe that the generally observed trend of increasing tortuosity with 

increasing binder content is correct for each binder, our data do not allow to make a quantitative comparison and 



judgement between the tortuosities obtained with different binders and dispersing agents. It is emphasized that 

remarkably different tortuosity values (~3 - 10) are obtained for the graphite anodes under study although the binder 

volume fraction is minor (here between 0.8 and 5 % for binder mass fractions of 1.5 wt.% to 10 wt.%) compared to 

the void volume fraction of the electrodes (here 51 ± 5 %). The pronounced effect of the small volume fraction binder 

phase was previously shown for inhomogeneous binder distributions prepared by different drying procedures.9 More 

detailed investigations of the electrode preparation steps and their influence on electrode tortuosity will be subject of 

a future work.18  

 

Electrochemical Performance with Different EIS Tortuosities 

After having determined the tortuosity value of the various electrodes, i.e., the scaling factor of the effective 

diffusion coefficient and the effective ionic conductivity,19 we will now examine experimentally the relationship 

between tortuosity and electrochemical performance. To verify the expected behavior of better performance for low 

tortuosity electrodes,20,21 we picked three electrode compositions with different tortuosities but similar areal capacity, 

thickness, and porosity in order to compare their electrochemical performance and their rate capability using three-

electrode cells with a lithium counter and a lithium reference electrode. As the limiting operation mode for graphite 

anodes is the charging step, due to the proximity of the graphite intercalation potential to the lithium plating potential, 

we focus our analysis on the charging (i.e., lithiation) behavior of graphite anodes. From the set of the above 

investigated electrodes, electrodes with tortuosities of 3.1 ± 0.1, 4.3 ± 0.1, and 10.2 ± 0.3 were selected for 

electrochemical performance tests (the corresponding electrode compositions and parameters are given in Table 2). 

Again, it is important to note that all electrodes used in the following rate tests were uncompressed and had very 

comparable thicknesses of 98 ± 3 µm and porosities of 51 ± 5 %. For details on the rate test measurement procedure 

the reader is referred to the Experimental section. 

Figure 4a and 4b show the galvanostatic charging curves for the 3rd cycle at a C-rate of 0.1 1/h and 1 1/h of 

graphite anodes with different tortuosities. The charging curves were measured versus the lithium reference electrode 

and are normalized to their charging capacity obtained in the 3rd cycle at 0.1 1/h (compare Figure 4a), which were 

essentially the same (3.4  0.2 mAh/cm2, see Table 2). In stark contrast to the behavior at low charging rate, at a C-

rate of 1 1/h (compare Figure 4b) the highest capacity (given in terms of state-of-charge, SOC) is reached for the 

alginate based electrodes with 3 wt.% binder and the lowest tortuosity (𝜏 = 3.1 ± 0.1), for which more than 80% of 

the lithiation capacity can be obtained until a cut-off potential of 5 mV (vs. the lithium reference electrode) is reached. 

For the 3 wt.% Kynar PVDF electrodes (𝜏 = 4.3 ± 0.1), only 50% of the full capacity is accessible until the 5 mV 

cut-off potential is reached, while for the high tortuosity (10.2 ± 0.3) CMC/SBR based electrodes the capacity is 

limited to only 30% SOC. Thus, the accessible lithiation capacities at high C-rate (1 1/h) differ strongly amongst 

these electrodes, although their porosity, thickness, and areal capacities are comparable (see Table 2), clearly showing 

the significant effect of electrode tortuosity on the charging potential vs. SOC behavior, as would be expected based 

on theoretical models.20,21  



In addition to the difference in lithiation capacities at 1 1/h, Figure 4b also illustrates two other distinctive 

features in the lithiation potential vs. SOC profiles for increasing tortuosities, namely an increasing overpotential and 

a smearing out or complete loss of the typical potential steps in the graphite lithiation process at high C-rates. At the 

slow charging rate of 0.1 1/h, the graphite lithiation plateaus (around SOC values of 10 %, 20 %, and 55 %) are 

clearly distinguishable and similarly well-defined for all graphite electrodes despite their vastly different tortuosities 

(compare Figure 4a). These plateaus are also still clearly visible at a C-rate of 1 1/h for the low tortuosity alginate 

based electrodes (𝜏 = 3.1 ± 0.1, green, solid line). However, for electrodes with a higher tortuosity of 4.3 ± 0.1 (Kynar 

PVDF binder, dashed, orange line), the graphite potential plateaus are only partly visible and completely vanish for 

the electrode with the highest tortuosity (𝜏 =10.2 ± 0.3, CMC/SBR, pink line, compare Figure 4b). Both effects, the 

increasing overpotentials (depending on SOC, compare Figure 4a and b) as well as the degree of observable lithium 

intercalation plateaus are a result of ionic concentration gradients within the electrolyte phase across the electrode 

thickness, which builds up during the charging process.20,21 In this case lithium ions are intercalated into the graphite 

particles and are depleted in the electrolyte solution. At the same time, lithium ions generated at the counter electrode 

will be transported through the separator by migration and diffusion to the graphite anode / separator interface. If 

ionic transport through the electrode is fast compared to the selected charging time, i.e., if the electrode has a low 

tortuosity, the lithium ion concentration gradient across the graphite electrode remains low (i.e., the lithium ion  

concentration remains nearly constant) and the graphite electrode is charged homogeneously. In this case of nearly 

constant lithium ion concentration across the anode, the concentration overpotential also remains nearly constant 

across the anode thickness, so that the anode potential closely follows the graphite OCV curve or the charging curve 

a low C-rate (compare Figure 4a for low tortuosity alginate electrodes). On the other hand, for anodes with high 

tortuosity values, higher concentration gradients form across the anode electrode thickness, effectively leading to an 

inhomogeneous charging of the graphite electrode across its thickness. This, in turn, leads to the smearing out or the 

complete loss of the intercalation plateaus, as is best seen for the CMC/SBR electrode with the high tortuosity value 

(pink line in Figure 4b), an effect also reported from lithium ion battery simulations using different Bruggeman 

relations for the tortuosity of the electrode.21 

  



 

 

Figure 4. Third-cycle galvanostatic charging (lithiation) curves at C-rates of a) 0.1 1/h and b)1 1/h 

of porous graphite electrodes (see Table 2 for details) with three different tortuosities, recorded in 

three-electrode cells with lithium counter and lithium reference electrodes. Measurement were 

conducted using 1 M LiPF6 in EC:EMC (3:7 w:w) as an electrolyte and at 25 °C. The upper and 

lower cut-off potentials were 1 V and 5 mV vs. the metallic lithium reference electrode, respectively. 

Capacities are normalized to the third-cycle capacity at 0.1 1/h (a); they are all within 

3.4  0.2 mAh/cm2, and are given in terms of state-of-charge (SOC). Table 2 gives all parameters of 

the used electrodes. 

The beneficial effect of lessened concentration gradients at 1C by reduced electrode tortuosities can also be 

seen from the capacities reached during a charging rate capability test. Mean values from three repeat cells for each 

electrode composition and their standard deviation (indicated by the error bars), are shown in Figure 5 for C-rates 

from ~0.1 1/h to 20 1/h (charging capacities are again normalized to the 3rd cycle charge capacity at 0.3 mA/AEl. (C-

rate ~0.1 1/h)). In line with the previously discussed potential transients at a C-rate of ~1 1/h, the graphite anodes 

with the lowest tortuosity show highest charge capacities at any given C-rate. 

The fit of a mathematical description to describe the sigmoidal experimental rate capability behavior was added 

as dashed lines in Figure 5 in order to provide a smooth guide-to-the-eye. Empirically, i.e., not based on any physics-

based derivation we found the mathematical description 

 

𝑦 =
𝑦𝑚𝑎𝑥

1 + (
𝑥
𝑥0

)
slope

 

2 

to be well-suited to describe the accessible capacity QAcc. for all tortuosities and C-rates R. Applied to our 

measurements, ymax corresponds to the theoretical charging capacity in the low C-rate limit (𝑅 → 0), x becomes the 

C-rate R, and the symmetry point x0, i.e., the point where only 50 % SOC are reversibly accessible is defined as 

critical C-rate, Rcrit.. The slope s remains as a free fitting parameter.  

 𝑄Acc. =
𝑄Theo.

1 + (
𝑅

𝑅crit.
)

s 3 

The fit parameters s and the obtained critical C-rates Rcrit. for the experimental data in Figure 5 are summarized in 

Table 3. 



For a tortuosity of 10.2 ± 0.3, 50 % of the electrode’s capacity can be utilized at a C-rate of Rcrit. = 0.6 1/h, 

while the same capacity is still accessible at Rcrit. = 0.9 1/h for a tortuosity of 4.3 ± 0.1, and at Rcrit. = 1.8 1/h for the 

lowest tortuosity of 3.1 ± 0.1. Thus, for electrodes of similar mass, capacity, thickness and porosity (compare Table 

2), the C-rate at which the capacity drops below 50% can vary by a factor of three for electrode tortuosities ranging 

from 3.1 ± 0.1 to 10.2 ± 0.3. The experimentally found dependence of the critical C-rate on electrode tortuosity is in 

good agreement with the literature, where for a constant value of the accessible areal capacity the ratio of (dis)charge 

time for a full (dis)charge td over the tortuosity  (i.e., td/) would be predicted to remain constant (compare Eq. 14 

in Ref. 20). Applied to our measurements this would mean that the product of the critical C-rate Rcrit. (corresponding 

to the inverse of the full (dis)charge time) and the tortuosity should remain constant.  

 𝑅crit.
ideal = 𝑅crit. ⋅ 𝜏 4 

Here we refer to the factor of critical C-rate times tortuosity as the critical C-rate (𝑅crit.
ideal) for an ideal electrode (in 

terms of tortuosity, this would mean an electrode with an ideal tortuosity of 1). Values for 𝑅crit.
ideal, based on the critical 

C-rates and the tortuosity of the different electrodes are given Table 3 and are surprisingly similar. For the graphite 

electrodes with a tortuosity of 3.1 and 10.2, closely agreeing 𝑅crit.
ideal values of ~5.7 and ~5.8 are obtained, while a 

slightly lower value of ~3.9 is obtained for the Kynar PVDF based anodes with a tortuosity of 4.3 ± 0.1. A somewhat 

smaller 𝑅crit.
ideal for the Kynar based PVDF electrodes might due to the generally larger variance of the measured 

charging capacity of the three repeat cells compared to the other binders (compare error bars of C-rate of 0.1 1/h in 

Figure 5). 

  



 

 

Figure 5. Mean charging (i.e., lithiation) capacities normalized to the capacity at 0.1 1/h of three 

types of electrodes with different tortuosities (see Table 2; all areal capacities within 

3.4  0.2 mAh/cm2) vs. galvanostatic charging rates ranging from 0.1 1/h to 20 1/h, using a lower 

cut-off voltage of 5 mV vs. a metallic lithium reference electrode. The discharge rate was kept 

constant at 0.1 1/h and the experiments were conducted at 25 °C with 1 M LiPF6 in EC:EMC (3:7 

w:w). Error bars indicate the standard error of the mean of three independent measurements with 

electrodes of identical composition. The dashed lines are the fit curves to Eq. 3, with the fitting 

parameters listed in Table 3.  

  

Table 3. Fitting parameters of Eq. 3 to the experimentally obtained capacities at C-rates from 

~0.1 1/h to 20 1/h and the calculated critical C-rates for the ideal electrode (using Eq. 4). The fitting 

curves are shown as dashed lines in Figure 5.  

Composition 

Gra/Bi/C65 

Binder 

 

Tortuosity 

/ - 
𝑅crit. 
/ 1/h 

𝑅crit.
ideal 

/ 1/h 

s 

/ - 

97/3/0 Alginate 3.1 ± 0.1 1.83 5.67 1.97 

97/3/0 Kynar 4.3 ± 0.1 0.90 3.88 2.25 

94/6/0 CMC/SBR 1/1 10.2 ± 0.3 0.57 5.83 2.09 

 

It is noteworthy that for all electrode compositions the slope s of the capacity loss in Eq. 3 is close to 2 (see 

Table 3). By definition, the critical C-rate for the ideal electrode would correspond to a hypothetical electrode with 

a tortuosity of one (here somewhere between ~4-6 1/h). The reader is reminded that all cells are cycled at the same 

conditions, having the same thickness, porosity, and loading and that the same electrolyte is used. The constant value 

for 𝑅crit.
ideal thus shows that even for optimized graphite electrodes with, e.g., aligned particles,7 higher charging rates 

than ~4-6 1/h may never be achieved for the given thickness, porosity, and electrolyte transport parameters. To 



confirm that in the theoretical scenario of a tortuosity of one the critical C-rate would range somewhere between ~4-

6 1/h, numerical modeling studies would have to be conducted. However, here we focus on estimating the influence 

of the tortuosity on the accessible capacity at a given C-rate, which may be done using Eq. 3 and Eq. 4 with the fit 

parameters from Table 3. We are aware that in general 𝑅crit.
ideal and s will depend in some way on the electrolyte 

transport parameters and the slope of the OCV curve of the analyzed active material and emphasize that in this context 

Eq. 3 may only be used to understand the estimated performance change as a result of a tortuosity variation. 

Nevertheless, a rough estimate to predict the relative C-rate capability of anodes which differ only by their tortuosity 

value (i.e., which have identical thickness, porosity, and areal capacity) is afforded by Eq. 4 (e.g., doubling the 

tortuosity reduces the critical C-rate by a factor of 2). Since thickness, porosity, and areal capacity are typically 

electrode design requirements, simple and fast tortuosity measurements of electrodes in an electrode optimization 

study (e.g., variation of ink mixing and drying procedures) should thus serve as a rough predictor for the C-rate 

capability of electrodes. 

Conclusions 

Graphite electrodes with binder contents between 1.5 and 10 wt.% of two water (CMC/SBR and alginate) and 

three NMP based (PVDF from Kynar, Kureha and Solef) binder systems have been prepared and analyzed in terms 

of their ionic tortuosities by analysis of the Nyquist plots of symmetric cell impedance measurements using a non-

intercalating electrolyte with a simplified transmission line model equivalent circuit.3 Although the slurry mixing and 

electrode preparation procedure was not optimized, we find clear trends, i.e., higher tortuosities for higher amounts 

of binder and, more importantly, a wide range of tortuosity values for graphite electrodes of similar porosity and 

loading (from 2.7 ± 0.1 to 10.2 ± 0.3) for different types of polymeric binder. By addition of high surface area 

conductive carbon, the tortuosity of the electrodes with a binder layer thickness above 6 nm decreases.  

Electrochemical charge performance tests of selected anodes with different tortuosities were done in three 

electrode cells with lithium counter and reference electrodes and showed a clear improvement, i.e., lower 

overpotentials and thus higher charge capacities, for low tortuosity electrodes. This is in line with the theoretically 

expected, reduced concentration gradients due to fast ionic transport through the porous anodes at low tortuosities.20,21 

At last we describe an empirical expression which allows to estimate the accessible capacity for a given C-rate and 

tortuosity and suggest that even for an ideal electrode, i.e., tortuosity of unity, the highest C-rate at which 50% of the 

nominal capacity can be accessed without lithium plating is ~4-6 1/h for the here used anodes with a thickness of 

~100 m, a porosity of ~50%, and an areal capacity of ~3.4  0.2 mAh/cm2. The empirical expression introduced 

allows to roughly predict the dependence of the critical C-rate (at which 50 % of the capacity is accessible) on the 

tortuosity of the electrode and thus serves as a valuable tool for electrode optimization studies. 
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Chapter 5

In-Situ Impedance Analysis

Electrochemical impedance spectroscopy is a powerful tool to characterize lithium-ion
batteries. The quality of impedance analyses is determined by the validity of the chosen
equivalent circuit model and the measurement conditions, which may emphasize individ-
ual processes. The articles presented in this section serve as an example how impedance
data of complex systems may be analyzed in a perhaps more rigorous fashion and how
novel insights into cell aging may be obtained. As indicated by the brief introduction
of impedance spectroscopy in Section 1.2, the significance of impedance measurements,
i.e., the ability to assign processes unambiguously to an impedance feature, increases
for simpler systems. For a small number of electrochemical effects the equivalent circuit
becomes unique and allows for an unambiguous assignment of physical parameters. The
innovative approach presented in the following sections is based on an in-situ deconvolu-
tion of the full-cell impedance (holding information of both electrodes simultaneously),
into separate anode and cathode spectra using a three electrode setup employing a
micro reference electrode (see Section 5.1), thereby reducing the number of processes
which are reflected in an impedance spectrum by roughly a factor of two. In addition,
a novel measurement protocol is introduced which is based on chosing measurement
conditions at which one of the electrodes in a full-cell is driven in a blocking condition
by completely delithiating the electrode of interest. This concept of a blocking electrode
configuration is similar to the previously utilized blocking electrolyte concept for the
determination of electrode tortuosities (see Section 4.1). Combination of the blocking
electrode impedance spectra of an anode or a cathode in a full-cell with the commonly
measured standard impedance (in non-blocking configuration, i.e., allowing for charge
transfer reactions to occur) enables a novel simultaneous analysis which further reduces
the complexity of the system and thus the uncertainty of the obtained parameters. This
method is introduced in detail in Section 5.2 for the cathode impedance of an LNMO/-
graphite full-cell and furthermore applied to the anode side in a subsequent work in
Section 5.3.
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5.1 Gold Wire Reference Electrode
In this section the article A Gold Micro-Reference Electrode for Impedance and Po-
tential Measurements in lithium-ion batteries86 is presented, which was submitted in
June 2016 and published in the peer-reviewed Journal of the Electrochemical Society
in August 2016. The article was presented as Paper 211 at the 230th meeting of The
Electrochemical Society/PRIME 2016 in Honolulu (USA) in October 2016. The open
access article is distributed under the terms of the Creative Commons Attribution 4.0
License and may be accessed at http://dx.doi.org/10.1149/2.0581610jes.

Although the majority of impedance analyses of lithium ion cells are based on full-cell
configurations a great deal of laboratory work focuses on three-electrode cell configu-
rations which allow to obtain anode and cathode impedance spectra separately. The
three-electrode cell designs in the literature are based on lithium reference electrodes
sitting outside the anode/separator/cathode stack,113 reference electrode meshes, circu-
lar lithium reference rings, ring electrodes with centered circular reference electrodes,114

or reference electrode wires.115 However typical problems of the reported setups are arti-
facts in the impedance measurements116 or unstable potentials of the reference electrode
during long term operation.115 In the presented article we introduce a novel reference
electrode setup based on a 65 µm diameter, insulated gold wire reference electrode
(GWRE) which is lithiated in-situ. The advantages of the setup are the thermodynam-
ically defined potential of the formed lithium gold alloy (313 mV vs. metallic lithium)
and its long term stability (>1000 h), whereby the GWRE may be regenerated easily
in-situ by lithiation from the cell’s lithium inventory. Due to the small dimensions of
the wire and its insulation only the head of the wire is ionically connected and the nec-
essary amount of lithium to charge and activate the GWRE is negligible. The geometric
dimension of the wire, as well as its insulation further satisfy the requirements for well
defined impedance measurements, as the potential of the active area of the reference
electrode is only sensed at the tip of the wire. Due to the small wire dimensions the
impedance of the reference electrode is high, which leads to distortions in the recorded
impedance spectra at high frequencies (here ≈100 kHz, see Ref. [33]). By removing a
larger portion of the insulation at the tip of the wire the active surface area is increased,
which enables measurements to higher frequencies as recently shown in a numerical
study.117 In the manuscript we prove the validity of the proposed cell setup by compar-
ing recorded impedances with symmetric cell measurements, a technique widely applied
in the literature,118 although requiring a large number of cells and individual measure-
ments. We demonstrate how anode and cathode half-cell impedances of a LFP/graphite
cell may be obtained in-situ and use this approach to study the effect of VC on the
graphite and LFP impedance after formation.

Author Contributions
D.P. and J.L. developed the GWRE three-electrode cell design. D.P. and S.S. elaborated
the concept of using an insulated gold wire and alloying it with lithium to obtain
stable potentials. D.P., S.S. and E.K. performed all electrochemical measurements. Data
analysis was done by S.S., D.P. and J.L. and the manuscript was written by S.S. and
edited by H.G. All authors discussed the data and commented on the results.
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Impedance measurements of lithium-ion batteries are a powerful tool to investigate the electrolyte/electrode interface. To separate the
contributions of anode and cathode to the full-cell impedance, a reference electrode is required. However, if the reference electrode
is placed inappropriately, the impedance response can easily be biased and lead to erroneous conclusions. In this study, we present
a novel micro-reference electrode for Swagelok-type T-cells which is suitable for long-term impedance and reference potential
measurements. The reference electrode consists of a thin insulated gold wire, which is placed centrally between cathode and anode
and is in-situ electrochemically alloyed with lithium. The resulting lithium-gold alloy reference electrode shows remarkable stability
(>500 h) even during cycling or at elevated temperatures (40◦C). The accuracy of impedance measurements with this novel reference
electrode is carefully validated. Further, we investigate the effect of different vinylene carbonate (VC) contents in the electrolyte on
the charge transfer resistance of LFP/graphite full cells and demonstrate that the ratio of VC to active material, rather than the VC
concentration, determines the impedance of the anode SEI.
© The Author(s) 2016. Published by ECS. This is an open access article distributed under the terms of the Creative Commons
Attribution 4.0 License (CC BY, http://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse of the work in any
medium, provided the original work is properly cited. [DOI: 10.1149/2.0581610jes] All rights reserved.

Manuscript submitted June 7, 2016; revised manuscript received July 26, 2016. Published August 19, 2016. This article is a version
of Paper 211 from the Honolulu, Hawaii, Meeting of the Society, October 2–7, 2016.

The lifetime of lithium-ion batteries strongly depends on the prop-
erties of the interfaces between each electrode and the electrolyte.
Electrochemical impedance spectroscopy (EIS) is a simple and non-
destructive method to investigate the kinetics of active materials, the
resistance of electrode/electrolyte interfaces, and the effect of elec-
trolyte additives.1,2 As impedance measurements of full-cells always
reflect the sum of both electrodes, it is difficult to deconvolute the
individual contributions by the cathode and the anode. To gain in-
sight into the impedance of individual electrodes, measurements on
symmetric cells have been proposed, where two cathodes or two
anodes from nominally identical cells are reassembled to symmet-
ric cells.3,4 While this method leads to reliable results, it requires
the disassembly and destruction of the original cells. Hence, for the
impedance investigation of cells at different state-of-charge (SOC)
values or at different points in their cycle life, a large number of
nominally identical cells operated or aged at identical conditions is
required.

An alternative approach is the use of a reference electrode, where
the AC potential perturbation is measured between working and ref-
erence electrode, while the current is applied between working and
counter electrode. A number of cell designs for impedance measure-
ments with a reference electrode have been suggested, with the refer-
ence electrode either placed between anode and cathode,5–9 or placed
in-plane with anode or cathode through a central hole (also referred to
as co-axial arrangement).10–12 The more commonly used design, how-
ever, is a Swagelok T-cell design with the reference electrode (typi-
cally consisting of a lithium metal disc) being placed perpendicularly
to the anode and cathode, outside the active area.13 Yet, experiments
and numerical simulations by Ender et al.14 showed that the impedance
measurements with the latter reference electrode placement can dis-
play significant distortions caused by small in-plane offsets between
anode and cathode (referred to as geometrical asymmetry) and/or by
large differences in the impedance response of anode and cathode
(referred to as electrical asymmetry), consistent with earlier work by
Dees et al.15 This is also the case for coaxially located reference elec-
trodes, for which the measured anode or cathode impedance is shown
to be highly sensitive toward misplacements of the electrodes.10,12,16
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The impedance artefacts in both of these designs stem from the loca-
tion of the reference electrode being at the edge of the working and
the counter electrodes, where the current density is not homogeneous.
If one electrode is now shifted slightly toward the reference electrode,
the potential field around the reference electrode is dominated by this
electrode, which leads to a biased impedance response. In contrast, if
the reference electrode is placed centrally between the electrodes far
away from their edges, small relative shifts of the electrodes do not
affect the impedance response.15 This geometry is typically realized
by using a thin wire with an electronic insulator around its perimeter,
being exposed only at its end, which is placed well inside the active
area.6–8 Yet, this location of the reference electrode can block parts of
the working electrodes and thus alter the potential field between them.
In order to minimize this effect, the reference electrode needs to be
small compared to the size of the electrodes and the distance between
them. Dees et al.15 showed that a 25 μm thick reference electrode,
between two electrodes separated by 100 μm, delivered sufficiently
accurate potential and impedance measurements.

Unfortunately, the design of a micro-reference electrode, i.e., an
insulated wire with small diameter (25–50 μm) imposes difficult re-
quirements on the choice of material. Lithium metal, which is typically
used as reference electrode in lithium ion cells, is difficult to accurately
produce and handle in micron-sized dimensions. On the other hand,
the potential of the reference electrode should be well-defined and
stable in a lithium-ion electrolyte, as the reference electrode should
(ideally) also be able to record the absolute potential of both elec-
trodes during cycling. Additionally, potential drifts during impedance
measurements can lead to a biased impedance response.17 Zhou et al.7

successfully plated lithium in-situ onto a thin, insulated copper wire
as reference electrode. As the wire insulation was only removed at the
very tip of the wire, the reference electrode active area was small and
located far away from the electrode edges. However, they also showed
that the potential stability of the reference electrode depends strongly
on the plating parameters, as thin films of high surface area lithium
can be completely dissolved or disconnected due to continuous SEI
growth.

A similar approach has been followed by Abraham et al.6 using
an insulated tin-coated copper wire. Yet, instead of plating metal-
lic lithium on a non-alloying copper wire like Zhou et al.,7 lithium
was in-situ electrochemically alloyed with the tin coating at the wire
tip, where the insulation had been removed. While the long-term
potential stability of this reference electrode is also limited, it can
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nevertheless be used for impedance measurements of individual elec-
trodes during long-term cycling studies by short re-lithiation prior to
the measurement.8,18 The use of lithium alloys as reference electrode
brings – in theory – a number of advantages: i) lithium forms alloys
with a large number of metals, which are readily available as thin
wires and at high purity;19,20 and ii) the volume expansion and thus
the specific surface area of lithium alloys is smaller compared to in-
situ plated lithium, which means that the alloy should be less prone
to self-delithiation surface reactions. Yet, only few lithium alloys
have been employed as reference electrodes apart from Li-Sn:6,8,18

a lithiated aluminum wire has been used as reference electrode by
Verbrugge et al.;9 and Gómez-Cámer and Novák21 recently demon-
strated the use of a lithium-bismuth alloy as reference electrode in
their specifically designed impedance cell with a coaxial reference
electrode.

So far, the viability of lithium-gold alloys as reference electrodes
has not yet been examined. Studies on the electrochemical lithiation of
gold are limited, as its poor capacity retention, high cost and low spe-
cific capacity compared to other alloys disqualify gold as a potential
anode material. The Li3Au phase is the most lithium-rich composition
which can be obtained electrochemically, corresponding to a specific
capacity of 408 mAh/gAu.19,22–26 The lithiation of gold proceeds in two
main potential plateaus, with the first stage having an OCV potential of
∼0.3 V vs. Li/Li+, and the second ∼0.2 V vs. Li/Li+.25 Surprisingly,
the intermediate phases detected between α-Au and Li3Au during
electrochemical alloying could not be assigned to any of the known
thermodynamic Li-Au phases.27–30 Bach et al.30 recently identified
the metastable Li3Au2, Li5Au3, Li3Au5 and LiAu2 phases by in-situ
high energy X-ray diffraction during the electrochemical lithiation
and delithiation of gold thin film electrodes.

Despite its drawbacks as an anode, several properties of the
lithium-gold alloy make it an interesting reference electrode mate-
rial: i) the potentials of both stages are very flat, and already low
degrees of lithiation will result in an OCV of around 0.31 V vs.
Li/Li+; ii) it is difficult to completely delithiate a lithium-gold alloy
by electrochemical or chemical means;24,26 iii) gold is chemically re-
sistant against HF and does not form any substantial surface oxide
films;31 and, iv) the high electrical conductivity of gold means that
the potential drop along the length of the reference electrode wire is
negligible.

In this study, we developed a novel micro-reference electrode based
on a 50 μm thick, insulated gold wire, which we integrated into a con-
ventional T-cell design. This gold wire reference electrode (GWRE) is
placed centrally between both electrodes and two 200 μm thick glass
fiber separators. Analogous to the approach used by Abraham et al.6

for a tin-based reference electrode, we achieve a stable potential of the
gold wire by in-cell electrochemical alloying with lithium. We show
that the potential of the lithiated GWRE is stable for several weeks,
even under elevated temperatures (40◦C). With this lithiated GWRE,
we are able to record the potential of both electrodes in LFP/graphite
full-cells for more than 200 cycles. Further, we evaluate the capabil-
ities of the lithiated GWRE to accurately measure the impedance of
individual electrodes in full-cells, which we verify by symmetric cell
measurements. As a proof of concept, we conduct a similar study as
Burns et al.32 on the impedance growth of anode and cathode in the
presence of different concentrations of vinylene carbonate (VC) in
LFP/graphite full-cells, using however our lithiated GWRE instead of
a symmetric cell approach. We can reproduce the findings by Burns
et al.32 and further demonstrate that the total amount of VC per active
material, rather than its concentration, is the key parameter for the
electrolyte/anode interface resistance. This result is important when
electrolyte additives are tested in laboratory cells, as these cells typi-
cally have a higher electrolyte to active material ratio than commercial
lithium-ion cells.

Experimental

Electrode preparation.—Lithium iron phosphate (LiFePO4, LFP)
electrodes were prepared by mixing LFP (BASF SE, Germany), car-

bon black (Super C65, Timcal), and polyvinylene diflouride (PVDF,
Kynar) in a mass ratio of 93:3:4 with NMP (N-methyl pyrrolidone,
anhydrous, Sigma-Aldrich, Germany) in a planetary mixer (Thinky
Corp.) for 15 min. The resulting ink was coated on carbon-coated alu-
minum foil (MTI) with a doctor blade mounted on an automatic coater
and dried at 50◦C in a convection oven for at least 3 h. The final LFP
coating had a loading of 11.7 mgLFP/cm2 (≡ 2.0 mAh/cm2 based on
170 mAh/gLFP). Electrodes with a diameter of 11 mm were punched
out and pressed to 35% porosity (2 × 60 s at 260 MPa) with a KBr
press (Mauthe, PE-011). Graphite electrodes were prepared by mixing
graphite (T311, SGL Carbon GmbH) and PVDF in a mass ratio of
95:5 with NMP, following the same procedure. The graphite ink was
doctor-blade coated on copper foil (MTI) and dried in a convection
oven at 50◦C for at least 3 h. The final loading of the graphite coating
was 5.9 mggraphite/cm2 (≡ 2.2 mAh/cm2 based on 372 mAh/ggraphite) at
a porosity of 40%. Both types of electrodes were dried under dynamic
vacuum at 120◦C overnight and transferred to an Argon-filled glove
box (MBraun, Germany) without exposure to air.

Cell design and assembly.—The reference electrode current col-
lector of a 3-electrode Swagelok T-cell (see Figure 1a) was modified
to be able to host the GWRE. To this purpose, a small hole (1 mm
diameter, 2.5 mm depth) was drilled into the flat front side of the refer-
ence current collector. To fix the GWRE wire, a thread was cut into the
side of the reference current collector at approximately 2 mm distance
from the front edge. For the actual reference electrode, a gold wire
with a core diameter of 50 μm, coated with a 7 μm thick polyimide
insulation (Goodfellow Cambridge Ltd., United Kingdom), was cut
into pieces of ∼1.5 cm. The last 3 mm of one end of the wire was
slightly scratched with a scalpel to allow good electrical contact of the
wire to the reference electrode current collector. The scratched end
of the wire was then inserted into the hole of the reference current
collector and fixed with a small set screw. During cell assembly, the
GWRE was inserted through a hole in the polymer lining of the T-cell
(green lines in Fig. 1) and cushioned between two glassfiber separa-
tors (see Figure 1b); note that the insulation at the wire perimeter was
not removed and that the only segment of the wire accessible to the
electrolyte is the cut cross-section at the tip of the wire (see Figure 1c).
The SEM image of the wire tip in Figure 1c shows that the polyimide
insulation is almost completely intact around the edge of the cut cross-
section, and that the exposed gold surface is relatively smooth. As the
sealing and all other cell components are left unchanged compared
to the conventional T-cell design, we could omit any benchmarking
and air permeation tests that are normally required when develop-
ing a new electrochemical cell for the lithium ion chemistry. T-cells
with GWRE were assembled with graphite as anode, LFP as cathode,
and 2 glassfiber sheets (Whatman) as separator soaked with 60 μL
electrolyte.

As standard electrolyte, 1 M lithium hexafluorophosphate (LiPF6)
in a mixture of ethylene carbonate (EC) and ethyl methyl carbonate
(EMC) at a weight ratio of 3:7 was used (LP57, BASF SE, Ger-
many). The water content of this electrolyte was determined via Karl-
Fischer-Titration to be <10 ppm. Vinylene carbonate (VC, BASF
SE, Germany) was added in weight ratios of 0.17% and 0.52% to
the standard electrolyte. These concentrations were chosen as they
yielded gVC/AhCell ratios equal to 2% and 6% VC additive (same
solvent/salt) in 225 mAh full-cells used in a study on the anode
and cathode impedance growth in the presence and absence of VC
by Burns et al.32 For stability measurements of the gold wire elec-
trode, symmetrical lithium/lithium cells with a GWRE were built us-
ing 11 mm lithium discs (450 μm thickness, Rockwood, USA) as both
cathode and anode.

Cell cycling and impedance measurements.—The gold wire ref-
erence was lithiated by applying a current of 150 nA between the
working electrode (LFP or lithium) and the gold wire reference elec-
trode using a potentiostat (VMP300, BioLogic, France). Please note
that the selected current range of 10 μA has an accuracy of 0.1%,
which leads to an error of ∼10 nA. LFP/graphite cells were cycled
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Figure 1. a) Conventional Swagelok T-cell design, b) modified T-cell design
with gold wire reference electrode (GWRE), c) SEM image of the cut cross-
section of gold wire tip prior to lithiation.

between cell voltages of 2 and 4 V using a BioLogic potentiostat and
a CCCV charge/CC discharge procedure with a C/20 current cutoff
to end the CV phase. During cycling, the cells were placed inside
a climatic chamber with a constant temperature of 25◦C or 40◦C.
Electrochemical impedance spectroscopy (EIS) measurements were
conducted either potential controlled with a perturbation of 5 mV at
OCV (referred to as PEIS, with the AC voltage perturbation applied
between working and reference electrode) or current controlled with
a perturbation of 0.5 mA (referred to as GEIS), both in a frequency
range of 100 kHz–0.1 Hz. The impedance measurements were con-
ducted at 50% SOC and 25◦C or 10◦C. Prior to the measurement,
the cells were allowed to rest at OCV and thermally equilibrate for
15 min.

Figure 2. a) Potential of two GWREs during lithiation at 25◦C (black and
orange lines) and of one GWRE during lithiation at 40◦C (green line) with
150 nA for 1 h. b) Potential of GWREs lithiated at 25◦C during subsequent
OCV at 25◦C (black line) or at 40◦C (orange line) as well as of the GWRE
lithiated at 40◦C during subsequent OCV at 40◦C (green line). c) Nyquist plot
of the lithium electrodes in a lithium/lithium cell at OCV at 25◦C after lithiation
of the GWRE at 25◦C (PEIS, 100 kHz to 0.1 Hz, 5 mV AC perturbation).
All potentials are given vs. Li/Li+ and experiments were conducted in LP57
electrolyte.

Results and Discussion

Suitability of the GWRE to quantify individual electrode
impedance in full-cells.—As a first step, the potential stability of
a lithiated GWRE was investigated in symmetric lithium-lithium T-
cells with our modified design (see Fig. 1b). The GWRE was lithiated
by applying a current of 150 nA for 1 h between one of the lithium
electrodes and the GWRE. The black curve in Figure 2a shows the
potential of the GWRE vs. Li/Li+ during galvanostatic lithiation at
25◦C. The potential drops briefly below 0 V vs. Li/Li+ and then stays
constant at ∼0.2 V vs. Li/Li+ during the entire lithiation procedure,
which is similar to the first potential plateau observed during the elec-
trochemical lithiation of gold thin films.25 The overpotential at the
first moments of lithiation have been attributed to the reduction of
surface oxides19 or the nucleation of the lithium-gold alloy phase.25

During the subsequent OCV at 25◦C (see black curve in Figure 2b),
the potential of the GWRE shoots up to 0.318 V and then quickly
relaxes to ∼0.311 V vs. Li/Li+, which corresponds to the OCV po-
tential of a LixAu alloy with 0 < x < ∼1.2.25 The lithiated GWRE
potential remains stable for more than 500 h, varying by less than
2 mV after the initial 20 h of the OCV period. This means that the
lithiated GWRE might not be suitable for highly accurate potential
measurements during initial cycles, but is sufficient for tracking elec-
trode potentials during prolonged cycling. Further, no morphological
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changes of the wire could be observed visually after disassembly of
the cells.

As many battery cycling tests are performed at higher temperatures
to accelerate aging and to reflect more realistic operating conditions,
it is desirable that the GWRE also functions at higher temperatures.
However, if the GWRE is lithiated at 25◦C and the cell temperature
is then increased to 40◦C for OCV measurements, the gold wire po-
tential starts to drift to more positive values after less than 10 hours
(see orange curve in Figures 2a and 2b). This is in accordance with
Abraham et al.,6 who reported that the potential of a lithiated tin wire
is substantially less stable at elevated temperatures, where the rate
of SEI growth and the concomitant self-delithiation is generally en-
hanced. Once the cell is heated to 40◦C, this effect must lead to a rather
rapid depletion of lithium at the wire’s tip, resulting in the observed
potential drift. Interestingly, a re-lithiation of the wire with the same
procedure at 25◦C restored a stable GWRE potential of 0.311 V vs.
Li/Li+, as long as the cell was kept at 25◦C. We also observed that the
GWRE potential stability over long time was limited in combination
with high voltage cathodes (>4.7 V vs. Li/Li+), and also here the
GWRE could be relithiated.33

After further investigations, we found that if the gold wire lithi-
ation is conducted at 40◦C (see green curve in Figures 2a and 2b),
the GWRE shows the same stability during OCV at 40◦C as was ob-
served at 25◦C, only shifted downwards by 1–2 mV. It is reported
that an SEI formed at higher temperatures contains more inorganic
species,34 which we hypothesize might form a more effective surface
film on the lithium-gold alloy. While high temperature SEI formation
was shown to lead to inferior capacity retention on graphite anodes
during cycling,34 the more inorganic SEI could be advantageous in
the absence of cycling-induced volume changes, i.e., for reference
electrodes. However, the exact mechanism behind this enhanced sta-
bility by lithiation at higher temperatures is not clear at this point.
We further believe that the stable potential of the GWRE for over
hundreds of hours at up to 40◦C is partly due to the fact that, contrary
to previous micro-electrode designs,6,7 the reference electrode area
exposed to the electrolyte is limited to the cross-sectional area of the
tip (see Figure 1c), minimizing side reactions with the electrolyte. The
stable potential over 500 h indicates that the lithium diffusion along
the wire (i.e., away from the tip) must be sufficiently slow to prevent
a significant depletion of lithium at the tip.

To evaluate if the GWRE in the modified T-cell design is suit-
able for impedance measurements of individual electrodes, we also
measured the impedance of a symmetrical lithium/lithium cell with a
GWRE (see Figure 2c). Arbitrarily, one of the lithium electrodes was
designated as working electrode (WE), while the other was designated
as counter electrode (CE). Prior to the impedance measurement in the
lithium/lithium cell, the GWRE was lithiated at 25◦C as described
above from the lithium electrode designated as WE. The high fre-
quency resistance (see inset) is identical for both lithium electrodes,
which indicates that the GWRE is located centrally between the elec-
trodes. Hence, a first precondition for an artefact-free measurement
is fulfilled.14 Both lithium electrodes show a large semicircle in the
high-frequency region (100 kHz–20 Hz, with the apex at ≈1.3 kHz),
followed by a smaller semicircle at frequencies between 20 and 0.1
Hz (with the apex at ≈1 Hz), as reported previously for lithium metal
electrodes.35,36 While the high-frequency semicircle has been ascribed
to the SEI resistance, the semicircle in the low-frequency region is
thought to represent the charge transfer resistance.36 Interestingly,
both semicircles of the electrode used for the lithiation of the GWRE
(designated as WE, see red line in Figure 2c) are about 35% smaller
compared to the other electrode (≡ CE, s. blue line). We believe that
this originates from the stripping of lithium from the WE electrode
during lithiation of the GWRE, as this would cause a roughening of
the lithium surface, leading to higher surface area and thus smaller
impedance.

As a next step, the use of the GWRE in a LFP/graphite full-cell is
tested and evaluated. Here, we also want to assess whether lithiation
of the reference electrode is necessary for impedance measurements,
i.e., whether the non-lithiated Au wire can be used as pseudo-GWRE.

Figure 3. Comparison of voltage drift and impedance quality for a lithiated
GWRE and a non-litiated pseudo-GWRE in LFP/graphite full-cells. a) Mea-
sured potential between the LFP working electrode (WE) and either the non-
lithiated pseudo-GWRE (black line) or the lithiated GWRE (green line). b)
Nyquist plot of an LFP/graphite full-cell obtained with a non-lithiated pseudo-
GWRE before lithiation. c) Nyquist plot of an LFP/graphite full-cell obtained
with a lithiated GWRE. Conditions: 25◦C, LP57 electrolyte, PEIS with 5 mV
amplitude at OCV (100 kHz–0.1 Hz).

To this purpose, we built identical LFP/graphite cells with GWRE:
in one case, we lithiated the GWRE with 150 nA for 1 h at 25◦C
from the LFP electrode (note that the 150 nAh needed for lithiation
of the GWRE are negligible compared to the LFP cathode capacity of
1.95 mAh); in the other case, we did not lithiate the GWRE. Subse-
quently, both cells underwent one formation cycle (at a rate of C/10) at
25◦C and then were charged to 50% SOC. Figure 3a shows the poten-
tial of the LFP cathodes vs. the non-lithiated pseudo-GWRE and vs.
the lithiated GWRE during 30 seconds of OCV prior to the impedance
measurement. As the potential of the LFP electrode does not change
significantly during the measurement, all potential changes can be
ascribed to changes in the GWRE potential. While the LFP potential
vs. the non-lithiated GWRE drifts about 20 mV during 30 seconds
(black curve in Figure 3a), the LFP potential vs. lithiated GWRE
remains stable within 0.3 mV (green curve in Figure 3a). In the sub-
sequent potential-controlled impedance measurement (PEIS; 5 mV
amplitude, 100 kHz–0.1 Hz) at OCV, the cell with the non-lithiated
GWRE (see Figure 3b) shows significant distortions at frequencies
near/below 1 Hz: i) the graphite impedance (blue line) displays an
inductive loop; ii) the LFP impedance (red line) bends toward lower
Re(Z) values; and, iii) even the full-cell impedance (black line) shows
an irregular sharp peak. These distortions appear at frequencies near
or below 1 Hz, where the average potential drift of 0.67 mV/s of the
non-lithiated pseudo-GWRE (see black line in Figure 3a) is no longer
significantly lower than the change of the AC voltage amplitude of
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Figure 4. Systematic scheme of impedance measurements modes. a)
Potential-controlled impedance spectroscopy (PEIS): The potential perturba-
tion is controlled between WE and RE (black solid line), while current and
potential between WE - CE are measured (gray dotted lines). A drift of the RE
will lead to bias current between WE and CE. b) Current-controlled impedance
spectroscopy (GEIS): The current perturbation is applied between WE and CE
(black solid line), while potentials between WE - RE and CE - RE are mea-
sured. c) Modified potential-controlled impedance spectroscopy (PEIS): The
potential perturbation is controlled between WE and CE (black solid line),
while current between WE - CE and potential between RE - CE are measured
(gray dotted lines).

5 mV. In contrast, the impedance spectra of the cell with the lithiated
GWRE (Figure 3c) do not show these distortions, as the reference
potential drift is almost two orders of magnitude lower in this case
(0.01 mV/s). Our measurements are in agreement with simulations
by Victoria et al.,17 who showed that linear potential drifts on the
order of 0.1 mV/s during impedance measurements can lead to these
types of artefacts below 1 to 0.1 Hz, depending on the excitation ampli-
tude. The potentiostatic impedance measurement mode used here (see
Figure 4a), where the potential between WE and RE is controlled,
leads to a particularly detrimental effect: As the base potential be-
tween RE and WE is fixed, the WE potential has to drift in the same
way as the RE, which leads to a bias current between WE and CE.
This continuously increasing current renders the full system non-
linear and time-variant, leading to the full cell impedance artefacts
observed at low frequencies. While normally the full cell impedance
should be unaffected by artefacts related to the reference electrode,14

this comparison shows that it is crucial to use a reference electrode
with a stable and defined potential for WE - RE potential controlled
impedance measurements at low frequencies. To avoid the effects of
a drifting pseudo-reference electrodes on the full cell impedance, one
could either use a current-controlled measurement mode (GEIS, see
Figure 4b), or control the potential between WE and CE during the
impedance measurement (Figure 4c). Yet, artefacts of a non-stable RE
will still be visible in the half cell impedance in these measurement
setups.

Next, we take a closer look at the impedance spectra of the LFP
and graphite electrodes recorded with a lithiated GWRE (Figure 3c).
In contrast to the previous setup with two lithium electrodes, the HFR
of both electrodes is not identical here. Gaberscek et al.37 showed
that the contact resistance between an aluminum current collector and
an LFP electrode composite can be on the order of several �cm2.
Our own measurements confirm that the through-plane resistance of
the used LFP electrodes is about 1 �cm2 higher compared to the
graphite electrodes (data not shown). Thus, the ≈1 � difference in

Figure 5. Impedance measurements on LFP and graphite electrodes after one
C/10 formation cycle at 25◦C and subsequent charge to 50% SOC. a) Nyquist
plot of the graphite electrode of an LFP/graphite full-cell with lithiated GWRE
(blue line) and of a symmetrical graphite/graphite cell divided by 2 (dark blue).
b) Nyquist plot of the LFP electrode of an LFP/graphite full-cell with lithiated
GWRE (red line) and of a symmetrical LFP/LFP cell divided by 2 (dark red). c)
Comparison of the impedance response (100 kHz–0.1 Hz) of graphite and LFP
electrodes under potential-controlled (PEIS at 5 mV amplitude, straight lines)
and current-controlled (GEIS at 0.5 mA amplitude, dotted lines) conditions.
All impedance measurements were conducted at 25◦C.

HFR originates from the higher contact resistance between the LFP
coating and the current collector (1 �cm2 corresponds to ≈1 � for our
electrode area of 0.95 cm2). The charge transfer semicircle of the LFP
electrode is small and almost invisible, which suggests the lack of a
resistive cathode film.38,39 At the same time, the graphite anode shows
a clearly distinguishable semicircle. As this semicircle is not visible
in graphite electrodes prior to cycling, we attribute it to a combined
SEI/charge transfer resistance on the graphite surface.

To further validate the impedance data measured in a full-cell
with a lithiated GWRE, we compare its impedance response with
that of symmetric cells, which are commonly used for accurate
impedance measurements.4 Figures 5a and 5b show the comparison of
the impedance spectra of a graphite and a LFP electrode measured in a
full-cell with lithiated GWRE and in reassembled symmetric LFP/LFP
and graphite/graphite cells, all after one C/10 formation cycle at 25◦C
and subsequent charge to 50% SOC. Note that the impedances of the
symmetric cells have been divided by 2 in order to account for the two
nominally identical electrodes in the symmetric cells. Apart from a
slight shift in HFR, the impedance response of the symmetric cells and
the full-cell with the lithiated GWRE are essentially identical for both
graphite (Figure 5a) and LFP (Figure 5b) electrodes. The HFR shift is
probably introduced by a weaker compression of the glassfiber seper-
ators in the symmetric cells, caused by the slightly different assembly
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procedure for cells with and without GWRE. The additional high
frequency contact resistance feature visible in the impedance spectra
of symmetric cells by Dahn’s group,4 which results from the contact
resistance between the cell housing and the electrode coating on the
back side, does not appear in our symmetric cell impedance spectra
(see Figures 5a and 5b), as we use single-side coated electrodes for
both symmetric cells and full cells.

As a final consistency check, we performed a potential-controlled
impedance measurement (PEIS) followed by a current-controlled
impedance measurement (GEIS) on the same LFP/graphite full-cell
with a lithiated GWRE (see Figure 5c). Mathematically speaking, both
measurements should give identical results in a Nyquist plot; hence
any differences between them would indicate a biased impedance
response.21 However, Figure 5c shows that the two methods deliver
completely identical impedance spectra. These results confirm that the
presented cell setup with the lithiated GWRE is free of measurement
artefacts and is suitable for the impedance investigation of individual
electrodes in full-cells. In summary, our modified T-cell design with
a lithiated GWRE is able to provide accurate impedance measure-
ments of individual electrodes in full-cells in a wide frequency range
(100 kHz–0.1 Hz). A stable potential of the GWRE is especially
crucial for measurements at low frequencies. If lithiated at elevated
temperature, the potential of the GWRE is stable for several weeks at
up to 40◦C, which we partially attribute to the small area exposed to
the electrolyte.

Anode & cathode impedances during cycling in full-cells with
GWRE.—In the following, we want to demonstrate the suitability of
the lithiated GWRE to investigate the evolution of anode and cathode
impedances during extended charge/discharge cycle tests in full-cells.
To this purpose, LFP/graphite full-cells with lithiated GWRE were
cycled at 25◦C for 200 cycles at a rate of 1C after two initial forma-
tion cycles at C/10. Impedance measurements were performed at 50%
SOC after 5, 10, and each subsequent 10th cycle at 25◦C. Figures 6a
and 6b show the potential of the cathode and anode vs. the lithiated
GWRE potential (left y-axis) during cycles 10, 50, 100 and 200 (for
the sake of clarity, cycles in between were omitted), which can easily
be converted into the Li/Li+ scale by adding 0.311 V (right y-axis).
The LFP charge and discharge plateaus are centered around 3.11 V
vs. the lithiated GWRE (see Figure 6a and also Figure 3a), corre-
sponding to a calculated value of 3.42 V vs. Li/Li+, which matches
well with the true LFP equilibrium potential.40 The LFP potential
center vs. lithiated GWRE remains constant during cycling, mean-
ing that the lithiated GWRE maintains its stable potential of 0.311 V
vs. Li/Li+. Throughout cycling, the overpotentials of both electrodes
do not change, yet the maximum potential of the graphite anode at
the discharge end point moves upwards (see dark blue to light blue
lines in Figure 6b). At the same time, the minimum potential of the
cathode also moves upwards (see dark red to light red lines in Fig-
ure 6a), which indicates that the SOC of both electrodes slip against
each other. Figure 6c shows the impedance spectra of both cathode
and anode after 10, 50, 100 and 200 cycles. Note that both the cath-
ode and anode impedance decrease slightly from cycle 5 (data not
shown) to cycle 10, which could be related to the dissolution of gasses
evolved during formation and/or improved wetting over the first cy-
cles. Between cycle 10 and 200, the high frequency resistance of both
electrodes increases slightly by about 0.1–0.2 �. This could be due
to an increased electrical resistance between the electrode coatings
and the current collectors, implying a very slow delamination of the
composite electrodes, or a higher ionic resistance within the bulk
electrolyte. While the cathode impedance shows no further changes
during cycling, the anode semicircle increases slightly from ∼1.9 �
after cycle 10 to ∼2.2 � after cycle 200, which indicates a very slow
SEI growth. Overall, the potential changes of both electrodes during
cycling and the small but measureable impedance growth of the anode
can be related to the loss of active lithium due to a slow but steady SEI
growth, which has been identified as the dominant aging mechanism
in LFP/graphite cells.41–45

Figure 6. Charge/discharge of an LFP/graphite full-cell with a lithiated
GWRE at a rate of 1C after two initial formation cycles at C/10 (LP57 elec-
trolyte, 25◦C). a) Cathode potential vs. the lithiated GWRE of cycles 10, 50,
100 and 200. b) Anode potential vs. the lithiated GWRE of cycles 10, 50,
100 and 200. The conversion to the Li/Li+ scale (right axis in a and b) was
done by adding 0.311 V to the GWRE potential. c) Nyquist plot of the PEIS
(5 mV amplitude, 25◦C) at 50% SOC of both the graphite anode (shown in the
range from 100 kHz to 0.1 Hz) and the LFP cathode (shown in the range from
100 kHz to 0.3 Hz) after cycle number 10, 50, 100 and 200.

Application of the GWRE to anode & cathode impedance growth
during full-cell formation.—Vinylene carbonate (VC) is one of the
most commonly used electrolyte additives, as it leads to improved
SEI stability at elevated temperatures and thus enhanced cycle life of
lithium ion cells.46,47 However, high concentrations of VC have shown
to increase the impedance of both anode and cathode,32 which in turn
leads to higher overpotentials and heat generation during cycling.
Freiberg et al.48 recently indicated that the absolute amount of an
additive per active material, instead of its concentration, is the crucial
parameter when comparing larger cells (e.g. commercial cells) and
small lab-scale cells (e.g. coin cells). Therefore, we want to compare
the effect of different amounts of VC in LP57 electrolyte on both
anode and cathode impedance in LFP/graphite full-cells obtained with
a lithiated GWRE to the study by Burns et al.,32 who used 225 mAh
LCO/graphite pouch cells with the same electrolyte and examined
the effect of VC on the impedance of the individual electrodes via
symmetric cell measurements. In Burns’ study, it was shown that the
charge transfer resistance of a graphite anode decreases slightly from
0% to 0.5% VC in the electrolyte and increases roughly linearly with
VC concentration between 1% and 6% VC (see Figure 9b in Ref. 32).
At the same time, the impedance of the LCO cathode from Burns’
study (see Figure 9a in Ref. 32) decreases about 50% from 0% to 2%
VC and then gradually increases again up to VC concentrations of
6% to a value which is still below the 0% VC case. Unfortunately, the
exact amount of active material in the cells used by Burns et al. was not
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Figure 7. Nyquist plot of the graphite anode impedance after one formation
cycle and recharge to 50% SOC at 40◦C of LFP/graphite full-cells with a
lithiated GWRE in LP57 electrolyte containing 0%, 0.17%, and 0.52% VC in
the electrolyte. PEIS was measured at 10◦C between 100 kHz–0.1 Hz with an
amplitude of 5 mV.

given. However, the specific capacities of LCO and LFP are similar,
and our anode to cathode capacity ratio of 1.1 is close to a commercial
balancing. Hence, we think it is reasonable to assume that the masses
of both anode and cathode active materials are proportional to the
respective cell capacity. As the ratio of electrolyte to cell capacity (and
thus active material) in our lab-scale T-cell design is 11.6 times higher
compared to Burns et al.32 (38 gelectrolyte/AhCell vs. 3.3 gelectrolyte/AhCell),
we adjusted the amount of VC in the electrolyte accordingly. Thus,
our chosen concentrations of 0.17% and 0.52% VC represent the same
gVC/AhCell ratio, namely 0.06 gVC/AhCell and 0.2 gVC/AhCell, as cells
with 2% and 6% VC in the study by Burns et al.32 After lithiation of
the GWRE and one formation cycle at 40◦C, the LFP/graphite cells
were charged to 50% SOC and the impedance measurements were
then conducted at 10◦C, i.e., under the same conditions as reported by
Burns et al.32

Figure 7 shows the Nyquist plot of graphite electrodes after for-
mation with different concentrations of VC. For each concentration,
two cells are shown to assess the cell to cell variation. Quite clearly,
the cells with 0.17% and 0.52% VC show an increased charge transfer
resistance of the graphite anodes. These results already indicate that
electrolytes cannot be compared without considering the amount of
active material, as the anode charge transfer resistance decreases up
to a VC concentration of 0.5% in the study by Burns et al.,32 while
Figure 7 shows that the anode charge transfer resistance increases
substantially within the same VC concentration range.

To quantify the charge transfer resistances, the impedance spec-
tra of cathode and anode of each cell were fitted using a simple
electrochemical equivalent circuit composed of: i) a resistor for the
electrolyte, ii) a resistor and a constant phase element in parallel
to describe the electrolyte/electrode interface resistance, and, iii) a
Warburg-type diffusion element in series representing solid state dif-
fusion. This circuit is a simplified version of a model used by Illig
et al.35 for LFP electrodes; we omitted the electrode contact resis-
tance and the low frequency capacitor, as both are not visible within
our measurement range. Figure 8 shows the average fitted charge
transfer resistances (left y-axis), normalized to the geometrical elec-
trode area, of both electrodes at different gVC/AhCell ratios (lower
x-axis). The anode charge transfer resistance is ∼5 �cm2 for cells
without VC and increases to ∼16 �cm2 and ∼47 �cm2 for cells
with 0.06 gVC/AhCell (≡0.17% VC) and 0.2 gVC/AhCell (≡0.52% VC),
respectively. In comparison, Burns et al.32 showed an anode charge
transfer resistance of ∼30 �cm2, ∼60 �cm2 and ∼150 �cm2 for
cells with identical gVC/AhCell ratios (0%, 2% and 6% VC in their
study). The linear increase in charge transfer resistance from 0.033 to
0.2 gVC/AhCell that has been observed by Burns et al.32 (correspond-
ing to 1%-6% VC in their study) is also found in our results within
the same gVC/AhCell range, although our absolute VC concentrations
are completely different (0–0.52% VC). This further proves that the
amount of additive per active material (here corresponding to the
gVC/AhCell ratio) determines the effect of an additive on the surface

Figure 8. Rct of the graphite anode and the LFP cathode after formation in
LFP/graphite full-cells with different VC amounts added to LP57 electrolyte.
Impedance data were obtained with a lithiated GWRE (PEIS at 5 mV am-
plitude and 10◦C between 100 kHz and 0.1 Hz) and fitted by an equivalent
circuit consisting of a resistor for the electrolyte, an RQ-element for the elec-
trolyte/electrode interface resistance, and a Warburg element for solid-state
diffusion. Note that the upper x-axis and the right y-axis display the VC con-
tent and charge transfer resistance normalized to the graphite BET surface
area.

of an electrode, and not its concentration. The differences in absolute
resistance values between Burns’ study32 and ours could be explained
by differences in active material loading and BET surface area of the
used electrodes: As the impedance of an electrode is inversely pro-
portional to the electrochemical active area, a higher roughness factor
(i.e., electrode surface area per geometric area) will result in an overall
lower impedance, even if the surface chemistry is identical. While our
electrodes are loaded with 5.9 mg/cm2 graphite having a BET surface
area of ∼5 m2/g, we can estimate the anodes investigated by Burns
et al.32 to have a loading of ∼10 mg/cm2 graphite49 with a BET sur-
face area of ∼0.7 m2/g.50,51 In total, this would give a ∼5-fold higher
roughness factor in our study, which would fit with the measured ∼4
times lower absolute charge transfer resistance values. However, it is
to note that the assumed values for loading and BET were taken from
other publications by the Dahn group and not directly from Burns et
al.,32 and hence this is only an estimate. A different BET surface area
would also affect the amount of additive per unit surface, and thus
result in a different charge transfer resistance. To make our data more
comparable to future studies, we therefore included the amount of VC
per graphite BET surface area (mgVC/m2

Graphite, upper x-axis) and the
charge transfer resistance normalized to the graphite BET surface area
(� m2

Graphite, right y-axis) in Figure 8. An additional difference be-
tween our cells and the study by Burns et al.32 is the different cycling
protocol: Our impedance data was recorded after one formation cycle,
whereas the cells by Burns et al.32 were disassembled for impedance
measurements of symmetric cells after 23 cycles. However, further cy-
cling and impedance measurements of our LFP/graphite cells showed
that the impedances of both electrodes does not change significantly
with cycle number once the formation cycle is completed.

The charge transfer resistance of the LFP cathode in our study
does not show any dependency on the VC content (see Figure 8). In
contrast, Burns et al.32 found that the impedance of an LCO cathode
decreases about half by the addition of low concentrations of VC
(0.5–2%) and increases again slightly at higher VC concentrations
(4–6%). This discrepancy can be understood considering the studies
by El Ouatani et al.,52,53 which showed that LCO cathodes form a
surface film of poly(VC) in VC-containing electrolytes, while this
film is lacking on LFP cathodes. Thus, the cathode charge transfer
resistance remains constant and independent from the VC content
in LFP/graphite cells. As VC reacts on the LCO surface,52,53 one
can imagine that slightly less VC is available for SEI formation in
LCO/graphite than in LFP/graphite cells. This could in turn also par-
tially explain the deviations of the absolute values for the anode charge
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transfer resistance at points of equal gVC/AhCell in our study compared
to Burns et al.32 Hence, we can conclude that not only the ratio of
additive to active material, but also the cell chemistry of cathode and
anode and their reactivity toward the additive is an important aspect
to consider when comparing additives across different cell types.

Conclusions

In this study, we introduce a novel micro-reference electrode in a
Swagelok T-cell design, which is suitable for impedance and potential
measurements of both working and counter electrode individually.
The reference electrode consists of a thin, insulated gold wire and is
placed centrally between both electrodes and two 200 μm thick glass
fiber separators. By electrochemical alloying with lithium, we achieve
a defined potential of 0.311 V vs. Li/Li+ of the gold wire reference
electrode (GWRE), which is stable for several weeks during cycling
and even under elevated temperatures (40◦C). In contrast to previous
micro-reference designs, only the cut cross-section of the wire’s tip is
the electrochemically active area, which supposedly minimizes side
reactions with the electrolyte and contributes to the long-term stable
potential of the GWRE. The cell setup with GWRE was validated
by impedance measurements of the corresponding symmetrical cells.
Further, we demonstrated the suitability of the lithiated GWRE for
impedance and potential measurements in LFP/graphite full-cells for
up to 200 cycles. Based on these measurements, we could identify
lithium inventory loss due to SEI growth as the dominant aging mech-
anism in LFP/graphite cells at room temperature, in agreement with
literature.

As a proof of concept, we investigated LFP/graphite full-cells with
a lithiated GWRE and different VC contents in the electrolyte. Using
symmetrical cells, Burns et al.32 showed that the charge transfer of a
graphite anode depends almost linearly on the concentration of viny-
lene carbonate (VC) in the electrolyte. We can reproduce the findings
by Burns et al.32 using a lithiated GWRE, and further demonstrate
that the ratio of mass VC to active material, rather than the VC con-
centration, is the key parameter for the electrolyte/anode interface
resistance. This result needs to be considered when electrolyte ad-
ditives are tested in laboratory cells, as these cells typically have a
higher electrolyte to active material ratio than commercial lithium-ion
cells.
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21. J. L. Gómez-Cámer and P. Novák, Electrochem. commun., 34, 208 (2013).
22. T. L. Kulova, A. M. Skundin, V. M. Kozhevin, D. A. Yavsin, and S. A. Gurevich,

Russ. J. Electrochem., 46, 877 (2010).
23. Y. J. Lee, Y. Lee, D. Oh, T. Chen, G. Ceder, and A. M. Belcher, Nano Lett., 10, 2433

(2010).
24. K. Nishio, K. Yuda, and H. Masuda, ECS Electrochem. Lett., 2, C1 (2012).
25. P. Bach, M. Stratmann, I. Valencia-Jaime, A. H. Romero, and F. U. Renner,

Electrochim. Acta, 164, 81 (2015).
26. G. Taillades, N. Benjelloun, J. Sarradin, and M. Ribes, Solid State Ionics, 152-153,

119 (2002).
27. G. Kienast and J. Verma, Zeitschrift für Anorg. und Allg. Chemie, 310, 143 (1961).
28. A. D. Pelton, Bull. Alloy Phase Diagrams, 7, 228 (1986).
29. S. Misra, N. Liu, J. Nelson, S. S. Hong, Y. Cui, and M. F. Toney, ACS Nano, 6, 5465

(2012).
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5.2 Cathode Impedance Analysis
In this section the article An Analysis Protocol for Three-Electrode Li-Ion Battery
Impedance Spectra: Part I. Analysis of a High-Voltage Positive Electrode62 is presented,
which was submitted in March 2017 and published in the peer-reviewed Journal of
the Electrochemical Society in June 2017. The article was presented as Paper 534 at
the 231st meeting of The Electrochemical Society in New Orleans (USA) in May/June
2017. The open access article is distributed under the terms of the Creative Com-
mons Attribution Non-Commercial No Derivatives 4.0 License and may be accessed at
http://dx.doi.org/10.1149/2.0131709jes.

Making use of the previously introduced gold wire micro reference electrode (see Sec-
tion 5.1) we exemplarily analyze the impedance of an LNMO/graphite full cell in-situ.
While the use of the micro reference electrode allows to obtain the impedance for anode
and cathode separately, we additionally introduce an innovative measurement protocol
which is based on the combination of two impedance measurements of an electrode in
two different electrochemical configurations. Specifically, the analysis method is based on
simultaneously fitting the impedance spectra of an individual electrode (enabled by the
use of the micro reference electrode) in blocking and non-blocking condition. These con-
ditions are obtained for a completely delithiated LNMO cathode (the diverging charge
transfer resistance yields only capacitive coupling) or an LNMO cathode at mid state
of charge (charge transfer resistance small), respectively. In the first part of this study
the focus is on the introduction of the equivalent circuit model and the demonstration
of simultaneous analysis method of two impedance spectra. The method is applied to
the cathode impedance spectra recorded during 86 cycles of an LNMO/graphite cell to
demonstrate the power of the technique.

The manuscript proves experimentally that indeed blocking conditions are obtained
in-situ by delithiating the LNMO cathode completely and we furthermore show that
this blocking electrode measurement corresponds to the blocking electrolyte condition
employed for the determination of electrode tortuosities (see Section 4.1). With the
physically motivated equivalent circuit model introduced in the article we obtain good
agreement with the recorded impedance spectra in blocking and non-blocking conditions
for all cycles. I.e., the physical and electrochemical parameters of the equivalent circuits
can be obtained in-situ and with small uncertainties. In the literature the observed in-
crease of the LNMO impedance is typically ascribed to an increased charge transfer
resistance of the active material,119 which, however, we could show unambiguously to
remain fairly constant upon cycling. Instead we identify the increase of a contact re-
sistance at the cathode/aluminum foil interface as the dominant aging mechanism of
LNMO/graphite cells, cycled at 40 °C, which is currently analyzed in detail.120

Author Contributions
J.L., D.P. and H.G. developed the measurement procedure, which is based on obtaining
blocking conditions in a full-cell configuration by fully delithiating the electrode of
interest. All electrochemical measurements were conducted by D.P. J.L. developed the
equivalent circuit model and analyzed the data. The manuscript was written by J.L.,
D.P. and edited by H.G. All authors discussed the data and commented on the results.
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A key for the interpretation of porous lithium ion battery electrode impedance spectra is a meaningful and physically motivated
equivalent-circuit model. In this work we present a novel approach, utilizing a general transmission line equivalent-circuit model
to exemplarily analyze the impedance of a porous high-voltage LiNi0.5Mn1.5O4 (LNMO) cathode. It is based on a LNMO/graphite
full-cell setup equipped with a gold wire micro-reference electrode (GWRE) to obtain impedance spectra in both, non-blocking
conditions at a potential of 4.4 V cell voltage and in blocking configuration achieved at 4.9 V cell voltage. A simultaneous fitting
of both spectra enables the deconvolution of physical effects to quantify over the course of 85 cycles at 40◦C: a) the true charge
transfer resistance (RCT), b) the pore resistance (RPore), and c) the contact resistance (RCont.). We demonstrate that the charge transfer
resistance would be overestimated significantly, if the spectra are fitted with a conventionally used simplified R/Q equivalent-circuit
compared to our full transmission line analysis.
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Advanced analysis techniques for lithium ion batteries are a key
requirement to deconvolute the complex interplay between the ag-
ing mechanisms occurring at the anode and the cathode. In princi-
ple, this can be accomplished by electrochemical impedance spec-
troscopy (EIS), if the individual contributions of anode and cath-
ode to the overall cell impedance can be determined, and if this
EIS response can be fitted unambiguously to physically motivated
equivalent-circuit models. In general, the measured cell and/or elec-
trode impedances are usually fitted with a serial connection of an
ohmic resistor (R), with a parallel circuit of a resistor and a capacitor
(C), commonly referred to as R/C element and often also modified to
an R/Q element (Q representing a constant-phase element), as well as
with a Warburg element (W).1–5 Recently, more elaborate equivalent-
circuits using a transmission line model are getting more and more
attention.6–8

In order to independently obtain the impedance of anode and cath-
ode, there are two possible options: i) the assembly of symmetric cells
as shown by Chen et al.9 or Petibon et al.,10 where coin cells out of
two anodes (impedance of the negative electrode) or two cathodes
(impedance of the positive electrode) are assembled in a glove box
or dry-room from two (aged) full-cells at a specified state-of-charge
(SOC); ii) the use of three-electrode setups consisting of a working
electrode (WE), a counter electrode (CE) and a reference electrode
(RE), which allows to individually determine the impedance of the
anode and the cathode of a lithium ion battery full-cell. The latter is
a more convenient approach, as individual impedance spectra can be
recorded continuously during battery cycling, so that anode and cath-
ode impedance can be monitored during cycle-life studies on a full-
cell instead of obtaining only one set of anode and cathode impedance
spectra after disassembly of a full-cell via the symmetric cell approach.
A main criterion for a micro-reference electrode suitable for high-
quality EIS measurements is a centered position of the reference elec-
trode between working and counter electrode.11–13 Several approaches
are presented in the literature, as for example, a copper wire, where
lithium is in-situ plated from anode or cathode,14 a reference electrode
consisting of a lithium-tin alloy,15 or consisting of a lithium-bismuth
alloy.16 Our group has recently developed a micro-reference electrode
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∗Electrochemical Society Student Member.

∗∗Electrochemical Society Fellow.
zE-mail: daniel.pritzl@tum.de

consisting of a polyimide-shrouded gold wire with a core diameter
of 50 μm and an additional 7 μm polyimide insulation layer which
enables the deconvolution of full-cell impedances into anode and cath-
ode contributions after lithiation of the gold wire.17 The latter was used
in this study and will be referred to as gold wire reference electrode
(GWRE).

Besides the deconvolution of individual electrode impedances,
EIS measurements with the GWRE at different states-of-charge of
the electrodes allow to get insight into different physical effects. If
conducting EIS analysis at a so-called blocking condition for a spe-
cific electrode, where no charge transfer reactions (i.e., no faradaic
reactions) can take place, the only impedance contribution from
the solid-electrolyte interphase is via capacitive coupling. Block-
ing conditions of electrodes have been used in the literature be-
fore to address individual physical processes like the pore resistance
and thus the effective ionic conductivity across the thickness of an
electrode.18,19

In this work, by using a GWRE and by recording impedance spec-
tra at both blocking and non-blocking conditions, we will demon-
strate the ability to deconvolute and quantify the impedance contri-
butions developing during the aging of a high-voltage spinel cathode
(LiNi0.5Mn1.5O4 or LNMO) in an LNMO/graphite full-cell cycled
at 40◦C. For this, we measure half-cell impedance spectra with our
GWRE and fit the impedance spectra with a general transmission line
model for two distinct points during cycling: i) at 4.4 V cell voltage,
corresponding to ∼7–12% SOC, where the charge transfer resistance
has a typical and reasonably low value; ii) at 4.9 V, where the LNMO
is fully delithiated (≡ 100% SOC) and where, as we will demonstrate,
the LNMO cathode exhibits nearly perfect blocking behavior. The
novelty of our approach lies in the fact that by recording both sets of
impedance spectra, individual impedance contributions by the LNMO
cathode (contact resistance, charge transfer resistance, and pore resis-
tance) can be deconvoluted mathematically and allow for a rather
rigorous quantitative analysis during the course of cycle-life experi-
ments. While this is illustrated for the cycling of an LNMO/graphite
cell, the general approach shown here is applicable to many other cell
chemistries, and the presented analysis of the cathode impedance con-
tributions is also being extended to the anode in our current work. In
the following, we will first review the necessary theoretical impedance
background, then provide the experimental data, and finally discuss
the analysis of the cathode impedance contributions and their variation
during cycling.
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Figure 1. Cathode equivalent circuit model with four parts (from left to right):
I. the high frequency resistances from the ionic resistance of the separator
and the electronic resistance of the cell setup, II. the contact resistance at the
interface between the cathode electrode and its current collector, III. the general
transmission line model describing the porous coating, and IV. a Warburg
diffusion element.

Theory

The impedance contributions from a porous cathode electrode can
be described by a combination of four physical mechanism which are
labelled with Roman numerals in the equivalent-circuit depicted in
Figure 1 as well as in the simulated Nyquist impedance plot (Figure 2
with parameters given in Table I), using the following assignments: I)
the high-frequency resistance (ZHFR), which represents the sum of the
ionic resistance of the separator and the electronic resistance of ex-
ternal, electronic cell contacts; II) the contact resistance between the
porous electrode and the current collector (ZCont.); III) the impedance
contribution from ion and electron conduction across the thickness of
the porous cathode electrode (ZPore), described by the general trans-
mission line model; and, IV) a Warburg diffusion element (ZW), rep-
resenting the impedance at very low frequencies. Thus, the overall

0 1 2 3 4 5
-1

0

1

2

3

Figure 2. Simulated impedance response of a porous cathode electrode either
under blocking conditions (red line) or under non-blocking conditions (blue
line), using the parameters listed in Table I for a simulated frequency range
from 10 Mhz–0.1 Hz. Each frequency decade is highlighted by a yellow cross.
The arrows mark the values of the simulation parameters for the high-frequency
resistance (RHFR), the electronic contact resistance (RCont. ), and of one third
of the pore resistance (RPore), which are obtained by extrapolating the high-
and low-frequency segments of the transmission line response under blocking
conditions (dashed black lines). The dashed lines are the modelled impedance
responses of only the equivalent-circuit elements in the corresponding region
(compare Figure 1), a) the R/Q element due to the contact resistance (region II.),
b) the blocking condition transmission line model extending to low frequencies
(region III), and, c) the transmission line model in non-blocking condition
(region III), and, d) the constant phase behavior of the transmission line model
in blocking condition at low frequencies (region III.). The frequency range
corresponding to the measurement, from 100 kHz to 0.1 Hz is labelled for the
reader’s convenience.

cathode impedances is:

Zcathode = ZHFR + ZCont. + ZPore + ZW [1]

In our following measurements with a GWRE (64 μm total di-
ameter) placed in between two glass fiber separators (each with a
compressed thickness of ≈200 μm) located between anode and cath-
ode, the impedance at the highest frequencies is composed of the ionic
electrolyte resistance in the separator between the cathode/separator
interface and the GWRE (RSep .) as well as of the contact resistances
from the cell setup (RSetup), adding up to the overall high-frequency
resistance, RHFR (compare region I. in Figures 1 and 2):

ZHFR = RSep. + RSetup = RHFR [2]

In terms of an equivalent circuit, the overall cathode impedance
can thus be described with the equivalent circuit model depicted in
Figure 1. The first element starting from the left is RHFR, which is
connected in series to the impedance due to contact resistance be-
tween the current collector and the positive electrode, described by
the RCont/QCont. element (compare region II. in Figures 1 and 2). The
contact resistance circuit element between the cathode current collec-
tor and the cathode electrode is a parallel circuit between the inter-
facial resistance (RCont.) and the generally very small interfacial ca-
pacitance (expressed as constant phase element QCont .), which, based
on the definition of the impedance of a constant-phase element (Z =
[Q · (iω)α]−1), equates to:

ZCont. = RCont.

RCont. · QCont. · (i ω)αCont. + 1
[3]

with the angular frequency ω = 2π f. In this work constant phase
elements rather than capacitors are used to account for the non-ideal
capacitive behavior commonly observed for the double layer capac-
itance of porous electrodes.20 The contact resistance is followed by
a transmission line equivalent circuit, composed of incremental el-
ements of the charge transfer resistance (rCT), the interfacial double
layer capacitance of the cathode (qCT), the purely electronic resistance
in the electrode (rEl.), and the purely ionic resistance in the electrode
(rIon) in the mid frequency range (compare region III. in Figures 1
and 2). Thus, the overall charge transfer resistance, the overall elec-
tronic and ionic resistances as well as the overall capacitance of the
electrode are described by RCT

−1 = �(rCT
−1), QCT = �(qCT), REl.

= �(rEl.), and RPore = �(rPore). Please note, that the constant phase
elements in region II. and region III., namely QCont. and qCT ., both
describe the electrochemical double layer capacitance, QCont. at the
current collector interface and qCT at the active material and carbon
surface respectively.

In this mid-frequency range, the cathode electrode pores dominate
the impedance response. In this work, the impedance of the pores is
described with a general transmission line model, given by:21

ZPore = Z || + Z∗
1 + 2 · p · s

[√
1 − tanh (ν)2 − 1

]
tanh (ν)

[4]

with

Z || = ZP · ZS

ZP + ZS
[5]

Z∗ = √
(ZP + ZS) · ZQ [6]

p = ZP

ZP + ZS
[7]

s = ZS

ZP + ZS
[8]

ν =
√

ZP + ZS

ZQ
[9]

Here, ZS, ZP, and ZQ represent the impedances of the electron con-
ducting solid phase of the electrode, of the ionically conducting
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pore phase of the electrode, and of the solid/electrolyte interface
surfaces within the electrode, respectively. In this work, these ele-
ments are described by the electrical resistance throughout the elec-
trode (ZS ≡ REl.), by the ionic resistance throughout the electrode
(ZP ≡ RPore), and by an R/Q element describing the coupling for the
capacitive elements (QCT) and of the charge transfer resistance (RCT)
at the solid/electrolyte interface surface of the active material in the
electrode:

ZQ = RCT

RCT · QCT · (i ω)αCT + 1
[10]

For the commonly considered special case, where the electronic re-
sistance of the electrode is negligible compared to the ionic resistance
in the electrode pores (i.e., REl.�RPore), the transmission line model
for the pore impedance (Eqs. 4–9) in blocking conditions (RCT → ∞)
simplifies to Ref. 19:

ZPore = √
RPore · ZQ · coth

(√
RPore

ZQ

)

=
√

RPore

QCT · (i ω)αCT
· coth

(√
RPore · QCT · (i ω)αCT

)
[11]

Finally, the last element represents a Warburg impedance, which gen-
erally becomes relevant at very low frequencies (compare region IV.
in Figures 1 and 2) and which is connected serially to the transmission
line model to account for the salt concentration gradients evolving at
low frequencies inside the separator. Please note that this placement
of a Warburg diffusion element is not in contradiction with the litera-
ture, where a diffusion element is generally connected in series to the
charge transfer resistances in order to describe a slow solid-state dif-
fusion process inside the active material particles.20,22 In the literature,
the solid-state diffusion is generally assumed to be the slowest step
(i.e., the one with the longest characteristic time constant), however,
as estimated in the Appendix, liquid diffusion through the separator
can have a substantially larger impedance, depending on the experi-
mental setup, e.g., the active area or the diffusion coefficient. Thus,
with our placement of a Warburg diffusion element in series to the
transmission line model we aim at describing the liquid concentration
gradients inside the separator.

Only at the very lowest frequencies, a Warburg (W) behavior may
be observed, which can be modelled with Ref. 20:

ZW = W√
ω

− i · W√
ω

[12]

with the Warburg coefficient W as defined in the Appendix. Generally,
the boundary conditions for ionic diffusion in the separator domain
will yield a finite, transmissive diffusion behavior for very low fre-
quencies (compare, e.g., Ref. 20, page 102 and following). In this
work, no signs of a finite length diffusion were observed in the in-
vestigated frequency range (100 kHz to 0.1 Hz), i.e., the decline of
the negative imaginary impedance toward the real axis at lowest fre-
quencies in a Nyquist plot, which enables modelling of the separator
diffusion with a semi-infinite Warburg diffusion element.

An exemplary evaluation of Equations 1–10 is shown in form
of a simulated Nyquist plot in Figure 2 (10 MHz to 0.1 Hz), us-
ing the specific parameters for an LNMO cathode listed in Table I,
whereby two cases are considered: a) blocking conditions (red line),
where RCT becomes very large (ideally going to infinity), here using a
value of RCT-blocking of 1 k�; and, b) conditions where a typical value
for the charge transfer resistance is observed (blue line), which ap-
plies throughout most of the SOC region and which here is given as
RCT-non-blocking of 1 �. In the first case (red line), the semi-circle for the
contact resistance (region II. in Figure 1) can be clearly seen at high
frequencies as well as a roughly 45◦ line produced by the transmission
line segment of the circuit shown in Figure 1 (region III.). From this,
the value corresponding to one third of the pore resistance (RPore) can
be determined as the difference between the Re(Z)-axis intercept of
the two black dashed lines, which are the extensions of the high- and

Table I. Parameters used in Equations 1–10 for the simulation
of the two impedance responses shown in Figure 2, either under
blocking conditions where the charge transfer resistance is very
large (RCT-blocking) or under normal conditions, where a typical
value for the charge transfer resistance is used (RCT-non-blocking;
evaluated at 4.4 VFC). Note that the here chosen values are very
similar to the ones which will be found in our later cathode
impedance analysis during cycling of an LNMO/graphite cell.

Parameter Value

RHFR. 0.8 �

RCont. 1.0 �

QCont. 5 μF · s(αCont.−1)

aCont. 0.9
RPore 4.5 �

REl. 1 m�

RCT−non−blocking 1.0 �

RCT−blocking 1 k�

QCT 1 mF · s(αCT−1)

aCT 0.9
W 1 �/

√
s

low-frequency segments of the transmission line part (region III.) of
the equivalent circuit shown in Figure 1. This is derived from the low-
frequency limit of Eq. 4, assuming a negligible electronic resistance
(REl. ∼ 0), as explained, e.g., in Ref. 20 (p. 207, Eq. 9.11). The dif-
ference between the left dashed line intersecting with the Re(Z)-axis
and the high-frequency resistance intersect is the value of the contact
resistance (RCont .).

Under non-blocking conditions (blue lines), two semi-circles ap-
pear across regions II and III in Figure 2 (plus the onset of the War-
burg diffusion branch at low frequencies in region IV), and the low-
frequency semi-circle now corresponds to a complex convolution (not
simply additive) of the pore ionic conduction and the charge transfer
resistance (marked by the arrow labelled f (RPore, RCT)). In the most
general case, also the magnitude of the electronic resistance influ-
ences the shape of the transmission line part (region III. in Figures 1
and 2) but can be neglected when it is much smaller than the ionic
resistance inside the pore. The simulated transmission line segment
under non-blocking conditions (see region III in Figure 1 with fi-
nite RCT) is shown as the dashed semi-circle at low frequencies in
Figure 2. Quite clearly, if one were to fit two semi-circles and a War-
burg element to the blue EIS response under non-blocking conditions,
the diameter of the semi-circle at low-frequencies, which is commonly
ascribed to the charge transfer resistance,23,24 would indeed be much
larger than the actual charge transfer resistance (ca. 2.5 � as can be
seen from Figure 2 in contrast to the 1 � (see Table I) which was
used in the model). Therefore, as we will illustrate in the Results and
discussion section, a quantification of the charge transfer resistance
requires impedance spectra at both blocking and non-blocking condi-
tions for an unambiguous assignment. For a better comparison with
our experimental data, which were limited to an upper frequency of
100 kHz due to experimental reasons (see Experimental section), each
frequency decade of the blocking and the non-blocking equivalent-
circuit simulations (from 10 MHz to 0.1 Hz) in the simulations shown
in Figure 2 is marked by a yellow cross (the maximum experimental
frequency of 100 kHz is labeled in the figure).

Experimental

Electrode preparation.—Cathodes were prepared from
LiNi0.5Mn1.5O4 powder (LNMO, BASF SE, Germany), polyvinylene
difluoride (PVdF HSV 900, Kynar), and carbon black (SuperC65,
Timcal). The powders were mixed in a mass ratio of 92:3:5
(LNMO:PVdF:carbon black) and dissolved in NMP (N-methyl
pyrrolidone, anhydrous, Sigma Aldrich, Germany), followed by
three sequential mixing steps with a planetary mixer (Thinky Corp.)
for a total of 15 minutes. The final ink, which had a solid content
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of 60%, was coated on the rough side of an aluminum foil (MTI,
thickness ∼18μm) at a wet film thickness of ∼200 μm with a doctor
blade coating device (RK PrintCoat Instruments, UK). The resulting
loading of the electrodes was ∼13 mgLNMO/cm2

Electrode correspond-
ing to ∼1.9 mAh/ cm2

Electrode based on a theoretical capacity of
140 mAh/gLNMO. The electrodes were punched out with a diameter of
11 mm and afterwards compressed to a porosity of ∼32% using a
KBr press (Mauthe, PE-011).

Anodes were prepared from Graphite powder (commercial, SGL
Carbon GmbH) and PVdF with a mass ratio of 95:5. The mixing
procedure was identical to the cathodes. The ink (60% solid con-
tent) was coated on the rough side of a copper foil (MTI, thick-
ness ∼12 μm). The electrodes were punched out with a diameter of
11 mm and compressed to a porosity of ∼32%. The final loading was
6.6 mgGraphite/ cm2

Electrode, corresponding to ∼2.3 mAh/cm2
Electrode

based on a theoretical capacity of ∼340 mAh/gGraphite.
Anode and cathode coatings were dried in a convection oven at

50◦C for at least 3 h. The as-prepared electrodes (graphite anodes and
LNMO cathodes) were vacuum dried for at least 12 h at 120◦C in
a vacuum oven (Büchi, Switzerland) and transferred into an Argon-
filled glove box without exposure to air.

Cell assembly and testing.—Spring-compressed (at ∼1 bar)
T-cells (Swageklok, U.S) were assembled in an Argon-filled glove
box (<0.1 ppm O2 and H2O, MBraun, Germany). The cell compo-
nents were dried beforehand in a 70◦C drying oven for at least 20 h.
A gold wire micro-reference (core diameter of 50 μm and an addi-
tional 7 μm polyimide shrouding, Goodfellow Ltd., United Kingdom)
is used as a reference electrode,17 placed in between two glass fiber
separators (glass microfiber filter, 691, VWR, Germany) with a com-
pressed thickness of ∼200 μm each. During cell assembly, 60 μl of
LP57 electrolyte (1 M LiPF6 in EC:EMC 3:7 w:w, <20 ppm H2O,
BASF, Germany) was added. The GWRE was lithiated with a con-
stant current of 150 nA for 1h and initially yielded a constant potential
of 0.31 V vs. metallic lithium, which drifted toward the potential of
an unlithiathed gold wire within ca. 10 cycles (caused, we believe,
by reaction of alloyed lithium with electrolyte oxidation products
from the LNMO cathode at 4.9 VFC cell voltage). However, as shown
in our previous work, artefact-free impedance spectra (indicated by
the absence of inductive loops at low frequency; see Figure 3 in
Reference 17) can be obtained from micro reference electrodes as long
as the potential drift of the RE over the course of the impedance mea-
surement is smaller than the chosen voltage amplitude. In the present
work the potential drift of the RE over the course of the impedance
measurement with a lower limit of 0.1 Hz is ∼3–4 mV, which is suffi-
ciently below the perturbation amplitude during the EIS measurement
(in this case 15 mV). This is verified by the absence of inductive
loops at low frequency and was furthermore verified by comparing
the impedance measurement with the micro-reference electrode with
a standard EIS measurement using a symmetrical cell configuration
(for the LNMO cathode; see Figure 6). It is emphasized that while the
potential value of the reference electrode is unstable (i.e., it deviates
from 0.31 V vs. metallic lithium after ∼10 cycles), the reference elec-
trode potential drift during the time period needed for an impedance
measurement (∼5 minutes) is still small (<4 mV) compared to the po-
tential perturbation. For details about the cell setup and the preparation
of the gold wire, please refer to the original publication.17

The full-cells were cycled between 3.0 and 4.9 V cell voltage; for
measurements with additional cells, the figure captions give the de-
tailed experimental procedure (e.g., modified amplitudes or frequency
ranges of impedance measurements). In the following, all potentials
refer to the LNMO/graphite full cell voltage (indicated by the sub-
script FC) unless stated otherwise. Two formation cycles were carried
out at 25◦C at a C-Rate of C/10, while cycling was done at 40◦C at a
C-Rate of C/2. Potential-controlled impedance spectra (15 mV pertur-
bation, from 100 kHz to 0.1 Hz; acquisition time of 10 min./spectrum)
were recorded during discharge at 4.4 VFC after a 1 h OCV (open-
circuit voltage) phase as well as under blocking condition, which were
achieved by fully delithiating the cathode by holding it at 4.9 VFC until

a current of <C/40 was obtained and then recording impedance spec-
tra while holding the potential at 4.9 VFC. Analogously, impedance
spectra of the anode in blocking condition have been recorded by
holding the potential at 3.0 VFC at the end of discharge (completely
delithiated graphite) until a current of <C/100 is reached. The cy-
cling protocol was carried out on a potentiostat (VMP 300, BioLogic,
France). It should be noted that due to the relatively high impedance
of the reference electrode, individual impedance spectra for anode and
cathode cannot be obtained at frequencies above 100 kHz.

Results and Discussion

LNMO/graphite cycling data.—First we verified that the charge
and discharge potentials are not affected by the OCV holds during
discharge at 4.4 VFC and at the end of discharge/charge at 3.0 VFC

/ 4.9 VFC, which were required for the EIS measurements. Figure 3
exemplarily shows three selected cycles at the beginning, the middle,
and the end of the cycling procedure of the LNMO/graphite cell. The
peak during discharge (red lines) is caused by the OCV phase and the
subsequent impedance measurement, once the cell potential reaches
4.4 VFC (indicated by the black dashed line in Figure 3). From cycle 1
to 75 (at C/2 and 40◦C), the capacity drops from ∼125 mAh/g to ∼90
mAh/g (compare also Figure 4), which is typical for LNMO/graphite
cells, due to their high operating potential and instability at elevated
temperatures.25,26 At the same time, the cell polarization increases,
which can be seen easily when comparing the potential plateau around
4.65 VFC during charge (dark lines) and at approximately 4.55 VFC

during discharge (green lines).
The discharge capacities and the coulombic efficiencies over all

85 charge/discharge cycles are shown in Figure 4 (formation cy-
cles not shown). Discharge capacities slightly above 120 mAh/gLNMO

(∼16% of the initial capacity are consumed by SEI formation during
the first two cycles at C/10) are reached in the initial cycles, but owing
to a rather poor coulombic efficiency which never reaches more than
∼99.3% (see Figure 4), the initial capacity decreases by ∼30% to
∼87 mAh/g after only 85 cycles. This compares reasonably well with
literature data on LNMO/graphite cells operated at 45◦C at a sequence
of C-rates (first ten cycles at C/10, followed by 40 cycles at C/4, and
another 40 cycles by C/2), which lost ∼20% of their initial capacity
over the same number of cycles.27 Our cycling data, capacity loss of
20–30 mAh/g at a cycling rate of C/2 at 40◦C, also agrees well with
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Figure 3. Exemplary charge (dark lines) and discharge (green lines) potential
profiles for cycles 1, 25, 50, and 75 (marked in the figure) of the LNMO/graphite
cell at 40◦C, cycled at C/2 followed by a CV phase after charge until I <C/40
and a CV phase after discharge until I <C/100 between 3.0 and 4.9 VFC. The
peaks in the discharge curves are due to a 1 h OCV phase and a subsequent
impedance measurement once the discharge potential reaches 4.4 VFC.
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Figure 4. Discharge capacities for the LNMO/graphite cell cycled at 40◦C
and C/2 rate followed by a CCCV charge until I <C/40 and a CCCV discharge
until I <C/100 in a potential window from 3.0 VFC to 4.9 VFC as well as the
corresponding coulombic efficiencies.

the capacity loss of 30 mAh/g over 50 cycles at C/5 and 45◦C, as
reported by the group of Brett Lucht.28 Thus, we conclude that the
cycling data of the LNMO/graphite cells do not seem to be influenced
significantly by the GWRE and the OCV periods required by for the
EIS measurements. In the following we will focus our analysis to the
impedance measurements performed during cycling of the cell.

Blocking conditions for the LNMO cathode in full-cells.—In
the following, we will show that blocking conditions can indeed
be achieved for the LNMO cathode in an LNMO/graphite full-cell
by adding a constant voltage phase at the upper cutoff potential of
4.9 VFC until the current decays below C/40, which leads to a condition
where the cathode is fully delithiated so that the charge transfer resis-
tance becomes very large (ideally, for perfect blocking conditions, RCT

would become infinitely large). For this purpose, an LNMO/graphite
full-cell was built and charged galvanostatically at a C-Rate of C/10.
Every 3 minutes during charge, the potential was held at its current
value (no OCV phase), and an impedance spectrum with a perturbation
of 50 mV was recorded in the frequency range from 100 kHz to 1 Hz
(to obtain a short measurement time of ∼2 min per spectrum). Af-
ter reaching the upper cutoff potential of 4.9 VFC, impedance spectra
were recorded continuously (taking ∼2 min each). Figure 5 demon-
strates, how the cathode impedance spectra change upon approaching
100% SOC, showing exemplarily the EIS response at various po-
tentials during the galvanostatic charge at potentials of 4.64 VFC,
4.7 VFC, 4.8 VFC, and 4.9 VFC as well as after increasingly long po-
tential holds at the upper cutoff potential of 4.9 VFC, after which EIS
spectra are obtained potentiostatically while holding the potential.
While the impedance spectra at 4.64 VFC (blue line) resemble those
simulated for non-blocking conditions (see blue line in Figure 2 be-
tween 100 kHz and 0.1 Hz), the impedance spectra after having held
the cell potential at the upper cutoff potential approach those expected
for blocking conditions, as is evident by comparing the red lines in
Figure 5 with the red line in Figure 2.

To verify our above conclusions that the Nyquist plot of the cathode
recorded in blocking conditions of an LNMO/graphite full-cell (i.e.,
after a 4.9 VFC hold for 5 minutes) indeed follows the transmission line
model for a blocking electrode, we prepared two additional cells, viz.
one LNMO/graphite full-cell with GWRE and one LNMO/LNMO
symmetric cell. The red data points in Figure 6 shows the impedance
spectrum of the LNMO cathode of the LNMO/graphite full-cell, filled
with the same electrolyte which was used for the cycling experiment
(see Experimental), and subsequently charged at C/2 rate to 4.9 VFC
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Figure 5. Evolution of the Nyquist plots of an LNMO cathode in an
LNMO/graphite full-cell, obtained from EIS measurements (perturbation of
50 mV, 100 kHz–1 Hz) versus a GWRE. The data are recorded at a tempera-
ture of 25◦C after two formation cycles at 25◦C at C/10 followed by 5 C/10
cycles between 4.9 VFC and 3.0 VFC. Impedance spectra were obtained during
galvanostatic charging of the cell at a charging rate of C/10 C and are shown
from 4.64 VFC up to 4.9 VFC, followed by different holding times at 4.9 VFC.

at 40◦C and held at this potential for 5 minutes (after two forma-
tion cycles at 25◦C and C/10), whereby the x- and y-axis values are
multiplied by the conductivity of the electrolyte at the measurement
temperature of 40◦C (κ = 11 mS/cm). As can be seen in Figure 6 (red
dashed line), the data can be fitted very well with a transmission line
model without an RCont./QCont. circuit element and with an infinitely
large RCT which is closely approached by a completely delithiated
LNMO cathode. The resulting fit yields a value of 0.043 cm−1 for the
product of RPore · κ. In order to demonstrate that this approach yields
reliable and meaningful physical-chemical parameters which describe
ionic conductivity in the porous cathode electrode, a symmetric cell
with two identical LNMO cathodes (albeit not cycled) and a non-
intercalating electrolyte (10 mM TBAClO4 in EC:EMC 3:7 w:w) was
built. Its impedance response is shown by the black data in Figure 6
whereby it should be noted that the symmetric cell impedance was
divided by two, as it represents the sum of two identical electrodes.
The transmission line model for blocking conditions yields a very
good fit of the data (see dashed black line) and a value of 0.033 cm−1

for RPore · κ.
While the impedance spectra from both the LNMO cathode

in the LNMO/graphite full-cell (measured with the GWRE) and
from the LNMO/LNMO symmetric cell nicely fit the transmission
line model for a blocking electrode, it remains to be determined
whether the same pore resistance characteristics are observed for both
nominally identical cathodes for these two different measurement
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Figure 6. Comparison of the conductivity-scaled Nyquist spectra (i.e., real
and imaginary impedances multiplied by the ionic conductivity) of an LNMO
cathode in an LNMO/graphite cell (with GWRE) in blocking conditions (red
data points) versus an LNMO/LNMO symmetric cell with non-intercalating
electrolyte (black data points), whereby the latter impedance spectrum was
divided by two in order to obtain the response of one LNMO cathode. The latter
was measured after 12 h wetting by a non-intercalating electrolyte (10 mM
TBAClO4 in EC:EMC 3:7 w:w) at 25◦C and using one CG2500 separator; the
conductivity of this electrolyte at 25◦C was determined to be κ = 0.332 mS/cm.
The LNMO cathode impedance spectrum was obtained at 40◦C after C/2
charging to 4.9 VFC and holding that potential for 5 min (after two formation
cycles); the electrolyte was 1 M LiPF6 in EC:EMC (3:7, w:w) and had a
conductivity at 40◦C of κ = 11 mS/cm. Impedance spectra were recorded in
the frequency range from 100 kHz to 0.1 Hz using an excitation amplitude
of 15 mV and 20 mV for the LNMO/graphite cell and the symmetric cell,
respectively. Both spectra were shifted to the origin for better comparability.
The fit of the data to a simple transmission line model (shown in the figure) is
represented by the dashed line and the resulting values of RPore · κ are given in
the figure.

approaches. This can be checked by determining the corresponding
MacMullin numbers (NM), which would have to be the same for the
nominally identical LNMO cathodes (i.e., having the same porosity
(ε) and the same tortuosity (τ)) measured in the two different cell
configurations:

NM = τ

ε
= RPore · κ · A

d
[13]

where A is the area of the electrodes (A = 0.95 cm2) and d is their
thickness (d = 58 μm). The resulting MacMullin numbers obtained
from the analysis of the data in Figure 6 are 7.0 ± 0.3 for the LNMO
cathode measured in the LNMO/graphite full-cell with the GWRE
under blocking conditions and 5.4 ± 0.3 for the nominally identi-
cal LNMO cathode measured in the LNMO/LNMO symmetric cell
configuration, whereby the error results from the limited accuracy of
the coating thickness measurement (±2 μm). More important than
the measurement error for a given cell is the cell-to-cell variation
(due minor differences in cell assembly and/or LNMO electrode coat-
ing), which was estimated by analyzing three more LNMO/LNMO
symmetric cells and two more LNMO/graphite cells with GWRE (data
not shown), yielding overall mean MacMullin numbers of 6.3 ± 0.6
for the LNMO electrodes measured in the LNMO/graphite full-cell
setup (based on 3 repeat experiments) and 5.9 ± 0.6 for the LNMO
cathode in the LNMO/LNMO symmetric cell setup (based on 4 re-
peat experiments). Thus, within the experimental error represented
by the above standard deviations, both methods yield identical values
for the MacMullin number. The fact that these values for the here
used LNMO cathode with 5%wt conductive carbon are substantially
lower than those we reported previously for an LNMO cathode with
2%wt conductive carbon (NM ≈ 17)19 is simply related to the sub-
stantial lowering of the MacMullin number as the conductive carbon
content is being increased (e.g., for lithium iron phosphate cathodes
with comparable porosity, the MacMullin number decreases from 21
to 12 when the carbon content is increased from 5% to 15% wt.19). In
summary, the above analysis demonstrates that blocking conditions
are reached for an LNMO/graphite full-cell by holding the cell po-
tential at 4.9 VFC (Figure 5), and that reliable values for the ionic
conduction characteristics of the LNMO cathode (i.e., its MacMullin
number) can be obtained under these conditions via a simple transmis-
sion line model (Figure 6). In the following, we will now analyze the
evolution of the impedance spectra over extended charge/discharge
cycles and will utilize impedance measurements under blocking and
non-blocking conditions in order to quantify the contributions derived
from RPore, RCont., and RCT-non-blocking.

LNMO cathode impedance evolution in LNMO/graphite cells.—
The cycle dependent Nyquist plots for the cathode in non-blocking
condition at 4.4 VFC and in blocking condition (i.e,. after a potential
hold at 4.9 VFC until I <C/40) are summarized in Figure 7 for every
25th cycle.

At the highest frequencies, a semi-circle can be observed, both,
in non-blocking (Figure 7a) and in blocking conditions (Figure 7b),
which is identical in magnitude and independent of the SOC and is
thus ascribed to the contact resistance (RCont., region II in Figure 1 and
Figure 2). Over the course of charge/discharge cycling, this contact
resistance clearly increases, evidenced by a shift of the spectra to
larger real resistance values. It must be noted, however, that it is
difficult to directly assess the value of the contact resistance, since in
the experimentally accessible frequency range (100 kHz to 0.1 Hz; see
Experimental section), only part of the contact resistance semi-circle
can be obtained (this is illustrated by the modelled impedance response
shown in Figure 2, where the 100 kHz data point is marked by the
third yellow cross from the left). Therefore, the diameter of the semi-
circle corresponding to the contact resistance cannot be determined
visually from the acquired spectra without knowing the value of the
high frequency resistance (RHFR, region I in Figures 1 and 2). In non-
blocking conditions (Figure 7a) the contact resistance semi-circle is
followed by another distorted semi-circle, which increases in diameter
from initially ≈1.5 � to 2 � in cycle 75, while at the lowest frequencies
a Warburg type behavior can be observed (W, region IV in Figures
1 and 2). On the other hand, in blocking conditions (Figure 7b), an
essentially straight line can be observed at medium frequencies (with
an angle of close to 45 degrees in the first cycle), gradually turning into
a nearly vertical line at the lowest frequencies, as one would expect
for blocking conditions (compare the red line in region III marked in
Figure 2). Thus, holding the cell potential at 4.9 VFC does lead to the
very large charge transfer resistance (RCT) which is required to closely
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Figure 7. Evolution of the impedance spectra of the LNMO cathode (every
25th cycle; cycle numbers 1, 25, 50 and 75 are marked in the figure) during
cycling of an LNMO/graphite cell at a rate of C/2 at 40◦C: a) at 4.4 VFC under
non-blocking conditions (recorded at OCV after a 1 h OCV period); b) after
potential hold at 4.9 VFC under blocking conditions (recorded at a controlled
potential of 4.9 V after a potential hold at 4.9 V until the current was below
C/40). Potential-controlled EIS spectra were recorded with an amplitude of
15 mV in the frequency range from 100 kHz to 0.1 Hz.

approach blocking conditions. The decrease of the angle in the mid
frequency region (initially close to 45 degrees) with cycling could be
caused by electrolyte degradation products deposited in the cathode
pores (see discussion after Figure 9), which change the pore structure
inside the cathode.

In the following, the measured spectra of the half-cell cathode
impedances are analyzed using Matlab (v. 2016b). Minimization of
the sum of squares using a modulus weighing according to Lasia20

was performed using Matlab’s fminsearch29 algorithm, and 95% con-
fidence intervals are calculated via the Jacobian matrix obtained with
the jacobianest30 function. For each charge/discharge cycle, spectra
in non-blocking condition at 4.4 VFC and in blocking condition are
fitted simultaneously using the equivalent circuit model shown in
Figure 1. For the fitting of the spectrum in non-blocking conditions,
10 fitting parameters are required (viz., RHFR, RCont., QCont., αCont.,
RPore, REl., RCT-non-blocking, QCT, αCT, and W). In blocking conditions,
the numerically identical parameters are used, except that a different
value for the charge transfer resistance, referred to as RCT-blocking (in
contrast to RCT-non-blocking) is fitted and that the Warburg element is
omitted. In summary the spectrum in non-blocking condition requires

ten and the spectrum in blocking condition nine fitting parameters for
an accurate description of the equivalent circuit model in Figure 1.
However, since it is reasonable to assume that changes in the prop-
erties of the electrode and the active material are negligible within a
single charge/discharge cycle, most of the parameters used to fit the
blocking and non-blocking spectra within a given cycle are identical
(viz., RHFR, RCont., QCont., αCont., RPore, REl., QCT, and αCT), so that only
eleven parameters are required to fit both spectra for a given cycle
(see Table I).

Seeking to reduce the number of the free parameters in order to
increase the accuracy of the fitted parameters, the following sim-
plifications can be made. One is based on the assumption that the
electronic resistance within the electrode (REl. in Figure 1) is small
compared to the ionic resistance in the electrode and that its value
does not change significantly over the course of the cycling experi-
ment (to a good approximation, it would be sufficient that the ratio of
RPore/REl. remains at �1).The maximum value of REl. for our pristine
LNMO cathodes was obtained by a 2-point probe measurement, plac-
ing the LNMO electrode between two copper blocks, each equipped
with a current and voltage lead (at a compression of 0.1 MPa using
a static material testing machine zwickiLine from ZwickRoell, Ulm,
Germany) and using a nanovoltmeter (Keithley 2182) in combination
with a DC current source (Keithley 6221). This yielded a value of
REl. ≈ 0.1 �, (≈30-fold lower than RPore, as will be shown later),
so that REl. = 0.1 � was used as a fixed and constant resistance in
the fitting of all impedance spectra. The other simplification in fit-
ting the impedance spectra is related to the high-frequency resistance
(RHFR in Figure 1). While theoretically its value could be obtained
from the overall fit of the impedance spectra, it would decrease the
quality of the fit, because only a fraction of the contact resistance
semi-circle can be observed with the experimentally accessible upper
frequency limit of 100 kHz for the GWRE (see Figure 1 and Figure 7).
The pure high-frequency resistance for the LNMO/graphite full-cell
(RHFR,full-cell), however, could be determined by measuring the full-cell
impedance between anode and cathode after the cycling test, as in this
case an upper frequency limit of 7 MHz could be used, so that despite
the LNMO contact resistance the high-frequency real axis intercept
can be obtained. This yielded a value of RHFR,full-cell = 4.8 �, i.e., of
2.4 � for each half-cell. In addition, analysis of the graphite impedance
data using the GWRE in the same setup (the detailed analysis of the
anode data will be submitted soon), where the high frequency resis-
tance even at an upper frequency limit of 100 kHz can be determined
unambiguously, yielding a cycle independent value of RHFR,anode =
2.4 �. As the GWRE sits in the center of two glass fiber separators,
the high frequency resistance of the anode and the cathode half-cells
are identical.17 From this it can be concluded that the high frequency
resistance (RHFR in Figure 1), i.e., the resistance caused by the ionic
resistance in the separator of the LNMO half-cell, remains essentially
constant at a value of 2.4 �. Therefore, the value of RHFR in the
following impedance fits was kept constant at 2.4 �, reducing the
number of final fitting parameters to nine (viz., RCont., QCont., αCont.,
RPore, RCT-non-blocking, RCT-blocking, QCT, αCT, and W), which are fitted
simultaneously to each of the two impedance spectra (blocking and
non-blocking conditions) per cycle.

Exemplary fits of the cathode impedance spectra of the
LNMO/graphite full-cell after 30 cycles both in blocking condition
(potential hold at 4.9 VFC) and in non-blocking condition at 4.4 VFC

are shown in Figure 8. The fitted impedance spectra (lines in Figure 8)
with the above listed set of 9 fitting parameters provide quite a good
fit to the impedance data (black crosses) under both conditions over
the entire frequency range (100 kHz to 0.1 Hz).

Figure 9 collects the values of the most relevant equivalent circuit
model parameters for the LNMO cathode and depicts their evolution
with cycling as well as their 95% confidence intervals. As discussed
above, the high frequency resistance (RHFR) and the electronic resis-
tance (REl.) are kept constant to allow for an explicit determination of
the contact resistance. The contact resistance is found to increase from
≈1 � initially to ≈3 � after 85 cycles at C/2 at 40◦C (yellow symbols
in Figure 9a), which confirms the observation made in the discussion
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Figure 8. Exemplary fits (shown as solid lines) of the cathode impedance at
cycle 30 obtained from the LNMO/graphite full-cell in blocking condition at
4.9 VFC (left) and non-blocking conditions at 4.4 VFC (right). Both spectra
are fitted simultaneously, using the equivalent circuit model shown in Figure
1 with the same values for most parameters (RCont., QCont., αCont., RPore, QCT,
αCT) and individual values for the charge transfer resistance in blocking con-
dition (RCT-blocking), the charge transfer resistance in non-blocking condition at
4.4 VFC (RCT-non-blocking), and the Warburg diffusion element (W) which is
only used in non-blocking condition. AC impedance data (black crosses) were
recorded at 40◦C between 100 kHz and 0.1 Hz (15 mV voltage perturba-
tion) after holding the cell potential at 4.9 VFC (blocking condition, left) or at
4.4 VFC after an 1 h OCV period (non-blocking condition, right).

of Figure 7, namely that the shift of the spectra to higher real resistance
values is due to an increase of the high-frequency semi-circle repre-
senting the contact resistance. This increase of the LNMO cathode’s
contact resistance fits very well to the observation that a delamina-
tion of the LNMO electrode from the current collector occurs during
cycling at elevated temperatures (60◦C),31 the underlying mechanism
of which will be a subject of a future work.32 Compared to the contact
resistance, the pore resistance (RPore, green symbols) increases from
an initial value of ≈3.5 � to ≈5 � after 85 cycles, while the charge
transfer resistance at 4.4 VFC (RCT-non-blocking, purple symbols) starts at
≈0.5 � and increases to only ≈0.7 � after 85 cycles. Thus, the contact
resistance shows the strongest increase over the 85 charge/discharge
cycles of +300%, while the pore and charge transfer resistance at
4.4 V only increase by ≈45% and ≈30%, respectively (see Figure
9b). The charge transfer resistances in blocking-condition (not shown
in Figure 9) is found to be ≈900 �, a very large value compared to
the other resistances, as would be expected for the observed blocking
electrode behavior, i.e., the nearly vertical line at lowest frequencies
(see Figure 7b or the left panel of Figure 8). The error bars of all resis-
tances shown in Figure 9 are mostly smaller than 25%, which is quite
reasonable considering that two spectra were fitted simultaneously
with a restricted parameter set for any given cycle, thus suggesting
that the equivalent circuit representation of the LNMO cathode in
Figure 1 captures most of the relevant processes. The irregularities
observed for the fitted contact and pore resistance around cycles five
to fifteen can be explained with the drift of the GWRE potential from
its lithiated state to its unlithiated potential (see Experimental).

Over the course of the 85 charge/discharge cycles at 40◦C, the over-
all resistance of the LNMO cathode (RCont .+ f(RPore, RCT-non-blocking))
increases from an initial value of ≈5 � to ≈9 � (see Figure 9a). At
the given charge/discharge current of ≈1 mA (based on a capacity of
≈2 mAh and a rate of C/2), this would predict an increase in cathode
polarization of only ≈4 mV and would thus be rather negligible. As
can be seen from the cell voltage vs. capacity data in Figure 3, the
increase in the polarization of the LNMO/graphite cell seems to be
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Figure 9. a) Evolution of the contact resistance (RCont .), the charge transfer
resistance at 4.4 VFC (RCT-non-blocking, obtained under non-blocking condi-
tions), and the pore resistance (RPore, obtained under blocking conditions) of
the LNMO cathode, normalized to the electrode area, in the LNMO/graphite
full-cell over extended charge/discharge cycling at 40◦C at a rate of C/2 be-
tween 3.0 and 4.9 VFC (the corresponding capacity vs. time plot and exemplary
voltage vs. capacity plots are shown in Figure 4 and Figure 3, respectively;
the formation cycles are not included). The shown values were determined
by simultaneously fitting two impedance spectra per cycle, one in blocking
condition and one in non-blocking condition as shown in Figure 8. The high
frequency resistance contribution to the cathode (RHFR in Figure 1) was set to
a constant value of 2.4 �, and the electronic resistance in the cathode (REl . in
Figure 1) was set to 0.1 � (see discussion in the text). b) Resistances normal-
ized to their initial value after formation. Error bars indicate the parameters’
95% confidence interval from the fit.

much larger than 4 mV, which is due to the fact that the largest contri-
bution to the cell polarization with cycling is caused by a substantial
gain in the impedance of the anode (this analysis will be subject of a
future publication).

Using the charge transfer resistances at 4.4 V of ≈0.5–0.7 � (see
purple lines in Figure 9a), the linearized Butler-Volmer equation al-
lows to estimate the exchange current density:

i0 = RT

F
· 1

ALNMO · RCT−non−blocking
[14]

with R, T, and F being the gas constant (8.831 kJ/mol K),
temperature (303 K), and the Faraday constant (96485 As/mol),
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respectively. In addition, ALNMO represents the active surface area
of the LNMO, which can be estimated using the mass of LNMO
(13.7 mg) in the cell and its BET surface area (0.9 m2/g), equating
to ALNMO = 123 cm2

LNMO. Based on this, we find an exchange cur-
rent density of 0.43–0.30 mA/cm2

LNMO at 4.4 VFC (i.e., at ≈7–12%
SOC, s. Figure 3), which is within the range of exchange current den-
sities for intercalation materials reported in the literature (0.02–0.3
mA/cm2

LNMO for LNMO,33 0.17 mA/cm2
LFP for LiFePO4,34 and 2.5

mA/cm2
Graphite for graphite35).

The observed increase in the pore resistance with cycling (see
green lines in Figure 9) can be explained by a decrease of the effective
electrolyte conductivity in the pores, likely caused by a partial block-
age of the cathodes’ pore volume by electrolyte oxidation fragments,
thereby decreasing the cathode’s void volume, which would proba-
bly also be accompanied by an increase in the cathode’s tortuosity.
In the literature, it is reported that the electrode/electrolyte interface
at the LNMO cathode (often referred to as CEI) is not stable, com-
pared to the solid electrolyte interface (SEI) on the graphite anode, so
that electrolyte oxidation would happen at the surface of the LNMO
particles.2,25,26 This is consistent with the observation that both, charge
transfer resistance at 4.4 V and the pore resistance, increase over the
85 charge/discharge cycle by 30% and 45% respectively.

The feasibility of the obtained fitting parameters for the impedance
spectra can also be checked by examining the values the fit yielded
for the capacitive constant phase elements related to both the LNMO
cathode material (QCT, see Figure 1) and the contact resistance (QCont .,
see Figure 1). A rough order of magnitude estimate of the capacitances
can be done by neglecting the constant phase factor, yielding values
of QCont . ≈10 μF and QCT ≈1 mF. If normalized to the exposed areas
of the current collector/electrode interface (≈1 cm2) and the LNMO
area (ALNMO = 123 cm2

LNMO), the resulting area specific capacitance
amounts to ≈10 μF/cm2

surface in either case, which is a reasonable
value for the double layer capacitance.

The results obtained from this study suggest that the charge trans-
fer resistance of the LNMO cathode is not increasing substantially
during extended charge/discharge cycling, which is in disagreement
with reports in the literature. For example, Aurbach et al. analyzed
the impedance of LNMO/graphite cells by measuring the impedance
of the LNMO electrode versus a lithium wire reference electrode,
showing that the impedance in the high-to-medium frequency range
increases during cycling, which they ascribed to an increase of a com-
bination of a surface film (inferred from an increase in the LiF surface
coverage measured by XPS) and a charge transfer resistance at the
LNMO/electrolyte interface.26 However, examining the semi-circle at
high-to-medium frequencies in their measurements (apex-frequency
= 1.58 kHz, Rsemi-circle = 126 �), one obtains a capacitance value of
≈1 μF, which is more consistent with a contact resistance between
the LNMO cathode and the current collector rather than with the
capacitance of the high surface area of the porous LNMO cathode.
This suggests that their reported increase in LNMO surface/charge
transfer resistance is likely incorrect and that the impedance in-
crease in their study is propably due to an increase in RCont ., anal-
ogous to what is shown in Figure 9. Similarly, Lu et al. analyzed
the impedance of LNMO/graphite cells (full-cell impedance) and
claimed that the observed increase of the high frequency semi-circle
is related to an increase in the thickness of a resistive film on the
LNMO surface.25 In summary, these studies claim the formation of
a resistive film and/or an increase in the charge transfer resistance
during extended cycling of an LNMO cathode, contrary to our anal-
ysis shown in Figure 9, which we believe is due to an incorrect as-
signment of the impedance data, caused primarily by the interfer-
ence from contact and/or pore resistances with the charge transfer
resistance. Here it may be noted that similarly incorrect assignments
were discussed previously for LFP/graphite electrodes by Gaberscek
et al.36

By exemplary analysis of LNMO half-cell data we have demon-
strated that it is possible to analyze the impedance of an LNMO
cathode in an LNMO/graphite full-cell with a GWRE in both block-
ing and in non-blocking conditions over the course of cycling, which

Figure 10. Comparison of the areal charge transfer resistances, normalized
to the LNMO BET surface area (123 cm2), obtained from the transmission
line model including pore resistance (lilac) with the apparent charge transfer
resistance extracted from the conventionally used simplified equivalent circuit
(magenta) with one R/Q element to describe the mid frequency region (region
III in Figure 1 and Figure 2), while one R/Q element is used to describe the
high-frequency region semi-circle (region II in Figure 1 and Figure 2).

in turn allows for an unambiguous determination of all parameters in
the general transmission line model with small errors. The obtained
resistances are found to be of reasonable magnitude and in good
agreement with the literature and can be monitored in-situ over the
course of extended cell cycling. This minimizes the required number
of cells compared to the rather cumbersome conventional approach,
in which pairs of cells are cycled to a certain number of cycles and
the impedances of the half-cells are obtained after cell disassembly
and reassembly of anodes and cathodes into symmetric cells–clearly
advantageous from an experimental point of view. Furthermore, in
most impedance studies in the literature, the observed distorted semi-
circle of the impedance spectra in non-blocking condition (compare
Figure 7a) are fitted and interpreted in terms of a single R/Q equiva-
lent circuit element in the mid frequency region, yielding an apparent
charge transfer resistance,10,26,37 even though this frequency region
also contains the pore resistance (region III in Figure 1 and Figure
2). To highlight the difference in the charge transfer resistance values
obtained by these two approaches, we compare the charge transfer
resistance obtained from our simultaneous fit in blocking and non-
blocking conditions (see data in Figure 9, fitted to the equivalent
circuit shown in Figure 1) with the apparent charge transfer resis-
tance obtained when the distorted semi-circle (see Figure 7a, second
semi-circle from the left) is simply fitted with an R/Q element (i.e.,
using the conventionally applied simplified equivalent circuit depicted
in Figure 10 (magenta)). The two different equivalent circuit models
are depicted together with the resulting charge transfer resistances
(including 95% confidence intervals) in Figure 10.

Figure 10 (magenta symbols) illustrates the stark overestimation of
the apparent charge transfer resistance using the simplified equivalent
circuit model, which neglects the ionic resistance within the porous
electrode: the obtained apparent charge transfer resistance larger by
a factor of two to three (magenta symbols) compared to the charge
transfer resistance obtained from our transmission line model eval-
uated simultaneously in blocking and non-blocking conditions (lilac
symbols), which is due to the fact that in the former approach the
pore resistance (RPore) is added erroneously to the charge transfer re-
sistance. Thus, in our opinion, the simplified equivalent circuit model
is a coarse oversimplification for a porous electrode, and the true
charge transfer resistance constitutes only a fraction of the observed
mid-frequency semi-circle width.
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Conclusions

We utilize a gold wire micro-reference electrode to separate anode
and cathode spectra in an LNMO/graphite full-cell over the course of
extended charge/discharge cycling. The LNMO cathode impedance
spectra could be deconvoluted into individual resistance contributions
by measuring in non-blocking conditions at 4.4 VFC and in block-
ing conditions by holding the LNMO/graphite full-cell potential at
4.9 VFC. This novel impedance analysis approach, i.e., the simulta-
neous fitting of impedance spectra measured in blocking and non-
blocking condition, enables the in-situ quantification of the cycle de-
pendent charge transfer, contact, and pore resistances, over the course
of extended charge/discharge cycling, which is a powerful analysis
tool for aging studies. We applied our approach exemplarily to an
LNMO cathode, but generally the technique could also be applied to
other active materials which can be brought into a blocking condi-
tion in a full-cell configuration, such as, e.g., lithium iron phosphate,
graphite, or LTO.
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Appendix

Diffusion impedances of solid diffusion and liquid diffusion.—As outlined in the
Theory section, the imaginary part of the impedance of a diffusion process depends on
the diffusion coefficient of the diffusing species as well as the cross sectional area, bulk
concentration of the species in the medium, and the temperature. The diffusion coefficient
of lithium in the liquid electrolyte is on the order of 10−10 m2/s for typical lithium ion
battery electrolytes at room temperature.38 For the solid state diffusion coefficient, the
range of reported diffusion coefficients in various cathode materials range from 10−12

m2/s to 10−19 m2/s.39 Mohamedi et al. report an apparent solid state diffusion coefficient
for LNMO of 10−14 m2/s to 10−16 m2/s.33 In the following, we will present our own
conservative estimate of the lower limit for the solid state diffusion coefficient of lithium
in LNMO (for even larger solid state diffusion coefficients, the impact of the solid state
diffusion on the impedance spectrum would be reduced further).

LNMO electrodes with a very small loading of 10 μg/cm2 were cycled at 25◦C versus
metallic lithium in a three electrode configuration with a lithium reference electrode in
the potential range from 3 V to 4.9 V vs. lithium using a standard electrolyte (LiPF6 in
EC:EMC 3:7, w:w) and two glass fiber separators. The LNMO was always deintercalated
(charged) at a constant current of C/3 until the cutoff of 4.9 V vs. the lithium RE was
reached. Constant current intercalation (discharge) was done at C-Rates from 1C to 500C
until the lower cutoff potential of 3.0 V vs. lithium was reached. By minimizing the
loading, the total current in the cell is small (at 500C, I = 5 m A) and all overpotentials
from separator resistances, contact resistances, and the concentration gradients in the
liquid electrolyte play an insignificant role. The intercalation direction was chosen on
purpose to allow large overpotentials. In these measurements, ∼20% of the full (1C)
capacity could be extracted from the low loaded LNMO cathodes at a C-Rate of 100C.
Assuming, conservatively, that all limitations in this experiment are a result of the solid
state diffusion inside the active material particles (s. above), i.e., neglecting all other
resistances and/or a concentration buildup in the liquid phase, we can now estimate the
lower limit of the solid state diffusion coefficient. 20% of the capacity of the LNMO
particles (15 μm diameter, based on SEM images) can be extracted from the particle shell
region between r = 7.0 μm to r = 7.5 μm (corresponding to 20% of the particle volume).
During 20% of the time of a 100C intercalation (t = 0.2 · 36s = 7.2 s), the lithium in the
LNMO has to travel at least �r = 0.5 μm, equating to an estimated diffusion coefficient

of D = �r2/t = 3.5 · 10−14 m2

s .
With the above estimates for the solid and the liquid diffusion coefficient,38 the

diffusion impedance can be estimated (strictly valid only for semi-infinite diffusion inside
a film) with Equation 12 and the definition of the Warburg coefficient (compare Reference
40, Eq. 5–40 for the same kinetic rate constants for forward and backward reaction
kf = kb)

;

W = 4 · RT

z2F2 A C
√

2 · D
[A1]

The Warburg coefficient of the liquid electrolyte phase at a frequency of 0.1 Hz thus
yields a value of

WLiquid = 4 · RT

z2 F2 · 0.95 cm2 · 1000 mol
m3

√
2 · 10−10 m2

s

= 792
m�√

s
[A2]

while for solid state diffusion the Warburg coefficient at a frequency of 0.1 Hz can be
estimated as

WSolid−state = 4 · RT

z2 F2 · 123 cm2 · 10700 mol
m3

√
2 · 3.5 · 10−14 m2

s

= 31
m�√

s
[A3]

Here, the lithium concentration in the solid (10700 mole/m3) is calculated for an
LNMO particle at 50% SOC (≡ 70 mAh/gLNMO = 252 As/gLNMO), using a bulk density
of 4.4 g/cm3 (252 As/g ·4.4 g/cm3/96485 As/mol ·106 cm3/m3 = 10700 mol/m3). With
the above Warburg coefficients, Warburg impedances of ZLiquid

W (0.1 Hz) = 1 � and
ZSolid−state

W (0.1 Hz) = 39 m� are obtained. This means that the contribution of the solid
state diffusion impedance at the lowest frequency measured in this work (0.1 Hz) is 1.5
orders of magnitude smaller than the diffusion impedance caused by the liquid electrolyte.
Based on this result, the solid state diffusion inside the active material is negligible, i.e., we
can omit the Warburg element in series to the charge transfer resistance in the equivalent
circuit model in Figure 1, but must place a Warburg element in series to the separator
resistance to capture the effect of liquid diffusion.
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5.3 Anode Impedance Analysis
In this section the article An Analysis Protocol for Three-Electrode Li-Ion Battery
Impedance Spectra: Part II. Analysis of a Graphite Anode Cycled vs. LNMO121 is pre-
sented, which was not yet submitted at the time of submission of this thesis.

This manuscript is the second part of the novel impedance analysis method intro-
duced in the previous section (see Section 5.2). Here the focus is on the analysis of
the impedance evolution of the graphite anode of an LNMO/graphite full-cell, cycled
at 40 °C. As shown for the LNMO cathodes before, blocking electrode conditions can
be obtained (purely capacitive coupling at the anode at low frequencies) by completely
delithiating the graphite particles. Yet, in contrast to the LNMO cathodes, the recorded
graphite half-cell impedance in blocking condition does not show a simple transmission
line model behavior in the Nyquist plot. During cycling a distinct high frequency semi-
circle evolves, a feature which was also observed for LNMO cathodes and could be as-
cribed to the formation of a contact resistance between the aluminum current collector
and the porous electrode (see Section 5.2 and Ref. [120]). For graphite electrodes, coated
on copper foils, the formation of a contact resistance however is unlikely (see Section 2.1
and 4.1). With the help of temperature dependent measurements we obtained an acti-
vation energy for the high frequency semi-circle, similar to an ionic process, ≈9 kJ/mol
compared to ≈16 kJ/mol reported in the literature,100 which is in stark contrast to an
electronic resistance effect, ≈1 kJ/mol.100 In the literature the dissolution of manganese
from the LNMO cathode at elevated temperatures and during high voltage operation
is suggested to lead to an ongoing formation of the solid electrolyte interface at the
anode.122 Supported by previous reports in the literature, as well as by systematic ad-
dition of manganese salt to the pristine electrolyte we successfully identified the main
contribution of the anode impedance to a SEI layer at the anode/separator interface.

In summary, the use of a micro reference electrode enabled us to deconvolute an-
ode and cathode impedances. The additional simultaneous analysis of each electrode
impedance in two different states (blocking and non-blocking condition) allowed us to
identify all parameters of the physically motivated equivalent circuit models with a
small uncertainty. At last the full deconvolution of all the physical and electrochemical
origins for the full-cell resistance and its evolution during cycling of the LNMO/graphite
cell is shown. For the first time we could demonstrate that the impedance increase of a
LNMO/graphite cell, cycled at 40 °C, is dominated by an electrical contact resistance
at the LNMO cathode and an ionic contact resistance from SEI precipitates at the
anode/separator interface.

Author Contributions
All electrochemical measurements were conducted by D.P. D.P., S.S. and J.L. developed
the equivalent circuit model. Data analysis was done by J.L. and D.P. The manuscript
was written by D.P. and J.L. All authors discussed the data and commented on the
results.
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Abstract 

Li-Ion cells consisting of LNMO (LiNi0.5Mn1.5O4) cathodes and graphite anodes show severe capacity 

fading at elevated temperatures due to a damage of the solid electrolyte interface (SEI) on the anode. Hence, 

a detailed investigation of the anode SEI with electrochemical impedance spectroscopy (EIS) can provide 

valuable insight into the phenomenon of anode degradation. In this study, we use a modified version of our 

novel impedance procedure (Part I of this study), where the anode impedance is measured at non-blocking 

conditions (10% SOC) and blocking conditions (0% SOC) with a gold wire reference electrode (GWRE). 

We show that during cycling an ionic contact resistance (RCont. Ion) at the separator/anode coating interface 

evolves which is most likely caused by manganese dissolution from the high-voltage cathode (LNMO). By 

simultaneously fitting EIS spectra in blocking and non-blocking conditions, we can deconvolute the anode 

impedance over 86 cycles at 40°C into contributions of: a) the separator resistance (RSep.), b) the true charge 

transfer resistance (RCT) and c) the ionic contact resistance (RCont. Ion) between the separator and anode 

coating. We also show that the main contributor to a rising anode impedance is the ionic contact resistance 

(RCont. Ion).  

Introduction 

For future Li-Ion batteries – as for example graphite/LiNi0.5Mn1.5O4 (LNMO) cells with an energy density 

of 624 Wh/kg1 at the materials level – electrochemical impedance spectroscopy is a powerful tool to 

investigate degradation mechanisms. Graphite/LNMO cells do suffer from a drastic capacity decay when 

these cells are cycled at elevated temperatures (> 40°C)1–3, which is related to electrochemical electrolyte 

oxidation4 followed by transition metal dissolution (both manganese and nickel) from the spinel cathode5 

and thus leading to a loss of active lithium on the anode due to ongoing SEI formation.2, 6 As the degradation 

of the graphite anode is a key failure mechanism of graphite/LNMO cells, a detailed impedance analysis of 

the anode is necessary to better understand the processes happening at elevated temperatures. 

In the literature, there are several approaches in order to investigate the anode impedance. One type of 

studies focuses on the solid electrolyte interface (SEI) formation on graphite anodes.7–10 The impedance is 

recorded at different potentials during lithiation of a graphite anode and the impedance response is generally 

fitted with two R/Q elements connected in series representing the charge transfer resistance and the SEI 

resistance. In these studies the graphite impedance is measured versus the lithium metal counter electrode 

in a two electrode configuration, however in this scenario the lithium metal anode dominates the EIS 

response due to its small surface area11, and prevents a clear analysis of the graphite electrode impedance. 
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Another type of studies uses a symmetric cell approach in order to deconvolute the anode impedance from 

the full-cell impedance.12,13 However, as the symmetrical cell approach is a destructive method, extensive 

studies over cycling or at different states-of charge would lead to numerous amount of cells. A third group 

of papers uses micro-reference electrodes, where a deconvolution of the anode impedance from the full-

cell impedance is possible during cycling without disassembly of the cells (as for the symmetric cell 

approach).11,14,15 Here the reference electrode has to fulfill certain criteria, as for example a centered 

position between two separators16 and the wire should be thin relative to the separators.17 Focus of these 

studies was the evolution of anode and cathode impedance over cycling and the effect of anode additives 

after battery formation. 

In a previous study of our group18 we analyzed the impedance of the LNMO cathode in graphite/LNMO 

cells where the impedance was analyzed in non-blocking conditions (4.4 V cell voltage, open-circuit 

conditions) and blocking conditions (4.9 V cell voltage, constant-voltage conditions) utilizing a micro-

reference electrode (GWRE11). We were able to deconvolute the cathode impedance (RCathode) into 

contributions of: a contact resistance between current collector an LNMO coating (RCont.), the true charge 

transfer resistance (RCT) and the ionic resistance (RPore) of the porous cathode in-situ and over 86 cycles. 

This deconvolution was possible, as from the spectrum in blocking conditions (no faradaic reaction during 

the measurement, as the cathode does not contain lithium) the pore resistance could be obtained from the 

45° transmission line and the charge transfer resistance (RCT) was shifted two lowest frequencies in the 

spectrum. By fitting both the blocking and non-blocking spectra at the same time with a general 

transmission line model (TLM), a deconvolution with very low uncertainties was possible.  

Now we apply this concept to the graphite anode. Therefore, we will measure the impedance of the graphite 

anode either in a graphite/LFP cell or in a graphite/LNMO cell at ≈1.9 V vs. Li/Li+ (delithiated state) and 

show that blocking electrode behavior can be achieved. Further, a semi-circle is evolving in the blocking 

graphite impedance spectra (in graphite/LNMO cells over 86 cycles at 40°C), which we will correlate with 

the formation of an interface anode/separator induced by manganese dissolution from the cathode. Next, 

we will fit both blocking (3.0 VFC) and non-blocking spectra (4.4 VFC) at the same time with the general 

transmission line model and deconvolute the overall anode impedance. Last, we will show the overall full-

cell impedance of a graphite/LNMO cell and show a detailed analysis of the contributions to anode and 

cathode impedance. 
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Experimental 

Electrode Preparation – LiNi0.5Mn1.5O4 (LNMO) electrodes were prepared by mixing LNMO (BASF SE, 

Germany), carbon black (Super C65, Timcal), and polyvinylene difluoride (PVdF, Kynar) at a mass ratio 

of 92/5/3 with NMP (N-methyl pyrrolidone, anhydrous, Sigma-Aldrich, Germany) in a planetary mixer 

(Thinky Corp.) for 15 min. The ink was coated onto aluminum foil (MTI, 18 µm) with a doctor blade coater 

and dried afterwards at 50°C in a convection oven for at least 3 h. The final LNMO coating had a loading 

of ≈13.6 mgLNMO/cm², corresponding to ≈1.9 mAh/cm². Electrodes with a diameter of 11 mm (0.95 cm2) 

were punched out and compressed to ≈32% porosity with a KBr press (Mauthe, PE-011). LiFePO4 (LFP) 

electrodes with a composition of 93/4/3 (LFP/PVdF/carbon black) were assembled using the same mixing- 

and coating procedure as for the LNMO cathodes. The final loading was ≈2.0 mAh/cm² and the cathodes 

were compressed to a porosity of 30%. Graphite electrodes were prepared by mixing graphite (T311, SGL 

Carbon, Germany) and PVdF at a mass ratio of 95/5 with NMP by applying the same procedure as for the 

positive electrodes.  

The graphite ink was coated onto copper foil (MTI, ~12 µm) and dried in a convection oven at 50°C for 

3 h. The loading of the graphite coating was ≈6.6 mggraphite/cm² corresponding to ≈2.3 mAh/cm². The 

electrodes were punched out with a diameter of 11 mm and compressed to a porosity of ≈32%. All 

electrodes were dried under dynamic vacuum at 120°C for at least 12 h in a vacuum oven (Büchi, 

Switzerland) and then transferred into an Argon-filled glovebox (MBraun, Germany) without exposure to 

air.  

Cell Assembly and Battery Testing – T-Cells (Swagelok, U.S) were assembled in an Argon-filled glove 

box (< 0.1 ppm O2 and H2O, MBraun, Germany) and dried beforehand in a 70 °C convection oven. The 

graphite anode and LNMO or LFP cathode were sandwiched between two glassfiber separators (glass 

microfiber filter, 691, VWR Germany). As electrolyte, 60 µL of LP57 (1M LiPF6 in EC/EMC 3:7 w:w < 

20 ppm H2O, BASF SE, Germany) were used. Between the separators a gold-wire reference electrode 

(GWRE) was placed (the detailed assembly procedure can be found in Reference 11). The GWRE was 

lithiated with a constant current of 150 nA for 1 h at 40 °C. Due to the specific cell chemistry – 

electrochemical electrolyte oxidation on LNMO cathodes – protic species (e.g. HF) causes delithiation of 

the lithiated GWRE, leading to a loss of potential after several cycles. 19 However, as shown in Part I 18 of 

this publication, the potential drift after the chemical delithiation of the GWRE is smaller than < 0.4 

mV/time scale of the impedance measurement, and hence the drift does not affect the EIS measurement 

with a perturbation of 15 mV. In order to convert the full cell potential (graphite/LNMO) into a half cell 

potential (graphite/Li) identical T-cells were assembled with a lithium metal reference electrode. 
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The full cells (graphite/LNMO) were cycled between 3.0 and 4.9 VFC (full cell voltage). Formation cycles 

were carried out at 25 °C with a C-rate of C/10 (1/h) by applying a constant current constant voltage (CCCV) 

charge with a current limit of C/20 for the CV phase and a CC discharge. Extended charge/discharge cycling 

was carried out with C/2 at 40 °C with a CCCV charge to 4.9 VFC (current limit for CV = C/40) and a 

CCCV discharge to 3.0 VFC (current limit for CV = C/100). The impedance was recorded in non-blocking 

conditions at 4.4 VFC after a 1 h OCV period under open-circuit conditions and in blocking conditions 3.0 

VFC during constant voltage hold and after the current dropped below C/100. The impedance was recorded 

from 100 kHz to 100 mHz with a perturbation of 15 mV (acquisition time of 10 min/spectrum).  

Graphite/LFP cells were also equipped with a GWRE and cycled between 1.5 and 4.0 VFC. Formation was 

carried out at C/10 at 25°C with a CCCV charge (current limit of C/20) and a CC discharge. Cycling was 

done at C/2 at 40°C with a CCCV charge (current limit of C/40) and a CCCV discharge (current limit of 

C/100). Impedance was recorded at non-blocking conditions (1 h of charge from upper cut-off (4.0 VFC) at 

C/2) and under blocking conditions (1.5 VFC at CV conditions after the current dropped below C/100). As 

electrolyte, 60 µL of either LP57 (1M LiPF6 in EC/EMC 3:7 w:w < 20 ppm H2O, BASF SE, Germany) or 

LP57 with 50 or 100 mM Mn(TFSI)2 (Solvionic, France) were used.  
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Results & Discussion 

Blocking conditions for a graphite anode cycled versus LFP or LNMO at elevated temperatures (40°C) 

In Part I18 of this study, we successfully deconvoluted the impedance contributions from contact resistance 

(RCont.), porous electrode resistance (RPore) and charge transfer resistance (RCT) of an LNMO cathode by 

simultaneous analysis of recorded impedance spectra in blocking and non-blocking configuration. To apply 

this technique to any electrode it is necessary to check if blocking conditions can be obtained. In blocking 

conditions the charge transfer reaction has an enormous resistance and will thus occur at very low 

frequencies in EIS measurements, which allows for an unambiguous interpretation of the remaining 

physical effects.  

To check at which potentials blocking conditions of the anode can be reached, a graphite/LNMO cell with 

a gold wire reference electrode (GWRE) was assembled and formation was done at C/10 at 25 °C. 

Afterwards the cell was discharged (at 40 °C) and the impedance was recorded either under open-circuit 

potential or constant voltage condition at defined potentials. The spectra are shown in Figure 1. At 3.9 VFC 

(graphite at ≈0.9 V vs. Li/Li+) the impedance spectrum consists of a suppressed semi-circle and a 45° 

Warburg branch.  During subsequent discharge of the full-cell (delithiation of the anode) from 3.6 VFC 

(graphite at ≈1.1 V vs. Li/Li+) to 3.0 VFC (graphite at ≈1.9 V vs. Li/Li+) the points at low frequencies shift 

towards high imaginary values, which indicates a significantly increased charge transfer resistance. When 

the cell potential reaches 3.0 VFC (graphite at ≈1.9 V vs. Li/Li+) reintercalation into the graphite anode is 

hindered (as can be seen from the almost straight line at low frequencies), i.e., blocking conditions are 

achieved. At medium frequencies (3000 Hz - 300 Hz), a 45° transmission line (see inset in Figure 1) can 

be observed, whereas at higher frequencies (> 3000 Hz, left in the Nyquist plot) a depressed semi-circle is 

present in the anode blocking spectra. This semi-circle arises already after formation on the LNMO/graphite 

cells and will be analyzed in detail below. During the constant voltage phase at 3.0 VFC of 5 minutes or 25 

minutes does not change the behavior of the high- and medium frequency part. The points at lowest 

frequencies still shift towards high values on the imaginary axis (if a constant voltage phase is applied) 

what reflects still a changes in the capacitance of the graphite anode. 
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Figure 1: Impedance spectra of the graphite anode measured with a gold wire reference electrode (GWRE) in a graphite/LNMO 

cell. The impedance spectra are recorded at 3.9 V, 3.6 V, 3.5 V under open circuit conditions and at 3.0 V under constant voltage 

conditions with a CV phase of 5 or 25 minutes. The impedance is recorded at 40 °C from 100 kHz to 100 mHz with a perturbation 

of 15 mV. The full cell potential conversion into half-cell potentials was realized with an identical T-cell equipped with a lithium 

metal reference electrode. 

 

To investigate the anode impedance in the absence of a LNMO cathode, a graphite/LFP cell was assembled 

and formation for 2 cycles at C/10 was carried out. Afterwards, the cell was discharged (delithiation of the 

graphite anode) and impedance spectra were recorded at different states of charge (SOC’s). Figure 2 shows 

the anode impedance spectra of a graphite/LFP cell measured at different voltages either under open-circuit 

- or constant voltage conditions. The potential versus metallic lithium (VLi) is recalculated from the known 

potential of the lithiated GWRE (≈ 0.31 V vs. Li/Li+). 11 At a graphite potential of 0.45 VLi and 0.55 VLi, 

the impedance spectrum consists of one suppressed semi-circle, which reflects both charge transfer 

resistance and SEI resistance (RCT and RSEI), and a 45° Warburg diffusion branch representing lithium ion 

concentration gradients within the separator. By further delithiating the graphite anode (see spectra at 1.05 

VLi) the semi-circle turns into a ≈40° line and the points at lower frequencies show the typical onset for 

blocking conditions, as at 1.05 VLi, reintercaltion of lithium into graphite is thermodynamically not possible. 
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By going to 1.87 VLi (identical to blocking condition voltage (1.9 V vs. Li/Li+, see Figure 1 of the 

graphite/LNMO cell) and recording the impedance spectra after a 5 minutes CV phase, a blocking electrode 

behavior is achieved for the graphite anode. The 45° transmission line reflects 1/3 20 of the ionic resistance 

within the porous graphite (RPore) anode and at lowest frequencies, only capacitive coupling along the 

electrode is observed. After a potential hold of 5 minutes at 1.87 V vs. Li/Li+ the transmission line is 

identical to the spectrum where the CV phase was carried out for 0 minutes. For the graphite anode in a 

graphite/LFP cell (see Figure 2) the 45° transmission line region is clearly visible, while in same procedure 

in the graphite/LNMO cells shows a depressed semicircle at high frequencies (compare Figure 1) which 

will be one of the main focuses of our following analysis. 

 

Figure 2: : Impedance spectra of a graphite anode measured versus a GWRE in a graphite/LFP cell. The spectra are recorded at 

0.45 V, 0.55 V, 1.05 V versus lithium metal (calculated from the known potential of the GWRE) under open-circuit conditions 

and at 1.87 V versus lithium metal under constant voltage for 0 and 5 minutes. The impedance is recorded from 100 kHz to 

100 mHz with a perturbation of 15 mV at 40°C. 
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Evolution of the graphite impedance during charge/discharge cycling at 40°C over 86 charge/discharge 

cycles at 40°C 

In the following section, we want to analyze both blocking and non-blocking impedance spectra over the 

course of 86 charge/discharge cycles and investigate the evolution of the semi-circle at higher frequencies 

with cycling. The cycle dependent Nyquist plots for the anode in non-blocking (4.4 VFC, Figure 3 a)) and 

blocking configuration (3.0 VFC, Figure 3 b)) are shown for the 1st, 25th, 50th and 75th cycle. The capacity 

retention of this cell – cycled with C/2 (0.95 mA/cm²) at 40 °C – is shown in Reference 18 (see Figure 4 in 

that publication). For the spectra in non-blocking conditions (Figure 3 a)), the impedance spectrum consists 

of the separator resistance (high-frequency resistance, HFR) and a semi-circle, which is a convolution of 

the charge transfer resistance, SEI resistance and pore resistance. At lowest frequencies a 45° line for the 

warburg diffusion is observable. The diameter of the semi-cirlce increases from ≈2 Ωcm² (cycle 1) to 

≈15 Ωcm² (cycle 75). The capacitance after 25 cycles is 8.9 mF ⋅ s(αCT−1)/cmgeo.
2  (normalized to the 

current collector area), which gives a reasonable value for the electrochemical double layer capacitance of 

≈ 4.5 µF/cmBET
2 , taking into account the roughness factor of the graphite anode (– 3 mBET²/g · 6.6 mg/cm² 

= 198
cmBET

2

cmgeometric
2  ) while neglecting the constant phase factor. 

The blocking spectra (Figure 3 b)) show a slightly distorted transmission line after the first cycle 

(convolution of a semi-circle at highest frequencies and a 45° line at medium frequencies) followed by the 

onset for the large charge transfer resistance which indicate a blocking behavior. After 25 cycles, the 

blocking spectra show a distinct semi-circle with a diameter of ≈10 Ωcm², which increases to ≈15 Ωcm² 

after 75 cycles. The capacitance after the 25th cycle is ≈ 73 µF ⋅ s(αCT−1)/cmgeo.
2  (normalized to the current 

collector area) which is two orders of magnitude lower compared to the semi-circle in the respective non-

blocking spectrum. This suggests that the surface area where this resistance is located is small. A 

capacitance of ≈ 73 µF ⋅ s(αCT−1)/cmgeo.
2  corresponds to a surface area of  ≈ 17cmBET

2  assuming a 

specific capacitance of ≈ 4.5 µF/cmBET
2 . As the total electrode has a surface area of 198 cmBET

2  , this 

interface corresponds to ≈ 9% of the total surface are. In the next section, we will show where the interface 

is located and what might be the origin for this semi-circle in the blocking anode impedance spectra.  

A semi-circle in a blocking spectrum (no fardaic process during the impedance measurement) has so far 

only been explained by a contact resistance (RCont.) between an aluminum current collector and a cathode 

coating18,21,22 However, for a graphite anode coated on a copper collector – both materials are good 

electronic conductors –  we do not expect a contact resistance between the current collector and the anode 

coating. Also, in graphite/LFP cells cycled at 40 °C (data not shown in here), no semi-circle evolves in the 

blocking spectra.  
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Figure 3: Evolution of the impedance spectra of the graphite anode (every 25th cycle; cycle numbers 1, 25, 50 and 75 are marked 

in the figure) during cycling of an LNMO/graphite cell at a rate of C/2 at 40°C: a) at 4.4 VFC in non-blocking conditions (recorded 

at OCV after 1 h OCV period); b) after potential hold at 4.9 VFC under blocking conditions (recorded at a controlled potential of 

4.9 VFC after a potential hold at 4.9 VFC until the current dropped below C/100). Potential controlled EIS spectra were recorded 

with an amplitude of 15 mV in the frequency range from 100 kHz to 100 mHz. 

 

Origin of the high frequency semi-circle in the graphite impedance spectra under blocking conditions in 

graphite/LNMO cells 

In order to find the physical origin for the high frequency semi-circle visible in blocking conditions, 

temperature-dependent EIS measurements of a graphite/LNMO cell with a GWRE were recorded in 

blocking conditions (3.0 VFC) after formation (C/10, 25 °C) and five subsequent C/2 charge/discharge 

cycles at 40 °C. The impedance was measured at 10 °C (blue points), at 25 °C (green points) and at 40 °C 

(red points) in order to discriminate its origin to be of electronic or ionic nature (see Figure 4). The diameter 

of the semi-circle increases from ≈9 Ωcm² at 40 °C to ≈14 Ωcm² at 25 °C and ≈22 Ωcm² at 10 °C. From 

this data, the apparent activation energy is calculated using the Arrehnius equation. A similar analysis for 

several type of resistances occuring in porous electrodes has been done by Ogihara et al.23 We find an 

apparent activation energy of  ≈9 kJ/mol, which is close to the value for ionic resistances according to 

Ogihara et al.23 (≈16 kJ/mol) and differs largely from the expected activation energy of electronic processes 

(0.84 kJ/mol from Ogihara et al.23). Together with the small geometric interface area (9% of the total 

graphite surface area) we conclude that this ionic resistance most likely stems from the interface anode 

coating/separator.  
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Figure 4: Impedance spectra of a graphite anode measured versus the GWRE in a graphite/LNMO cell after 5 cycles at C/2 

(40°C). The impedance is recorded in blocking conditions (3.0 VFC potential hold after a CV phase at 3.0 VFC with a current limit 

of C/100) at 10°C, 25°C and 40°C. The impedance is recorded from 100 kHz to 100 mHz with a perturbation of 15 mV. Before 

starting the measurement, an open-circuit period (1 h) at the specific temperature is carried out to ensure thermal equilibration. 

 

Burns et al.24 explained the rapid capacity drop after extended cycling (> 700 cycles) of 18650-sized 

graphite/NMC111 cells with oxidation products of the cathode, which can be reduced on top of the graphite 

anode (interface anode/separator). When a certain amount of oxidation products was reduced there, the 

insulating layer becomes so thick that ion transport through to the bulk of the anode is hindered and the 

cells can no longer be cycled at the same C-rate. These conclusions were drawn from SEM pictures before 

and after cycling. For LNMO cathodes it is well known that transition metal dissolution5 (e.g. manganese 

dissolution) and subsequent deposition on the anode is a key failure mechanism of these cells, especially 

when cycled at elevated temperatures. Hence, a deposition of manganese at the interface anode/separator 

could lead to a thick, ionically insulating layer, which could be the origin for the semi-circle in the blocking 

anode impedance spectra. In order to prove this hypothesis, graphite/LFP cells (where no transition metal 

dissolution occurs under typical cycling conditions) were prepared without and with a defined amount (50 

or 100 mM) of deliberately added Mn(II)TFSI salt to mimic the transition metal dissolution in 

LNMO/graphite cells. 

Formation of the graphite/LFP cells was done at C/10 and 25°C from 2.0 V to 4.0 VFC. After formation, 

five cycles at C/2 and 40°C from 1.5 VFC (1.9 V vs. Li/Li+) and 4.0 VFC were conducted and the impedance 

was recorded at 1.5 VFC under constant voltage conditions after the current dropped below C/100. Three 

types of cells were investigated: (i) graphite/LFP cells cycled in pure LP57 electrolyte, (ii) graphite/LFP 

cells where formation was done in LP57 electrolyte; after formation, the cells were opened in an Ar-filled 

glovebox and reassembled with fresh separators and LP57 + 50 mM Mn(TFSI)2 electrolyte, and (iii) 
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graphite/LFP cells which were handled as described in (ii) but with LP57 + 100 mM Mn(TFSI)2 as the final 

electrolyte.  

Figure 5 shows the spectra in blocking configuration (1.9 V vs. Li/Li+) after the 5th cycle. The anode 

impedance spectrum of the cell with pure LP57 (in light blue) shows almost perfect blocking behavior – 

i.e., a transmission line followed by a capacitive branch (identical to the data in Figure 2). When 50 mM 

Mn(TFSI)2 were added to a graphite/LFP cell (in purple) the 45° transmission line turns into a distinct semi-

circle. When 100 mM Mn(TFSI)2 are added to the electrolyte (in pink), a large semi-circle in the blocking 

spectra is observable. From these results we conclude that manganese deposition and a subsequent SEI 

formation are also the cause for the semi-circle in the blocking anode impedance spectra of the 

graphite/LNMO cells. This could imply that transition metals are deposited preferentially at the separator 

facing side of the graphite anode and lead to an enhanced SEI formation. Studies on the analysis of the SEI 

distribution across the thickness of graphite anodes are currently on the way to prove our impedance results. 

 

Figure 5: Impedance spectra of a graphite anode measured versus the GWRE in a graphite/LFP cell after formation (2 cycles at 

C/10 with a CCCV charge and a CC discharge at 25°C). The cells are refilled with a novel electrolyte after formation: LP57, 

LP57 + 50 mM Mn(TFSI)2 or LP57 + 100 mM Mn(TFSI)2 and the charged/discharge for 5 cycles between 1.5 – 4.0 VFC. The 

impedance is recorded at 1.5 VFC under blocking conditions after the current dropped below C/100 at 40°C. 
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Fitting  anode impedance spectra of graphite/LNMO cells under blocking and non-blocking conditions 

In the following, both the spectra in blocking and non-blocking conditions of the graphite/LNMO cell 

cycled at C/2 and at 40°C for 86 charge/discharge cycles (see Figure 3) are fitted at the same time using the 

equivalent circuit shown in Figure 6. The used equivalent circuit consists of: i) a separator resistance (RSep.) 

representing the ionic resistance with in the separator (section I in equivalent circuit representation in Figure 

6), ii) an R/Q element for the ionic contact resistance (RCont.Ion) which accounts for the semi-circle evolving 

in the blocking anode impedance spectra due to transition metal dissolution (section II in Figure 6), iii) the 

general transmission line model composed of differential elements for the charge transfer resistance (rCT) 

connected in parallel with the double layer capacitance (qCT), the pure ionic (rPore) and electrical resistance 

(rEl.) in the porous anode (rPore), which is section III in Figure 6, and iv)  a Warburg diffusion element (W, 

section IV) accounting for concentration gradients within the separator . The interested reader is referred to 

Ref 17 for details on the simultaneous fitting procedure. 

As the 45° transmission line is only observable in the very first cycles (afterwards, the ionic contact 

resistance (RCont.Ion) dominates in the impedance spectra), the pore resistance is fitted from the spectrum of 

the first cycle (Figure 3b)) using a transmission line model (see Figure 6) without the R/Q element for the 

ionic contact resistance, and fixed for all the subsequent cycles to its 1st cycle value. The obtained 1st cycle 

pore resistance is ≈10.6 Ωcm² with an uncertainy of ± 17%, as determined by the jacobian matrix.  

 

Figure 6: Anode equivalent circuit model with four section (from left to right): I. separator resistance (RSep) from ionic resistance 

of the separator and electronic/contact resistances of the cell setup, II. The ionic contact resistance at the interface separator/anode 

coating, III. The general transmission line model (TLM) describing the porous coating, and, IV. A Warburg diffusion element 

describing concentration gradients within the separator.  

 

In Figure 7, two exemplary fits of the anode impedance from the 30th cycle are shown. Figure 7a) shows 

the spectrum under blocking conditions (3.0 VFC recorded under CV conditions and after the current 

dropped below C/100, black crosses) and fitted line (in red). Figure 7b) shows the spectrum under non-

blocking conditions with experimental data (black crosses) and the corresponding fit (blue line).  
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Figure 7: Exemplary fits (shown as solid lines) of the anode impedance after the 30th cycle from a LNMO/graphite cell in 

blocking condition (left) at 3.0 VFC and non-blocking conditions at 4.4 VFC (right). Both spectra are fitted at the same time using 

the equivalent circuit shown in Figure 6. AC impedance spectra (black crosses) were recorded at 40°C between 100 kHz and 

100 mHz with a perturbation of 15 mV. 

 

The following parameters are fitted from the blocking and non-blocking spectrum: RSep., RCont.Ion, QCont.Ion, 

αCont., RCT-non-blocking, RCT-blocking, QCT, αCT and the Warburg element. The pore resistance (RPore) and the 

electronic resistance (REl., assumed as 1 mΩ for the graphite anode) are fixed for all cycles. Table I 

summarizes the fitting results obtained from simultaneous fitting of two spectra from cycle 30 at the same 

time. 
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Table 1: Fit parameters of the equivalent circuit in Figure 6 for a simultaneous fit of impedance spectra under blocking conditions 

(RCT-blocking) and non-blocking conditions (RCT-non-blocking) in cycle 30 (see Figure 7).  

 

Parameter Value 

𝑅Sep. 2.4 Ω ± 16% 

𝑅Cont.  Ion 7.3 Ω ± 6.1% 

𝑄Cont. 90 µF ⋅ s(αCont.−1)  ± 21% 

𝑎Cont. 0.74 ± 4.3% 

𝑅Pore 10.6 Ω  (fixed) 

𝑅El. 1 mΩ (fixed) 

𝑅CT−non−blocking 0.8 Ω ± 19% 

𝑅CT−blocking 9 ∙ 108Ω 

𝑄CT 6.7 mF ⋅ s(αCT−1) ± 3.4% 

𝑎CT 0.74 ± 0.50% 

𝑊 0.9 Ω/√𝑠   ± 31% 

 

Figure 8 presents the fitting results from simultaneous fitting of blocking and non-blocking spectra over 86 

cycles. Figure 8a) shows the absolute values of the fitted resistances normalized to the surface area of the 

current collector, whereasFigure 8b) shows the fitted resistances normalized to their value in the first cycle 

(R/R1). The fitted ionic contact resistance, which we have previously related to the interface anode/separator 

(RCont.Ion), is small in the beginning and the increases steeply to ≈5 Ωcm² until cycle 18. Afterwards, the 

slope decreases gradually, and after 86 cycles RCont.Ion is ≈10 Ωcm². The separator resistance (RSep.) has a 

value of ≈3 Ωcm² after formation and stays constant during cycling at ≈2.7 Ωcm² after 86 charge/discharge 

cycles at 40°C. The charge transfer resistsance (RCT) increases from ≈0.2 Ωcm² after formation to ≈2 Ωcm² 

after 86 cycles which might be because of thick SEI layers covering the surface or insulating parts of the 

anode. The normalized values in Figure 8b show that while RSep. stays constant during cycling, RCont.Ion 

increases by a factor of 20 and the SEI/charge transfer resistance (RCT) increases linearely by a factor of 5. 

The ionic contact resistance (RCont.Ion), i.e., the interface between separator and anode coating, increases 

very steep in the beginning and then flattens out, whichcould be explained that the following scenario: In 

the beginning, the deposited manganese ions lead to a strong SEI formation. After several charge/discharge 

cycles, the insulating layer (SEI) at the top of the graphite anode is sufficiently thickto stop the deposition 

of manganese ions deposited, as no more electrons are available from the graphite. Due to the dominating 
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RCont. Ion a deconvolution of the SEI resistance (covered over the whole graphite electrode) from the charge 

transfer resistance is not possible. However we are currently trying this deconvolution in graphite/LFP cells 

with the same blocking/non-blocking approach.25 

 

 

 

Figure 8: a) Evolution of the high frequency resistance (RSep.), the charge transfer resistance (RCT.) and the ionic contact 

resistance (RCont. Ion) of the graphite anode normalized to the electrode area, in the LNMO/graphite full-cell over extended 

charge/discharge cycling at 40°C at a rate of C/2 between 3.0 and 4.9 VFC. The values are obtained by fitting the two impedance 

spectra und blocking (4.4 VFC) and non-blocking (3.0 VFC) conditions at the same time as shown in Figure 7 for one cycle. b) 

Resistances normalized to their initial value after formation. The error bars represent the parameter’s 95% confidence interval 

from the fit. 
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Overview – LNMO/graphite full cell impedance  

Based on our previous analysis of the LNMO cathode of LNMO/graphite cells18 and the above investigation 

of the graphite anode impedance contributions, we are now able to combine all impedance results and 

compare them to the full cell spectra.  

 

Figure 9: Full cell impedance spectra of LNMO/graphite cells at 40 °C from cycle 1 (blue) to cycle 80 (red, cycle numbers are 

given in the figure), measured at 4.4 VFC,in frequency range from 100 kHz to 0.1 Hz using an excitation amplitude of 15 mV. 

 

Figure 9 shows the increase of the LNMO/graphite full cell impedance in non-blocking conditions, i.e., at 

a full cell potential of 4.4 VFC, over the course of cycling. The scope of showing Figure 9 is to exemplify 

the ambiguity in impedance analysis of full-cell spectra, which include anode and cathode impedance 

signals. The full cell impedance mainly shows one smeared out semi-circle in the Nyquist plot, with a low 

frequency resistance (inflection point) of 10 Ohm in cycle 1 up to ~25 Ohm in cycle 80, followed by a 

Warburg like increase at lowest frequencies (compare Figure 9). From the analysis of full cells measured 

to higher frequencies (see text in previous publication, Ref 18), we could show that the full cell high 

frequency resistance equals ≈ 4.8 Ωcm². Based on this, known high frequency resistance one could argue 

that the full cell EIS response includes a second feature at high frequencies. Compared to the best case 

scenario of two discernable features of the full cell impedance spectra we could successfully disentangle 

not only the origin of the observed ≈ 4 fold increase of the full cell low frequency resistance ( the separator 

resistance is invariant at ≈ 4.8 Ωcm²) but also attribute individual resistances to anode and cathode pores, 

charge transfer reactions and contact resistances. The underlying resistance contributions that were 

discerned successfully using the GWRE are summarized in Figure 10. 
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Figure 10: Cumulative resistance plot of LNMO/graphite full cell impedance at 40°C cycling at C/2. Individual contributions 

were determined using half-cell spectra combined with simultaneously fitting the electrode impedance responses in blocking and 

in non-blocking conditions. The full cell impedance at 3 Hz is also plotted as a reference and to show the good agreement between 

the half-cell analyses and the full cell data. 

Figure 10 shows the separator resistance, mainly remaining constant over the course of 86 cycles, cathode 

electronic as well as anode ionic contact resistances (compare Ref. 18 as well as previous section) and the 

resistances of the simplified transmission line model for both electrodes which include the charge transfer 

and the pore resistance. It is emphasized that the resistance contributions of the electrode pores and their 

charge transfer resistance (including SEI at the anode in the present analysis) cannot be added as both 

elements are not serially connected in the transmission line model. I.e., rather than showing RPore (or 1/3 

RPore) and RCT Figure 10 shows the low frequency resistance of the simplified transmission line model 

(𝑅TLM(𝑓 → 0), neglecting electronic resistances) instead of individual values for 𝑅Pore and 𝑅CT. In the low 

frequency limit the simplified transmission line model yields a low frequency resistance of 

 
𝑅TLM(𝑓 → 0) =

√𝑅Pore ⋅ 𝑅CT

tanh (√
𝑅Pore

𝑅CT
)

 
1 

which is independent of the surface capacitance. The reader is referred to the previous section as well as 

part I of this work regarding the absolute values for pore resistance and charge transfer. Figure 10 shows 

the full cell low frequency resistance (LFR), here we used intercept of the linear extrapolation of the last 

three frequency points (compare Figure 9) with the x-axis. The cumulative sum of individual resistance 

contributions is in very good agreement with the LFR obtained from the full cell spectra. 

Analogous analysis of full cells cycled at various conditions, as exemplarily shown in part I of this work as 

well as the current study for LNMO/graphite cells using a gold wire micro-reference electrode, allows to 

get a profound understanding of the individual aging mechanism occurring, during in-situ operation. Figure 
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10 nicely summarizes the capabilities of minute impedance analysis using elaborate procedures (combining 

measurements in blocking and non-blocking conditions) and the use of a reference electrode, and proves 

the necessity to use reference electrodes, especially when compared to the full cell spectra shown in 

Figure 9, to understand the aging processes occurring in the cell. We are certain that application of the 

presented analysis techniques will help to get a better understanding of the cycling behavior of a variety of 

cell chemistries and setups. 

 

Conclusions 

Using a gold wire reference electrode (GWRE), the anode impedance of a graphite/LNMO is analyzed over 

the course of 86 charge/discharge cycles at 40°C. First we showed that blocking electrode behavior can be 

achieved for a graphite anode cycled versus an LFP electrode. When the cathode is replaced by LNMO, the 

blocking spectrum shows an additional semi-circle at higher frequencies. This feature evolves over 86 

cycles in a graphite/LNMO cell and becomes the dominating contribution to the overall resistance. By 

temperature-dependent impedance measurements and the addition of manganese ions to the electrolyte in 

graphite/LFP cells, we showed that the semi-circle appears due to a resistive layer formed at the interface 

anode/separator. By fitting both blocking and non-blocking spectra at the same time with a general 

transmission line model (TLM), the anode impedance is deconvoluted into its contributions from separator 

(RSep.) , pore resistance (RPore), and interface ionic resistance and SEI/charge transfer resistance. 
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Chapter 6

Sensitivity Analysis of Parameter Ranges

In this section the physical and electrochemical parameters of a lithium-ion battery
on the electrode level are used in a numerical experiment using Comsol Multiphysics®.
The discharge of a 1D NMC/graphite lithium-ion battery is simulated using the New-
man model24–26 at 0.1, 0.2, 0.5, 1, 2, 5, 10 and 20 C until the full cell potential reaches
2.7 V. For simplicity it is assumed that the charge/discharge is isothermal, which strictly
speaking only applies for lab-scale single-electrode cells. All required parameters (see
Figure 2.1) have been determined or estimated using the methods outlined in Chap-
ter 2 as well as the articles presented in Chapters 3 to 5. Typical standard values for
the parameters and their experimentally found upper and lower ranges (in brackets)
are collected in Table 6.1. The aim of this chapter is to illustrate the sensitivity of the
electrochemical performance of the simulated NMC/graphite cell on the experimental
uncertainty of the found parameters. Therefore the simulation is done with a standard
parameter basis set (see values in Table 6.1) and the results are compared with the sim-
ulation when always only one parameter is changed to its upper or lower boundary. For
the electrolyte transport properties, the concentration dependent functions determined
in Section 3.4 are scaled with the factors 𝑓𝑥 (see Electrolyte section in Table 6.1 and Ta-
ble 6.2), based on the observed experimental uncertainty. The concentration dependent
electrolyte parameters are reprinted for reference in Table 6.2 and correspond to the
functional description found in Section 3.4 for LiPF6 in EC:EMC (3:7 w:w) at 25 °C. It
is emphasized that the approach used here is not a sensitivity study for each parameter
in the classic sense, as the parameters are not changed by a fixed percentage value, but
that our estimated experimental uncertainty of each value is used.

To compare the influence of the physical and electrochemical parameters on the
isothermal operation of the NMC/graphite cell, the discharge capacities and the over-
potentials during operation are analyzed. Figure 6.1 demonstrates the analysis at a
C-rate of 2 C and for the electrode tortuosity as a parameter. In the standard case,
i.e., with the tortuosity of 3.5, the full capacity is obtained at a discharge rate of 0.1 C
(see black line in Figure 6.1). For the higher discharge C-rate of 2 C, the capacity ob-
tained when the discharge cut-off potential is reached reduces to ≈90 % (see purple
line at end of discharge in Figure 6.1). At the same discharge C-rate of 2 C, a higher
capacity is found for a smaller electrode tortuosity (≈95 %, see green line at end of
discharge in Figure 6.1) and vice versa for a higher electrode tortuosity (≈70 %, see
orange line at end of discharge in Figure 6.1). Although subsequently the overpotentials

237



238 6. Sensitivity Analysis of Parameter Ranges

Table 6.1: Overview of physical and electrochemical parameters (at 25 °C) required for
the simulation of a lithium-ion battery (see Figure 2.1). Most of the parameters have been
determined or estimated as a part of this thesis (see references given in the table, as well
as Chapter 2 and the articles presented in Chapters 3 to 5). Parameters for anode and
cathode are collected separately, while some parameters are used for both electrodes (see
section Anode and Cathode) for the sake of simplicity. Standard values for each parameter
are given. The experimentally obtained upper and lower boundary of some parameters
are given in brackets and are used for the sensitivity analysis of parameter errors.

Parameter Abbrev. Value (Range) Unit Comment
Anode
thickness Cu CC 𝑡Cu 9 µm meas.
density copper 𝜌Cu 8.96 g/cm3 Ref. [38]
conductivity copper 𝜎Cu 5.9 · 107 S/m Ref. [38]
density of graphite 𝜌Gra 2.26 g/cm3 Ref. [38]
BET of graphite BETGra 3 m2/g spec. sheet
OCV of graphite OCVGra see ref. V lit. Ref. [72]
loading an. 𝐿A 3 mAh/cm2 defined
thickness 𝑡A/C ≈ 54 µm calc. from 𝜀A/C and 𝐿A/C
film resistance 𝑅SEI 200 (100–400) Ωcm2

BET meas., Refs. [87, 88]
Separator
thickness 𝑡Sep. 20 (15–25) µm meas., Sec. 2.2/Ref. [41]
porosity 𝜀Sep. 0.47 (0.4–0.6) - meas., Sec. 2.2/Ref. [41]
tortuosity 𝜏Sep. 3.2 (2.5–4.5) - meas., Sec. 2.2/Ref. [41]
density (bulk) 𝜌Sep. 0.9 g/cm3 Ref. [38]
Cathode
thickness Al CC 𝑡Al 12 µm meas.
density aluminum 𝜌Al 2.70 g/cm3 Ref. [38]
conductivity aluminum 𝜎Al 3.8 · 107 S/m Ref. [38]
density of NMC 𝜌NMC 4.7 g/cm3 Ref. [123]
BET of NMC BETNMC 0.3 m2/g spec. sheet
OCV of NMC OCVNMC see ref. V lit. Ref. [73]
loading cath. 𝐿C 𝐿A · 0.95 mAh/cm2 calc.
thickness 𝑡A/C ≈ 50 µm calc. from 𝜀A/C and 𝐿A/C
Anode and Cathode
composition %AM/%BI/%CA 95/3/2 wt.% defined
density of CA 𝜌CA 2.26 g/cm3 Ref. [38]
density of PVDF 𝜌PVDF 1.74 g/cm3 Ref. [38]
BET of CA BETCA 62 m2/g spec. sheet
porosity 𝜀A/C 0.3 (0.25 - 0.35) - meas., Sec. 2.4/Ref. [41]
tortuosity 𝜏A/C 3.5 (2–5) - meas., Sec. 2.4/Ref. [41]
contact resistance 𝑅Cont.,A/C 0 (40) Ωcm2

geo meas., Sec. 4.1/Ref. [41]
conductivity (electrical) 𝜎A/C 100 (50–10000) mS/cm meas., Ref. [55]
radius 𝑟A/C 5 (2–10) µm meas., Sec. 2.5
solid state diff. coeff. 𝐷SS,A/C 10 (3.5–40) 10−10 cm2/s lower bound., Sec. 2.5
kinetic rate constant 𝑘 5 (1–10) 10−11 m/s meas., Sec. 2.6/Ref. [99]
charge transfer coeff. 𝛼 0.5 - ass. (pulse symm.)
Electrolyte
conductivity (ionic) 𝑓𝜅Ion

1 (0.97–1.03) - see Tab. 6.2
binary diff. coeff. 𝑓𝐷±

1 (0.90– 1.10) - see Tab. 6.2
transference number 𝑓𝑡+

1 (0.80–1.20) - see Tab. 6.2
thermodynamic factor 𝑓TDF 1 (0.50–1.50) - see Tab. 6.2
density 𝜌Elyt. conc. dep. fct. g/cm3 see Sec. 3.4
double layer cap. 𝐶DBL 2.5 (1, 5) µF/cm2 meas., Tab. I in Ref. [62]
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Table 6.2: Overview of electrolyte transport properties for LiPF6 in EC:EMC (3:7 w:w)
at 25 °C as found in the article presented in Section 3.4. The scaling factors 𝑓𝑥 are added
to illustrate how the electrolyte parameters are varied in the sensitivity analysis of the
parameter errors (see Table 6.1). The electrolyte salt concentration 𝑐l is used in units of
moles per liter.

Parameter Unit Reference

𝜅Ion (𝑐l) = 𝑓𝜅Ion
· 37.0 · 𝑐l · 1−1.06·√𝑐l+0.353·(1−0.103·𝑐l)

1+0.0424·𝑐4
l

mS/cm see Sec. 3.4

𝐷± (𝑐l) = 𝑓𝐷±
· 5.45 · exp −0.619 · 𝑐l 10−6 cm2/s see Sec. 3.4

𝑡+ (𝑐l) = 𝑓𝑡+
·
(︁

0.341 + 2.02 · 𝑐l − 0.710 · 𝑐2
l + 0.235 · 𝑐3

l

)︁
- see Sec. 3.4

TDF (𝑐l) = 𝑓TDF ·
(︁

0.700 − 0.784 · 𝑐l + 0.377 · 𝑐2
l − 0.0585 · 𝑐3

l

)︁
- see Sec. 3.4

of the simulated 1 C discharge curves are analyzed, Figure 6.1 illustrates the analysis
of the overpotential for the 2 C discharge case as it better visualizes the analysis. As
indicated in Figure 6.1 the overpotential (vertical arrows) is obtained as the difference
of the mean potential of a discharge curve (shown as dashed horizontal colored lines
in Figure 6.1) and the 0.1 C discharge curve of the standard case, i.e., with the basis
parameter set. Note that the mean potential of the standard case at 0.1 C (black line)
is obtained only within the same capacity range as the discharge curve of the param-
eter (note different endpoints, indicated by the vertical lines), and therefore not only
three different mean discharge potentials are shown for the three tortuosity values at a
discharge C-rate of 2 C (dashed horizontal colored lines) but also three corresponding
mean potentials of the standard discharge curve in the respective capacity ranges are
shown (dashed horizontal black/colored lines). The rationale behind this approach is
to avoid identical overpotentials for totally different potential transients. E.g., two cells
which had the same initial potential and showed a perfectly linear potential decay during
discharge, with one cell’s potential fading twice as fast, will have the same arithmetic
mean potential, until the lower potential cut-off potential is reached. Therefore both
cells of this thought experiment would show the same overpotential if referenced to the
mean discharge potential of the full discharge curve of the standard case at 0.1 C. Thus,
to allow for a fair comparison the mean potential during discharge at a given C-rate
is subtracted from the mean potential during discharge of the standard case at 0.1 C,
calculated only for the same capacity range (see Figure 6.1).

The found dependence of the relative discharge capacities, normalized to the capacity
at 0.1 C (CapA/C) for each C-rate, are further analyzed by fitting them with

CapA/C
% = 100

1 +
(︁

C−rate
𝑅crit.

)︁𝑠 (6.1)

using two fitting parameters 𝑅crit. and 𝑠. This approach is also used in the article in
Section 4.3 and allows to obtain the so-called critical C-rate 𝑅crit., which corresponds
to the C-rate at which only half of the full capacity can be obtained during discharge.65

Exemplary fits of the capacities obtained at the simulated discharge C-rates of 0.1 C to
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0 20 40 60 80 100

3

3.5

4

Figure 6.1: Simulation of constant current discharge curves of an isothermal
≈3 mAh/cm2 1D NMC/graphite cell until a lower cut-off potential of 2.7 V is reached,
done using Comsol Multiphysics®. All parameters for the simulation are given in Tables
6.1 and 6.2, apart from the thermodynamic parameters of the active materials, which are
taken from the literature.72,73 The discharge capacities are taken as the point when the
full-cell potential reaches the lower cell cut-off potential and is indicated by vertical lines
in the figure. The exemplary analysis of the overpotentials (vertical arrows) is shown for
a rate of 2 C and described in the main text.

20 C are shown in Figure 6.2 for different electrode tortuosities. Here, in addition to the
capacities obtained for the simulation discharge C-rates (crosses in Figure 6.2) also the
critical C-rate from the fit (solid line) is shown (dashed vertical lines). In Section 4.3 it
was found empirically that the critical C-rate furthermore is inversely proportional to
the electrode tortuosity. Similar to the analysis in Section 4.3 the critical C-rate for the
ideal electrode (𝑅ideal

crit. ) may be obtained from 𝑅crit. · 𝜏 and yields fairly similar 𝑅ideal
crit.

values of 12, 14.5 and 15.7 for the critical C-rates of 6.00, 4.15 and 3.14 of the simulated
NMC/graphite cells with electrode tortuosities of 2, 3.5 and 5, respectively.

The critical C-rates and the obtained overpotentials during a 1 C discharge are
compared to the critical C-rate and the mean overpotential at 1 C of the standard
case (basis set of parameter values). The normalized overpotentials and critical C-rates
caused by all parameters are summarized in Figures 6.3 and 6.4. Upper and lower values
for each parameter are given in the figures and correspond to the ranges given in Table
6.1. The parameters are collected in five groups, parameters describing the electrolyte,
the kinetics at the interface between particles and electrolyte, the active materials, the
electrodes, and the separator (see labels in 6.3 and 6.4). The critical C-rate of the
reference case (≈4.2 C) and its overpotential at 1 C (146 mV) are shown right to the
standard case lines in the figures.

It is emphasized, that the sensitivity analysis shown in Figure 6.3 and 6.4 does not
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Figure 6.2: Capacities obtained from the simulated discharge curves shown in Figure 6.1
for C-rates from 0.1 C to 20 C (crosses) for the variation of the electrode tortuosity as a
parameter. The discharge simulation of a ≈3 mAh/cm2 1D NMC/graphite cell (assumed
to be isothermal) was done using a constant current until a lower cut-off potential of
2.7 V is reached. All parameters for the simulation are given in Tables 6.1 and 6.2, apart
from the thermodynamic parameters of the active materials, which are taken from the
literature.72,73 The obtained capacity/C-rate relation is fitted using Eq. 6.1 (solid lines)
and allows to extract the critical C-rate (dashed vertical lines), corresponding to the
C-rate at which 50 % of the capacity can be obtained.

depict the sensitivity towards the same, e.g., percentual change of each parameter, but
it represents the sensitivity of the critical C-rate and the overpotential at 1 C for the
experimental uncertainty in each parameter. Thus, analysis of Figure 6.3 and 6.4 only
allows to draw conclusions about the range of the critical C-rate and the overpotential
at 1 C for the range of used values for each parameter. E.g., the ionic conductivity can
be determined with a low uncertainty (here 3 % is assumed, see Section 2.3) and within
this experimental uncertainty the critical C-rate and the overpotential at 1 C remain
fairly constant (<1 % change). On the other hand, due to the high uncertainty of the
thermodynamic factor (here 50 % is assumed, see Section 2.3), it has a high influence
on the overpotential at 1 C (≈ ±25 %), while the effect would be negligible if the 3 %
uncertainty found for the ionic conductivity would also be assumed for the TDF.

The sensitivity study shows that within the range of experimental values the ionic
conductivity, the double layer capacity, the SEI resistance, the electrical conductivity of
the electrode and the porosity of the separator have negligible influence on the critical
C-rate and the overpotential at 1 C (all <3 %). The critical C-rate is mostly influenced
by the uncertainty of the electrolyte parameters, the active material’s solid state lithium
transport and the geometric parameters, porosity and tortuosity, of the electrode. It is
stressed, that the solid state diffusion coefficient as well as the particle radius both affect
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the characteristic diffusion time within the solid and the found impact on the critical
C-rate of 85 % to 105 % represents the same physical phenomena. The analysis of the
overpotentials at 1 C for the lower and upper limits for each parameter show that the
thermodynamic factor and the kinetic parameters have a strong impact, leading to a
change of the overpotential by 80 % to 125 %.

From this sensitivity analysis it becomes clear that the key factors that can reduce
the overpotentials at 1 C and that can enable higher critical C-rates are the electrolyte
transport properties and the electrode tortuosity and porosity, as they represent the
main factors yielding an increase of the critical C-rate in Figure 6.3 and a decrease of
the overpotential at 1 C in 6.4.
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Chapter 7

Conclusion

In this thesis the fundamental parameters describing the ionic transport in lithium
ion batteries, namely the electrolyte transport properties and the tortuosity of the
porous electrodes and separators, are determined. In addition, using an innovative three-
electrode setup with a novel gold wire micro reference electrode, impedance spectra are
recorded in-situ, i.e., during cycling of an LNMO/graphite cell, allowing to obtain new
insights into the resistance build-up at each of the electrodes. The key to obtain all
parameters for the physically motivated equivalent circuits is the simultaneous analysis
of impedance spectra recorded at two different states of charge, i.e., at non-blocking and
at blocking conditions.

While the focus of this thesis was on the determination of electrode tortuosities,
on the liquid electrolyte properties, and on the in-situ characterization of lithium-ion
batteries using impedance spectroscopy, all other parameters necessary to describe a
lithium-ion battery with the Newman model have been determined or estimated. An
overview of all determination approaches and of typical parameters values and their
reasonable ranges is given at the beginning of this thesis.

Electrolyte transport properties are determined in this thesis based on the analysis
of pulse experiments in two-electrode lithium cells and concentration cell potential mea-
surements. Multiple analytical approaches for the determination of the binary diffusion
coefficient and the transference number of lithium ions in the electrolyte are investigated
for their accuracy both numerically and experimentally. The obtained values were found
to compare well with diffusion coefficients and transference numbers reported in the lit-
erature for similar electrolytes. One of the initial goals was also to find a method for the
direct electrochemical determination of the thermodynamic factor, which unfortunately
was found to be invalid later in this work. An alternative approach to find all electrolyte
properties is not based on individual experiments for each parameter, yet it allows to
obtain thermodynamic factor and transference numbers without the necessity of any
assumptions on their functional concentration dependence. The latter methodology is
introduced and described in great detail and will allow to determine electrolyte trans-
port property measurements in laboratories working on lithium-ion batteries, as only
commonly available cell setups are required. The study of electrolyte properties con-
ducted in this thesis provides novel insights into the build-up of concentration gradients
and accompanying electrolyte overpotentials during battery operation. Comparison of
these electrolyte properties for currently used electrolytes with that of recently pro-
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posed ethylene carbonate free electrolyte compositions allows to develop strategies for
superior electrolytes for future batteries and is key to predict the power performance
of lithium-ion batteries. Furthermore, comparing the electrolyte properties of an LiPF6
and a NaPF6 based electrolyte the superiority of sodium ion transport in the same
solvent system (here EC:DEC (1:1 v:v)) is shown and provides a new perspective for
sodium battery research.

The tortuosity of porous separators and electrodes are determined using impedance
spectroscopy. Separator tortuosities were found readily by measurements of the ionic
resistance of the porous polymer membranes using impedance spectroscopy, namely by
positioning them between two copper electrodes and referencing the resistance versus
the pristine ionic conductivity of the electrolyte. Here, as well as for the analysis of
porous electrode tortuosities, the required porosities are calculated based on the com-
position of the material (separator or electrode), its mass, volume, and the bulk density
of each component. Due to the high electrical conductivity of the porous electrodes,
the ionic resistance has to be found using a different approach. In this study symmetric
cells of nominally identical electrodes are assembled with a non-intercalating electrolyte,
i.e., not containing lithium ions. The Nyquist plot of such a cell shows a characteristic
transmission line model behavior and allows to unambiguously find the ionic resistance
of the electrodes. Tortuosities are measured for a range of in-house prepared electrode
compositions and active materials, and the distinct influence on the active material
particle morphology (spherical or platelet) is demonstrated. More importantly, these
electrochemically found tortuosities are larger than the values predicted by the Brugge-
man relation (only valid for spheres and without binder and conductive additive) and
larger than the tortuosity values found using 3D reconstructions based on FIB-SEM
or X-ray tomography. To validate our first study on the impedance-based tortuosity of
porous electrodes our key assumptions were checked rigorously in a follow-up study. The
negligible influence of the electrical conductivity of the electrodes was demonstrated ana-
lytically and experimentally and it was shown that the ionic resistance obtained from the
transmission line model analysis indeed allows to obtain the true tortuosity of a porous
electrode. In consequence, the small volumetric fractions of the polymeric binder and
conductive additives, which cannot be resolved using X-ray tomography, are identified
as the root cause for the lower tortuosities found using this approach. The dominant
influence of the binder type and amount is presented in a follow-up investigation and
shows how the tortuosity of graphite anodes may change from 2 to 6-10, depending on
the electrode composition, even if the binder content remains small (<10 %). In charge
rate tests it is further demonstrated how electrodes of similar thickness, loading, and
porosity can show large differences in their high power performance

The capacity fade of lithium-ion batteries, as well as possible safety hazards from
lithium dendrite formation, are directly linked to the extent of ionic concentration gra-
dients in the electrolyte phase within the electrode pores which evolve during operation,
predominantly during fast charging. The lifetime of a lithium-ion battery is furthermore
determined by unwanted side reactions occurring during battery operation and leading
to the formation of additional resistances. Such effects make it necessary to use in-situ
measurement techniques to understand the origin of these detrimental effects. In this
work impedance spectroscopy is used to analyze the aging of an LNMO/graphite cell
cycled at 40 °C. To avoid the ambiguity of full-cell impedance analysis a novel gold wire
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micro reference electrode is developed and allows to separate the full-cell impedance into
anode and cathode contributions. Combination of this GWRE with a new impedance
analysis protocol enables to monitor all electrode resistances in-situ. The new measure-
ment protocol is based on the simultaneous fitting of two impedance spectra of the
same electrode but at different states of charge. While one spectrum is recorded at mid
SOC, the other is determined in blocking conditions, here obtained by fully delithiating
the electrode of interest. Thereby all parameters of the physically motivated equiva-
lent circuit models for anode and cathode can be found with a low error. For the first
time, all impedance contributions of the LNMO/graphite could be deconvoluted in-situ
and it could be shown that the resistance increase of the cell is dominated by the for-
mation of contact resistances between the porous LNMO electrode and the aluminum
current collector as well as by the resistance of a layer of SEI precipitates at the separa-
tor/anode interface. This detailed understanding could not have been obtained using a
two-electrode impedance analysis and explains why the resistance build-up for this cell
chemistry has been wrongly assigned in the literature to an increasing charge transfer
resistance.

The importance of reliable parameters for the numerical description of lithium-ion
batteries is shown in a final sensitivity analysis for the obtained parameter ranges. Us-
ing Comsol Multiphysics® the 0.1 C to 20 C discharge curves of NMC/graphite cells
are simulated using the standard values of all the relevant physical and electrochemical
parameters summarized in the beginning of this work. Changing individual parameters
within their typical range or experimental error allows to compare the critical C-rates
(the C-rate at which only 50 % of the full capacity is obtained) and the mean overpo-
tentials with the reference case including all the standard values for the parameters. It
was shown graphically that the high power performance of lithium-ion batteries may be
improved most prominently by reduction of the electrode tortuosity and improvement
of the electrolyte transport properties.
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