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Kurzfassung

Mit dem steigenden Anteil erneuerbarer Energien in den Stromnetzen weltweit und vor allem in
Deutschland entstehen neue Herausforderungen der elektrischen Energieversorgung aufgrund der fluk-
tuierenden Stromerzeugung der erneuerbaren Energiequellen. Stationäre Batteriespeichersysteme
(BESS) sind gut geeignet um das Stromnetz zu unterstützen und die Integration erneuerbarer En-
ergiequellen zu erleichtern. Vor allem BESS auf Basis von Lithium-Ionen-Batterien etablierten sich in
den letzten Jahren auf dem deutschen Markt, da sich einerseits die technischen Eigenschaften stetig
verbessert haben und gleichzeitig die Anschaffungskosten der Systeme gesunken sind. Jedoch steht
die technische und wirtschaftliche Eignung dieser Energiespeichertechnologie für die verschiedenen sta-
tionären Anwendungsbereiche noch zur Diskussion.

Diese Arbeit präsentiert eine detaillierte technisch-ökonomische Bewertung von zwei stationären BESS
Anwendungen PV-Heimenergiespeichersystem (PV-HESS) und Primärregelleistungs (PCR)-Bereit-
stellung unter besonderer Berücksichtigung der Alterung der untersuchten LiFePO4/Graphit (LFP/C)
Batteriezelle. Dazu wird die Software-Plattform SimSES entwickelt und zusammen mit Methoden
zur Bewertung der technischen und wirtschaftlichen Ergebnisse der Simulation von stationären BESS
vorgestellt. Um das Alterungsverhalten der LFP/C-Zellen zu verstehen, werden umfassende kalen-
darische und zyklische Alterungsstudien mit einer Dauer von fast 900 Tagen durchgeführt und aus-
gewertet. Die gewählten Testpunkte in den Alterungsstudien spiegeln alle möglichen Einflussgrößen
hinsichtlich des Betriebs von BESS wider. Auf Basis dieser experimentellen Zellstudien werden semi-
empirische Alterungsmodelle entwickelt, die eine Abschätzung des Kapazitätsverlusts und des Wider-
standsanstiegs der Zellen hinsichtlich der kalendarischen und zyklischen Alterung in Simulationen mit
dynamische Lastprofilen ermöglichen. Diese Alterungsmodelle werden mit dynamischen Lastprofilen
validiert, die fast 900 Tage gleichzeitig mit den weiteren statischen Testpunkten der Alterungsstu-
dien getestet werden. Für beide Profile folgt die simulierte Alterung sehr gut den gemessenen Werten
des Kapazitätsverlustes und des Widerstandsanstiegs mit absoluten Modelfehlern kleiner 1% für den
Kapazitätsverlust und kleiner 2% für den Widerstandsanstieg über die gesamte Messung. Diese
Alterungsmodelle werden in das Software-Framework SimSES integriert und ermöglichen so eine präzise
Simulation der Batteriealterung während des Betriebs von BESS. Auf dieser Grundlage wird eine
techno-ökonomische Bewertung und ein Vergleich der beiden ausgewählten stationären Anwendungen
PV-HESS und PCR-Bereitstellung mit geeigneten technischen und wirtschaftlichen Bewertungspa-
rametern durchgeführt. Die Auswertung der Basisszenarien zeigt, dass BESS basierend auf der un-
tersuchten LFP/C Zelle für einen Betrieb über 20 Jahre geeignet ist, wobei die Kapazitätsverluste
und Widerstandszunahmen circa 20 bis 25% betragen. Allerdings ist die BESS-Leistungsfähigkeit
und die Batteriealterung stark von der jeweiligen Dimensionierung des Energiespeichers und seines
Umrichters abhängig. Darüber hinaus ergibt die Bewertung von verschiedenen Preisszenarien, dass
BESS bereits heute wirtschaftlich in den beiden ausgewählten stationären Anwendungen PV-HESS
und PCR-Bereitstellung eingesetzt und betrieben werden können.
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Abstract

With the increasing share of renewable energy sources in power grids all over the world and especially
in Germany, new challenges in electric supply networks emerge due to the fluctuating power generation
of the renewable energy sources. Stationary battery energy storage systems (BESS) are well suited
to support the power grid and to facilitate the integration of renewable energy sources. Especially
BESS based on lithium-ion batteries became established on the German market in the recent years
due to the steady improvement of the technical properties together with the decreasing costs of these
systems. However, the technical and economic suitability of this energy storage technology is still
under discussion for the various stationary applications.

This work presents a detailed techno-economic evaluation of two stationary BESS applications PV-
home energy storage system (PV-HESS) and primary control reserve (PCR)-supply with special con-
sideration of the aging of the investigated LiFePO4/graphite (LFP/C) cell. Therefore, the software
framework SimSES is developed and presented together with methods to assess the technical and eco-
nomic results of the simulation of stationary BESS. In order to understand the aging of the LFP/C
cells, comprehensive calendar and cycle aging studies with a duration of almost 900 days are performed
and evaluated. The chosen test points in the aging studies reflect all possible influence parameters
with regard to the operation of BESS. Based on this experimental cell studies, semi-empirical aging
models are developed which allow for the estimation of the cells’ capacity loss and resistance increase
due to calendar and cycle aging in simulations with dynamic load profiles. These aging models are
validated with dynamic load profiles, tested over almost 900 days simultaneously to the further static
test points. For both profiles, the simulated aging trends followed very close the measured values of
the capacity loss and resistance increase with absolute model errors less than 1% for the capacity loss
and less than 2% for the resistance increase over the whole course of the measurement. These aging
models are integrated into the software framework SimSES enabling a precise simulation of battery
degradation during the BESS operation. On that basis, a techno-economic assessment and comparison
of the two chosen stationary applications PV-HESS and PCR-supply are performed with appropriate
technical and economic evaluation parameters. The evaluation of the baseline scenarios shows, that
BESS based on the investigated LFP/C cell are suited to be operated over 20 years with capacity losses
and resistance increases of about 20 to 25%. Though, the BESS performance and the resulting battery
degradation strongly depends on the respective sizing of the energy storage and its inverter. Further-
more, the assessment of different price scenarios reveals, that already today BESS can be implemented
and operated profitably in the two chosen stationary applications PV-HESS and PCR-supply.
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1 Introduction

1.1 Motivation and research questions

With the increasing share of renewable energy sources in power grids all over the world and especially
in Germany, the demand for flexibility options in power grids increased in the last years [1], because
new challenges in power grids emerged due to the fluctuating power generation of the renewable energy
sources. Beside the different existing flexibility options, battery energy storage systems are well suited
to support the power grid by supplying, for example, primary control reserve [2]. Furthermore, BESS
are also technically suited for many of the different stationary applications [3]. Especially BESS
based on lithium-ion batteries have been established on the market in the recent years due to their
steadily improving technical applicability for stationary applications together with the decreasing costs
of these systems [4]. However, the technical and economic suitability of these technologies is still under
discussion for the various stationary fields of application [3; 5].

With decreasing lithium-ion battery prices and the growth of the renewable energy share in the last
years, stationary applications for lithium-ion batteries have evolved rapidly along with the existing
and also emerging portable applications and electric vehicles (EVs). In portable and EV applications
the batteries’ energy density is one of the most important technical parameters for the choice of
technology and system design. In contrast, for stationary applications, the economic outcome of a
BESS is primarily assessed when designing these systems.

In addition to the investment price of the battery system, the achievable lifetime is a crucial parameter
for the profitability of BESS due to the long required system lifetime of up to 20 years [6]. As current
mass-produced LiFePO4/graphite (lithium iron phosphate (LFP)/C) battery cells show cycle stability
up to 10 000 full equivalent cycles (FECs) until the capacity underruns 80% of the original capacity [7;
8], the cycle lifetime is commonly not a limiting factor in stationary applications: Within an operation
of 20 years, only about 6000 FECs are expected for photovoltaic (PV) home energy storage systems
(PV-HESS) [6] and no more than about 8000 FECs for the supply of primary control reserve (PCR-
supply) dependent on sizing [2; 3; 9]. The total aging result is a combination of calendar and cycle
aging when the superposition model of lithium-ion battery aging [10; 11] is applied. Consequently,
the overall contribution of calendar aging can be expected to be dominant for battery cells with high
cycle life. However, due to the various operational requirements of the different stationary applications
for BESS, both, the calendar and the cycle lifetime have to be estimated precisely when assessing the
influence of battery lifetime on the profitability in stationary battery applications.

In this context, Figure 1.1 gives an overview regarding the different issues of stationary energy storage
systems by showing the various applications, the diverse available storage technologies and the possible
design scopes of the energy storage systems. Here, the following research questions emerge:

1. What are the technical requirements and economic conditions of the different stationary energy
storage applications?
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Figure 1.1: Overview regarding stationary energy storage applications, possible design scopes and a
selection of energy storage technologies. The orange marked parts are in the main focus of
this work.

2. Are BESS based on lithium-ion batteries technically and economically suited for the particular
stationary applications?

3. How to determine the best economic system design and control algorithms of BESS for a given
stationary application?

To answer these questions, the various stationary energy storage applications have to be analyzed by
considering a wide variety of technical and economic influence parameters. Furthermore, there are
numerous technical design scopes in the energy storage system design that can be optimized, such as
the choice of energy storage technology or the physical sizing of the individual components. In order
to be able to investigate these and further research questions concerning BESS, holistic models are
required which are able to simulate BESS accurately considering all important technical and economic
parameters. Due to this large scope of the research questions, this work focuses on particular issues
which are marked in orange in Figure 1.1 and are motivated in the following:

Stationary application:
The two emerging BESS applications PV-HESS and PCR-supply are chosen, because for both a techni-
cal and economic maturity can be assumed since thousands of PV-HESS systems have been installed in
Germany [12] (61.300 until end of April 2017) and various BESS-projects have been realized (30MW
until March 2016) or are planned (100 to 150MW) [4; 13; 14] in the last years in Germany. Al-
though BESS are utilized in the PV-HESS and PCR-supply applications in other countries worldwide,
this work focuses exemplary on the case in Germany, because the BESS configuration and operation
strongly dependents on the regulatory framework, which is not investigated in this work.
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1.2 Objectives

Energy storage technology:
Among the many different lithium-ion battery technologies, this work evaluates only BESS based
on LFP/C batteries due to its anticipated high technical suitability for stationary applications [5].
Furthermore, within the project work of EEBatt, a BESS container based on LFP/C cells have been
developed and analyzed, which allowed extensive evaluations on the applied cell which are presented
later [15].

Evaluation scope:
Due to the fact, that the economics of BESS in stationary applications are of special interest, this
work assesses the economics of the two BESS applications PV-HESS and PCR-supply by evaluating
the investment and operational costs together with the revenue of the particular applications. The
sizing of the battery storage and the inverter is another focus issue in this work because the dimensions
of the BESS components influence strongly the investment costs. Furthermore, the sizing has a big
impact on the resulting battery operation and consequently the battery degradation. Assuming long
depreciation periods of 10 years and even longer in stationary BESS applications, the steady battery
aging can lead to a significant decrease of the battery’s capacity and performance. Thus, the battery
degradation deteriorates the BESS economics due to less available energy capacity and higher efficiency
losses. Hence, the battery degradation has to be considered precisely in stationary BESS applications
and is consequently one of the main topics in this work.

1.2 Objectives

In consequence of the above-mentioned research questions together with the chosen particular topics of
high interest, this works has the main goal to perform a techno-economic evaluation of the two station-
ary applications PV-HESS and PCR-supply with special consideration of battery aging. Thereby the
main topics of this work are the BESS component sizing, the battery degradation, and the economics
by evaluating LFP/C batteries as well suited exemplary energy storage technology. Thus, the following
objectives and tasks have been set for this work:

1. Examination of the aging mechanisms and effects of the investigated LFP/C cell.

2. Development of an aging model LFP/C cell based on the experimental studies.

3. Development of a software framework permitting a detailed techno-economic evaluation of sta-
tionary BESS applications.

4. Integration of the LFP/C aging model in the software framework allowing for the precise simu-
lation of battery degradation during the BESS operation.

5. Techno-economic assessment and comparison of the two chosen stationary applications PV-HESS
and PCR-supply with appropriate technical and economic evaluation parameters.

1.3 Structure

Figure 1.2 gives an overview regarding the structure of this work. After this introduction, Chapter 2
presents the fundamentals of the stationary BESS and the two evaluated BESS applications PV-HESS
and PCR-supply. Additionally, the state-of-the-art about LFP/C cell aging is given.
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2.1 Stationary battery energy storage systems 2.4 LFP/C cell aging
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Calendar aging Cycle aging
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Figure 1.2: Structure of this thesis ’Techno-economic evaluation of stationary battery energy storage
systems with special consideration of aging’ with assigned numbers of chapters.

The following Chapter 3 deals with the development of a model framework for the assessment of
stationary BESS by introducing the software for techno-economic simulation of stationary energy
storage systems (SimSES) together with the technical and economic assessment methods. This chapter
closes with a performance evaluation of SimSES to determine the parameters for the correct utilization
of the aging model in the subsequent BESS simulations.

Due to the fact, that the evaluation of BESS is performed with special consideration of aging, the two
following chapters cover the battery aging of the investigated LFP/C cell with experimental studies and
the aging model development. First, Chapter 4 shows the experimental studies by introducing the
investigated cell and presenting the description of the measurement equipment and procedures. Then,
the concepts and the experimental setup of the aging studies are described. This chapter concludes
with the presentation of the aging results of the aging studies.

In the following Chapter 5, the aging model of the investigated LFP/C cell is developed and validated.

Subsequently, Chapter 6 presents a techno-economic evaluation of the two stationary BESS appli-
cations PV-HESS and PCR-supply including the aging model of the investigated LFP/C cell. After
introducing the general technical and economic parameters, the configuration of the simulation together
with the results of both applications are shown and finally compared with each other.

This work’s conclusion is given in Chapter 7 by first summarizing the results of the battery aging
studies and the aging model development. Afterward, the results of the techno-economic evaluation of
the PV-BESS and PCR-supply application are outlined.

Finally, in Chapter 8 an outlook is given regarding the battery aging studies and aging model devel-
opment together with the proposition of the next steps in the development of BESS models for further
techno-economic evaluations.
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2 Fundamentals

This chapter presents the fundamentals of the design and modeling of stationary BESS and the two
evaluated BESS applications PV-HESS and PCR-supply. Afterward, the state-of-the-art about the
investigated LFP/C cell aging is given.

2.1 Stationary battery energy storage systems

2.1.1 System design

Figure 2.1 shows in the upper part a schematic of a BESS and its main components together with
the system coupling to the alternating current (AC) power grid and further technical units.

In general, a BESS comprises a battery rack or pack (battery), a thermal management system, a battery
management systems and an energy management system. The battery consists of single battery cells,
which can be connected in series or parallel within battery modules. A couple of battery modules
can be coupled in series or parallel to a battery pack or rack, representing generally the highest
direct current (DC) voltage level in a BESS. The battery pack or a couple of racks can be connected
individually to dedicated power electronics or in series or parallel to one unit of power electronics.
The battery management system (BMS) monitors the single cell states such as voltages, currents and
temperatures and enables together with the energy management system (EMS) the operation of the

Grid integrationSystem couplingBattery & storage system

• Battery system (cell, module, pack)

• Thermal management system (TMS)

• Battery management system (BMS)
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• Degradation and efficiency

• Sizing & operation control

• Profit / savings via application

• Stakeholder involvement
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• Application specific profile
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grid level of integration

• Investment: Power electronics

• Conversion efficiency

• Placement of system

…

Cell Module Pack

TMS

Circuit topology & technique
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Figure 2.1: Schematic of BESS and its main components together with the system coupling to the
power grid or further technical units (Derivative of Figure from [16]).
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BESS. The thermal management system (TMS) can consist of different climatization components such
as fans or liquid cooling systems and is applied to control the temperature of the battery pack and the
power electronics inside the storage system if necessary. The battery is coupled with further systems
like the power grid, energy generation or consumption units through power electronics, which can be
realized in different topologies of DC/AC inverters together with transformers. Dependent on the
stationary application, BESS are coupled directly to the power grid (PCR-supply) or are operated
inside a household with a residual load profile resulting from PV electricity generation and household
electricity consumption (PV-HESS). Furthermore, BESS can be connected to different grid levels in
dependancy of the installed rated power of the BESS and the appropriate power electronics.

In the lower part of Figure 2.1, the particular economic issues of BESS and its system coupling
towards the grid are given. The main part of the BESS costs results from the investment costs
for the battery, the peripheral components like the EMS and the TMS, the storage casing and the
power electronics. Additional operational cost can result from the efficiency losses and the battery
degradation leading to less usable capacity and worse efficiency. The BESS investment costs and the
operational costs are strongly influenced by the sizing of all components, which can have an inverse
influence on the operational costs for example due to less cycle aging when a larger battery is utilized
less than a smaller battery. The EMS allows controlling the BESS operation and its costs by trying to
operate the inverter at the power within the best efficiency range for example. In the context of the
different stationary BESS applications, different forms of profits or savings can be obtained. However,
the regulatory framework of each stationary applications comprises of different and individual settings
and limits of the BESS operation and its economics, which are explained for the evaluated applications
PV-HESS in Section 2.2 and PCR-supply in Section 2.3.

BESS can be realized with different battery technologies with individual strengths and weaknesses.
Figure 2.2 compares the five typically lithium-ion battery types lithium nickel magnesium cobalt
(NMC)/C, LFP/C, LFP/lithium titanate (LTO), lead-acid (PbA) and vanadium redox-flow (V-RFB)
with respect to the investment costs, the lifetime, efficiency/self-discharge and the scalability. In the
past, PbA batteries have mainly been used in stationary applications due to the low investment costs.
This main advantage of PbA lost importance with the decreasing prices of lithium-ion batteries, which
generally have higher efficiencies and longer calendar as well as cycle lifetimes. However, the different
lithium-ion battery types have their individual advantages and disadvantages with respect to the prices
and the technical capabilities. LFP/C batteries represent in this comparison a good trade-off between
battery price and the lifetime, which both are of special interest in stationary applications. V-RFB
as one of the various redox-flow battery types might have a long calendar and cycle lifetime at low
investment prices. However, the system efficiency is lower than the values of lithium-ion batteries. In
contrast to lithium-ion batteries, Redox-flow batteries permit an almost independent scaling of power
and energy. Thus, redox-flow batteries are principally suited for stationary applications, but most
of the stationary BESS systems are realized with lithium-ion batteries due to their high technical
maturity and steadily decreasing costs.

2.1.2 Techno-economic modeling

Battke et al. presented the comparison of life-cycle costs for various different stationary energy storage
technologies with a literature review, expert interviews, and Monte Carlo based simulations [18]. A
more detailed analysis of the matter of levelized cost of energy stored (LCOES) in the PV-HESS
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Figure 2.2: Comparison of different battery technologies with respect to the price, lifetime, efficiency
/ self-discharge and scalability (Derivative of Figure from [17]).

application has been given by Pawel et al. [19]. The study analyzes the dependence of LCOES for
energy storage systems due to economic parameter variation to assess the potential of PV-storage
combinations for the replacement of diesel electricity generation, e.g. for off-grid solutions. You et al.
showed an aging-dependent cost analysis model, which was used to investigate the economic viability
of a sodium-sulfur battery for the Danish electricity market [20]. In the last mentioned publication,
the authors use and describe the so-called ’rain-flow cycle counting algorithm’ for conducting a battery
cycle-aging analysis. The degradation analysis for the lithium-ion batteries used in SimSES is based
on a similar approach.

Currently, there is only a small number of software projects, which mainly focus on batteries and are
able to analyze various BESS applications. A few examples are worth mentioning and do not represent
an exhaustive list of all relevant tools for BESS. PerModAC from the University of Applied Sciences
Berlin and BLAST from the National Renewable Energy Laboratory (NREL) in Denver are two major
examples of BESS simulation tools, both showing individual strengths and shortcomings. The major
characteristic features of these software tools in comparison to SimSES are summarized and compared
in Table 2.1:

PerModAC [21] is an open source tool and has been developed to analyze AC coupled PV-HESS. The
focus of this tool is to analyze the energy performance of the entire energy storage system including
periphery and PV generation. The degradation of the energy storage system is completely neglected.

BLAST [22] has been developed to analyze three different fields of application: electric vehicles,
stationary applications, and behind-the-meter applications. The focus of this tool is the economic
evaluation of these three different applications. BLAST combines various battery models (degradation
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Table 2.1: Comparison of software tools for the simulation of energy storage systems.
SimSES PerModAC BLAST

Application Various AC coupled - Vehicles,
e.g. PV-HESS, PCR PV-HESS Stationary applications

Behind the meter
Focus Techno-economic Energy performance Economic value
Software availability Open source Open source Freeware (lite version)
Input data Profiles, technical and Profiles Profiles, rate structure

and economic parameters
Battery degradation Empirical model, user input - (not modeled) Empirical model

and thermal) with user input data (e.g. driving data) and historic climate data. The BLAST tool is
available in a freeware version with reduced capabilities only and the source code is not available for
further development.

In addition, there are several other software projects, which focus less on energy storage systems. One of
them, SAM (System Advisor Model) [23] managed by the NREL in Denver, analyzes the performance
and predicates the investment and operation costs for grid-connected power projects. FreeGreenius [24]
is another tool focusing on performance calculations hosted by the Institute of Solar Research of the
German Aerospace Center (DLR). HOMER Energy LLC [25], developed by the eponymous company,
focuses on modeling and optimizing micro grids including power generation, load management, and
energy storage systems. For all the presented tools, the capabilities of battery storage model integration
are fairly limited. Battery cell aging, the topology of the energy storage system and detailed system
efficiency modeling is not within their main scope. The approach of SimSES is to link these detailed
energy storage system simulation capabilities to a series of application scenarios within one tool-chain.

2.2 PV home energy storage systems

2.2.1 Technical and economic overview

The PV-HESS application consists of a solar-plus-battery system i.e. a residential customer having a
PV-system installed with the aim of reducing his electricity bill by equipping the system with a battery
storage [26; 27]. The building comprises of a consumer (possibly several), a solar panel on the rooftop
to generate electricity, and a BESS to buffer the amount of electricity that is exchanged between the
building and the electricity grid. The calculations presented here reflect the economic and regulatory
framework of the renewable energy sources act (EEG) in Germany of the year 2015 [28]. The aim of
the BESS utilization is to increase the share of self-consumed electricity and to avoid grid-supplied
electricity as the consumption of self-generated electricity is preferred over remuneration for selling
electricity and subsequent withdrawal of grid-power at other times. For this system to be economically
favorable, the reduction of the electricity bill must exceed the investment cost of the battery system.
Other motives for investing in a BESS might be to increase self-dependency and/or power quality and
to enhance the reliability of the electricity supply. However, given the high supply quality and reliability
in Germany and excluding non-monetary aspects, here the last mentioned aspects of autarky increase
and reliability enhancement are not taken into account. The evaluated benefit of this application is
only the revenues obtained by electricity cost reduction, as installing a BESS unit can reduce the
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Figure 2.3: Schematic of power and SOC course of a PV-HESS during one day (Derivative of Figure
from [29]).

electricity consumption from the power grid.

Figure 2.3 shows an exemplary ideal course of the different power profiles in the PV-HESS application
together with the battery state-of-charge (SOC) over one day. The battery is charged when the PV
generation exceeds the consumption of the household and discharged when no PV generated power
is available for direct consumption. However, depending on the battery size, the battery might be
fully charged until the afternoon and the PV generation surplus is fed into the power grid. When the
battery is empty in the early morning, the household electricity consumption is supplied by the power
grid.

2.2.2 State-of-the-art

Waffenschmidt [30] and Weniger et al. [31] investigated the optimal sizing of residential PV battery
systems and concluded that the combination of a residential PV-system with a battery is able to in-
crease the economic profit in comparison to the case without a battery. The sensitivity of technical
and economic parameters for PV-HESS has been investigated in previous work for the implementa-
tion in Germany [6; 32]. For this purpose, the modeling framework SimSES was developed in matrix
laboratory, simulation framework of MathWorks (MATLAB) to simulate stationary BESS and is pre-
sented in Chapter 3. Further techno-economic analysis of the PV-HESS application together with
the determination of the optimal parameters was presented by Hesse et al. in [5].

However, most investigations revealed that considering battery prices of the year 2015 and moderate
development of the electricity prices, the economic break-even of BESS in the PV-HESS application
in Germany has not been reached yet in the year 2015. It can be concluded, that the profitability of
BESS in the PV-HESS application strongly depends on different technical and economic parameters,
including:

1. Battery aging: Due to the fact, that PV-systems are operated with a depreciation period of 20
years due to the regulatory framework of the EEG in Germany [28], the impact of battery aging
has to be considered due to limited lifetime and steadily decreasing of the performance of the
batteries.
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2. BESS component sizing: The sizing of the BESS energetic capacity and inverter has an impact
on the economic result due to the relatively high investment costs and the sizing-dependent
opportunities to decrease the electricity bill [6]. Furthermore, the component sizing is sensitive
to the individual household electricity consumption and the size of the PV-system [32].

3. BESS operation: Zeh et al. [33] showed, that different BESS operation strategies lead to different
economic results due to PV curtailment losses and the varying utilization of the BESS.

4. Investment costs: A previous work showed the strong dependancy of the BESS investment costs
on the economic results [6]. Based on the steadily falling price of lithium-ion batteries in the recent
years, the economic evaluation is very sensitive to the individual investment cost assumptions
for BESS.

5. Electricity price: Due to the fact, that the development of the electricity price is not predictable,
the assumptions on the development of the electricity price within the long depreciation period
of 20 years has also a big impact on the overall economic result [6].

All these technical and economic parameters influence parameters can be addressed with the BESS
model in SimSES. However, in Section 6.2 only the most sensitive technical and economic parameters
are varied and evaluated.

2.3 Battery storage systems for primary control reserve supply

The stabilization of power grid frequency is supported by the PCR in various countries worldwide. In
the Union for the Coordination of Transmission of Electricity (UCTE) and hence in Germany BESS
can participate in a particular market and offer the provision of PCR power. In the following, first,
the fundamentals about the control power reserve and the electricity spot markets are given in order
to understand the framework for the configuration and operation of a BESS in this context, which is
presented afterward. Finally, a short literature review shows related work about the BESS application
for the supply of PCR.

2.3.1 Control power reserve and spot market

Germany and its transmission system operators (TSO) are part of the European Network of Trans-
mission System Operators for Electricity (ENTSO-E) having the tasks to provide a secure electricity
transmission network, to provide a platform for energy markets and to enable a sustainable devel-
opment in the electricity sector and in particular of renewable energy [34]. Under the organization
of the ENTSO-E, there are different electricity power grid areas covering different regions in Europe.
Germany and its neighboring countries are part of the UCTE sharing the same electricity network
codes and especially the nominal power line frequency of 50Hz. The widely extended power grid helps
to stabilize the electric energy supply since local failures can be supported by a large amount of the
electricity generation units and electricity surpluses can be distributed better. Nevertheless, the inte-
grated electricity network must be controlled actively against disturbances to be able to compensate
errors and deviations adequately. For that purpose, control reserve power is required.
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2.3 Battery storage systems for primary control reserve supply

2.3.1.1 Control reserve for stabilizing grid frequency

The TSOs are responsible for maintaining a stable power grid at all times. This includes the adaptation
of generation and demand of electrical energy since electric power generation and consumption have
to be balanced at all time. Both, power plants and large consumers have to comply and follow a
predetermined timetable [35; 36]. Nevertheless, due to unforeseen fluctuations, deviations of these
timetables occur and consequently, there might be too less or too much electric energy in the power
grid available. These electric energy deficits or surpluses are intercepted in the first instance by the
so-called instantaneous reserve, which is mainly provided by the mechanical inertia of the rotating
masses of the large turbines and generators of the conventional thermal power plants. Due to the
immediate feedback through the grid frequency, the rotating masses are either decelerated or gain
additional speed, which directly affects the network frequency. In order to control these grid frequency
fluctuations exceeding the abilities of the instantaneous reserve, the TSOs have to hold ready control
reserve power. Therefore, three coordinated control reserve power types are carried out in a time-
shifted manner to keep the grid frequency at its nominal setpoint of 50Hz and to balance the deficits
and surpluses in defined control zones. The necessary reserve for this control power is apportioned
among the ENTSO-E members with respect to the proportional amount of the installed electricity
generation power of the total generation power amount. In Germany, the control reserve power market
is coordinated by the four major TSOs 50Hertz, Amprion, TENNET and TRANSNET BW and is
organized via a common internet platform www.regelleistung.net [36].

2.3.1.2 Control reserve market

It is the inherent task of the TSOs to ensure the balance of the electricity generation and consumption
in their respective control areas at all times. In Germany, the TSOs apply three different types of
control reserve. These three control reserve types vary with respect to the conditions for activation
and their activation speed [36]. All three types are presented here in a short overview, however, the
BESS application to supply PCR is described more in detail in Section 2.3.2:

Primary control reserve (PCR):

• Provided according to the solidarity principle by all TSOs synchronously connected within the
ENTSO-E area.

• Automatic and complete activation of primary control reserve within 30 s.

• Period per incident to be covered: 0 < t < 15 min.

Secondary control reserve (SCR):

• Energy balance of the control area and frequency control.

• Immediate automatic activation by the concerned TSO.

• Complete activation within five minutes (at most).

Tertiary control reserve (TCR, minute reserve):

• The activation is based on merit-order-list (automatic activation) since 2012.
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Figure 2.4: Historical PCR power demand and average tender prices between 2011 and 2017 (Data
from [36]).

• Complete activation within fifteen minutes.

• Period per incident to be covered t > 15 min up to several hours in case of several incidents.

Although BESS are principally suited to provide control reserve power for all three control reserve
types, the PCR-supply offers the highest remuneration and the technical requirements fit the best
with the typical properties of a BESS and is analyzed in the following.

The tender offer for PCR-power is realized in weekly intervals and providers have the opportunity to
submit offers with the minimum bid size of 1MW. The allocation takes place according to the merit
order principle in a pay-as-bid tendering process: The cheapest offers are accepted until the tendered
amount of PCR power is covered. However, the remuneration per offered MW is paid as offered in the
individual bid. The energy amount, which is needed to supply the PCR demand given by the course
of the grid frequency profile, is not remunerated separately. The offered PCR power must be available
throughout of the entire time interval of one week. In case of non-performance of the required PCR
power, high penalties are applied and in recurrent cases the exclusion from the market is possible.

Figure 2.4 shows the historical trend of the PCR power demand and the weekly average tender prices
between 2011 and 2017 in the power grid area of Germany, Austria, Netherlands, and Switzerland
sharing the same PCR power market. Even though the market volume and prices decreased until
2012/2013, afterward the PCR power demand and also the prices started to increase until 2015. The
PCR power demand in this market increased from the year 2016 to 2017, because in August 2016 a
Belgian TSO joined the market and in January 2017 a French TSO joined the cooperation resulting
in the largest PCR market of Europe with a total current PCR power demand of over 1350MW. As
a possible consequence of this market volume increase with more competing market participants, the
average PCR prices decreased from 3659Euro in 2015 to 2451Euro in 2017.

2.3.1.3 Trading at the electricity spot market

When operating a BESS in the control reserve power market, it is necessary to charge or discharge the
BESS at certain points in time due to the limited energy storage capacity. Among further possibilities,
trading transactions of electric energy at the European Power Exchange (EPEX SPOT) allows dynamic
charge and discharge operation by buying or selling electric energy from the power grid [37]. The
EPEX SPOT covers the electricity markets of Germany, France, the United Kingdom, the Netherlands,
Belgium, Austria, Switzerland, and Luxembourg and offers a marketplace where the participants can
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2.3 Battery storage systems for primary control reserve supply

exchange electric energy by bidding for buying and selling electric energy. The EPEX SPOT market
is split into the day-ahead auction market, intraday auction trading and intraday continuous trading.
For the day-ahead market hourly contracts consisting of a volume and a price are negotiated the day
before. In addition, in the intraday auction at 15:00 the day before, contracts for individual hours of
the following day can be traded. The term ’intraday’ is easily misleading since the intraday auction is
basically also a day-ahead auction in smaller time intervals. Only in the intraday continuous trading
market/intraday continuous market (IDM), transactions are possible for the current day: Up to 30min
before the negotiated energy delivery, electric energy can be traded in 15min blocks. For the operation
of BESS to supply PCR power, the transactions at the intraday continuous market of the EPEX SPOT
allows to compensate efficiency losses and to balance the SOC to prove the required PCR power at all
times.

2.3.2 Technical framework for primary control reserve supply

At first glance, BESS are ideally suited for the provision of PCR power: Fast control times enable
the exact delivery of the required power services. The continuous fluctuation around the setpoint
frequency of 50Hz also leads to a relatively high temporal utilization of the BESS. Furthermore, due
to the fact that the PCR power has to be provided in charge and discharge direction, the BESS SOC
could thus be kept at an optimal state.

2.3.2.1 Prequalification of BESS to supply primary control reserve

In order to participate in the PCR power market, a BESS and also all further technical units have to
demonstrate their ability to provide PCR by the prequalification procedure [36]. This prequalification
is prescribed by the TSO to ensure that the technical unit is able to provide the offered PCR power
properly.

Additional guidelines for BESS providing PCR power have been established in 2015 [38]: A BESS
participating at the PCR market has to ensure that at all times of operation the full offered control
power in positive and negative direction can be provided for 30min as long as the power line frequency
fpower line is in normal progression. The normal progression is defined in case the frequency deviation
∆f from the setpoint frequency of 50Hz is continuously less than 50mHz or none of the following
criteria is met:

1. ∆fpower line > ±50 mHz for more than 15min

2. ∆fpower line > ±100 mHz for more than 5min

3. ∆fpower line > ±200 mHz at all times

In case that at least one criterion is met, the BESS is allowed to leave the operational SOC range to
supply PCR power. Due to the 30min criterion, the BESS has to be operated in a limited SOC range
depending on the power-to-energy ratio (PER), which defines the ratio of the nominal AC power to the
nominal energy capacity of the BESS. For example, to offer 1MW PCR power the BESS is required
to have at least a nominal energy capacity of 2MWh and the SOC has to be kept between 25 to 75%
to comply with the rules [38]. However, due to the unavoidable efficiency losses, the BESS PER has
to be less than 0.5 to be able to comply with the prequalification rules at all times [38].
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2.3.2.2 Operation of BESS to supply primary control reserve

The required PCR power PPCR(fpower line) in relation to the offered power Pmax has to follow linearly
the frequency deviation ∆f from the setpoint frequency 50Hz leading to the P -fpower line characteristic:

PPCR(fpower line) = −(fpower line − 50 Hz)
0.2 Hz · Pmax (2.1)

However, this P -fpower line characteristic is only valid in the frequency range between 49.8 to 50.2Hz and
outside this range, the respective PCR power is limited to the offered PCR power Pmax. For example,
if a frequency of 50.2Hz is measured, the full negative tendered PCR power has to be provided by
charging the BESS. In the case of a measured frequency of 49.8Hz, the full positive tendered PCR
power has to be provided by discharging the BESS.

The BESS can be operated with certain degrees of freedom which are defined in the ’Key points and
degrees of freedom in the provision of primary control power’ [39] and are explained in the following.
By utilizing these degrees of freedom, the possible inertia of the PCR provision can be compensated.
Additionally, the degrees of freedom allow the possibility to regulate the BESS SOC in a certain range
or if necessary to control a defined SOC setpoint.

1. Overfulfillment: The required PCR power can be delivered with an increase up to 20% at any
time.

2. Dead band: The required PCR power given by the P -fpower line characteristic can also be
provided within the range of ±10 mHz around the setpoint frequency of 50Hz.

3. 30 s slope: The required PCR power given by the P -fpower line characteristic must be provided
within 30 s or earlier. Therefore, the slope of the provided PCR power can be adjusted within
the time interval of 30 s allowing to control the charging or discharging speed.

2.3.3 State-of-the-art

In the context of the rising number of BESS projects being subject to the supply of PCR [13], the
configuration and operation of stationary BESS in the power grid is becoming increasingly of interest
in studies and investigations. Koller et al. [40] showed beside two further stationary BESS applications
the configuration and measurement results of a grid-connected BESS with a peak power of 1MW. The
VDE study ’Battery storage in the low and medium voltage level’ [3] investigated the PCR-supply with
a BESS: By analyzing the power grid frequency profile in detail, the theoretical requirements for the
PCR-supply by a BESS are derived. Furthermore, the PCR market trends are discussed by evaluating
the historical development of the PCR power requirements and the resulting tender prices. They state
that the overall required PCR power will decrease in near future, due to the technical advantages of
providing PCR power with BESS in comparison to market participants like conventional thermal power
plants. Further operating strategies for the PCR operation and the implementation of the possible
degrees of freedom are described by Hollinger et al. [41]. The provision of PCR through distributed
BESS in combination with self-consumption of PV power was investigated by the same author [42].
Zeh et al. [2] analyzed the BESS operation in PCR application and estimates the battery aging effects.
However, the battery degradation was not considered during the simulation of the BESS operation
providing PCR power. Fleer et al. [43] showed a techno-economic analysis of the BESS operation
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2.4 Aging of LiFePO4/graphite cells

in the PCR application considering the decreasing battery capacity due to aging. They assumed a
very simple aging model by considering a constant linear capacity decrease and no deterioration of the
efficiency due to the battery aging effects.

In SimSES the BESS model enables the simulation of the PCR application under the consideration of
inverter and battery efficiencies together with a comprehensive battery aging model. Furthermore, the
PCR model in SimSES presented in Section 6.3 considers all regulations given by [36] and allows the
utilization of the above-described degrees of freedom. The BESS SOC can be controlled additionally by
performing IDM transactions at the EPEX SPOT. Hence, the later evaluated PCR model in SimSES
enables a reliable estimation of the required BESS dimensions and the expected economic results.

2.4 Aging of LiFePO4/graphite cells

Figure 2.5 shows a schematic of a lithium-ion battery cell with a graphite anode and the various
degradation mechanisms, which are presented in detail by Birkl et al. [44]. In the following, only the
individual aging mechanisms of the here investigated LFP/C cell are later explained with regard to
this figure.

In order to develop an aging model for the estimation of the resulting battery lifetime under different
storage and operational conditions in the simulations of the stationary BESS applications, a compre-
hensive calendar and cycle aging study with 885 days of test duration is conducted and shown in this
work (see Chapter 4). All experiments are performed with a commercial 3Ah 26650 LFP/C cell
(Sony US26650FTC1, see Section 4.1). This Sony/Murata LFP/C cell is used under the brand name
fortelion in many commercial home energy storage systems. Furthermore, this LFP/C cell is used in
the 192 kWh BESS in a container format, named Energy Neighbor [45; 46], which was developed to-
gether with VARTA Storage GmbH and ZAE Bayern and is under investigation in the project EEBatt
[15]. Although the fact that this cell is widely used in stationary applications, there are no publications
where the aging of this cell is investigated or appropriate aging models are presented. Only Lepiorz
[47] examined the aging effects of this cell during operation, however, the focus of his work was the

Figure 2.5: Degradation mechanisms in Lithium-ion battery cells (Figure from [44]).
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path dependance of the aging rate when applying dynamic load profiles. However, there is plenty of
literature on the calendar and cycle aging and corresponding lifetime models for various lithium-ion
batteries and especially for LFP/C cells, which serve as the basis for this work and are presented in
the following section.

2.4.1 Calendar aging

The review paper of Barré et al. [48] on battery aging mechanisms emphasizes that the growth of the
solid electrolyte interphase (SEI) on the graphite anode is by far the most prominent aging mechanism
that occurs when lithium-ion battery cells are stored in an experimental setup. The SEI growth leads
to an irreversible loss of lithium inventory (LLI) (i.e. loss of cyclable lithium) as well as an increase of
cell’s impedances and is accelerated with increased temperatures and higher SOC. Additional capacity
fade could occur due to the loss of active material (LAM) on the cathode and anode. Li et al. [49]
showed for a commercial LFP/C cell an growth of the SEI (LLI) (see Figure 2.6a) and additionally
blocking mechanisms of graphene layers of the anode (LAM) during the storage at high temperatures
of about 60 ◦C (see Figure 2.6b). This effect also occurred in a cycle aging study for the same LFP/C
cell, however, this LAM of the anode occurs mainly at high storage temperatures (60 ◦C) and is almost
negligible at moderate temperatures. Hence, the LLI by SEI growth dominates for different cell types
when exposed only to calendar aging as shown by Keil et al. [50]. Thereby, calendar aging results in
capacity fade and resistance increase of the cell, reducing the maximum available power and energetic
efficiency.

Alongside, there are effects that could lead to an increase of the available capacity when performing
capacity measurements with several cycles: Gyenes et al. [51] originated this capacity increase for a
LiNiMnCoO2/C cell with the fact that lithium atoms are stored in the anode overhang areas, which is
the portion of the anode that extends past the cathode electrode of commercial lithium-ion cells. The
lithium atoms stored in the anode overhang areas can be recovered by performing several full cycles.
Furthermore, Gyenes et al. showed that this capacity recovery effect depends strongly on the preceding
storage SOC. Lewerenz et al. [52; 53] and Wilhelm et al. [54] investigated the same effect for LFP/C
cells and stated additionally, that the recoverable capacity depends on the size of the overhang area.
Wilhelm et al. quantified the anode overhang area with about 10% in a commercial 18650 cell and
measured a maximal capacity difference of 3.6% between cells stored at a low and high storage SOC by

(a) (b)

Figure 2.6: Schematic of the calendar aging mechanism at low (a) and at elevated temperatures (b)
(Figures from [49]).
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this effect. An important conclusion is the fact, that the possible capacity recovery due to the anode
overhang areas has to be considered when assessing the state of health of battery cells. The influence
of the anode overhang areas is estimated for the investigated cell of this work in Section 4.1.1.

The following Table 2.2 shows a selection of different calendar aging studies. The studies are classified
into the different existing aging model types that have been applied to simulate the aging behavior:
Empirical, Semi-empirical and Physico-chemical. Some publications show experimental aging data
without presenting models for lifetime predictions (see the first row). As LFP/C cell calendar aging
is in the focus of this work, the literature was additionally classified into LFP/C and other cell types.
All mentioned calendar aging studies investigate the influence of both, temperature and SOC, by
applying several storage conditions with different temperatures and SOC of the stored cells. Most of
the presented aging models are able to validate the measured capacity fade under constant storage
conditions with acceptable prediction errors. Only a few of the studies also demonstrate models
predicting the resistance increase [10; 59; 64], and only Prada et al. [75] evaluates the investigated
resistance increase with an aging model for LFP/C cells.

The majority of the calendar aging studies show non-linear trends of the capacity fade for different
storage temperatures and SOC. In contrast, in the aging study of Lewerenz et al. [52; 77] the capacity
fade follows a linear trend at moderate storage temperatures, but at 60 ◦C a non-linear trend is shown
for different storage SOC. Hence, they state that the capacity aging trends are path-invariant for
temperatures lower than 45 ◦C and path-depending for temperatures higher than 50 ◦C. Furthermore,
it could be concluded that the widely observed square root dependance over time of the capacity fade is
possibly connected with the reversible capacity effect of the anode overhang areas as explained above.
Then, the measured capacity fade would be accelerated by a reversible lithium flow into the anode
overhang areas dependent on the storage SOC at the begin of a calendar aging study and slow down
when the overhang areas are filled up. Even so, it remains unclear how to consider this effect correctly
when developing calendar aging models, since the capacity trapped in the anode overhang areas can
be recovered only by storing the cells at a low SOC for several days or performing several full cycles
before every capacity measurement (CM), leading to an additional cycle aging effect. Furthermore, due
to the different positions and distances to the cathode counterpart, the time constants of this lithium
flow/capacity recovery are diverse for the different positions of the anode overhang areas, which implies
the application of comprehensive physico-chemical models.

In fact, aging models should also be used for the simulation of dynamically changing cell storage
conditions when estimating, for instance, the battery lifetime of a stationary application. Therefore,
it is necessary to understand and correctly apply the path dependance of calendar aging when aging
models are used in simulations with dynamic profiles of temperature and SOC. However, only the
following studies on LFP/C calendar aging validate the respective aging models with dynamic storage
conditions by alternating the temperature but only at a constant SOC [52; 61; 66; 67; 75]. Only

Table 2.2: Overview of lithium-ion battery calendar aging literature classified into different aging mod-
els and cell types.

Aging model type LFP/C Other cell types
None (tests only) [49; 50; 52; 55–57] [50; 55; 58–60]
Empirical [47; 61–63] [64; 65]
Semi-empirical [66; 67] [10; 67–71]
Physico-chemical [72–75] [76]
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Sarasketa-Zabala et al. [61] present a validation with alternating temperatures at different SOC with
a relatively long experiment period of about 650 days. In contrast, in this work, additional model
precision is obtained by:

1. Investigating multiple cells per storage condition in order to reduce thereby possible deviations
in the aging behavior due to cell-to-cell parameter variations.

2. Examining different combinations of dynamically changing storage conditions.

3. Applying an aging model that uses the same set of parameters for every storage condition.

Although the aging model of Sarasketa-Zabala et al. shows predictions errors < 1 %, the model cannot
be adapted to estimate the aging of further LFP/C cells due to the missing parameter fitting procedure
and lack of customizable physico-chemical parameters.

There are further aging studies on path dependance of lithium-ion battery aging [64; 78–80]. However,
only Su et al. [65] investigate the pure calendar aging under static and alternating (non-static) storage
conditions of both, temperature and SOC, for a LiNiMnCoO2/C cell. Additionally, they develop an
empirical aging model based on the static aging study and validate it with the measurement data
from the non-static aging study. The additional dynamic calendar aging study is designed similarly,
which is presented later. However, by using 2 cells for each changing storage condition with switched
order over time, the here performed dynamic calendar study is able to reveal the path dependance of
calendar aging systematically for different storage conditions of temperature and SOC.

In conclusion, various authors have investigated the specific aging effects relevant to LFP/C calendar
aging. In the later presented calendar aging study (see Chapter 4) these aspects are combined
and an aging model is developed which is based on a long-lasting experiment with numerous storage
conditions for both, temperature and SOC. Furthermore, this aging model is validated systemically
with dynamically changing storage conditions. However, this calendar aging model applies only to one
single cell. Considering a BESS consisting of many serial and parallel connected cells, the possible cell-
to-cell parameter variation [81] and inhomogeneous temperature or SOC distribution [82] could lead to
deviating operation conditions and hence to a deviating aging of the single cells [83]. Then, in a BESS
simulation, the influence of the deviating capacity decrease and resistance increase due to calendar
and cycle aging of each cell has to be considered. In case that all cells in a battery system would
have the very same cell parameter values and operation conditions, the BESS capacity degradation
and resistance increase can be estimated with the calendar aging of one single cell.

2.4.2 Cycle aging

Apart from calendar aging, cycle aging occurs when a battery cell is charged or discharged. Similar
to calendar aging, cycle aging leads to LLI, LAM and the increase of the impedance [48]. Li et al.
[84] showed for a commercial LFP/C cell an accelerated growth of the SEI (LLI) (see Figure 2.7a)
during cyclization and additionally a blocking mechanism of graphene layers of the anode (LAM)
during cyclization at high temperatures of 60 ◦C (see Figure 2.7a). They demonstrate that this LAM
mechanism of the anode is mainly caused by Fe that dissolves from the cathode and is deposited on the
graphite surface during the cyclization. In contrast to calendar aging, the surface area of the anode is
changing during the cyclization: The lithiation and delithiation in the active material of the electrodes
lead to a volume expansion and possible fracturing of the electrodes. Hence, different SEI surfaces
with individual areas and growth speed emerge, which are illustrated in Figure 2.7b with Afr (fresh
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(a) (b)

Figure 2.7: Schematic of the cycle aging mechanism at low (a) and at elevated temperatures (b) (Fig-
ures from [86]).

areas) and with Acov (covered areas) [84]. Additionally to the SEI growth and the wear of active
mass, lithium plating can occur at low temperatures or high currents leading to accelerated aging
effects [85]. When investigating the aging effects of cells under operation, always the superposition of
calendar and cycle aging (total aging) is measured because calendar aging occurs all the time. Hence,
to obtain the pure cycle aging effects, the theoretical calendar aging effects have to be subtracted from
the total aging. Then, the pure cycle aging is a function of the charge and discharge throughput in Ah
or related to the nominal capacity in FEC. The possible influence factors on cycle aging are the cell’s
temperature, C-rate, depth-of-cycle (DOC) and the cycles’ SOC-range. Table 2.3 shows a selection of
different cycle aging studies. The studies are classified into the different existing aging model types that
have been applied to simulate the aging behavior: Empirical, Semi-empirical and Physico-chemical.
Some publications show experimental aging data without presenting models for lifetime predictions
(see the first row). As LFP/C cell aging is in the focus of this work, the literature was additionally
classified into LFP/C and other cell types. Most of the cycle aging studies investigate the influence of
temperature and C-rate. Half of the studies investigate the influence of DOC and cycles’ SOC-range.
However, only Lepiorz [47] (LFP/C cells) and de Hoog et al. [89] (NMC/C cells) considerate all four
influence factors on cycle aging in their experiments. Lepiorz tested various conditions of SOC and
DOC [47] but the presented aging model considers only the temperature and C-rate. Furthermore,
this aging model was not validated with dynamic profiles with varying influence factors. Only some of
the presented studies tested their aging models with dynamic profiles [10; 75; 87; 89; 90].

In conclusion, various authors have investigated the specific aging effects relevant to LFP/C cycle
aging. In this work, these aspects are combined and a cycle aging model is developed based on a long-
lasting experiment with numerous cycle aging conditions for temperature, C-rate, DOC and cycles
SOC-range. Furthermore, this aging model is validated systemically with dynamic load profiles with
changing operating conditions.

Table 2.3: Overview of lithium-ion battery cycle aging literature classified into different aging models
and cell types.

Aging model type LFP/C Other cell types
None (tests only) [52; 58; 64; 85]
Empirical [47; 62; 87]
Semi-empirical [67; 88] [10; 71; 89]
Physico-chemical [72–76]
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3 Development of a model framework for the
assessment of battery energy storage systems

3.1 Simulation software SimSES

Due to the new challenges in power grids and decreasing costs of BESS, the technical and economic
suitability of these technologies is presently under discussion for the various stationary fields of appli-
cation. However, there are numerous technical degrees of freedom in the storage system design that
can be optimized, such as the choice of energy storage technology or the nominal sizing of the indi-
vidual components. In order to be able to investigate these and other technical questions concerning
stationary energy storage systems (SES), the software tool SimSES was developed.

SimSES is a software tool to simulate SES, with the current main focus on lithium-ion batteries,
allowing detailed techno-economic evaluations for different applications and scenarios. Within the
framework of SimSES BESS’ submodels are coupled, allowing the independent and modular develop-
ment of different component-models. Yet the combination of these submodels is a major benefit of
SimSES, as the superior sophistication of each submodel is exploited for increased accuracy. The BESS
model reflects the system’s effect on the AC side. An efficiency model of the inverter/rectifier computes
the according power at the battery terminals. The input power at the battery terminal is then used for
the battery model to compute the resulting current and voltage values. This is required for the models
to compute the effect on the battery itself. The nonlinearity and the present aging behavior of the bat-
tery require consideration of these effects. The battery is modeled as equivalent circuit model (ECM)
model and is coupled with a thermal and degradation model. This complex model is required due to
the high interdependencies: The utilization and environmental condition of the battery determine its
thermal behavior. These factors together with the thermal behavior impact the battery’s aging. Then,
the BESS performance for the application is again determined by the reduced battery capabilities.
The permanent interaction between the battery and the application is represented in SimSES. This
method is by far more elaborate and accurate than analysis with static profiles. SimSES permits a
variety of options to address and investigate the technical degrees of freedom of BESS by assessing
technical, as well as economic performance indicators.

SimSES was developed by the members and students of the team SES at the institute EES. Most
of the code elaboration was performed by Maik Naumann and Nam Truong and used for various
publications [5; 6; 32]. The author of this work mainly contributed to the development of the general
simulation framework, the modeling of the different fields of application, the energy storage system
model, the battery stress characterization, the battery degradation model, and the technical and
economic evaluation methods.

This software tool and its source code were published together with exemplary load profiles for example
simulations under the BSD 3-clause License [91]. A comprehensive documentation of all scripts and
functions is included in the source code. Hence, in this work, no additional documentation of the code
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Figure 3.1: SimSES structure and functional blocks.

and the functions is given, however, the basics about SimSES are presented in the following.

3.1.1 Basic software structure

SimSES is programmed using MathWorks MATLAB® software. In order to provide a framework that
enables the evaluation of different stationary BESS applications and the switching of different sub-
models, flexibility, interchangeability, and modularity were key features demanded for the software
design. By using object-oriented programming the software creates an encapsulated model of an
energy storage system with the relevant technical parameters and functions. The modular framework
allows a straightforward integration of future storage models developed by others. Furthermore, this
concept permits to call multiple instances to evaluate parameter sweeps or to simulate multiple storage
objects that interact. To enable compatibility to MathWorks Simulink®, a programming environment
widely used in engineering research, SimSES uses MATLAB’s System object™ structure. Thereby
SimSES can be developed and executed both, as pure MATLAB code or alternatively be included in
a Simulink environment, for instance, a power grid model interacting with the model of a SES. The
main components of the software framework and their interdependencies are shown in Figure 3.1 and
are explained in the following.

3.1.2 Fields of application

SES can serve various tasks for power supply systems. These include behind the meter installation of
storage for residential and industrial customers aiming for electricity bill reduction [92; 93], local grid
support for distributed system operators (DSO), related tasks like voltage stabilization [94], and the
provision of ancillary services like supra-regional frequency control [95]. Furthermore, all combinations
thereof may be tackled with SES, a task that is highly relevant in micro grids and island grids for
electricity supply stabilization [96]. To handle these function requirements, the energy storage system
must meet application-specific tasks, which are derived from the EMS and its control algorithms (see
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Section 3.1.3). Resulting power request profiles are used as a setpoint input for the SES, which
in turn will lead to an output of the energy storage unit. For subsequent technical and economic
evaluations, this storage behavior may be used as fundamental input parameter.

To date, several fields of application have been analyzed using an implementation of the SimSES
framework:

PV-Home energy storage system (PV-HESS): For residential customers with a rooftop PV-
system, battery storage can be used to time-shift local surplus PV-electricity generation and thus
reduce electricity purchase at a given retail-tariff [26]. The sensitivity of technical and economic
parameters for PV-HESS has been investigated using SimSES [6; 32].

Primary control reserve supply (PCR-supply): Grid frequency stabilization is supported by
the provision of control reserve in various regions worldwide. BESS may participate in auctioning and
provision of PCR power, provided that the storage system is kept at the mid-level state of charge for all
times [93]. Using SimSES, a recent work analyzes BESS operation in PCR application and simulates
the aging effects [2]. This allowed a reliable estimation of the required BESS size and the expected
economic benefit.

Island grid support: In order to reduce the dependency on diesel generators and maintain stable
grid operation, the integration of a battery storage system is a common strategy in various island grids.
To date, it remains a challenging task to optimize sizing, location, and control of the storage systems.
Current work tackles island grid control for a model region (Semakau Island, Singapore) and relies on
state estimation for the BESS system via SimSES. SimSES is used in an iterative fashion to calculate
new power flow setpoint values for the EMS [97].

Other applications: Several other applications are currently investigated using the SimSES frame-
work. This includes peak-shaving for industrial customers by BESS in order to reduce peak-power
related cost and grid-relief in the context of buffer storage system installation within electric vehicle
fast-charging stations.

3.1.3 Control algorithms

Control algorithms determine the output power of BESS and consequently their usefulness. Different
approaches for the control of BESS exist in the literature, that can be roughly categorized into two
classes: Rule-based (expert-designed) and numerical optimization-based algorithms. The specific ap-
plication determines the goal and the potential input values for the control algorithm. The assessment
of control algorithms is often conducted under individual scenarios. The presented performances are
therefore neither comparable nor informative. Different control algorithms use different input values
and may optimize over a certain time horizon. Optimization requires iterative simulation runs over
that time horizon.

The implementation of control algorithms in SimSES is straightforward because of the generic struc-
ture, that grants the control algorithm access to all properties of the storage object, i.e. BESS states
and time-series of profile data. This includes historical, current and predicted values. The BESS
states and the current time-step can be reset to any, previous simulation time-step. This enables
development of optimization-based algorithms that require multiple simulation runs over a certain
time horizon. The opportunity of straightforwardly implementing different types of control algorithms
allows their assessment under equal conditions and assumptions. Consequently, objective comparison
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of the different algorithms’ performance is possible.

Three different example control algorithms for increasing a household’s self-consumption are shown
in Figure 3.1a. While the conditions remain the same, the effect of the three algorithms can be
compared. The profile shown on the top, for example, indicates that the specific control algorithm
experiences curtailment losses. The middle plot shows another control algorithm that reduces the cur-
tailment losses, while the bottom plot depicts a control algorithm that completely prevents curtailment
losses. Other effects, such as aging caused by different charging and discharging regimes can be the
target of the control algorithms as well.

3.1.4 System model

Generally, a BESS consists of a battery, power electronics, and peripheral components such as a TMS,
a BMS, and an EMS (see Section 2.1.1). To enable simulations of long time-horizons up to 20 years,
only simplified models of the BESS components are applied in SimSES. Thus, simulation step-sizes of
1minute and above are used and the electrical component models are coupled by the power flow instead
of voltage and current values. The possible transient behavior of electrical and thermal components,
the influence of the control system, and BMS state estimation errors are neglected. The BESS is
controlled, based on the power request for the grid AC side of the power electronics. The power
request is compared against power limitations of the power electronics and battery. Power output is
limited to the nominal power of the inverter. The battery model calculates maximum power based on
the operating voltage range of the cell, the SOC, and the state-of-health (SOH). Finally, the system
response to the power request is determined.

3.1.4.1 Battery

The battery is implemented as a single-cell ECM based on full cell characterization. To scale up the
battery’s parameters from a single-cell towards a battery module and complete system, scaling factors
are applied. These scaling factors can also be used to model the influence of battery cell parameter
variation. The batteries’ terminal voltage UT is calculated from the open circuit voltage (OCV) UOCV

and the overvoltage ∆U across the series resistance Ri. The UOCV is implemented as a function over
the SOC. Exemplary values for the OCV and the model structure are shown in Figure 3.1b. The
overvoltage ∆U is the difference between the cell terminal voltage UT and the OCV (3.1). Resistance
values are implemented as a function of SOC, cell temperature, and current direction I. Positive
currents lead to charging the battery and negative currents lead to discharging the battery.

∆U = UT − UOCV = I ·Ri(sgn(I), SOC, T ) (3.1)

The losses caused by the overvoltage are assumed to fully dissipate into heat Q̇Cell:

Q̇Cell = I ·∆U (3.2)

The influence of the reversible heat production of the battery cell is neglected due to the fact, that the
reversible heat production is relatively small in comparison with the cell’s Joule’s losses in a long-term
view.

For thermal modeling, the single cell is implemented as 0D lumped thermal capacity. The heat balance
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of the cell with the ambient temperature TAmbient through convective heat transfer depends on the
heat transfer coefficient α, cell surface area A, mass m, and specific heat capacity cp (3.3).

m · cp
dTCell
dt

= Q̇Cell −A · α · (T − TAmbient) (3.3)

Self-discharge of the cell is implemented as a constant rate. The aging of battery cell’s capacity and
performance is considered in an aging model, described in Section 3.1.5.

3.1.4.2 Power electronics

The inverter/rectifier efficiency is modeled with a power dependent efficiency curve which relies on the
inverter’s output power P Inverter

out (3.4):

ηInverter = f

(
p = P Inverter

out
P Inverter
rated

)
= p

p+ p0 + k · p2 (3.4)

Exemplary values used for a high-efficiency inverter are for the all load-dependent losses factor k =
0.0345 and for the constant load-independent parameter p0 = 0.0072, according to Notton et al. [98].
Other inverter efficiency values or functions can be implemented in SimSES as well.

3.1.5 Battery degradation model

Despite the steadily increasing lifetime of newly available lithium-ion batteries, the degradation of
capacity and performance of these batteries is still a major influencing parameter for the design and
performance of BESS. Therefore a battery degradation model is integrated into SimSES (see Fig-
ure 3.1c), which estimates the battery’s capacity fade and performance decrease. Figure 3.2 shows
the model’s structure and the particular elements described in this section.
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Figure 3.2: SimSES battery degradation model.

3.1.5.1 Battery stress characterization

Diverse methods for the battery stress detection and characterization are implemented. However, each
method shows different properties on the output accuracy and the required computational effort when
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being applied. The half-cycle counting (event-based counting procedure) is implemented to characterize
the battery stress, i.e. battery’s power, SOC, and temperature profile, after every load alternation as
input for the battery lifetime models.

3.1.5.2 Aging influence parameters

The model considers the influence parameters on battery degradation, separated into Idle and Load
stress. The batteries’ SOC and temperature in idle periods are the input to estimate the calendar
aging. During load periods, i.e. battery cyclization, the particular properties of a cycle are inputs to
estimate the degradation by cycle aging: DOC, relative power (C-rate), cycle SOC-range, temperature
and the cycle throughput (Ah-count).

3.1.5.3 Battery lifetime estimation

Battery lifetime models of various battery technologies with different degree of detail are implemented:
On the one hand, information about the expected calendar and cycle lifetime from battery datasheets
or warranty information are used in simple models. Literature battery lifetime models may be included
with the given formulas and parameters. On the other hand, battery lifetime models developed with
in-house battery aging experiments are integrated: These models cover a comprehensive list of aging
influence parameters in idle or load periods of the battery operation to estimate the battery degradation
with high precision. With the superposition of calendar and cycle aging effects of the respective idle
and load periods, the total degradation is calculated step-wise: The batterie’s SOH is reduced gradually
i.e. the currently available power and usable energy within the battery system model decreases.

3.1.6 Technical evaluation

The object-oriented structure of the tool keeps a record of the system states for all simulated time-
steps. This allows straightforward analysis of the simulation data. The whole range of values can
be investigated, such as the influence of the BESS on the grid exchange power on the one end. The
aging on the battery-cell level can be evaluated on the other end of the scale. Furthermore, the
simulation gradually calculates the SOH decrease by calendar and cycle aging effects. Further technical
parameters, such as the efficiency losses or the influence of adjusted control algorithms, can be analyzed
with SimSES as well.

3.1.7 Economic evaluation

The economic evaluation in SimSES can be classified into two parts:

1. During the simulation of the energy storage operation, the economic impact of, for instance, the
battery degradation can be taken into account to improve the profitability of storage operation with
control algorithms.

2. After the simulation of the energy storage operation, economic performance indicators such as the
LCOES or the profitability index (PI) are calculated by discounting with interest and inflation rate the
gross cash flow, which consists of the most relevant costs and revenues during the simulation period
(see Section 3.2.2.2). With these generic performance indicators, SimSES allows for comparing the
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profitability of different fields of applications and scenarios by using the same the simulation framework.
Furthermore, by comparing the economic results the best-suited storage technology can be selected
and the sizing of energy storage and power electronics can be optimized by alternating the technical
input parameters.

3.2 Assessment methods

In order to evaluate or to compare different BESS applications with SimSES, various assessment
methods can be applied. Here, only a selection of evaluation parameters is presented which are later
utilized and analyzed in Chapter 6. First, the technical evaluation parameters are described and
followed by the economic evaluation parameters.

3.2.1 Technical evaluation parameters

3.2.1.1 General parameters

The average roundtrip efficiency ηBESS of the BESS is defined by the ratio of the total energy discharged
EBESS
dicharged to the total energy charged EBESS

charged during the complete simulation period.

ηBESS =
EBESS
discharged

EBESS
charged

= 1− EBESS
loss

EBESS
charged

(3.5)

This equation is only valid for the case that the energy stored in the BESS would be the same at the
beginning and at the end of the simulation. In order to consider the energy stored at the beginning and
at the of the simulation, the respective energies have to subtracted respectively. The energetic losses
EBESS
loss result from subtracting the total energy discharged EBESS

discharged from the total energy charged
EBESS
charged and can be deployed in the equation of average roundtrip efficiency.

To compare different load profiles utilization ratios are defined [82]. The temporal utilization rate τtime

is the ratio of the time in which the BESS is operated toperation (battery power PBattery 6= 0 ) to the
evaluated simulation duration tSimulation:

τtime =
tBESSoperation

tBESSsimulation
(3.6)

The energy-based utilization rate τenergy is the ratio of the energy-throughput of the BESS during
operation EBESS

throughput operation to the theoretically possible maximum energy throughput during the
simulation duration EBESS

throughput theoretical max. when operating the system at the maximum BESS power
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limited by the inverter:

τenergy =
EBESS
throughput operation

EBESS
throughput theoretical max.

=

∫
Tsim.

∣∣PBattery(t)
∣∣ dt∫

Tsim.

∣∣∣PBattery
max.

∣∣∣ dt
(3.7)

The determination of the FEC of the BESS operation depends on the selected battery model. When
choosing a battery ECM, the count of the FEC is the ratio of the cumulative capacity throughput
QBattery
cum. related to the twice of nominal battery capacity QBattery

nom. in order to count the FEC:

FECQ = QBattery
cum.

2 ·QBattery
nom.

=
QBattery
cum., charge +QBattery

cum., discharge

2 ·QBattery
nom.

= 1
2 ·QBattery

nom.

∫
Tsim.

∣∣IBattery(t)
∣∣ dt (3.8)

The cumulative capacity throughput QBattery
cum. can be calculated by integrating the absolute battery

current over the simulation time Tsim.. When choosing a battery power flow model the FEC represent
the energetic capacity throughput with the ratio of the cumulative energetic throughput EBattery

nom.

related to the twice of nominal battery energetic capacity EBattery
nom. :

FECE = EBattery
cum.

2 · EBattery
nom.

= 1
2 · EBattery

nom.

∫
Tsim.

∣∣PBattery(t)
∣∣ · ηBattery(PBattery(t)) dt

= 1
2

∫
Tsim.

∣∣∣∣∂SOC(t)
∂t

∣∣∣∣ · SOH(t) dt
(3.9)

The cumulative energetic capacity throughput EBattery
cum. can be calculated by integrating the absolute

battery power PBattery(t) multiplied by the battery power dependent efficiency ηBattery(PBattery(t))
over time. Another possibility to obtain the FEC is the integration of the SOC(t) multiplied by the
current SOH(t) over time and divided by the factor 2 to represent the full cycles. Both, the SOC and
the SOH are related to the energetic capacity of the battery.

3.2.1.2 PV-HESS application parameters

For the PV-HESS application, the self-consumption rate and self-sufficiency rate (autarky rate) serve
to quantify the benefit of applying a BESS in a household with a PV-system. The self-consumption
rate σ is the ratio of the self-consumed energy Eself-consumption to the total generated energy EPV

generated
by the PV-system.

σ = Eself-consumption

EPV
generated

=
EPV
consumed directly + EPV

stored in BESS

EPV
generated

= 1−
EPV
fed into grid

EPV
generated

(3.10)

The self-consumed energy Eself-consumption is thereby the sum of the PV energy which is directly con-
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sumed EPV
consumed directly together with the PV energy which is stored in BESS EPV

stored in BESS. Another
possibility to obtain self-consumption rate is to calculate the self-consumed energy Eself-consumption by
subtracting the PV energy which is fed into the power grid EPV

fed into grid from the total PV energy
generated EPV

generated.

The self-sufficiency rate (autarky rate) δ is defined as the ratio of the self-dependent energy Eself-dependent

to the total energy consumed Econsumption.

δ = Eself-dependent
Econsumption

=
EPV
consumed directly + EBESS

discharged
Econsumption

= 1− Epurchased
Econsumption

(3.11)

The self-dependent energy Eself-consumption is the sum of the PV energy generation which is directly
consumed EPV

consumed directly together with the energy which is discharged from the BESS to supply the
household consumption EBESS

discharge. Another possibility to obtain self-consumption rate is to calculate
the self-dependent energy Eself-dependent by subtracting the purchased energy from the grid Epurchased

from the total energy consumed Econsumption.

3.2.2 Economic evaluation parameters

3.2.2.1 Profit and loss account

In the economic evaluation of the BESS operation with SimSES, all costs and revenues are considered
with the net present value (NPV) method by applying the respective discount factor vector −−→DF for
every year of the depreciation period. Therefore, the real interest rate ireal is the base of the exponen-
tiation to the power of the single entries of the vector −−→YDP representing the years of the depreciation
period with the values 1 until yend for the last year of the depreciation period.

−−→
DF = (1 + ireal)

−−→
YDP = (1 + ireal)(1...yend) =


(1 + ireal)1

(1 + ireal)2

...
(1 + ireal)yend

 (3.12)

The real interest rate ireal is defined by the ratio of the interest rate iinterest to the iinflation with the
following equation:

ireal = (1 + iinterest)
(1 + iinflation) − 1 (3.13)

The total return RNPV
total is the sum of all costs and revenues defined by the addition of the sum of the all

investment cost CNPV
Invest,total, the BESS system costs CNPV

System and the sum of all cash flows CNPV
cash flow,total:

RNPV
total = CNPV

cash flow,total − CNPV
Invest,total − CNPV

System (3.14)
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The total investment cost CNPV
Invest,total represent the BESS investment cost CNPV

Invest subtracted by the
BESS investment subsidy CNPV

Subsidy in the PV-HESS application. In order to consider the fact that
costs are defined negatively here, the resulting sum is inverted.

CNPV
Invest,total = CNPV

Invest − CNPV
Subsidy = CNPV

Invest · (1− rSubsidy) (3.15)

The CNPV
Subsidy are obtained by multiplying the BESS investment subsidy rate rSubsidy with the BESS

investment cost CNPV
Invest.

The BESS investment cost CNPV
Invest is the sum of the investment costs of the battery CBattery

Invest and the
inverter CInverter

Invest together with the installation costs CInstallation:

CNPV
Invest = CBattery

Invest + CInverter
Invest + CBESS

Installation (3.16)

The BESS investment costs CNPV
Invest are realized at the beginning of the first year of the depreciation

period. Hence, they represent already the NPV and no adaption with the discount factor −−→DF is
necessary. The investment costs of the Battery CBattery

Invest is composed of a fix battery cost CBattery
fix and

a variable cost cBatteryvar which is multiplied by the battery nominal energy EBattery
nom. :

CBattery
Invest = CBattery

fix + cBatteryvar · EBattery
nom. (3.17)

The fixed battery costs CBattery
fix represent the price of the BESS peripheries and housing. The variable

battery costs cBatteryvar stand for the energy-specific price of the battery. The inverter investment costs
CInverter
Invest are structured similarly by the sum of fix inverter costs CInverter

fix and variable costs cInvertervar

which are multiplied by the nominal power of the inverter P Inverter
nom. :

CInverter
Invest = CInverter

fix + cInvertervar · P Inverter
nom. (3.18)

The yearly BESS system costs −→C BESS
System,y represent the sum of the yearly BESS maintenance costs

−→
C BESS

Maintenance,y and the possible battery replacement costs −→C Battery
Replacement,y for every year y of the depre-

ciation period. The NPV of the BESS system costs CNPV
System is obtained by the scalar multiplication of

the transposed vector of −→C BESS
System,y with the discount factor −−→DF :

CNPV
System = (−→C BESS

System,y)T−−→DF = (−→C BESS
Maintenance,y +−→C Battery

Replacement,y)T−−→DF (3.19)

The vector of the yearly maintenance costs −→CMaintenance,y is obtained by multiplying the BESS invest-
ment costs CNPV

Invest with a fixed maintenance cost rate rMaintenance and applying a scalar multiplication
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with the vector −−→YDP, reflecting all years (1 until yend) of the depreciation period.

−→
C BESS

Maintenance,y = CNPV
Invest · rMaintenance ·

−−→
YDP (3.20)

In case that the battery end of life (EOL) criteria is reached before the end of the depreciation period,
a replacement of the battery is necessary. Then, the costs of one battery replacement CBattery

Replacement(y)
is considered with the investment cost of the battery from the start of the depreciation CBattery

Invest . In
order to consider the correct NPV of every replacement, the vector −→Y Battery

Replacement is applied reflecting
every year of the depreciation period with a positive entry in the years in which a replacement was
performed.

−→
C Battery

Replacement,y = CBattery
Invest ·

−→
Y Battery

Replacement (3.21)

The yearly total cash flow vector −→C cash flow,total,y results by subtracting the particular yearly BESS
costs −→C BESS

Costs,y from the yearly revenues −→C BESS
Revenues,y, both reflecting all years of the depreciation period.

The NPV of the total cash flow CNPV
cash flow,total is obtained by the scalar multiplication of the transposed

vector of the −→C cash flow,total,y with the discount factor −−→DF :

CNPV
cash flow,total = (−→C cash flow,total,y)T−−→DF = (−→C BESS

Revenues,y −
−→
C BESS

Costs,y)T−−→DF (3.22)

3.2.2.2 Economic evaluation parameters

Beside the pure economic output parameters for the BESS profit and loss account as presented before,
different parameters are introduced in the following which allows for the comparison of the economic
results between different applications and energy storage technologies.

The LCOES represent the ratio of the total BESS investment costs CNPV
Invest,total to the total energy

discharged EBESS
discharge,total out of the BESS over the depreciation period:

LCOES =
CNPV
Invest,total

EBESS
discharge,total

(3.23)

The total cash flow CNPV
cash flow,total related to the total energy discharged EBESS

discharge,total is expressed
with the levelized earnings of energy stored (LEOES):

LEOES =
CNPV
cash flow,total

EBESS
discharge,total

(3.24)

The total economic result RNPV
total related to the total energy discharged EBESS

discharge,total is represented by
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the levelized profit of energy stored (LPOES):

LPOES = RNPV
total

EBESS
discharge,total

= LEOES − LCOES (3.25)

If no further system costs are assumed, the LPOES can be obtained by subtracting LCOES from the
LEOES as well.

In contrast to the LPOES, the profit per energy installed (PPEI) are calculated by relating the total
economic result RNPV

total to the installed nominal battery energy EBattery
nom. :

PPEI = RNPV
total

EBattery
nom.

(3.26)

By dividing this quotient by the number of the years of the evaluated depreciation period, the yearly
average of the PPEI is obtained.

The internal rate of return (IRR) allows a direct comparison with interest rates of different investments
and is calculated with an interpolation method implemented with MATLAB’s internal function ’irr’.
This function considers the initial investment CInvest,total (the possible subsidy already included) and
calculates the average rate of return over the whole depreciation period with the yearly total cash
flow results −→C cash flow,total,y together with the BESS system costs −→C BESS

System,y without considering the
discount factor −−→DF :

IRR = fIRR(CInvest,total, [
−→
C cash flow,total,y +−→C BESS

System,y]) (3.27)

However, the IRR expresses an average rate of return during the depreciation period but does not
reflect the limited BESS lifetime represented by the depreciation period. In contrast, the PI is able to
represent the total economic result after the complete depreciation period and can be used to compare
the investment result of a BESS with further investment object. The PI is defined by the ratio of
the total economic result RNPV

total to the BESS investment costs CNPV
Invest without considering the BESS

subsidy for example in the PV-HESS application [99]:

PI = RNPV
total

CNPV
Invest

(3.28)

3.3 Computational performance evaluation

Beside the technical accuracy of the BESS models, the computation time is limiting the simulations
with the SimSES framework. In order to perform simulations with satisfactory accuracy within ade-
quate computation time, the influence factors regarding the calculation time of the simulations have to
be assessed. Thereby, the key influence factor of SimSES computation time is the general sample time
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together with the simulation length/steps, since all sub-models are called in this frequency. However,
the calling frequency of the battery stress detection and the subsequent calculation of the battery
aging can be adjusted separately with the step size of the aging calculations. The step size of the
aging calculations represent the frequency how often the stress detection and the subsequent aging
calculations are performed in relation to the general sample time. Furthermore, the execution time of
the stress detection and battery aging methods can account for more than a half of the total compu-
tation time of one SimSES simulation. Hence, in the following, the influence of the sample time and
the calling frequency of the stress detection and aging models are evaluated. Besides the computation
time, the mutation of the capacity loss is assessed additionally because all mentioned influence factors
can influence the result of the aging model significantly.

In addition, two different calling methods of the aging models can be chosen in SimSES: The ’single
value aging model calling method’ calls the aging model in each step with the current values of the
stress detection. The ’average value aging model calling method’ calls the aging model with the average
values of the stress detection. For example, in case that the step size of the aging calculations is set to
10, the aging model is called every 10 steps with the average values of the last 10 steps. In contrast,
applying the single value aging calling method, the aging model is called in every of the 10 steps leading
to more precision of the aging calculation. However, the computational effort is higher, because the
aging model is called more frequently.

For this performance evaluation of SimSES, the PV-HESS baseline scenario is used with the same
parameter set and the same input profiles as described in Section 6.2.1. Thereby, the battery
aging model of the investigated LFP/C cell is applied (see Chapter 5). However, all simulations
are performed with a simulation length of 1 year for a household consumption of 4400 kWh per year
and with the following sizing of the technical components: PV peak power = 4.4 kW, inverter rated
power = 4.4 kW, battery nominal energy = 4.4 kWh.

3.3.1 Calculation time

Although the input profiles of the baseline scenario are available in a sample time of 1 s, the minimum
simulation sample time is set to 60 s: The input profiles show only few dynamics below the sample
time of 60 s and the computational effort would be unnecessarily too high using smaller sample times.
Hence, the input profiles are down-sampled to the respective simulation sample time.

Figure 3.3 shows the influence of the sample time on the calculation time in relation to the baseline
case with a sample time of 60 s. Performing the simulation of the baseline case with a Dell Precision
T7610 system based on a Intel Xeon central processing unit (CPU) ’E5-2650 v2’ with 2.60GHz, the
computational time of every step results on average 8.095ms. Thereby, Figure 3.3 reveals that the
calculation time decreases disproportionately high when increasing the sample time until 600 s.

When increasing the sample time, the battery stress characterization and aging model are called
consequently with lower frequencies. However, the step size of the battery stress characterization
and the calling methods of the aging models can be adjusted separately in SimSES as explained in
Section 3.1.5.1.

Figure 3.4 compares the influence of the general sample time and the influence of the step size of the
aging calculations on the total calculation time. In Figure 3.4a the results are shown for simulations
with a sample time of 60 s and in Figure 3.4b with a sample time of 300 s. For both sample times,
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Figure 3.3: Influence of the sample time between 60 to 7200 s on the calculation time: Calculation time
in relation to the simulation with a sample time of 60 s (red curve). Number of the relative
simulation steps for each sample time in relation to the sample time of 60 s (blue curve).
Resulting calculation time per step (yellow curve).

the calculation times decrease when increasing the step sizes for both, the single and the average aging
model calling method, however, the decrease of the calculation time gets weaker with higher step sizes.
The decrease of the calculation time is stronger for the average values method, because the aging
models are called less often than with the single value methods with step sizes > 1. The average values
method shows even better results in comparison to the single values method when simulating with
a sample time of 300 s as shown in Figure 3.4b. For comparison, the yellow curve in both figures
represents the calculation time for the case that the general sample time is increased and the single
or the average value method is called with the same general sample time. Though, only some of the
simulation results can be drawn because the data points match only some of the frequencies of calling
the aging models: In Figure 3.4a the sizes 1, 2, 5 and 10 represent the samples times of 60 s, 120 s,
300 s and 600 s and in Figure 3.4b the sizes 1, 2, 3, 6 and 12 represent the samples times of 300 s,
600 s, 900 s and 3600 s as shown in Figure 3.3. By increasing the general sample time/step size, the
calculation time decreases stronger than for the case that only the step size of calling the aging models
is increased, because all further models and calculations are called with a lower frequency.
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Figure 3.4: Influence of sample time and step size of aging calculation with single and average values
on calculation time. Figure 3.4a: 60 s sample time. Figure 3.4b: 300 s sample time.
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3.3.2 Aging results

The mutation of the sample time, the step size of the aging calculations, and the calling methods of
the aging models lead to deviations of the aging model results, which are evaluated in the following.
Thereby, the deviation of the results of the calendar and cycle aging are separately shown together
with the combination of both, the total aging. By increasing the sample time, the relative calendar
aging increases only with relative high sample times of > 1800 s, however, the cycle aging increases
almost linearly up to 30% until a sample time of 3600 s and remains constant afterward as shown in
Figure 3.5.
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Figure 3.5: Influence of the sample time between 60 to 7200 s on the capacity loss: Deviation of the
capacity loss due to calendar aging (blue curve), cycle aging (red curve) and the total aging
(yellow curve) in relation to the simulation with a sample time of 60 s.

The reason for this increase of cycle aging is the fact, that the battery power and SOC profiles get
smoother with bigger sample times. Then, less small cycles but longer and deeper cycles occur leading
to a greater influence of cycle aging with the applied aging model. However, the total aging, which
is the sum of the absolute values of calendar and cycle aging, increases only up to 10%, because the
absolute calendar aging is stronger than the cycle aging. Figure 3.6 compares the impact on the
aging estimation between the sole increase of the sample time and increase of the step size of calling
the aging models. Again, only some of the simulation results can be drawn because the data points
match only some of the frequencies of calling the aging models: In Figure 3.6a the sizes 1, 2, 5 and 10
represent the samples times of 60 s, 120 s, 300 s and 600 s and in Figure 3.6b the sizes 1, 2, 3, 6 and
12 represent the samples times of 300 s, 600 s, 900 s and 3600 s as shown in Figure 3.3. It is shown,
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Figure 3.6: Influence of sample time and step size of aging calculation with single and average values
on calculation time. Figure 3.6a: 60 s sample time. Figure 3.6b: 300 s sample time.
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that the impact on the aging estimation due to the increase of the sample time is stronger than the
increase of the step size of calling the aging models.

In Figure 3.7 and in Figure 3.8 the influence of the step size on the capacity loss is shown for the
single and average value method for calling the aging models more in detail. In both figures, the left
figures show the results with a general sample time of 60 s and the right figures the results with a
general sample time of 300 s. In all figures, the calendar aging is almost not influenced by the step
size or the general sample time. In contrast, the cycle aging values increase slightly over the step size
for the sample time of 60 s and decrease marginally over the step size for the sample time of 300 s.
However, the total aging changes for both calling methods of the aging models for both sample times
less than 0.5%.
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Figure 3.7: Influence of aging calculation step size with single values on the deviation of the capacity
loss with different sample times. Figure 3.7a: 60 s sample time. Figure 3.7b: 300 s sample
time.
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Figure 3.8: Influence of aging calculation step size with average values on the capacity loss with different
sample times. Figure 3.8a: 60 s sample time. Figure 3.8b: 300 s sample time.

Conclusion
The evaluations showed, that the calculation time can be reduced significantly and with little additional
errors of the estimated battery capacity degradation by increasing the sample time and applying the
average values method for calling the aging models. However, the calculation time decreases only
by slight portions with sample times > 300 s but the error on the estimation of the capacity loss
continues increasing linearly. When considering the general sample time of 300 s the calculation time
can be reduced additionally by about 70% when using the average value calling method for the aging
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3.3 Computational performance evaluation

models with a step size of 10 with very weak impact on the resulting error of the estimated capacity
loss. In comparison to the baseline case with a sample time of 60 s, the computational time of every
step on average would decrease from about 8.095ms to 0.418ms (decrease by about 95%) (simulations
performed with a Dell Precision T7610 system based on a Intel Xeon CPU ’E5-2650 v2’ with 2.60GHz).
Hence, for the simulation of the PV-HESS application with the baseline scenario, a general sample
time of 300 s with the average value calling method for the aging models with a step size of 10 is chosen.

Further results of the performance evaluation are, that the logging of different operational numbers
over the whole simulation does not influence the calculation time significantly. In consequence, the
duration and the resulting number of simulation steps do not influence the calculation time per step
while the simulation data does not exceed the available working memory for the MATLAB execution.
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4 Experimental studies on LiFePO4-graphite cells

In order to optimize the design and operation of BESS, detailed battery aging models are required.
Although there aging models available from literature (see Section 2.4) for LFP/C cells, a dedicated
aging study is carried out. The goal of the aging study is to develop an aging model which is able
to estimate the development of the relevant parameters such as the capacity, internal resistance, and
performance when simulating the operation of different stationary BESS applications. The aging
model should take into account all aging effects due to calendar and cycle aging. Even though the
aging model is going to be parametrized for one specific cell, the model structure could be adapted to
further LFP/C cells.

First, the investigated cell is presented. Thereafter, the used measurement equipment and the single
measurement procedures are shown. Then, the testing procedures applied in both aging studies are
described and followed by the description of methods for the aging data analysis. A detailed char-
acterization of the investigated cell is presented, including a statistical analysis of 1100 cells and the
explanation of selection procedure of the cells needed for the following aging studies. At the end of
this chapter, first, the design of the experiments of both the calendar aging study and the cycle aging
study is explained and followed by the presentation of the aging results.

4.1 Investigated cell

In this aging study, the commercially available 3Ah 26650 LFP/C cell from Sony/Murata named
US26650FTC1 is investigated. Table 4.1 shows the most important cell parameter values from the
manufacturer’s datasheet. In the cell’s datasheet, the rated capacity is defined with 2.85Ah. However,
in a preceding characterization of over 1100 cells out of two batches the mean discharge capacity
resulted in 3.019Ah [81]. In this preceding investigation, the capacity measurements were performed

Table 4.1: Datasheet values of the investigated LiFePO4/graphite cell Sony US26650FTC1.
Parameter Value Notes
Nominal capacity 2.850Ah Datasheet capacity

3.000Ah Measured cell capacity in this study
Nominal voltage 3.2V
Max. charge voltage 3.65V Datasheet definition

3.6V Voltage applied in this study
Min. discharge voltage 2.00V
Ohmic impedance (1 kHz), AC 18mW
Max. continuous charge current 2.85A Datasheet definition

3.00A Current applied in this study
Max. continuous discharge current 20A
Temperature range charge 0 ◦C to 45 ◦C Datasheet: Max. surface temperature 60 ◦C
Temperature range discharge -20 ◦C to 60 ◦C Datasheet: Max. surface temperature 80 ◦C
Mass 84.5 g
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with a full charge with a constant current of 3.0A followed by constant-voltage (CV)-phase (CV with
3.6V until Ich,CV < C/30 = 100 mA) and followed by a full discharge with a constant current of 3.0A
followed by a CV-phase (CV with 2.0V until Idisch,CV < C/20 = 150 mA). Consequently, 3.0A is
used and thereby 1C is defined as the maximum continuous charge current in the measurements of
this aging study. Other aging studies applied C-rates lower than 1C in the CM [50], however, 1C is
used in order to minimize the duration of the check-up (CU). Furthermore, by discharging with a lower
current with exemplary 0.2C only about 1.4% of the nominal capacity can be extracted additionally
in the constant-current (CC)-phase. By combining a 1C CC discharge with a CV-phase (CV with
2.0V until Idisch,CV < C/20 = 150 mA), the effect of the absolute current on the extractable capacity
is remarkably reduced.

4.1.1 Influence of the anode overhang

Before the initial CM, all cells were stored at 50% SOC at about 8 ◦C to minimize the inevitable
calendar aging. Hence, it is assumed that all cells should have almost the same usable capacity at the
beginning of the aging study without increased or decreased capacity differences due to the possible
effect of the anode overhang areas. In order to assess the possible influence of the anode overhang area,
one sample cell was opened at begin of life (BOL) and measured: The total coated area of the jelly
roll’s anode is 150.2 × 5.7 cm2 top side (inner side of the jelly roll) and 142.1 × 5.7 cm2 bottom side
(outer side of the jelly roll). The overhang areas are separately shown in Table 4.2 for the different
positions on the anode and represent in sum 88.46 cm2. Hence, the anode overhang areas correspond
together to 6.2% of the total coated area of the anode.

Wilhelm et al. [54] measured about 10% anode overhang for a different cell and observed a maximal
decrease of the capacity difference of 3.6% of the nominal capacity between cells stored for months at a
low and high SOC by recovering the capacity of the anode overhang areas. By transferring these results
to the here investigated cell, about 2.2% of the nominal capacity would be the maximal recoverable
capacity between cells stored a low and high SOC. However, only by storing the cells at a low SOC
for several days or performing several full cycles before every CM (leading to an additional cycle aging
effect) could recover most of the capacity of the anode overhang areas. Though, this is in conflict with
the concept of a calendar aging study where the cyclization should be kept to a minimum.

In this aging study, the capacity measurements are performed with two consecutive full cycles in order

Table 4.2: Anode overhang areas: Position and areas. (Top side: Inner side of the jelly roll. Bottom
side: Outer side of the jelly roll.)

Anode position Area: Width × height
Total coated area top side 150.2 × 5.7 cm2

Total coated area bottom side 142.1 × 5.7 cm2

Anode overhang areas
Start (outside jelly roll) top side 1.3 × 5.7 cm2

Start (outside jelly roll) bottom side 1.9 × 5.7 cm2

Middle top side (tabs) 2.0 × 5.7 cm2

Middle bottom side (tabs) 2.0 × 5.7 cm2

End (inside jelly roll) top side 4.6 × 5.7 cm2

End (inside jelly roll) bottom side 1.2 × 5.7 cm2

Edges top side 143.6 × 0.1 cm2

Edges bottom side 143.6 × 0.1 cm2
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4.1 Investigated cell

to minimize the cycle aging and the influence of the preceding storage SOC due to the possible recovery
effect of the anode overhang area. Hereby, for all test points (TP) the second cycle capacity does not
exceed 0.4% of the first cycle capacity during the CM of the whole aging study. Only for the test
points with a storage SOC of 0%, the second full cycle shows less capacity than the first cycle during
the CM of the whole aging study. Furthermore, after the initial CM, only 2 out of the 17 TPs with
different storage temperatures and SOC of this calendar aging study showed a slight capacity increase
during the first CM. By using the average capacity of two consecutive full cycles during the CM the
trend of the capacity recovery effect is considered at least in the results of this calendar aging study.
In order to evaluate the influence of the anode overhang area more in detail during the whole aging
study, Lewerenz et al. [100] suggest the capacity difference analysis (CDA) to compare the extractable
capacities with different C-rates.

However, in this aging study, the periodic CU is performed with only one C-rate and applied a lower
C-rate only in four measurements distributed over the whole aging study, which are evaluated with the
differential voltage analysis (DVA) in Section 4.6.1.2. In conclusion, the anode overhang areas influ-
ence the measurable capacity dependent on the preceding storage condition in addition to the capacity
loss due to calendar aging. However, this capacity effect of the anode overhang areas is considered as
a theoretical capacity influence factor, since the impact of this effect was hard to determine accurately
during this calendar aging study. In addition, the absolute influence is estimated to be quite small in
comparison to the influence of the temperature and SOC on the resulting calendar aging.

4.1.2 Cell-to-cell parameter variation

Due to the fact, that 1100 units (Batch 1: 600 units. Batch 2: 500 units) of the investigated cell
were available, a statistical analysis was derived analyzing the cell-to-cell variation and correlations
of selected parameters [81]. The results of the statistical analysis are then used to select the cells for
the aging studies, with the selection procedure described in the following subsection. However, in the
following aging study only the cells’ discharge capacity CDCH,CCCV and the resistance RDC,10s are of
interest and are illustrated here. The following Table 4.3 shows the measured cell-to-cell parameter
variation of all 1100 units and separated into the two batches (B1, B2) by giving the mean value µx,
the standard deviation σx and the relation σx/µx for the cells’ discharge capacity CDCH,CCCV and
the resistance RDC,10s. Further parameters are shown in [81]. In addition, Figure 4.1 shows the
histograms of both parameters for batch 1 and 2.

Table 4.3: Measured cell-to-cell parameter variation of 1100 units out of two batches of the investigated
cell.

Parameter x Batch µx σx σx/µx
CDCH,CCCV B1 3.020Ah 0.007Ah 0.232%

B2 3.018Ah 0.010Ah 0.332%
B1+B2 3.019Ah 0.009Ah 0.284%

RDC,10s B1 28.485mW 0.407Ah 1.430%
B2 28.744mW 0.353Ah 1.227%
B1+B2 28.603mW 0.404Ah 1.414%
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Figure 4.1: Variation of the cell parameters of the 1100 investigated cells. The individual plots on the
left side show the parameter histograms by indicating the mean value and the values for
the ±σ · α ∈ [1, 2] as well as the curve representing an assumed normal distribution. The
individual plots on the right side show the same parameter over the respective cell number
again with the markings for the mean value and the further σ factors.
Figure 4.1a shows the discharge capacity CDCH,CCCV of the cells 1-600 (batch 1) and
Figure 4.1b of the cells 601-1100 (batch 2). Figure 4.1c shows the RDC,10s of the cells 1-600
and Figure 4.1d of the cells 601-1100.

4.1.3 Cell selection procedure

Over 125 cells are required for the various TPs of the aging test studies, which are later presented in
Section 4.5. In order to be able to compare the aging effects of the individual cells and TPs with
three cells each, the parameters of the test cells should be relatively homogeneous. It could be expected
that the parameters of the cells deviate from each over the duration of the aging studies. Therefore,
the parameter variation should be minimized by using a homogeneous selection of the test cells.

Due to the fact, that 1100 cells from two batches with 600 and 500 cells are available within the
framework of the EEBatt project [15], the prerequisite can be met to make a certain selection from a
larger group. The following criteria are feasible:

• As homogeneous as possible cell properties.

• As homogeneous as possible cell history.

• As homogeneous as possible parameters that influence aging: discharge capacity, internal resis-
tance, efficiency, dynamic parameters.

A further important prerequisite in addition to the same cell type is the guarantee of the same mea-
suring conditions (temperature, the temporal sequence of the measurements, etc.), test plans and
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4.1 Investigated cell

evaluation scripts in the characterization of the cells. In order to select from the 1100 available cells a
total of 125 cells, a selection procedure was applied to obtain cells with preferably similar parameters
to enhance the comparability between the cells: Before the required 125 individual cells are selected
from the total number of 1100 cells, the selection should be limited to one batch. The individual
batches do not differ in the cell type, but in the production date and thus in the history. In order to
ensure better homogeneity according to the above selection criteria, a batch has to be selected. The
following criteria can be used:

• The number of cells from the same batch.

• The relative deviation from the average of the individual parameters.

With the assumption of normally distributed cell parameters, it is more likely to select an equal number
of homogeneous cells for larger batches. However, with a larger number of cells to be measured, there
is at the same time a certain probability that there are deviations from measurement conditions and
thus a falsification of the scattering is likely. According to the first criterion of the largest possible
number of cells in a batch, only the batch 1 of 600 cells would be selected as final. For the selection,
the individual relative deviations from the respective mean value (standard deviation/mean value) of
the parameters measured in the CU were then considered as the decisive criterion. In this case, the
batch of 600 cells exhibited a lower relative variation than the cells from the batch of 500 for over 39 of
68 parameters and also on average over all parameters. For example, the variation of the two batches
in the discharge capacity and resistance is shown in Figure 4.1, with the less variation in the batch of
600 cells in blue on the left. Thus, the selection of the cells for the batch of 600 was chosen for further
cell selection.

For the purpose to select as homogeneous cells as possible from a batch, the cells, which are as close
as possible to the mean value, would be selected. However, many of the 68 parameters represent very
diverse properties of the cells and are partly independent of each other. Hence, the selection can not
only be performed via one parameter. Thus, a selection method is applied here, which has the goal of
selecting cells with homogeneous properties by evaluating various of the parameters measured in the
CU. The methods should select the cells from the batch of 600 cells, which are as close as possible to
the mean value over all parameters to be selected. It is assumed here, that the measured values of a
parameter are normally distributed if the characteristics of the cells are identical and thus the variation
reflects ideally only the measurement noise. Consequently, the measured values outside the 1 · σ range
of the distribution would probably not be measurement noise [101; 102], but measurement errors or
differences in the characteristics of the cell. These cells must then be assessed less preferentially for
the selection.

As already described, over 68 parameters of each cell were determined with the weight, and the
electrical measurement in the time (measurements with the cell test system (CTS)) and frequency
(electrochemical impedance spectroscopy (EIS) measurements) domain. These 68 parameters are dis-
tributed as follows: weight 1, CTS 51, EIS 16. In the following, it is explained which parameters were
used for the final selection procedure of the 68 parameters. Some of these 68 parameters are partly
redundant, such as the capacities of the individual test steps, certain resistances, and temperature vari-
ables. Further parameters are varied through the measuring conditions. For example, despite the use
of a climatization chamber, it was not possible to measure all cells exactly at an ambient temperature
of 25 ◦C. Furthermore, there were certain influences due to the variation of the contact resistance of the
terminal boards, in which the cells were clamped and contacted. In the case of the temperature values,
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erroneous measured values appeared and some cells lost contact with the temperature sensor during the
measurement. Moreover, certain parameters showed significantly greater variation than others due to
possible different measurement conditions or measurement errors. Other parameters revealed a strong
correlation with each other because they are directly dependent on each other. Certain parameters are
similar to each other because they were used only to control test plan parameters, e.g. specific times or
the charge throughput. Finally, a selection of a total of 28 parameters with the following allocation was
made: The cell weight, 24 CTS parameters, and 3 EIS parameters. The 24 CTS parameters comprise
of the average cell capacities and energy contents of the single CC and CV-phases, the voltages at the
end of the relaxation phases, different resistance values, and temperature values measured at different
points in time of the CM. The 3 EIS parameters comprise of the inner cell resistance Ri, the frequency
f(Ri) where Ri is measured and the cell impedance ZAC,1000Hz measured at 1000Hz.

The following selection procedure was applied to the final selection of the required 125 cells from the
batch of 600 cells. Due to the fact that the various cell parameters do not correlate perfectly with
each other [81], more than one parameter was necessary to consider in the selection procedure. Thus,
an algorithm was applied which is able to select a defined count of cells by step-by-step choosing only
those cells whose parameters are the closest to the mean values µ of every single parameter of the whole
cell batch. Starting from the mean value µ of the 28 variables to be considered, the tolerated range in
the positive and negative directions is incremented by the factor α (selection multiplier) for σ of the
standard distribution around the mean value µ+σ ·α. A cell is selected, when the cell parameter values
are close the mean value over all parameters to be considered in the tolerated range. This range is
incremented step by step over all parameters until the minimum number of 125 cells has been reached
for selection. For the batch of 600 cells, a selection multiplier α = 1.3156 was determined to select
exactly 125 cells. When assuming a normal distribution of all parameters, these cells would lie in an
interval of 81.17% on average.

With this selection procedure, 125 cells were selected for the static and dynamic aging studies. The
selected cells’ standard deviation σ of the discharge capacity Cdisch decreased from σ = 0.007 Ah with
a mean value of µ = 3.020 Ah (batch of 600 cells) to σ = 0.005 Ah (µ = 3.018 Ah). The standard
deviation of the resistance RDC,10s decreased from σ = 0.407 mΩ (µ = 28.485 mΩ) (batch of 600
cells) to σ = 0.337 mΩ (µ = 28.499 mΩ).

4.2 Measurement equipment

All relevant measurements and the aging test of this study were performed with two BaSyTec CTS, each
with 32 channels, and an Espec LU-123 climate chamber with T = 25 ◦C for the CM and T = 40 ◦C
for the cycle aging study. An additional BaSyTec XCTS was used for currents bigger than 5A in the
cycle aging study. The surface temperature of each cell was monitored using NTC thermistors. To
perform EIS measurements a BioLogic VMP3 potentiostat with 16 channels and a climate chamber at
T = 25 ◦C was used.

4.3 Measurement procedures

Two different measurement procedures were applied: Standard CU and extended CU. The standard
CU consists of a CM and is followed by an EIS measurement. The extended CU is principally the
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4.4 Testing procedure

same as the standard CU, but between the CM and EIS, a low rate charge and discharge measurement
is performed. Both procedures involve the following CM test plan at 25 ◦C:

1. Initial discharge: CCCV protocol to 2.0V using a CC Idisch,CC = 1 C = 3 A followed by a CV
until Idisch,CV < C/20 = 150 mA. 25min relaxation pause.

2. Two consecutive full cycles:
Full charge: CCCV protocol to 3.6V using a CC Ich,CC = 1 C = 3 A followed by a CV until
Ich,CV < C/30 = 100 mA. 25min relaxation pause.
Full discharge: CCCV protocol to 2.0V using a CC Idisch,CC = 1 C = 3 A followed by a CV
until Idisch,CV < C/20 = 150 mA. 25min relaxation pause.

3. SOC adjust: Charging with Ich,CC = 1 C = 3 A until reaching 50% SOC by Ah-counting
related to the mean value of the actual capacity measured in the two full discharge steps. 25min
relaxation pause.

4. Pulses: 1/3C discharge pulse for 10 s, 10min relaxation, 1/3C charge pulse. 10min relaxation.
Afterward, the same pulse procedure is applied with 2/3C and 1C.

In this CM, the capacity is determined by performing two consecutive full cycles in order to minimize
the influence of the possible recovery effect due to the anode overhang. Furthermore, both full cycles
are performed with CV-phases in the charge and also in the discharge direction aiming to obtain
all the available capacity. Thereby, the discharge CV-phases last on average 285 s for the first cycle
and 272 s for the second cycle resulting in about 2.4% and 2.2% of the total capacity at BOL in
the respective cycle. After the CM a 12 h relaxation pause is applied to await that the cell internal
relaxation processes have declined sufficiently [103]. The following EIS measurement records the cell
impedance within a logarithmically spaced frequency range f ∈ [10000, 0.01] Hz using an excitation
current amplitude of Î = 100 mA. The number of frequencies per decade (FPD) and number of
measures per frequency (MPF) changes according to the consecutive sub-intervals: f ∈ [10000, 1] Hz
(13 FPD, 10 MPF), f ∈]1, 0.1] Hz (10 FPD, 5 MPF), f ∈]0.1, 0.01] Hz (3 FPD, 2 MPF). The EIS
measurement is performed at SOC = 50 % and T = 25 ◦C.

Within the extended CU an additional low rate charge and discharge measurement is performed at
25 ◦C with the following test plan:

1. Full charge: CCCV protocol to 3.6V using a CC Ich,CC = 1 C = 3 A followed by a CV until
Ich,CV < C/200 = 15 mA. No relaxation pause.

2. Slow discharge: CC to 2.0V using a CC Idisch,CC = 0.02 C = 60 mA. No relaxation pause.

3. Slow charge: CC to 3.6V using a CC Ich,CC = 0.02 C = 60 mA. 25min relaxation pause.

4. Full discharge: CCCV protocol to 2.0V using a CC Idisch,CC = 1 C = 3 A followed by a CV
until Idisch,CV < C/20 = 150 mA. 25min relaxation pause.

5. SOC adjust: CC using a CC Ich,CC = 1 C = 3 A until reaching 50% SOC by Ah-counting
related to the actual capacity measured in the full discharge step.

The low rate charge and discharge measurements are used later for the DVA.
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4.4 Testing procedure

Figure 4.2 gives an overview of the testing procedure applied in the calendar and cycle aging study.
For this aging study, 1100 fresh cells of two batches (batch 1: 600 cells, batch 2: 500 cells) were
available and were delivered with a SOC of about 30%. All cells had been examined [81] with an
initial reduced CU measurement. Then a selection procedure was applied for choosing the count of
cells needed for both, the calendar and the cycle aging study (see Section 4.1.3). All cells were stored
with a storage SOC of 50% at about 8 ◦C in order to minimize the inevitable calendar aging. About
139 days after the CU of the 1100 fresh cells, an initial extended CU was performed with all selected
cells at the beginning of the aging studies. Thereby, the capacity of the selected 125 cells decreased
slightly by about 0.5-1.2% and 0.8% on average. After this and the following CUs, each cell was
charged to the respective storage SOC as defined by the test matrix (see Table 4.4) by Ah-counting
related to the actual capacity measured in the full discharge step of the prior CM. Thereafter all cells
were stored at the temperature defined in the design of the experiments, which are later described
in the calendar and cycle aging study. The cells of the cycle aging study are connected individually
to CTS channels in order to perform the cycle test plans defined in Table 4.6. In order to measure
the aging behavior as a function of time, the storage and cyclization of cells had been interrupted
after certain time periods to derive periodic CU measurements. Every CU measurement influences the
calendar aging behavior of the investigated cells: The different storage SOC and temperature during
the CU measurement results in a different calendar aging. For the TPs with temperatures > 25 ◦C,
the average aging speed is reduced and consequently increased for the TPs with temperatures < 25 ◦C
during the CU with a storage temperature of about 25 ◦C. However, the CU measurements last in sum
only about 0.9% of the total duration of this aging study. Hence, the different calendar aging during
the CU measurements can be neglected for the TPs with a storage temperature of ≥ 25 ◦C. For the
TPs with the storage temperatures of 0 ◦C and 10 ◦C almost no aging is observable in comparison to
the higher temperatures. However, by performing the CU measurements at 25 ◦C, higher calendar
aging can be expected due to the influence of the elevated test temperature. In order to determine
the true calendar aging at the storage temperature of 0 ◦C and 10 ◦C, the later developed calendar

Initial check-up 
with 1100 cells

Cell selection 
procedure

Standard / extended
check-up

Static / dynamic 
calendar and cycle aging

Extended
check-up

End of test?

Yes

No

Figure 4.2: Testing procedure of the aging studies.
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aging model could give an estimate for the influence of the CU measurements. Another strategy would
have been the realization of these TPs with the storage temperature of 0 ◦C and 10 ◦C with longer
time intervals between the CU measurement in order to minimize the influence of the elevated test
temperature. As a result, these TPs are not considered in the parametrization of the calendar aging
model in Section 5.1.

Additionally, about 3 FEC of each CM might lead to a small portion of cycle aging, however, in sum
over the 35 CU measurements only 105 FEC are performed. By assuming a cycle stability of 10 000
cycles until the capacity underruns 80% of the nominal capacity [7; 8], the pure cycle aging would
contribute to only about 0.21% capacity loss. Hence, the cycle aging influence of the CU on the
calendar aging is neglected.

At the beginning of the study, the CU measurements were repeated every week for three periods, every
2 weeks for the next three periods and afterward every 4 weeks. In the last quarter of the aging study,
the CU measurements were carried out 2 times at 8-week intervals and continued with 6-week intervals
until the end of the study. In total 35 CU of which 4 are extended CU measurements were performed
during the aging study. The aging study was stopped (end of test (EOT)) after 970 days duration
(885 days under storage conditions) and completed with a final extended CU measurement.

4.5 Concept of the aging studies

4.5.1 Basic assumptions

The following enumeration summarizes the basic assumptions that are applied in the following calendar
and cycle study:

1. Superposition principle: Since the cycle aging effects are not able to be measured separately from
the calendar aging effects, it must be assumed that the aging effects of the calendar and cyclical
aging can be superimposed without affecting each other. At least the trend of the calendar aging
effects can be subtracted from the results of the cycle aging tests in order to estimate the sole
impact of the cycle aging.

2. Independence of the stress order: It is assumed that the aging effects are independent of each
other and that the same aging effect also occurs when the stress order is changed. The assumption
of the independence of the order of aging will only be valid for certain time intervals of switching
the stress conditions. Thus, the main TPs are designed with a constant load without examining
this assumption more closely.

3. Arrhenius law: In order to accelerate the aging studies, the temperature is increased for the
majority of the TPs in comparison to the temperatures which are expected in real BESS applica-
tions. By considering the Arrhenius law, the aging can then be estimated at lower temperatures
as well. For the verification of the assumption, at least a few measuring points are set at lower
temperatures.

4. Assumptions about the interpolation of the aging effects: The aging influence of the calendar
and cyclic aging, as well as the influences of the temperature and the average SOC, should be
determined as independently as possible from each other. However, the number of the measurable
TPs is limited and not all theoretically possible combinations of the aging influence factors can
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be tested. Thus, the possible TPs should be chosen in a manner, that the results of these TPs
can be applied to estimate the effects on the combinations of the aging influence factors which
are not measured.

4.5.2 Limitations and principal concept

Due to the fact that both, this calendar aging study and the supplementary cycle aging study, rely
on the same measurement equipment, the CU measurement of the calendar aging study had to be
integrated into the test procedure of the cycle aging study. In order to minimize the break times of the
cyclization realized with the CTS, the CU measurement of the calendar aging study was integrated
into the obligatory relaxation time between the CM and EIS measurements of the cycle aging study.
Hence, the maximum count of cells under investigation was limited by the available 64 CTS channels.

3 cells are used for every TP in order to reduce the influence of cell-to-cell parameter variation and
therefore dependent possible deviations in the aging behavior and to reduce the danger of premature
cell failures. Furthermore, neither published aging data nor experience derived from own measurements
were available for the investigated cell in order to estimate the development of cell-to-cell variation
during the aging study. Thus, originating from 64 available CTS channels, the number of TPs was
limited to 17 because 9 channels had to be reserved for the CU measurements of some of the cycle aging
TPs. Nonetheless, with 17 TPs it is possible to cover the whole SOC-range at different temperatures
with adequate step sizes of both influence parameters. Furthermore, the calendar aging studies shown
in Table 2.2 used less than 17 TPs. Only [50] performed a calendar aging study with more than 48
TPs, however, with only one cell each.

4.5.3 Static calendar aging

Although stationary BESS are designed to operate over more than 20 years, the experiment was
naturally limited by time in addition to the limitations of the available measurement equipment. In
order to reach the often used EOL limit of SOH < 80 % (given by different standards for PbA batteries
[104]) during the limited time of this aging study, the aging is accelerated by increasing the storage
temperature. Assuming that the cell aging rate follows the exponential temperature influence given by
the Arrhenius-law, the aging of TPs at higher temperatures can be used as a forecast for the TPs at
lower temperatures. 60 ◦C was chosen as maximum TP temperature because the datasheet provides

Table 4.4: Test matrix of the static calendar aging study with the number of cells for each storage
condition.

Temperature 0 ◦C 10 ◦C 25 ◦C 40 ◦C 60 ◦C
SOC
0% 3 3 3

12.5% 3
25% 3

37.5% 3
50% 3 3 3 3 3

62.5% 3
75% 3

87.5% 3
100% 3 3 3
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this as the maximum temperature for cell operation (see Table 4.1). Furthermore, it is not expected
that battery cells are exposed to ambient conditions > 60 ◦C in BESS applications. To prove the
Arrhenius-law on the cell aging and to also test realistic storage conditions, TPs were also chosen at
lower temperatures. Because almost no calendar aging effects are expected at temperatures lower than
0 ◦C, this temperature was set here as the lower limit. In accordance with the temperature range
specified in the cell’s datasheet, TP temperatures at 0 ◦C, 10 ◦C, 25 ◦C, 40 ◦C and 60 ◦C were chosen.
In stationary BESS applications, in most cases, a climatization system is able to maintain the battery
cells at optimal temperatures with respect to aging. A commonly used reference temperature is 25 ◦C
since additional cooling leads to higher overall system efficiency losses.

In order to achieve accelerated aging, all relevant SOC are tested at 40 ◦C, which is also the operation
temperature of most of the TPs in the cycle aging study. To verify the Arrhenius-law here, one TP
with 50% SOC is chosen at all temperatures. Furthermore, 50% is expected to be the average SOC in
stationary BESS operation. In order to be able to assess the aging effects over the entire SOC-range,
for the reference temperature of 25 ◦C and also for 60 ◦C, the SOC values 0% and 100% are added.
At the main temperature of 40 ◦C, more SOC steps are necessary since nonlinear sensitivity could
be expected. Hence, an evenly spaced graduation in 12.5% steps to reach exactly the middle SOC
between the previous SOC of the TPs is applied.

On the basis of this design of experiment, it should be possible to estimate the aging even for SOC not
to be tested at other temperatures on the basis of the detailed SOC partition of the main temperature.
From the previously described considerations, 17 TPs have been defined for the static calendar aging
study and are shown in the TP matrix in Table 4.4. Each of the 17 TPs is covered with 3 cells.

4.5.4 Dynamic calendar aging

The additional dynamic calendar aging study with alternating test conditions was motivated by the
three following issues:

1. To validate the calendar aging model derived from the static calendar aging study.

2. To investigate the independence of the order of storage conditions.

3. To examine how the aging rate is influenced when changing storage SOC and/or temperature.

The main focus of this additional study was to validate the calendar aging models to be derived with
measurements relying on different aging conditions. However, these measurements helped to develop
the aging model by understanding the dependance of the order of storage conditions and the effect

Table 4.5: Test matrix of the dynamic calendar aging study with one cell for each test point.
Test point Temperature SOC
TP1/TP2 25/40 ◦C 100%
TP3/TP4 25/60 ◦C 100%
TP5/TP6 40/60 ◦C 100%
TP7/TP8 0/60 ◦C 100%
TP9/TP10 60 ◦C 0/50%
TP11/TP12 60 ◦C 0/100%
TP13/TP14 60 ◦C 50/100%
TP15 Dynamic 100%
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of switching between different conditions. Due to the fact that this dynamic aging study was started
about 2 years after the start of the static aging study some of the results have been applied to design
this experiment: First, only 1 cell instead of 3 cells have been selected for each TP, because the cell-to-
cell parameter variation did not increase significantly during the static study of 3 cells stored at each
TP. The respective static parameter of each TP was chosen as maximum possible value, i.e. 100%
SOC or 60 ◦C, to accelerate the aging effects.

The experimental setup with 15 TPs with a total of 15 cells was then designed as shown in Table 4.5.
Each TP is realized with one cell having one static and one dynamic condition (temperature or SOC).
In order to investigate the independence of the order of storage conditions, one cell of each pair (e.g.
TP1/TP2) is stored under the first given condition, the other cell of each pair on the secondly given
conditions. Thereby, the dynamic condition of each cell is changed after a period of 4 weeks, when
a CU measurement is performed. For instance, the cell of TP1 is stored at 100% SOC in the first
interval at 25 ◦C and at 40 ◦C afterward. The cell of TP2 is stored at 100% SOC but with the antithetic
temperature order. In contrast, in the TP9-TP14 the temperatures are kept constant but the SOC
is changed after every storing period. The last TP15 is carried out with one cell stored constantly
at 100% SOC and the temperature is changed dynamically after every storing period in this order:
60, 25, 40, 60, etc.◦C.

4.5.5 Static cycle aging

In order to accelerate the cyclic aging tests, higher temperatures are also applied here. The datasheet
(see Table 4.1) limits the maximum ambient temperature to 45 ◦C for the charge direction together
with a maximum cell surface temperatures of 60 ◦C when the cell is charged. A maximum ambient
temperature of 60 ◦C is permitted for the discharge, whereby the cell surface temperature should be
below 80 ◦C. In order to remain within the specifications of the cell, 45 ◦C would be the maximum
ambient temperature for the cycle aging tests because the ambient temperature should be kept con-
stant. For comparability with other aging studies, the slightly lower ambient temperature of 40 ◦C was
chosen as the main temperature for the cycle aging TPs. For the verification of the measurements,
some TPs are also defined at the reference temperature of 25 ◦C.

The cyclic aging should be investigated with by defining TPs with constant C-rates and SOC-ranges.
Based on the aging effects of the individual TPs, the aging model can then be parametrized by the
effects of the individual influence parameters. The cyclic TPs could ideally be matched to the possible
stress values in realistic stationary BESS applications. The evaluation of the later presented dynamic
load profiles (see Section 4.5.6), revealed, that cycles with DOCs <5% dominate and the average
C-rate is about 0.2C. Only in some cases, deeper cycles with higher C-rates occur. However, the
investigated cell can be charged up to 1C and discharged up to 6C.

The minimum C-rate in the charge and discharge direction is set to be 0.2C because this is the average
C-rate of the dynamic load profiles. Furthermore, it is to be expected that at low C-rates it is likely
that cycle aging effects will not be noticeable because the calendar aging effects could dominate. As
a reference test point, the load of 1C/1C (charge/discharge) is defined for different temperatures in
order to evaluate the influence of the temperature on cycle aging independently of the calendar aging.
Due to the fact, that the C-rates vary in the course real load profiles as well as dynamic load profiles,
different combinations of charge and discharge rates are also tested with respect to this reference test
point. Because only C-rates up to 1C can be expected in stationary BESS applications, the maximum
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Table 4.6: Test matrix of the static cycle aging study with three cells for each test point. The test
points marked with * were started later during the course of the static cycle aging study.

Test point Temperature DOC Avg. SOC Charge Discharge CV-phase
C-rate C-rate

TP1∗ 25 ◦C 100% 50% 1.0C 1.0C Charge
TP2 25 ◦C 80% 50% 1.0C 1.0C None
TP3∗ 25 ◦C 20% 50% 1.0C 1.0C None
TP4 40 ◦C 100% 50% 1.0C 1.0C Charge
TP5 40 ◦C 100% 50% 1.0C 1.0C None
TP6 40 ◦C 80% 50% 1.0C 1.0C None
TP7 40 ◦C 40% 50% 1.0C 1.0C None
TP8 40 ◦C 20% 50% 1.0C 1.0C None
TP9 40 ◦C 10% 50% 1.0C 1.0C None
TP10 40 ◦C 5% 50% 1.0C 1.0C None
TP11∗ 40 ◦C 1% 50% 1.0C 1.0C None
TP12 40 ◦C 20% 75% 1.0C 1.0C None
TP13 40 ◦C 20% 25% 1.0C 1.0C None
TP14 40 ◦C 80% 50% 0.5C 0.5C None
TP15 40 ◦C 80% 50% 0.2C 0.2C None
TP16 40 ◦C 80% 50% 1.0C 0.5C None
TP17 40 ◦C 80% 50% 0.5C 1.0C None
TP18 40 ◦C 80% 50% 1.0C 2.0C None
TP19∗ 40 ◦C 40% 50% 1.0C 2.0C None

discharge current is limited to 2C in order to accelerate the cycle aging.

In contrast to EV, there are no common test profiles for stationary applications. Depending on the
application, the battery is charged and discharged with variable currents. Furthermore, the resulting
cycle depths depend strongly on the application, on the dimensioning of the battery and its inverter.
Hence, the TPs must be cover different large DOCs. In the later applied dynamic load profiles, the
average SOC is about 50%, which is typical for stationary applications. Thus, the TPs with DOCs
smaller than 100% are defined with the cyclization around 50% SOC. Despite this assumption, at
least two TPs with cyclization in a higher and a lower SOC range are applied to check the dependence
of the aging effects on the average SOC.

In consequence of the described considerations, the definition of the static cycle aging TPs are given
in the following and summarized in Table 4.6. The avg. SOC column indicates the average SOC of
the respective cycles with individual DOCs.

TP1-2: These TPs with a temperature of 25 ◦C allows to verify whether the elevated temperature of
40 ◦C in the reference TP 6 has only an influence on the calendar aging or also affects the cycle aging.

TP3: This TP with a temperature of 25 ◦C was added to analyze the influence of the DOC of 20% at
a lower temperature than for the TP8.

TP4: This TP enables to analyze the influence of the CV phase in charge direction in comparison with
the reference TP 6. The CV phase is defined with a charge termination current of 100mA given by
the datasheet after reaching the charging end voltage of 3.6V.

TP5: Compared to the TP4, in this TP the cycles are performed without applying a CV phase in
order to be able to distinguish the aging effects of the CV phase. Compared to the reference test point
6, however, the full SOC range is cycled here. However, a DOC of 100% with respect to the nominal
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capacity is only possible at the beginning of the aging study. Similar to the TP4, the Ah-throughput
per cycle will decrease continuously due to the expected cycle aging leading to less usable capacity.

TP6: This TP is the reference, to which the other TPs are related to.

TP7-11: In comparison with the reference TP6, the influence of the DOC can be investigated with
these TPs. The DOCs of 80%, 40%, 20% and 5% are examined. The smaller step size in the range
of smaller DOC is necessary because a stronger sensitivity of the cycle lifetime is expected here. The
TP with 20% DOC is required as a reference to TP12 and TP13.

TP12-13: These TPs are cycled with the same DOC of 20% but around different average SOC values
in comparison to TP8. 25% and 75% are chosen as average SOCs because these SOCs are also
investigated in the static calendar aging study. Furthermore, this definition would ensure that a
constant Ah-throughput can still be achieved up to a capacity loss of about 10%.

TP14-15: In comparison to the reference TP6, this is TP is cycled with low C-rates in order to
investigate the influence of lower currents on the cycle lifetime. It can be expected that the sensitivity
of the C-rate is relatively high. Hence, in addition to the minimum C-rate of 0.2C, 0.5C is chosen
additionally to enable the evaluation of the influence of the C-rate.

TP16-17: These TPs are used to examine the influence of unsymmetrical charge and discharge C-rates
compared to the reference TP6. The charge and discharge rate is reduced to 0.5C in each case to meet
with the reference of TP14 and sufficient high the cycle throughput.

TP18-19: These TPs enable the evaluation of the effects of larger discharge rates compared to ref-
erence TP6. With these TPs, the fastest Ah-throughput of all TPs would be achieved, whereby the
development of the aging effects of the further TPs can be predicted.

For the TPs with the DOCs smaller than 100%, the DOC is related to the nominal capacity and the
Ah-throughput per cycle is kept constant as long as possible. As soon as the voltage limits are reached
as a result of the capacity loss, the Ah-throughput per cycle will also drop continuously.

The cyclization of all TPs is defined by starting at the defined minimum SOCmin, which is obtained
by subtracting the half of the respective DOC from the average SOC:

SOCmin = SOC − DOC

2 (4.1)

After every CU, the average SOC is adapted with respect to the remaining capacity (CC and CV
phase) determined in the preceding CM.

Figure 4.3 shows a so-called ’Wöhler curve’, representing the cycle stability over the DOC until a
capacity loss of 20% is reached. The curve represents the values when a constant cycle stability of 6000
FEC is assumed over the whole DOC range. The above defined TPs of the static cycle aging study with
charge and discharge rates of 1C/1C are marked with the respective DOC for both test temperatures
in order to illustrate that there TPs with the same DOC values for both test temperatures.
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Figure 4.3: Wöhler curve representing the possible number of cycles over the DOC until Qloss = 20 %
is reached. The DOCs of the TPs at 25 ◦C and 40 ◦C are marked individually.

4.5.6 Dynamic cycle aging

In addition to static TPs with constant C-rates and DOC, a dynamic cycle aging study is performed
with dynamic stress profiles. The results of these dynamic stress profiles are later utilized to validate
the developed combined aging model (see Section 5.3.2).

Within the framework of the work in the ESPEN project [105], the two applications PV-HESS and the
combined use of the PV-HESS with the simultaneous provision of PCR-power (PV-PCR-BESS) have
been investigated. For these two applications, measurements of the resulting currents for the battery
were carried out within field tests by the Fraunhofer Institute for Solar Energy Systems (Fraunhofer
ISE). Based on this measurement data, synthetic current profiles with a duration of less than 24 h
were created, which represent the condensed profile characteristics of the course over one year. These
so-called load collectives of the two applications have been used by Fraunhofer ISE et al. in the aging
studies within the ESPEN project and are also applied here for comparability reasons.

These two load collectives/dynamic stress profiles are tested in the dynamic cycle aging study each on
3 cells at an ambient temperature of 40 ◦C with the same testing procedure as applied in the static
calendar and cycle aging study (see Section 4.4). Due to capacity degradation in the course of the
aging study, these profiles have to be adapted by updating the start SOCs with respect to the residual
capacity determined in the previous CM by counting the Ah-throughput.

In the following, these two load collectives/dynamic stress profiles are briefly described.

PV-HESS profile
This profile was created with measurements of the consumption and PV feed-in data of a real model
house in Freiburg with a PV-system but without a battery storage for a period longer than one year.
These profiles were separated into a summer and a winter part and processed individually to load
collectives. Currents in and out of the battery have been defined as follows: If the PV power is greater
than the household consumption and SOC less than 100%, the battery should be charged. If the PV
power is less than the power requirement and the SOC is greater than 0%, the battery should be
discharged in order to reduce the power consumption from the electricity grid. An efficiency of 100%
was assumed. Current values < 30 mA (minimum value of the measuring device) and time periods with
no load were removed, resulting in a profile of less than 24 h duration. In order to generate a condensed
test profile, frequencies of the measured profile were analyzed and synthetic data was generated in the
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Figure 4.4: Course of the PV-HESS profile in Figure 4.4a and PV-PCR-BESS profile in Figure 4.4b:
The upper plot shows the SOC course, the lower plot the C-rate course.

form of a summer and winter day load collective. These two-day profiles were combined to one profile,
normalized on the nominal capacity of the here investigated cell with 3Ah capacity, shifted to a SOC
range between 9 to 80%, and the few load peaks over 0.75C were curtailed [105].

The following Figure 4.4a shows the PV-HESS load collective with the C-rate and the resulting
SOC-curve and the main characteristics are summarized in Table 4.7.

PV-PCR-BESS profile

The PV-PCR-BESS profile represents are synthetically constructed load collective of a PV-HESS profile
with a superimposed PCR-supply profile. The assumed BESS has an energy capacity of 10 kWh, the
PV-system has a peak power of 10 kW and a 7.5 kW of the power is offered for the PCR-supply. The
efficiency of the BESS is set to 100%. The power line frequency of the year 2012 was used to generate
the PCR profile. The energy capacity of the BESS can only be used freely in the SOC range of 50 to
60%. Outside of these limits, only corrections are allowed to reach the setpoint SOC of 50%. Current
values < 30 mA (minimum value of the measuring device) and time periods with no load were removed,
resulting in a profile of less than 24 h duration. This PV-PCR-BESS profile is shown in Figure 4.4b
with the C-rate and the resulting SOC-curve in comparison to the PV-HESS.

The main characteristics are summarized in Table 4.7. The characteristics of both profiles deviate in

Table 4.7: Characteristics of the PV-HESS and PV-PCR-BESS profiles.
Characteristic / Profile PV-HESS PV-PCR-HESS
Duration 15.50 h 22.85 h
Resolution 1min 1min
Charge Ah-throughput 1.562 CN 0.732 CN
Discharge Ah-throughput 1.562 CN 0.732 CN
Average charge C-rate 0.243C 0.073C
Average discharge C-rate 0.172C 0.057C
Maximum charge C-rate 0.750C 0.359C
Maximum discharge C-rate 0.750C 0.285C
Average SOC 51.4% 51.2%
Minimum SOC 5.4% 36.3%
Maximum SOC 80.0% 61.4%
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part from the expected results of both applications and also from results of the later applied baseline
scenarios (see Table 6.14) because they represent synthetic profiles designed to accelerate the aging
effects in battery aging studies. Both profiles are applied in this dynamic cycle aging study each on
three cells in unlimited repetition without brake periods and are only paused by the CU measurements.

4.6 Aging results

In this section, first of all, the results of the calendar aging study are presented and primarily discussed.
Then, the results of the cycle aging study are shown. Afterward, in Chapter 5 the aging model for
the calendar and cycle aging is developed and validated with the results of the dynamic calendar and
cycle aging studies.

Although a variety of parameters are available from the CU measurements, here only the relative
discharge capacity Cdisch and relative resistance RDC,10s is evaluated, because they are the most rep-
resentative parameters and commonly used in aging models for lifetime simulations. Later on, also the
low rate charge and discharge-curves measured in the extended CU and the impedance-spectra of the
EIS measurement as part of every CU are evaluated. Cdisch is determined as the mean of the entire
discharge capacity (CC + CV-phase) in the two full cycles of the periodic CU (see Equation 4.2).
RDC,10s is defined as the voltage difference measured between the beginning of relaxation after a con-
stant current pulse V (t = 0 s) and after 10 s of relaxation V (t = 10 s) divided by the current of each
pulse. Here, RDC,10s is calculated as the mean value of RDC,10s determined after a 1C discharge pulse
(disch) and 1C charge pulse (ch) in the 4th phase of the CM (see Section 4.3) during the periodic
CU (see Equation 4.3).

Cdisch = 1
2
(
CCC1,disch + CCV1,disch + CCC2,disch + CCV2,disch

)
(4.2)

RDC,10s = 1
2

(
V0s − V10s
|Idisch|

+ V0s − V10s
|Ich|

)
(4.3)

4.6.1 Static calendar aging

4.6.1.1 Capacity and resistance measurements

In Figure 4.5 the development of the relative discharge capacity Cdisch and the relative resistance
RDC,10s are shown for selected TPs at different temperatures and storage SOC over the whole aging
study with 35 CU measurements. All values are related to the measurements of the first CM. Since
the cell-to-cell variation with identical storage conditions is minimal at BOL and even at EOL with
∆Cdisch < 0.6 % and ∆RDC,10s < 2.1 %, only the mean value of the three cells each with same storage
condition, is shown in the following aging figures.

Figure 4.5a and 4.5b show the aging trend for different storage temperatures 0 ◦C, 10 ◦C, 25 ◦C, 40 ◦C
and 60 ◦C at the storage SOC = 0%, 50% and 100%. The capacity is decreasing for all temperatures
over time, however, the rate of capacity decrease is slowing down over time as well. This capacity fade
behavior was also shown in different publications [61; 71] and modeled with a square root dependance
over time. Ploehn et al. explained this square root dependance over time of the capacity fade with
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Figure 4.5: Degradation over 885 days of selected TPs under different storage SOC and temperatures:
(a) Relative discharge capacity Cdisch at SOC = 0%, 50% and 100% at 0 ◦C, 10 ◦C,
25 ◦C, 40 ◦C and 60 ◦C. (b) Relative resistance RDC,10s at SOC = 0%, 50% and 100%
at 0 ◦C, 10 ◦C, 25 ◦C, 40 ◦C and 60 ◦C. (c) Relative discharge capacity Cdisch at 40 ◦C at
SOC = 0 − 100 %. (d) Relative resistance RDC,10s at 40 ◦C at SOC = 0 − 100 %. All
values are related to the measurements of the first CM. Each subplot shows the mean values
of the three cells of each TP. In subplot (a) the first 50 days are displayed enlarged in an
extra view in order to see more details.

the growth rate of the SEI and their thickness [106]. They state, that the SEI thickness increase
leads to a decrease of the solvent diffusion rate and consequently to a slowing down of SEI growth
rate and capacity loss. Further publications [73; 107; 108] stated similar concepts and approved their
observations and models with measurements of the calendar aging of lithium-ion cells with graphite
anodes.

For the aging trend of the capacity and the resistance, higher temperatures lead to higher rates of
decrease or increase of both parameters respectively, however, the relative resistance increase is almost
double the relative capacity decrease for the respective TPs.

For the TP with 0% SOC at 25 ◦C and 40 ◦C the capacity increases slightly by maximum 0.22% in the
first storage period probably due to the influence of the overhang areas but decreases afterward. This
capacity trend could be interpreted as a superposition of the capacity fade due to the aging by the SEI
growth together with the limited capacity recovery from the anode overhang areas. It is assumed that
the same trend cannot be observed for the TP with 0% SOC at 60 ◦C because the capacity fade is
probably stronger than the capacity recovery from the anode overhang areas. The resistance decreases
for most of the TPs without a clear correlation to temperature or SOC at the beginning of the aging
study by maximum 1.90% but increases thereafter for all temperatures, but in contrast to the capacity
fade, the rate of resistance increase remains constant. The resistance decrease at the beginning could
be explained by the possible influence of measurement uncertainties when measuring the resistance
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during the CM. Due to the fact, that the resistance changes are partly quite small at the beginning
of the aging study for some TPs, small measurement errors at the first CM could lead to different
trends in the subsequent CM. This inverse aging trend of the resistance at the beginning of aging
study could be related as well to the effects of the anode overhang areas. However, the influence of the
anode overhang areas on the resistance change remains unclear, because also the TPs in the middle
SOC-range showed the same behavior as the TPs with very low and very high SOC, where the anode
overhang effect could influence the capacity trends the strongest.

Between the CM of day 659 and 708, the capacity of the TP with 100% at 40 ◦C decreases faster in
comparison to the aging before and after this interval. Though, the interval between this CM and the
preceding CM is with 50 days the first time during the aging study longer than the before performed
interval of 27 days. However, the longer storage time is probably not the reason for this unique kink
in the capacity loss of this TP, because the further TPs with 100% SOC at 25 ◦C and 60 ◦C show no
similar trends.

The influence of storage SOC is shown in Figure 4.5.c and 4.5d at 40 ◦C for the storage SOC from
0% to 100% for selected points in time from the beginning until the end of the aging study. The
capacity decrease is stronger with higher SOC. However, for the SOC = 37.5− 62.5 % there is almost
no difference in the capacity fade observable for all shown points in time. Similar SOC behavior
was shown by Keil et al. [50] for different lithium-ion cells with graphite anodes and explained with
the stages in the graphite anode potential. In contrast, the resistance increase shows a non-monotonic
dependance over the storage SOC with the highest increase in the middle SOC-range. The evaluation of
the EIS measurements in Table 4.8 shows a similar behavior for the TPs with the storage temperature
of 60 ◦C, since for all EIS-parameters the highest increase was observed for the TPs with 50% SOC.
However, for the further TPs with 25 ◦C and 40 ◦C, no clear trend of the impedance increase due to the
storage SOC was seen. This influence of storage SOC on the resistance increase seems to be a special
artifact of the investigated cell because no publication has been found where this behavior was observed.
A possible explanation of this behavior could be the assumption, that the SEI grows homogeneously
across the whole anode only when the cells are stored in the middle SOC-range where little capacity
fade differences were observed over the storage SOC (see Figure 4.5.c). Then, a homogeneous SEI
would lead to relatively higher resistance increase than an inhomogeneous SEI, because the areas with
less SEI thickness would dominate the measurable resistance. However, the resistance measurements
are possibly influenced by the effects of the anode overhang areas, whereby different relaxation time
constants might occur at different SOC. These assumptions remain to be proven by further experiments
and post-mortem analysis of the investigated cell.

4.6.1.2 Differential voltage analysis

For a deeper understanding of the capacity fade, Figure 4.6 shows the DVA curves for selected TPs
at different SOC and temperatures. Thereby every subplot shows the dV/dQ-curve of only one of the
three cells under the same storage conditions of each TP because the averaged values of three cells of
one TP would erase possible differences between the curves. The DVA was applied on the discharge
phase with 0.02C in the low rate charge and discharge measurements in the 4 extended CU during the
aging study (see Section 4.3) and is related to the work of Keil et al. [60].

In all dV/dQ-curves, the main peak in the DVA is between 2.3 to 2.5Ah of the capacity. It results
from a potential step, which indicates a different staging configuration of the intercalated lithium in the
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Figure 4.6: DVA of selected TPs with different storage SOC and temperatures at different points in
time during the aging study:
(a) At SOC = 50 % at 25 ◦C. (b) At SOC = 0 % at 60 ◦C. (c) At SOC = 50 % at 60 ◦C.
(d) At SOC = 100 % at 60 ◦C. The circles show in each dV/dQ-curve the peak which is
related to the single phase of LiC12 in the graphite-anode. The DVA is applied on the low
rate discharge measurement described in Subsection 4.3.

graphite-anode. Thereby, this main peak represents the single phase of LiC12 and is marked with circles
in the respective color of each point in time. The area left and towards to this peak, corresponds to the
transformation from LiC18 to LiC12 and the area right and away from the peak to the transformation
of LiC12 to LiC6. This peak divides the cell capacity Cactual into two characteristic capacities Q1 and
Q2. Q1 is the interval between 0% SOC and the main graphite peak, providing information about the
capacity of the graphite anode. Q2, is the interval between the main graphite peak and 100% SOC,
providing information about the balancing of both electrodes. The sum of Q1 and Q2 is the respective
remaining discharge capacity Cactual at each point in time of the shown TPs, which correlates with the
capacity decrease shown in Figure 4.5. Q1 and Q2 are defined graphically in Figure 4.6a and are
evaluated for all subplots in Figure 4.7 as absolute values for better comparability.

The TP with a storage SOC = 50 % at 25 ◦C shows almost no variation of the dV/dQ-curves because
the capacity decreased only about 4.7% during the 885 days of the aging study. Only a slight shift to
the left is observable for the LiC12 peak, resulting in a decrease of Q2 and nearly no change of Q1.

The TPs at the higher temperature of 60 ◦C show a stronger variation of the dV/dQ-curves, however
only the LiC12 peak is shifting to the left and the other parts almost remain in the same position
and shape. Consequently, in Figure 4.7 a decrease of both Q1 and Q2 of the TPs at the higher
temperature of 60 ◦C can be observed. With higher storage SOC, Q2 is decreasing stronger, but Q1

is decreasing nearly constant for all SOC. Since almost no decrease of Q1 at 25 ◦C is observed, it can
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Figure 4.7: Development of the Q1 and Q2 parameters of the dV/dQ-curves shown in Figure 4.6.

be assumed, that no LAM occurs and the capacity fade results solely from LLI for this test point. In
contrast, a slight decrease of Q1 is observable in the dV/dQ-curves at 60 ◦C. Hence, there might be
some LAM of the negative electrode as already shown by Li et al. and Lewerenz et al. for LFP/C
cells [49; 109] at elevated temperatures caused by the deposition of Fe on the anode. However, LLI
remains the dominating factor for capacity fade, which can be identified by the marked reductions in
Q2 for all shown dV/dQ-curves. Due to the fact that the capacity fade correlates with the decrease of
Q2, the observed aging effects result mostly from the SEI growth on the graphite anode.

4.6.1.3 Electrochemical impedance spectroscopy

The EIS-curves in Figure 4.8 give an insight into the development of the impedances for selected TPs
at different SOC and temperatures at selected points in time during the aging study. Thereby every
subplot shows the EIS-curve of only one of the three cells under the same storage conditions of each
TP because the averaged values of three cells of one TP would impede the comparability of the curves.

The EIS measurement conditions are described in detail in Section 4.3. In all EIS subplots the
following parameters are labeled respectively with markers:

• RAC,1000Hz indicates the real part of the impedance measured with 1000Hz, which is commonly
applied for a quick characterization of the cell impedance.

• RAC,5Hz represents the real part of the impedance measured with 5Hz and is used here to show
the deviation of the impedance-curve due to the frequency.

• Zmax marks the local extremum of the impedance measured between 1000Hz and 5Hz.

• Zmin marks the local extremum of the impedance measured between Zmax and the impedances
at the lowest frequencies on the right side.

The development of RAC,1000Hz, RAC,5Hz, Zmax, and Zmin together with the real and imaginary part
of Zmin and Zmax are summarized in Table 4.8, where the relative change of each parameter from the
beginning until the end of the aging study is shown for the selected TPs of Figure 4.8. The test
point with a storage SOC = 50 % at 25 ◦C shows only a slight shift of the EIS-curves to the right with
higher resistances. However, the selected EIS-parameters that are shown in Table 4.8 increase very
little for this test point. The decrease of Zmin and Zmax originate from the difficult exact determination
of these parameters due to the flat curve shape and the limited FPD in the respective areas. Little
absolute measurement uncertainties lead to a big relative deviation of the extracted parameters’ values.

59



4 Experimental studies on LiFePO4-graphite cells

15 20 25 30 35 40 45 50 55
Re(Z) / m

-5

0

5

10

15

-I
m

(Z
) 

/ m

Before storage 11.3 months 20.1 months 29.0 months

15 20 25 30 35 40 45 50 55
Re(Z) / m

-5

0

5

10

15

-I
m

(Z
) 

/ m

R
AC,1000Hz

R
AC,5Hz

Z
min

Z
max

18 20 22 24 26
-2

0

2

25°C, 50%SOC

(a)

15 20 25 30 35 40 45 50 55
Re(Z) / m

-5

0

5

10

15

-I
m

(Z
) 

/ m

R
AC,1000Hz

R
AC,5Hz

Z
min

Z
max

60°C, 0%SOC

(b)

15 20 25 30 35 40 45 50 55
Re(Z) / m

-5

0

5

10

15

-I
m

(Z
) 

/ m

R
AC,1000Hz

R
AC,5Hz

Z
min

Z
max

60°C, 50%SOC

(c)

15 20 25 30 35 40 45 50 55
Re(Z) / m

-5

0

5

10

15

-I
m

(Z
) 

/ m

R
AC,1000Hz

R
AC,5Hz

Z
min

Z
max

60°C, 100%SOC

(d)

Figure 4.8: EIS of selected TPs with different storage SOC and temperatures at selected points in time
during the aging study:
(a) SOC = 50 % at 25 ◦C. (b) SOC = 0 % at 60 ◦C. (c) SOC = 50 % at 60 ◦C. (d)
SOC = 100 % at 60 ◦C. The Nyquist-plots are drawn with an inverse y-axis due to the
common form of presentation. In subplot (a) the area between 18mW and 26mW is dis-
played enlarged in an extra view in order to see more details. The parameters RAC,1000Hz,
RAC,5Hz, Zmin and Zmax are displayed each with markers. The EIS measurement procedure
is described in Subsection 4.3.

Table 4.8: Relative change of EIS-parameters from the beginning until the end of the aging study for
selected TPs.

TP-Temp. 25 ◦C 60 ◦C 60 ◦C 60 ◦C
-SOC 50% 0% 50% 100%

Parameters
RAC,1000Hz 2.3% 19.7% 24.5% 20.2%
RAC,5Hz 2.0% 30.9% 70.1% 62.3%

Zmin −1.9% 91.2% 292.2% 257.6%
Re(Zmin) −1.8% 92.5% 294.3% 259.9%
Im(Zmin) −4.3% 35.6% 201.7% 152.6%

Zmax −3.5% 110.1% 313.0% 241.8%
Re(Zmax) −5.4% 122.5% 322.0% 237.4%
Im(Zmax) 1.5% 85.5% 290.2% 253.2%
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The further TPs at 60 ◦C with SOC = 0%, 50% and 100% show a stronger shift of the EIS-curves
to the upper right during the aging study in Figure 4.8b-4.8d. Again a higher SOC leads to a
stronger increase of all impedances, however, at SOC = 50 % the biggest increase of all impedances
is observable. This behavior was also observed with the highest increase of RDC,10s at SOC = 50 %
obtained in the CM shown in Figure 4.5d. Table 4.8 shows these observations in more detail: For
all SOC at 60 ◦C RAC,1000Hz increases by about 20%. However, the further EIS-parameters increase
a lot more at SOC = 50% and 100% with the highest values at 50%.

4.6.2 Static cycle aging

4.6.2.1 Capacity and resistance measurements

Here the results of the cycle aging TPs are shown grouped into the single influence parameters on cycle
aging, C-rate, DOC around a fixed SOC, and fixed DOC around different SOC. The data to be shown
in the following figures represents the total aging and includes, therefore, the superposition of calendar
aging. For the creation of the aging models in Chapter 5, the calendar aging results are subtracted
from the total aging results shown here. For the same reason, the temperature influence is investigated
in Section 5.2.2.4, because the calendar aging influence has to be taken into account. Similar to
the calendar aging TPs, the cell-to-cell variation with identical cycle conditions is minimal. Therefore,
only the mean value of the three cells each with same cycle condition is shown in the following aging
figures. All values are related to the measurements of the first CM.

Influence of C-rate
Figure 4.9 shows the development of the relative discharge capacity Cdisch and the relative resistance
RDC,10s for selected cycle aging TPs with different C-rates but all with DOC = 80 % cycles around
SOC = 50 % at 40 ◦C. The degradation over the whole aging study with 35 CU measurements is
illustrated in the upper panel over time and in the lower panel over the Ah-throughput related to the
nominal cell capacity represented by the FEC. Due to the different C-rates of the shown TPs, different
trends are observable between the illustration over time and over FEC.

However, the relative discharge capacity is decreasing for all C-rates over time, see Figure 4.9a, and
over FEC, see Figure 4.9c, and follows a square root dependance of time as well as of FEC as also
shown in different publications [10; 72].

The resistance is increasing for all C-rates over time, see Figure 4.9a, and over FEC, see Figure 4.9c,
but in contrast to the capacity fade the rate of increase remains constant over time as well as over
FEC.

Considering only the degradation over time of Cdisch in Figure 4.9a and RDC,10s in Figure 4.9b, it is
observable that higher charge and discharge C-rates lead to higher rates of decrease or increase of both
parameters respectively, however, the relative capacity decrease is almost double the relative resistance
increase for the respective TPs. The comparison of the TPs with asymmetric charge and discharge
currents (0.5C/1C and 1C/0.5C) reveals, that almost no differences are observable in the course of
the capacity loss and resistance increase. When assuming that SEI growth is the dominating aging
effect for calendar and cycle aging, the Ah-throughput is the main measure of the additional cycle
aging effect. Then, by plotting the degradation over FEC instead of the time of Cdisch in Figure 4.9c
and RDC,10s in Figure 4.9d, it is observable that higher charge and discharge C-rates leads to smaller
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Figure 4.9: Degradation over 885 days of selected cycle aging TPs with different C-rates (xC charge
direction, xC discharge direction) with DOC = 80 % around SOC = 50 % at 40 ◦C: (a)
Relative discharge capacity Cdisch over time. (b) Relative resistance RDC,10s over time.
(c) Relative discharge capacity Cdisch over FEC. (d) Relative resistance RDC,10s over FEC.
All values are related to the measurements of the first CM. Each subplot shows the mean
values of the three cells of each TP.

rates of decrease or increase of both parameters respectively in contrast to the plotting over time.
However, by subtracting respective calendar aging of each TP, the pure cycle aging shows a different
influence due to the C-rate (see Section 5.2.2.2). Only for the TP with 2C in the discharge direction,
a change of the degradation rate occurs after about 4000 FEC, which might be induced by a further
aging mechanism like lithium plating.
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Influence of DOC
Figure 4.10 shows the development of the relative discharge capacity Cdisch and the relative resistance
RDC,10s for selected cycle aging TPs with different DOC around SOC = 50 % all with 1C in charge
and discharge direction at 40 ◦C over FEC. For both parameters very different degradation trends are
observable due to the DOC. Only for the higher DOCs = 80% and 100% the degradation follows a
square root dependance of time/FEC for Cdisch and a linear trend for RDC,10s. However, an almost
linear degradation is observable for the Cdisch in Figure 4.10a and for RDC,10s in Figure 4.10b
with the highest degradation rates for the DOCs = 10% and 20%. Since the DOCs = 5% and 40%
show lower degradation rates, no clear influence of the cycles DOC on degradation can be stated. In
comparison, Sarasketa-Zabala et al. [87] observed stronger capacity loss performing cycles with a DOC
between 10% and 50% than performing cycles with larger DOCs for a different LFP/C cell. After
about 1000 FEC the rate of capacity fade slows down for the TPs with DOCs < 80 % and is continued
by a period with almost no capacity fade for at least 2000 FEC for the TP with DOC = 40%. For the
DOCs = 10% and 20%, which showed the strongest capacity decrease in the beginning, the capacity
is increasing again and shows almost no capacity fade until 7000 passed FEC. Finally, at the EOT at
about 10600 FEC the capacity degradation rates are higher with bigger DOC showing the expected
influence of DOC on the capacity loss. For the resistance increase after the first 1000 FEC a similar
picture is observable due to the influence of DOC, however, in contrast to the capacity degradation
trends, the resistances are increasing for all TPs with an almost linear trend. Additionally, at EOT no
clear influence of DOC on the absolute resistance increase is observable [.]

Influence of SOC
The influence of the SOC-range on cycle aging is shown in Figure 4.11 with three TPs with DOC =
20 % around SOC = 25%, 50% and 75%. The aging trend of TP with cycles around SOC = 50 %
was already shown Figure 4.10 in comparison to further DOC. For all TPs, the rate of capacity
decreases showing a square root behavior of FEC in Figure 4.11a. Similar to the other cycle aging
influence factors, the rate of resistance increase remains constant over the whole test duration, see
Figure 4.11b. For both the capacity and resistance degradation it can be observed, that cycles
around SOC = 25 % lead to less aging than higher SOC-ranges. Due to special aging trends around
soc = 50 %, no clear relation between SOC-range and degradation can be stated for the first 5000
FEC. However, in the following cycles until EOT the degradation rates of capacity and resistance are
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Figure 4.10: Degradation over 885 days of selected cycle aging TPs with different DOC around
SOC = 50 % all with 1C in charge and discharge direction at 40 ◦C over FEC: (a)
Relative discharge capacity Cdisch. (b) Relative resistance RDC,10s.
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Figure 4.11: Degradation over 885 days of selected cycle aging TPs with different DOC around
SOC = 50 % all with 1C in charge and discharge direction at 40 ◦C over FEC: (a)
Relative discharge capacity Cdisch. (b) Relative resistance RDC,10s.

almost the same for all tested SOC-ranges.

4.6.2.2 Differential voltage analysis

In order to understand the cycle aging mechanism Figure 4.13 shows the DVA curves for selected cycle
TPs at 40 ◦C with different C-rates and DOC at different points in time during the aging study. This
analysis was derived similarly to the DVA in Section 4.6.1. Again, the distance/capacity from the
beginning and the end of the discharge phase are labeled with Q1 and Q2, respectively, individually in
Figure 4.13a and evaluated for all subplots in Figure 4.12. The sum of Q1 and Q2 is the respective
discharge capacity at each point in time of the shown TPs, which correlates with the capacity decrease
shown in Figure 4.5.

The TP with DOC = 80 % around SOC = 50 % with 0.2C/0.2C in Figure 4.13c shows only small
changes of the dV/dQ-curves although the capacity decreased about 14.5% during the 885 days of the
aging study. Furthermore, only a slight shift to the left is observable for the peak which is related to
the single phase of LiC12 in the graphite-anode, resulting in a decrease of Q2 and nearly no change
of Q1. Comparing this curve and the Q1 and Q2 values with the DVA results of the calendar aging
TPs in Figure 4.13, it can be stated that the aging of this TP is dominated by calendar aging due
to small additional cycle aging with low C-rates of 0.2C/0.2C.

The TPs with higher C-rates of 1C/1C show a stronger variation of the dV/dQ-curves: The peak
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Figure 4.12: Development of the Q1 and Q2 parameters of the dV/dQ-curves shown in Figure 4.13.
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Figure 4.13: DVA of selected TPs cycled at 40 ◦C with different C-rates and DOC at different points in
time during the aging study: (a) DOC = 80 % around SOC = 50 % with 1C/1C. (b)
DOC = 20 % around SOC = 50 % with 1C/1C. (c)DOC = 80 % around SOC = 50 %
with 0.2C/0.2C. (d) DOC = 20 % around SOC = 25 % with 1C/1C. The circles show
in each dV/dQ-curve the peak which is related to the single phase of LiC12 in the graphite-
anode. The DVA is applied on the discharge phase of the OCV measurements described
in Subsection 4.3.

which is related to the single phase of LiC12 in the graphite-anode and the other visible peaks are
shifting to the left, however, all peaks remain in the same shape. Consequently, in Figure 4.12
a decrease of both Q1 and Q2 of the TPs at the higher C-rates of 1C/1C is observable. Hence,
it can be assumed that in addition to the LLI due to SEI growth the LAM on the anode causes a
supplementary capacity decrease. Figure 4.13a and Figure 4.13b show the influence of DOC on
the DVA-curves. For the TP with DOC = 80 % around SOC = 50 % a strong and steady decrease
of Q1 and Q2 is observable. The same applies for the TP with DOC = 20 % around SOC = 25 %
(see Figure 4.13d), however, the decrease is weaker than observed for the TP with DOC = 80 %
around SOC = 25 %. In contrast, the TP with DOC = 20 % around SOC = 50 % shows from
the first to the second DVA-curve a strong decrease of both Q1 and Q2. Hence, at the beginning Q1

decreases by the LAM of the graphite anode and Q2 decreases with the LLI. Then, only Q2 continues
decreasing and Q1 remains almost constant, what means that no further LAM occurs and the capacity
decreases only by LLI. Although the development of Q2 is connected with LLI due to SEI growth,
further aging experiments revealed that the capacity is not irreversible lost for this and similar TP
with cycles around SOC = 50 %. However, LLI remains the dominating factor for capacity fade due
to the superposed calendar and cycle aging, which can be identified by the marked reductions in Q2

for all shown dV/dQ-curves. Due to the fact that the capacity fade correlates with the decrease of
Q2, the observed aging effects result mostly from the SEI growth on the graphite anode. Since the
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capacity fade and Q2 decrease is significantly stronger for the cycle aging TPs than for the calendar
aging TPs at the same temperatures and SOC-ranges, it can be stated that the constant cyclization
leads to an accelerated SEI growth.

4.6.2.3 Electrochemical impedance spectroscopy

The EIS-curves in Figure 4.14 show the development of the impedances for selected TPs cycled at
40 ◦C with different C-rates and DOC at selected points in time during the aging study. This analysis
was derived similarly to the EIS in Section 4.6.1. The development of RAC,1000Hz, RAC,5Hz, Zmax,
and Zmin together with the real and imaginary part of Zmin and Zmax are summarized in Table 4.9,
where the relative change of each parameter from the beginning until the end of the aging study is
shown for the selected TPs of Figure 4.14. For all shown TPs the impedance increase due to the
calendar and cycle aging leads to a shift of the EIS-curves to higher real and imaginary parts of the
impedances, however, the increase of the inner ohmic resistance represented with RAC,1000Hz dominates
the right shift of all EIS-curves.

The TP with DOC = 80 % around SOC = 50 % with 0.2C/0.2C in Figure 4.14c shows the smallest
changes of the EIS-curves as also observed in the capacity decrease and DVA-curves. The TPs with
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Figure 4.14: EIS of selected TPs cycled at 40 ◦C with different C-rates and DOC at selected points in
time during the aging study: (a) DOC = 80 % around SOC = 50 % with 1C/1C. (b)
DOC = 20 % around SOC = 50 % with 1C/1C. (c)DOC = 80 % around SOC = 50 %
with 0.2C/0.2C. (d) DOC = 20 % around SOC = 25 % with 1C/1C. The Nyquist-
plots are drawn with an inverse y-axis due to the common form of presentation. The
parameters RAC,1000Hz, RAC,5Hz, Zmin and Zmax are displayed each with markers. The
EIS measurement procedure is described in Subsection 4.3.
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Table 4.9: Relative change of EIS-parameters from the beginning until the end of the aging study for
selected TPs.

TP-SOC 50% 50% 50% 25%
-DOC 80% 80% 20% 20%

-C-rate 1.0C/1.0C 0.2C/0.2C 1.0C/1.0C 1.0C/1.0C
Parameters
RAC,1000Hz 13.8% 9.1% 12.9% 9.9%
RAC,5Hz 12.6% 10.0% 18.8% 13.3%

Zmin 5.0% 15.5% 47.2% 31.9%
Re(Zmin) 5.1% 16.0% 47.5% 32.1%
Im(Zmin) 0.9% −3.6% 35.3% 22.1%

Zmax 14.7% 7.4% 29.5% 41.5%
Re(Zmax) 17.4% 3.8% 24.3% 46.8%
Im(Zmax) 9.0% 15.4% 45.6% 28.8%

higher C-rates of 1C/1C show a stronger increase of the real and imaginary part of the impedances
in the EIS-curves in Figure 4.14a.

The inner resistance represented with RAC,1000Hz increases slightly less for the TP with DOC = 20 %
around SOC = 50 % (see Figure 4.13b) and the TP with DOC = 20 % around SOC = 25 %.
However, in this TP with smaller DOC the impedances increase stronger for all lower frequencies than
for the TP with DOC = 80 % although the capacity decrease was stronger for this TP.

The development of the EIS-curves of both TPs with DOC = 20 % can be compared better with
the EIS parameters in Table 4.9 because the curves show almost no difference to each other. Even
though the increase of RAC,1000Hz is almost in the same magnitude of both TPs, the impedance values
of Zmin increase stronger for the TP with cycles around SOC = 50 %. However, the impedance values
of Zmax increase stronger for the TP with cycles around SOC = 25 %. Hence, no clear influence of
the cycles SOC-range on the impedance increase can be stated.

A possible reason for the described EIS parameter development could be the difficult determination
of Zmin and Zmax due to the flat curve shape in the respective areas. Little absolute measurement
uncertainties lead to a big relative deviation of the extracted parameters’ values. However, comparing
the capacity decrease of the selected TPs of Figure 4.12 with the impedance increase in Table 4.9 no
clear correlation can be stated between these two parameters for all the different cycle aging influence
factors.
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5 Aging model development of the investigated
LiFePO4-graphite cell

In this chapter, the aging models are developed for both the relative discharge capacity Cdisch and the
relative resistance RDC,10s on the base of the measurement data from the static calendar and cycle
aging study presented in Chapter 4. For better comparability, in the following Qloss represents the
decrease/loss of the relative discharge capacity Cdisch and Rinc the increase of the relative resistance
RDC,10s. First, the calendar aging model is presented in Section 5.1 and followed by the development
of the cycle aging model in Section 5.2. Finally, the superposition of the calendar and cycle aging
model within a combined aging model is shown in Section 5.3.

5.1 Calendar aging model

5.1.1 Model limitations

The measurement data shown in Section 4.6 revealed, that the capacity of the TPs with 0% SOC
at 25 ◦C and 40 ◦C increased at the beginning of the aging study and decreased thereafter steadily.
Furthermore, the resistance of most of the TPs decreased at the beginning of the aging study slightly
and increased afterward continuously. These inverse aging trends at the beginning of the test duration,
which could be related to the effects of the anode overhang area, are not covered by the aging model.
Due to the fact, that the aging model is developed for the application in BESS lifetime simulations,
the fade of the usable capacity and the decrease of the performance in limited temperature and SOC
ranges are required. Hence, the influence of the anode overhang effect is neglected, because BESS
are normally not operated at very low or high SOC where this effects mainly occurs. Although the
measured capacity values can deviate from the theoretical usable capacity maximal by about ±2.2 %
for the TPs with 0% and 100% SOC due to the effect of the anode overhang areas, all measured
capacity values are used for the parametrization of the aging model without any adaption. Similarly,
the measured resistance values are used without any adaption for the parametrization of the aging
model.

5.1.2 Development

The calendar aging model to be developed here should be able to represent the individual influence on
the aging of the temperature T , SOC, and passed time t since BOL. Furthermore, the model should
be described with formulas that only depend on the influencing parameters (T , SOC, and t) and a
small set of constants that are determined separately for each influence parameter. Therefore, the
development of Qloss dependent on T , SOC, and t is expressed by Equation 5.1 and of Rinc with
Equation 5.2 in the form of a product that consists of three factors that represent the influence of
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T with ktemp,Qloss/Rinc(T ), of SOC with kSOC,Qloss/Rinc(T ) and of t individually. The formulas’ factors
are derived separately in the following and their parameters are shown in Table 5.1.

Qloss,cal(T, SOC, t) = ktemp,Qloss(T ) · kSOC,Qloss(SOC) ·
√
t (5.1)

Rinc,cal(T, SOC, t) = ktemp,Rinc(T ) · kSOC,Rinc(SOC) · t (5.2)

There are different methods to determine the model parameters with the measurement data of this
calendar aging study because the test matrix was designed redundantly. In the following, the different
possibilities to obtain the model parameters are explained, however, only the methods giving the best
and most feasible results are applied in the aging model validation in Section 5.1.3.

5.1.2.1 Influence of time

Due to the fact that the rough trend of the capacity loss follows a square root dependance over time for
most of TPs (see Figure 4.5a and 4.5c), the time influence is therefore represented by the factor

√
t for

Qloss in accordance with the models shown in different publications [61; 71]. In contrast, the resistance
increases rather linearly over time for most of TPs (see Figure 4.5b and 4.5d). Consequently, the
time influence is represented by the linear factor t for Rinc. However, the slight resistance increase for
most of TPs at the beginning of the aging study cannot be represented with this aging model.

5.1.2.2 Influence of temperature

The temperature influence factor ktemp,Qloss,cal(T ) for Qloss,cal and ktemp,Rinc,cal(T ) for Rinc,cal can be
modeled according to the Arrhenius-law, showing an exponential influence of the inverse of temperature
on the resulting aging effect. Therefore the formula shown in Equation 5.3 and Equation 5.4, which
is commonly used to model the temperature influence on aging in different publications [66; 75], is
applied to determine ktemp,Qloss(T ) for Qloss and ktemp,Rinc(T ) for Rinc each with individual parameters
but with the same formula structure. Due to the fact that the SOC influences the temperature non-
linearly, all values have to be related to a reference temperature and SOC. Here the reference conditions
are set with Tref = 25 ◦C = 298.15 K and SOCref = 100 %. In addition to the only influence
parameter T , the formula consists of R = 8.314 J mol−1 K−1 representing the universal gas constant
and two parameters representing the individual aging of the investigated cell: the reference aging rates
kref,Qloss and kref,Rinc and the activation energies Ea,Qloss and Ea,Rinc , which are determined in the
following for Qloss and Rinc separately.

ktemp,Qloss(T ) = kref,Qloss · exp
(
−Ea,Qloss

R

(
1
T
− 1
Tref

))
(5.3)

ktemp,Rinc(T ) = kref,Rinc · exp
(
−Ea,Rinc

R

(
1
T
− 1
Tref

))
(5.4)

The reference aging rates kref,Qloss and kref,Rinc can be obtained by transposing Equation 5.1 and
Equation 5.2 respectively, which lead to Equation 5.5 and Equation 5.6. The factors representing
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Figure 5.1: Influence of temperature on the aging of Qloss and Rinc at SOC = 100 % evaluated for the
temperatures 25 ◦C, 40 ◦C and 60 ◦C:
(a) Results of evaluating Qloss with Equation 5.7 and applying a linear fitting for each
shown point in time. (c) Results of evaluating Rinc with Equation 5.8 and applying a
linear fitting for each shown point in time. (b)/(d) Comparison of measured values of
Qloss/Rinc with model values determined by Equation 5.1/Equation 5.2. The lower panels
show the absolute model error in %.

the SOC influence kSOC,Qloss(SOC) and kSOC,Rinc(SOC) can be set to a value of 1 because kref is defined
with SOCref = 100 %. By using the reference temperature Tref and therefore applying T = 25 ◦C in
Equation 5.9, the exponential term of Equation 5.3 also obtains a value of 1. Thus kref,Qloss can
be determined by dividing the measured value of Qloss at the end of the aging study (t = tend) from
the TP with T = 25 ◦C and SOC = 100 % with the time factor

√
tend. The parameter kref,Rinc can

be calculated similarly by dividing the measured value of Rinc at the end of the aging study (t = tend)
from the TP with T = 25 ◦C and SOC = 100 % with the time factor tend.

kref,Qloss = Qloss,cal(Tref = 25 ◦C, SOCref = 100 %, tend)
kSOC,Qloss(SOCref = 100 %) ·

√
tend

(5.5)

kref,Rinc = Rinc,cal(Tref = 25 ◦C, SOCref = 100 %, tend)
kSOC,Rinc(SOCref = 100 %) · tend

(5.6)

Although all parameters are thereby available to determine respectively Ea,Qloss in Equation 5.3
and Ea,Rinc in Equation 5.4 by evaluating the aging of two TPs with the same SOC but different
temperatures, Ea,Qloss and Ea,Rinc are determined here with a fitting procedure to obtain better model
results. Therefore, first Equation 5.3 for ktemp,Qloss(T ) and Equation 5.4 for ktemp,Rinc(T ) are each
inserted in Equation 5.1 and Equation 5.2 respectively. Then the equations for Qloss and Rinc can
be expressed in a linear form by applying the natural logarithm on both sides, getting Equation 5.7
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and Equation 5.8 respectively.

ln(Qloss(T, SOCref = 100 %, t)) = −Ea,Qloss

R︸ ︷︷ ︸
a

1
T

+
(
Ea,Qloss

RTref
+ ln

(
kref,Qloss ·

√
t
))

︸ ︷︷ ︸
b

(5.7)

ln(Rinc(T, SOCref = 100 %, t)) = −Ea,Rinc

R︸ ︷︷ ︸
a

1
T

+
(
Ea,Rinc

RTref
+ ln (kref,Rinc · t)

)
︸ ︷︷ ︸

b

(5.8)

Again kSOC,Qloss(SOC) and kSOC,Rinc(SOC) can be set to a value of 1, because the equations are
evaluated for SOCref = 100 %. Thus, derive linear formulas can be derived in the form a · 1

T + b.
This linear relationship is shown in Figure 5.1a and 5.1c respectively for Qloss and Rinc, where
Equation 5.7 and Equation 5.8 are evaluated for selected points in time.

Here, only the temperatures 25 ◦C, 40 ◦C and 60 ◦C are shown and used for the fitting procedure. The
aging of the TPs with 0 ◦C and 10 ◦C show ambiguous results and might, in comparison to the little
calendar aging at the low temperatures, be strongly influenced by temperature deviations due to the
periodic CM at 25 ◦C. For each point in time shown in Figure 5.1, a linear fitting is applied resulting
in lines with almost the same slope (factor a) at every point in time but shifted with an offset (factor b)
dependent on the point in time. With this linear fitting in form of a · 1

T + b, Ea,Qloss and Ea,Rinc can be
obtained using the slope a at any time of the aging study (thus independent of b) with Equation 5.9
for Qloss and for Rinc with Equation 5.10.

Ea,Qloss(tend) = −aQloss(tend) ·R (5.9)

Ea,Rinc(tend) = −aRinc(tend) ·R (5.10)

However, the model is parametrized by evaluating the slope at the end of the aging study (tend =
29months) leading to better model results. Having determined Ea,Qloss/Rinc , the same fitting could be
used to determine kref,Qloss and kref,Rinc by transposing Equation 5.7 and Equation 5.8 respectively.
Nevertheless, better model results are obtained by determining kref,Qloss and kref,Rinc by applying
Tref = 25 ◦C = 298.15 K in Equation 5.5 and Equation 5.6 respectively. The results of the aging
model with a static SOC = 100 % for the temperatures 25 ◦C, 40 ◦C and 60 ◦C are compared with
measured values in Figure 5.1b for Qloss and in Figure 5.1d for Rinc. In Figure 5.1b and 5.1d, the
lower panels show the absolute model errors in % for each TP for Qloss and Rinc respectively. Qloss can
be estimated with this model for the TP at 25 ◦C and with SOC = 100% with almost no error. The
model values deviate for the TPs with 40 ◦C and 60 ◦C up to 2% but follow the trend of the measured
values well. The same observations apply for Rinc. However, the model values deviate for 60 ◦C up to
4% in the middle time segment of the aging study.

5.1.2.3 Influence of SOC

As shown in Figure 4.5c and 4.5d, no linear trend is observable for the influence of SOC on calendar
aging of Qloss and Rinc. Furthermore, the aging trend neither follows the trend of the OCV-values of
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Figure 5.2: Influence of SOC on the aging of Qloss and Rinc evaluated at 40 ◦C: (a) Results of evaluating
Qloss with Equation 5.11 and applying a fitting with a cubic function for each shown point
in time. (c) Results of evaluating Rinc with Equation 5.13 and applying a fitting with a
quadratic function for each shown point in time. (b)/(d) Comparison of measured values of
Qloss/Rinc with model values determined by Equation 5.1/Equation 5.2. The lower panels
show the absolute model error in %.

each SOC nor the open-circuit voltages of each TP at the beginning of the CM. However, empirical
models for Qloss and Rinc are applied respectively, which should be able to follow the aging trend of a
long timescale only influenced by the particular storage SOC-values.

Although a slight capacity increase is possible due to the effect of the anode overhang areas as men-
tioned above, this aging model is parametrized by the measured trend over time with static storage
conditions. In order to model the step-like shape of Qloss over SOC shown in Figure 4.5c, a cubic
function is applied to determine kSOC,Qloss dependent on SOC with Equation 5.12. Due to the ro-
tational symmetry of Qloss over SOC due to 50% SOC, the SOC parameter is subtracted by 0.5 in
Equation 5.12. The fitting is performed with the TPs at 40 ◦C leading to more pronounced differen-
tiation with the 9 storage SOC at this temperature. Then kSOC,Qloss can be determined by transposing
Equation 5.1 resulting in Equation 5.11. To obtain kSOC,Qloss correctly, ktemp,Qloss(T ) has to be
adapted with T = 40 ◦C.

kSOC,Qloss(SOC) = Qloss,cal(T = 40 ◦C, SOC, t)
ktemp,Qloss(T = 40 ◦C) ·

√
t

(5.11)

kSOC,Qloss(SOC) = cQloss(SOC − 0.5)3 + dQloss (5.12)

In Figure 5.2a the results of Equation 5.11 are drawn for selected points in time over the SOC
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of the TPs at 40 ◦C. The fitting lines are obtained by deriving a curve fit with Equation 5.12 for
each point in time including the whole SOC range. Even though the fitting lines of the first points in
time deviate from the measured values, the fitting lines at the end of the aging study correspond well
with the measurements. Therefore, the parameters cQloss and dQloss are obtained with a curve fit of
kSOC,Qloss at the end of aging study (tend = 29 months), resulting in the parameter values shown in
Table 5.1 for Qloss. Figure 5.2b shows the model values calculated by Equation 5.1 by applying
the here determined kSOC,Qloss factor in comparison with the measured values of the TPs at 40 ◦C.
The lower panel again shows the absolute model error in %, which stays below 1.5% over the whole
SOC range during the entire aging study. However, the resulting capacity losses at the TPs with
SOC = 87.5% and 100% show larger errors compared to the lower SOC.

In order to model the shape of Rinc over SOC shown in Figure 4.5d, a quadratic function is applied
to determine kSOC,Rinc dependent on SOC with Equation 5.14. Due to the axial symmetry of Qloss

over SOC due to 50% SOC, the SOC parameter is subtracted by 0.5 in Equation 5.14. Similar
to the procedure to determine kSOC,Qloss , the fitting for kSOC,Rinc is executed with the TPs at 40 ◦C.
Again kSOC,Rinc can be determined by transposing Equation 5.2 resulting in Equation 5.13 and
using ktemp,Rinc(T ) with T = 40 ◦C.

kSOC,Rinc(SOC) = Rinc,cal(T = 40 ◦C, SOC, t)
ktemp,Rinc(T = 40 ◦C) · t (5.13)

kSOC,Rinc(SOC) = cRinc(SOC − 0.5)2 + dRinc (5.14)

In Figure 5.2c the results of Equation 5.13 are drawn for selected points in time over the SOC
of the TPs at 40 ◦C. The fitting lines are obtained by deriving a curve fit with Equation 5.14 for
each point in time including the whole SOC-range. Again the fitting lines of the first points in time
deviate from the measured values, however, the fitting lines at the end of the aging study match well
the measured values. Thus, the parameters cRinc and dRinc are obtained with a curve fit of kSOC,Rinc

at the end of aging study (tend = 29 months), resulting in the parameter values shown in Table 5.1
for Rinc. Figure 5.2d shows the model values calculated by Equation 5.2 by applying the here
determined kSOC,Rinc factor in comparison with the measured values of the TPs at 40 ◦C. The lower
panel again shows the absolute model error in %, which stays below 2.5% for most of the SOC values
during the entire aging study. However, larger model errors result at SOC = 0% and 100%.

Table 5.1: Qloss and Rinc aging model reference values and parameters.
Parameter Qloss Rinc
Tref 298.15K 298.15K
SOCref 100% 100%
kref 0.001 257 1%s−0.5 3.4194× 10−8%s−1

a -2059.8K -8638.8K
b 9.2644 29.992
Ea 17.126 kJmol−1 71.827 kJmol−1

c 2.8575 -3.3903
d 0.60225 1.5604
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5.1.3 Validation

Subsequent to the aging model development which proved a good consistency for static conditions,
here the performance of the aging model for dynamic storage conditions is evaluated with the mea-
surements from the dynamic calendar aging study (see Section 4.5.4). To apply the model equations
with variable temperatures or SOC over time, a differential form of the aging models is derived by
differentiating Equation 5.1 with respect to time for Qloss getting Equation 5.15 and differentiating
Equation 5.2 for Rinc resulting in Equation 5.16.

dQloss
dt

(T, SOC, t) = qloss(T, SOC, t) = ktemp,Qloss(T ) · kSOC,Qloss(SOC) · (2
√
t)−1 (5.15)

dRinc
dt

(T, SOC) = rinc(T, SOC) = ktemp,Rinc(T ) · kSOC,Rinc(SOC) (5.16)

Furthermore, it has to be identified how to apply the aging models correctly when the storage conditions
are varied. The results of the dynamic calendar aging study show (see Figure 5.3) the independence
of the order of storage conditions. Additionally, it can be concluded that the calendar aging rate is
dependent on the current SOH. Thus, the particular SEI growth depends on former aging history (SEI
thickness). Hence, to determine the differential capacity loss qloss when varying the storage conditions,
the virtual time t∗ is defined, representing the time until the same Qloss is reached under the new
storage conditions. As the resistance increase is constant over time, no additional measures for time
compensation of Rinc have to be taken. The virtual time t∗ can be derived by solving Equation 5.1
for time resulting in Equation 5.17 for Qloss.

t*calQloss
(T, SOC,Qloss) =

(
Qloss

ktemp,Qloss(T ) · kSOC,Qloss(SOC)

)2
(5.17)

Thus, when applying the aging model with changing storage conditions, the virtual time t∗ has to be
determined for each time step. Then t∗ is applied to calculate the differential capacity loss qloss in the
next time interval with new storage conditions.

Based on these equations for the application of the aging models of Qloss and Rinc, the results of
the dynamic calendar aging study can be compared with the developed aging model. For selected
TPs (see Table 4.5) Figure 5.3 shows the measured aging results in comparison with the model
values for Qloss on the left side with Figure 5.3a, 5.3c, and 5.3e and for Rinc on the right side
with Figure 5.3b, 5.3d and 5.3f. In every plot, the lower panel shows the absolute model error in
% compared to the measured values. The storage conditions of each TP are switched 7 times each
at time intervals of about 4 weeks. The results of all TPs of this dynamic calendar aging study are
summarized in Table 5.2 alongside with the absolute model error of Qloss and Rinc at the end of the
test.

Figure 5.3a/5.3b represent the TP7/TP8 with switching between the storage temperatures 0 ◦C and
60 ◦C at storage SOC = 100% with two cells. TP7 (blue) starts with 0 ◦C and TP8 (red) with 60 ◦C.
Here, always after two-time intervals, the two cells reach almost the same Qloss value, proving the
theory of independence of the order of storage conditions. The model values for each cell very closely
follow the measured values even when the storage temperature changes. The error increases slightly
over time but underestimates Qloss by less than 1%. For Rinc the observations are different since the
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Figure 5.3: Aging model validation with dynamic calendar aging study over 270 days with 8 intervals
each with constant storage conditions. Each measurement represents one cell whose storage
condition, temperature or SOC, is changed after one interval according to the test matrix
Table 4.5. In every plot, the lower panel shows the absolute model error in % compared to
the measured values. The plots on the left side represent the capacity loss and the plots
on the right side resistance increase of each TP. (a/b) TP7/TP8 with switching between
storage temperature 0 ◦C and 60 ◦C at storage SOC = 100%. TP7 (blue) starts with 0 ◦C
and TP8 (red) with 60 ◦C. (c/d) TP13/TP14 with switching between storage SOC = 50%
and 100% at storage temperature 60 ◦C. TP1 (blue) starts with SOC = 50% and TP14
(red) with SOC = 100%. (e/f) TP15 with changing storage temperature dynamically
between 60 ◦C, 25 ◦C and 40 ◦C at storage SOC = 100%.
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5.2 Cycle aging model

Table 5.2: Absolute model errors of Qloss and Rinc of all TPs of the dynamic calendar aging study.
Absolute model error at EOT

Test point Temperature SOC Qloss Rinc
TP1/TP2 25/40 ◦C 100% +1.1% / +1.2% +1.6% / +1.6%
TP3/TP4 25/60 ◦C 100% +0.0% / −0.3% −1.5% / −0.8%
TP5/TP6 40/60 ◦C 100% −0.1% / −0.1% −0.7% / −2.4%
TP7/TP8 0/60 ◦C 100% −0.8% / −0.6% +0.0% / −1.6%
TP9/TP10 60 ◦C 0/50% −1.9% / +0.5% −4.7% / +6.9%
TP11/TP12 60 ◦C 0/100% −2.2% / −1.9% −2.9% / +0.0%
TP13/TP14 60 ◦C 50/100% −2.2% / −1.1% −1.6% / −5.9%
TP15 Dynamic 100% −0.1% −0.4%

resistances decreased in this TP at the beginning. Afterward, the Rinc values of the two cells get closer
again but do not match each other as well as the Qloss values. Even though the model cannot represent
the Rinc in the beginning, the subsequent increase is estimated with errors below 1.5%.

Figure 5.3c/5.3d show the TP13/TP14 with alternating between the storage SOC = 50% and
100% at 60 ◦C with two cells. TP13 (blue) starts with SOC = 50% and TP14 (red) with SOC =
100%. Again the two cells’ Qloss values each meet after two passed time intervals, but not as close
as observed with TP7/TP8. The model values follow the measured values but underestimate the
measured values by around 1.5% at the end of the aging study. In contrast to the TP7/TP8, here the
Rinc values remain close together over all intervals. Although the model values show an error of about
6% for cell 2 at the end of the aging study, the model follows the trend of the measured values.

Figure 5.3e/5.3f illustrate the TP15 with changing storage temperature dynamically between 60 ◦C,
25 ◦C and 40 ◦C at storage SOC = 100% with one cell. Here, the model follows the measured Qloss

values very well and the model error is not increasing over time by remaining below 0.5%. The same
applies to Rinc, although the increase rates are changing stronger than seen for Qloss.

5.2 Cycle aging model

5.2.1 Model limitations

The aging model to be developed in the following section is only able to cover the range of influence
parameters which have been subject to the measurements. For example, the measurements showed
almost no temperature influence on the cycle aging, however with temperatures lower than 25 ◦C or
higher than 40 ◦C additional aging effects can be expected as mentioned in Section 2.4.2. In contrast
to the static calendar aging study, the measurement data of the static cycle aging showed no capacity
increase or resistance decrease at the beginning of the aging study. However, similar effects related to
the effects of the anode overhang area can be expected for the cycle aging TPs as well, but are not
covered by the aging model. Furthermore, the TPs with DOCs < 80 % revealed unsteady aging trends
with periods in which the capacity increases again, which is not described by the aging model.

5.2.2 Development

In order to create a combined aging model by superimposing the calendar aging with the cycle aging
model, the cycle aging model has to represent the pure cycle aging. Therefore, the respective calendar
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aging of each TP is subtracted from the cycle aging measurement values to obtain the pure cycle
aging to be modeled. It is assumed, that the average SOC of the cyclization is the respective influence
parameter of the underlying calendar aging. Hence, the calendar aging results of the respective TPs
with the appropriate SOC and temperature due to the respective cycle aging TP are subtracted to
obtain the pure cycle aging results of each CM. For example, the pure cycle aging of the reference TP6
with 80% cycles around the average SOC of 50% at 40 ◦C is obtained by subtracting the results of
the calendar aging TP with a storage SOC of 50% at 40 ◦C.

Furthermore, the cycle aging model should be able to represent the individual influence on the aging of
the C-rate, the DOC, and the Ah-throughput in FEC since BOL. Similar to the calendar aging model,
the cycle aging model should be described with formulas that only depend on the relevant influencing
parameters (C-rate, DOC, and FEC) and a small set of constants that are determined separately for
each influence parameter. Hence, the degradation of Qloss dependent on C-rate, DOC, and FEC is
expressed by Equation 5.18 and of Rinc with Equation 5.19 in the form of a product that consists
of three factors that represent the influence of C-rate with kC-rate,Qloss/Rinc(C-rate), of DOC with
kDOC,Qloss/Rinc(DOC) and of FEC individually. The formulas’ factors are derived separately in the
following and their parameters are shown in Table 5.3.

Qloss,cyc(C-rate,DOC,FEC) = kC-rate,Qloss(C-rate) · kDOC,Qloss(DOC) ·
√
FEC (5.18)

Rinc,cyc(C-rate,DOC,FEC) = kC-rate,Rinc(C-rate) · kDOC,Rinc(DOC) · FEC (5.19)

5.2.2.1 Influence of Ah-throughput

For all the cycle aging TPs the capacity loss follows a square root dependance of the Ah-throughput for
different C-rates and DOC (see Figure 4.9c and 4.10a), the Ah-throughput is therefore represented
with the factor

√
FEC for Qloss. In contrast, the resistance increases rather linearly over the Ah-

throughput for all C-rates and DOC (see Figure 4.9c and 4.10b). Consequently, the Ah-throughput
influence is represented by the linear factor FEC for Rinc.

5.2.2.2 Influence of C-rate

For the parametrization of the C-rate influence factor kC-rate,Qloss/Rinc(C-rate), only the cycle aging
TPs are evaluated which differ to each other only in the C-rate and thus the TPs with DOC = 80 %
cycles around SOC = 50 % at 40 ◦C are selected. To obtain the pure cycle aging values Qloss,cyc and
Rinc,cyc of these TPs, the measured calendar aging Qloss,cal and Rinc,cal of the TP with SOC = 50 %
at 40 ◦C is subtracted respectively. The pure cycle aging results are shown in Figure 5.4b for Qloss,cyc

and in Figure 5.4d for Rinc,cyc.

In order to model the sole influence of the C-rate with the factor kC-rate,Qloss/Rinc(C-rate), the DOC
influence factor kDOC,Qloss(DOC) is set to the value of 1 for evaluation of the C-rate influence with
the selected TPs. The C-rate influence factor kC-rate,Qloss/Rinc(C-rate) for Qloss and kC-rate,Rinc(C-rate)
for Rinc can be modeled for Qloss and Rinc with the same formula structure with Equation 5.20 and
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Figure 5.4: Influence of the C-rate on the pure cycle aging of Qloss and Rinc for the TPs with
DOC = 80 % cycles around SOC = 50 % at 40 ◦C for the C-rates 0.2C, 0.5C and
1.0C: (a) kC-rate,Qloss(C-rate) determined by fitting separately the aging curves of Qloss,cyc
of the single C-rates with Equation 5.18. (b)/(d) Comparison of measured values of
Qloss/Rinc with model values determined by Equation 5.18/Equation 5.19 and using the
kC-rate,Qloss(C-rate) values determined by Equation 5.20 and kC-rate,Rinc(C-rate) by Equa-
tion 5.21. The lower panels show the absolute model error in %.

Equation 5.21 respectively, however with different parameter values a and b:

kC-rate,Qloss(C-rate) = aQloss · C-rate + bQloss (5.20)

kC-rate,Rinc(C-rate) = aRinc · C-rate + bRinc (5.21)

To obtain the parameters a and b, the C-rate influence factor kC-rate,Qloss/Rinc(C-rate) is firstly de-
termined by fitting separately the aging curves of Qloss,cyc and Rinc,cyc of the single C-rates with
Equation 5.18 and Equation 5.19 respectively. The resulting kC-rate,Qloss/Rinc(C-rate) of the single
C-rates are shown in Figure 5.4a for Qloss,cyc and Figure 5.4c for Rinc,cyc. Then, the parameters
a and b can be obtained by applying Equation 5.20 for Qloss,cyc and Equation 5.21 for Rinc,cyc

individually in a curve fitting approach.

For Qloss,cyc the kC-rate,Qloss(C-rate) values match a linear trend line over the evaluated C-rates. The
resulting aging model curves are compared in the upper panel of Figure 5.4b with the measured
values. The absolute model errors between the capacity loss values and the model values for Qloss,cyc

is illustrated in the lower panel of Figure 5.4b. For the TP with the C-rates 0.2C and 0.5C, the
model values follow very closely the pure cycle aging capacity loss values and the model error stays
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below ±0.5 %. For the TP with 1.0C, the model errors are with maximum ±1.5 % at the EOT higher,
however, the model follows the trend of the pure cycle aging capacity loss values. Smaller model
errors at EOT could be obtained by choosing another exponent than 0.5 for the influence of the Ah-
throughput. However, the overall course of all measured values for different TPs can be reproduced best
by the exponent of 0.5. In contrast to the very clear trends of Qloss,cyc, the pure cycle aging resistance
increase values Rinc,cyc are fluctuating around a linear trend shown in Figure 5.4d. For this reason,
for Rinc,cyc the kC-rate,Rinc(C-rate) values do not match exactly a linear trend over the evaluated C-
rates due to the uncertain determination of the rate of resistance increase for the respective C-rates.
However, the same formula structure is chosen to determine the parameters of kC-rate,Rinc(C-rate) with
Equation 5.21. The absolute model errors for Rinc,cyc are shown in the lower panel of Figure 5.4d:
Only for the TP with 1C, the model values follow quite well the determined pure cycle aging values of
Rinc,cyc with errors below 2%. For the lower C-rates 0.2C and 0.5C, the model values match only in
the first 3000 FEC the determined values. Afterward, strong deviations in the determined pure cycle
aging values of Rinc,cyc are observed which cannot be estimated with the model.

5.2.2.3 Influence of DOC

As shown in Figure 4.10a and 4.10b, no linear trend is observable for the influence of DOC on
the aging of Qloss,cyc and Rinc,cyc. Again the capacity loss and resistance increase due to the pure
cycle aging are evaluated by subtracting the measured calendar aging Qloss,cal/Rinc,cal of the TP with
SOC = 50 % at 40 ◦C and are shown in Figure 5.5b for Qloss,cyc and in Figure 5.5d for Rinc,cyc

respectively.

Since the capacity loss trend of the TPs with DOC < 80 % shows several trend changes the aging
trend of the TPs with DOC = 80% and 100% are applied to the further TPs. Then, the formula for
kDOC,Qloss(DOC) can be derived by evaluating Equation 5.22 with Qloss,cyc at the EOT:

kDOC,Qloss(DOC) = Qloss,cyc(C-rate = 1 C, DOC,FEC)
kC-rate,Qloss(C-rate = 1 C) ·

√
FECend

(5.22)

kDOC,Qloss(DOC) = cQloss(DOC − 0.6)3 + dQloss (5.23)

These values of kDOC,Qloss(EOT )(DOC) at the EOT are shown in Figure 5.5a over the respective
DOC. The trend line matches the course of the DOC influence on kDOC,Qloss(DOC) very close and
can be obtained by using the formula of Equation 5.23 and deriving the parameters c and d (see
Table 5.3) with a curve fitting procedure. The results of evaluating Equation 5.18 with the model
values of kDOC,Qloss(DOC) are compared in Figure 5.5b in the upper panel with the determined
capacity loss due to pure cycle aging. The absolute model errors in the lower panel show the big
differences between the model and the determined pure cycle aging capacity loss, however, to the EOT
the errors decrease again since the model was fitted to the values at EOT.

The DOC influence on the resistance increase due to pure cycle aging is modeled similarly to the
capacity loss. The formula for kDOC,Rinc(DOC) is derived by evaluating Equation 5.24 with the
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Figure 5.5: Influence of the DOC on the pure cycle aging of Qloss,cyc and Rinc,cyc for the TPs with 1.0C
cycles around SOC = 50% at 40 ◦C with DOC = 5%, 10%, 20%, 40%, 80% and 100%:
(a) kDOC,Qloss(DOC) determined by fitting separately the aging values at EOT of Qloss,cyc
of the single DOC with Equation 5.22. (b) Comparison of measured values of Qloss,cyc
with model values determined by Equation 5.18 and using the kDOC,Qloss(DOC) values
determined by Equation 5.23. The lower panels show the absolute model error in %. (c)
kDOC,Rinc(DOC) determined by fitting separately the aging values at EOT of Rinc,cyc of the
single DOC with Equation 5.24. (d) Comparison of measured values of Rinc,cyc with model
values determined by Equation 5.19 and using the kDOC,Rinc(DOC) values determined by
Equation 5.25. The lower panels show the absolute model error in %.

Rinc,cyc at the EOT:

kDOC,Rinc(DOC) = Rinc,cyc(C-rate = 1 C, DOC,FEC)
kC-rate,Rinc(C-rate = 1 C) · FECend

(5.24)

kDOC,Rinc(DOC) = cRinc(DOC − 0.5)3 + dRinc (5.25)

These values of kDOC,Rinc(EOT )(DOC) at the EOT are shown by the marks in Figure 5.5b over the
respective DOC. The trend line matches the course of the DOC influence on kDOC,Rinc(DOC) for most
of the DOC, however, the deviations are bigger than for kDOC,Qloss(DOC) show in Figure 5.5a. Still,
the same formula structure with Equation 5.25 is applied and the parameters c and d (see Table 5.3)
are derived with a curve fitting procedure. The results of evaluating Equation 5.19 with the model
values of kDOC,Rinc(DOC) are compared in Figure 5.5d in the upper panel with the determined
resistance increase due to pure cycle aging. The model trend lines follow the determined pure cycle
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5 Aging model development of the investigated LiFePO4-graphite cell

aging resistance increase for all DOC, however, due to the fluctuating values of the resistance increase
the model errors alternates between ±2.0 % for all DOC.

5.2.2.4 Influence of temperature

With the cycle aging TPs at 25 ◦C and 40 ◦C withDOC = 80% and 100% around SOC = 50 % for the
C-rate 1.0C the temperature influence on the pure cycle aging can be evaluated. Again the capacity
loss and resistance increase due to the pure cycle aging are evaluated by subtracting the measured
calendar aging Qloss,cal/Rinc,cal of the TP with SOC = 50 % at 25 ◦C and 40 ◦C respectively and are
shown in Figure 5.6a for Qloss,cyc and in Figure 5.6b for Rinc,cyc. For the TPs with DOC = 80 %
at 25 ◦C and 40 ◦C ambient temperature, the trend lines of both Qloss,cyc and Rinc,cyc, despite the
temperature difference, are in a good accordance to each other from the beginning until about 8000
FEC are reached. For the TPs with DOC = 100 % at 25 ◦C and 40 ◦C ambient temperature, the trend
lines of both Qloss,cyc and Rinc,cyc, follow almost the same course but start to differ after the first 4000
FEC.

Although the temperatures 25 ◦C and 40 ◦C do not cover the whole possible operation temperature
of battery cells, this temperature can be assumed as the target temperature for the BESS operation
since lower and higher temperatures lead to accelerated degradation of both capacity and resistance.
However, due to the small temperature influence on the pure cycle aging between 25 ◦C and 40 ◦C,
the temperature influence is neglected in this cycle aging model and only represented in the calendar
aging model.
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Figure 5.6: Influence of the temperature on the pure cycle aging of Qloss,cyc and Rinc,cyc for the TPs
withDOC = 80% and 100% cycles around SOC = 50 % for the C-rate 1.0C. (a) Qloss,cyc.
(b) Rinc,cyc.

Table 5.3: Qloss and Rinc aging model reference values and parameters.
Parameter Qloss Rinc

a 0.0630 -0.0020
b 0.0971 0.0021
c 4.0253 6.8477
d 1.0923 0.91882
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5.2 Cycle aging model

5.2.3 Validation

To apply the cycle aging model equations with varying C-rates or DOCs over FEC during a lifetime
simulation, a differential form of the cycle aging models is derived by differentiating Equation 5.18
with respect to FEC forQloss,cyc getting Equation 5.26 and differentiating Equation 5.19 for Rinc,cyc

resulting in Equation 5.27.

dQloss,cyc
dFEC

(C-rate, DOC,FEC) = qloss,cyc(C-rate, DOC,FEC)

= kC-rate,Qloss(C-rate) · kDOC,Qloss(DOC) · (2
√
FEC)-1

(5.26)

dRinc,cyc
dFEC

(C-rate, DOC) = rinc,cyc(C-rate, DOC) = kC-rate,Rinc(C-rate) · kDOC,Rinc(DOC) (5.27)

Similar to the approach for the calendar aging model in Section 5.1.3, it has to be identified how
to apply the cycle aging models correctly when the cycle influence factors are varied. The results of
the dynamic calendar aging study proved (see Figure 5.3) the independence of the order of storage
conditions and that the calendar aging rate is dependent on the current SOH. The same approach is
applied for the pure cycle aging model, however, to determine the differential capacity loss qloss,cyc when
varying the cycle influence factors, the virtual Ah-throughput with FEC∗ is defined, representing the
FEC until the same Qloss,cyc is reached under the new cycle conditions. As the resistance increase due
to pure cycle aging is constant over FEC, no additional measures for Ah-throughput compensation of
Rinc have to be taken. The virtual FEC∗ can be derived by solving Equation 5.18 for FEC resulting
in Equation 5.28 for Qloss,cyc.

FEC*cyc
Qloss

(C-rate, DOC,Qloss,comb.) =
(

Qloss,comb.
kC-rate,Qloss(C-rate) · kDOC,Qloss(DOC)

)2
(5.28)

When applying the cycle aging model with changing cycle influence factors, the virtual FEC∗ has to
be determined for each step. Then FEC∗ is applied to calculate the differential capacity loss qloss,cyc
in the next interval with new cycle conditions.

The pure cycle aging models cannot be validated directly as done before for the calendar aging model
because the aging of the dynamic stress profiles represents always the superposition of calendar and
cycle aging. One possible option would be the operation of the dynamic validation profile with low
temperature, where only little influence of calendar aging can be expected. However, at low temper-
atures, additional cycle aging effects due to lithium plating could occur which are not represented by
this cycle aging model. Still, the pure cycle aging model is validated with the dynamic stress profiles
in the next section with the combination of the calendar and cycle aging model.

Another way to validate the cycle aging model is the comparison with the manufacturer values for
the investigated cell [7]. However, only for full cycles with a DOC = 100 % and a C-rate of 1.0C at
23 ◦C different datasheet versions state from 6000 up to 10.000 FEC until 20% of the nominal capacity
is lost. By using the cycle aging model the FEC until the EOL criteria with 20% capacity loss due
to pure cycle aging can be calculated with Equation 5.28 and are shown in Figure 5.7. The FEC
until the EOL with Qloss,cyc = 20 % are marked for the DOC investigated in this aging study and
connected by a trend line. A logarithmic scale is chosen for the y-axis representing the FEC until EOL
because for DOC < 10 % the count of FEC is increasing exponentially. The TP at a DOC = 100 %
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Figure 5.7: Estimation of the FEC until the EOL with Qloss,cyc = 20 % with Equation 5.28. The
y-axis is drawn on a logarithmic scale.

would reach the EOL after about 8500 FEC, which fits the range given by the different datasheet
numbers between 6000 and 10.000 FEC, however, the datasheet values include normally the overlain
by calendar aging.

5.3 Combined aging model

5.3.1 Development

In order to estimate the calendar and cycle aging in lifetime simulations of BESS, a combined aging
model is developed and presented here. Since the cycle aging model represents only the pure cycle
aging without the overlying calendar aging, a combined aging equation for the capacity loss can be
established as a simple superposition of the calendar aging model Equation 5.1 with the cycle aging
model Equation 5.18 resulting in the combined aging model Equation 5.29. For the resistance
increase, the calendar aging model Equation 5.2 can be superposed with the cycle aging model
Equation 5.19 getting the combined aging model with Equation 5.30.

Qloss,comb.(T, SOC, t,C-rate, DOC,FEC) = Qloss,cal(T, SOC, t) +Qloss,cyc(C-rate, DOC,FEC)

= ktemp,Qloss(T ) · kSOC,Qloss(SOC) ·
√
t

+ kC-rate,Qloss(C-rate) · kDOC,Qloss(DOC) ·
√
FEC

(5.29)

Rinc,comb.(T, SOC, t,C-rate, DOC,FEC) = Rinc,cal(T, SOC, t) +Rinc,cyc(C-rate, DOC,FEC)

= ktemp,Rinc(T ) · kSOC,Rinc(SOC) · t

+ kC-rate,Rinc(C-rate) · kDOC,Rinc(DOC) · FEC
(5.30)

When applying this combined aging models in BESS lifetime simulations, no particular step size of time
or Ah-throughput has to be considered, because the influence factor for time t and for Ah-throughput
FEC are included in the equations. However, whenever an influence factor of the calendar or of
the cycle aging model changes, the combined capacity loss Qloss,comb. has to be calculated. For this
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purpose, the virtual time t∗ with Equation 5.17 and the virtual FEC∗ with Equation 5.28 has to
be determined and to be used respectively to calculate the capacity loss due to the calendar and cycle
aging. Since the resistance increase follows for the calendar aging model the time t and for the cycle
aging model the FEC linearly, no adaption of the time or the FEC factor is necessary whenever the
influence factors are changing. Although the resistance increase shows no path dependency, Rinc,comb.

should be calculated whenever an influence factor changes and so in the same frequency as Qloss,comb.

since they depend on the same influence factors.

5.3.2 Validation

Similar to the validation of the calendar aging model with the results of the dynamic calendar aging
study in Section 5.1.3, the combined aging model is validated here with the results of the dynamic
cycle aging study. The two load profiles presented in Section 4.5.6 have been applied each to three of
the investigated cells at an ambient temperature of 40 ◦C. Due to the cyclization of the cells, the cells’
temperature elevated from 40 ◦C to a mean value of 40.8 ◦C for the PV-HESS profile and 40.6 ◦C for
the PV-PCR-BESS profile. These temperatures are applied in the estimation of the combined aging
since the temperature has a big impact on the calendar aging. Within the 885 days of the aging study,
the PV-HESS profile was carried out 1368 times and the PV-PCR-BESS profile 928 times. In order
to calculate the combined aging, the load profile stress is characterized by the half-cycle detection
algorithm (see Section 3) applied on the original SOC-course of both profiles. Thereby the DOC, the
mean C-rate and the mean SOC of every half-cycle is determined. Hence, after every half-cycle, the
calendar and cycle aging is calculated and summed up to get the combined aging.

Figure 5.8 shows the development of the capacity loss Qloss,meas and resistance increase Rinc,meas out
of the regulars performed CU measurements for the PV-HESS profile on the left side and the PV-PCR-
BESS profile on the right side. In addition to the calculated combined aging values for Qloss,comb. and
Rinc,comb., the particular fractions of the calendar and pure cycle aging are shown for both profiles.

PV-HESS profile
For the PV-HESS profile, the aging model results follow very closely the trend of the capacity loss
and deviate at the EOT only about 0.5%. The estimated capacity loss due to calendar aging at the
EOT Qloss,cal = 9.21 % matches well the capacity loss measured within the static calendar static aging
with the TP at 40 ◦C with a SOC = 50 % Qloss,cal = 9.24 %. The capacity loss due to pure cycle
aging results in Qloss,cyc = 3.64 % and is representing thereby a fraction of 28.35% of the combined
estimated aging.

For the resistance, the combined aging model results follow very closely the measured trend in the
first 500 days, however, the measured values deviate from the original linear trend line resulting in
a model error up to 2% afterward. This deviation derives mainly from the model error of cycle
aging, since the resistance increase due to calendar aging at the EOT with Rinc,cal = 8.07 % only
exceeds slightly the resistance increase measured within the static calendar static aging study with
Qloss,cal = 7.31 % (TP at 40 ◦C with a SOC = 50 %). The resistance increase due to pure cycle aging
results in Rinc,cyc = 2.80 % and representing thereby a fraction of 25.74% of the combined estimated
aging.
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Figure 5.8: Combined aging model validation with the aging results of the dynamic cycle aging study
with the two load profiles operated over 885 days at 40 ◦C. Each plot shows the mean values
of the measured Qloss,comb./Rinc,comb. of the three cells of each load profile. The plots on
the left side represent the capacity loss and the plots on the right side resistance increase
of the respective load profile. Additional to the estimated combined aging, the particular
fractions of the calendar and pure cycle aging are drawn in every plot. The lower panel in
every plot shows the absolute model error in % compared to the measured values. (a/b)
PV-HESS load profile (c/d) PV-PCR-BESS load profile.

PV-PCR-BESS profile
For the PV-PCR-BESS profile, the aging model results follow again closely the trend of the capacity
loss and deviate at the EOT about 1%. The estimated capacity loss due to calendar aging at the EOT
Qloss,cal = 9.34 % matches well the capacity loss measured within the static calendar static aging with
the TP at 40 ◦C with a SOC = 50 % Qloss,cal = 9.24 %.

The capacity loss due to pure cycle aging results in Qloss,cyc = 0.25 % and representing thereby
a fraction of 2.61% of the combined estimated aging. This small fraction of cycle aging can be
explained by the characteristics of the PV-PCR-BESS profile, showing mainly very small half-cycles
with DOC < 1 % which lead to almost no capacity loss due to cycle aging.

For the resistance, the combined aging model results follow also very closely the trend of the measured
resistance increase, showing only small model errors < 1 %. Similar to the capacity loss, the resistance
increase due to pure cycle aging represents only a small fraction of 4.28% of the combined estimated
aging resulting in Rinc,cyc = 0.38 %.

In conclusion, the results of the combined aging model validation with these two dynamic load profiles
demonstrate, that the pure cycle aging model is able to estimate the capacity loss and the resistance
increase with sufficient precision even on a long time scale with dynamic profiles.
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storage system applications

In this chapter the SimSES framework (see Chapter 3.1) is applied to evaluate and compare the
techno-economic results of two stationary BESS applications in Germany PV-Home energy storage
system (PV-HESS) and the primary control reserve (PCR)-supply, which are introduced inChapter 2.

Both applications consist of a plenty of parameters that can technically and economically optimized
in various scenarios. In this chapter, a parameter study on the key technical and economic parameters
is conducted for both applications considering a realistic technical framework and a baseline scenario
for the variation of selected technical and economic parameters.

First of all, the BESS system model and the most important parameters are described Section 6.1,
because the simulations of both applications are performed with the same BESS model. Afterward,
both applications are presented separately by showing the simulation input, the design of the system
parameters and the results of the simulated operation. Then, the technical and economic key results of
both applications are compared. Finally, different economic scenarios are applied on both applications
to show the potential economic benefit when realizing these systems.

6.1 General simulation configuration

6.1.1 Technical parameters

The BESS is modeled as described in Section 3.1.4 and parametrized completely with the measured
data from the investigated LFP/C cell Sony US26650 (see Section 4.1). Table 6.1 summarizes the
system model configurations, which are explained in the following.

The battery ECM is parametrized with the single-cell measurement data from the Sony US26650
cell and applying a ’0D lumped mass thermal cell model’ to estimate the thermal operation. The
self-discharge is applied with 0.1% per month as an average value that was measured at an ambient
temperature between 25 to 40 ◦C during the calendar aging study Section 4.6.1. The degradation of
the batteries’ capacity and resistance is estimated with the calendar and cycle aging model described

Table 6.1: Battery energy storage system models and parameters.
Input variable Model / Value
Battery cell model Sony US26650 equivalent circuit (OCV-R) cell model
Battery aging model Sony US26650 experimental calendar and cycle aging model
Battery thermal model 0D lumped mass thermal cell model
Power electronics model Power dependent efficiency curve
Start SOC 50%
Battery self-discharge rate 0.1% per month
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6 Techno-economic evaluation of battery energy storage system applications

in Chapter 5. The battery cell parameters and model results are scaled up linearly to achieve the
battery sizes used in the system design in Section 6.2.2.

6.1.2 Economic parameters

6.1.2.1 General economic parameters

The economic assessment is based on the parameters given in Table 6.2 and is explained in the follow-
ing. All simulations are performed with the regulatory framework of the year 2015 in Germany with
simulation periods of 20 years. In order to calculate the economic metrics presented in Section 3.2.2,
all monetary values are compared by applying the net present value method considering a constant in-
terest rate and a constant inflation rate. Many different assumptions for the interest rate and inflation
rate can be found in the literature for the economic assessment of BESS [110–113]. For the baseline
scenario, the assumptions of Dufo-López [113] of the year 2015 are applied with an interest rate of 4%
and an inflation rate 2%. Both rates result in a net interest rate/discount factor of 1.96%.

Table 6.2: General economic parameters.
Input variable Value
Interest rate 4%
Inflation rate 2%
Discount factor 1.96%
Depreciation period 20 years
Simulation period 1st Jan. 2015 - 31st Dec. 2034

6.1.2.2 BESS economic parameters

In the baseline scenario, the BESS investment costs for the battery and the power electronics shown in
Table 6.3 are used. The numbers are based on a literature review for PV-HESS costs by Hesse et al.
[5] in 2017 with the data from 2016. Although the baseline scenario starts with the parameters of 2015,
the costs of 2016 are used to estimate the investment costs. However, the BESS investment costs are
varied later on by applying the specific battery system costs as the sum of system and variable costs
with values between 500 to 2500Euro/kWh related to the battery nominal energy. 2500Euro/kWh
can be assumed as the maximum investment price when considering a system with a battery size
of 1 kWh and a small inverter with less than 1 kW rated power. The minimum price of the specific
battery system costs is set to 500Euro/kWh due to the fact that the cheapest available PV-HESS
system with LFP/C [114] (11/2017) is priced with about 576Euro/kWh for a BESS size of 10.24 kWh.
The additional installation and maintenance costs are neglected because they depend strongly on the
specific BESS and the installation environment.

6.2 PV-Home energy storage system

The PV-HESS application represents a residential customer with a PV-system and BESS installed with
the aim to time-shift local surplus PV-electricity generation and thus reduce electricity purchase at a
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Table 6.3: BESS economic parameters (Data from [5]).
Input variable Value
Battery investment fixed cost 1723Euro
Battery investment variable cost 752Euro/kWh
Power electronics investment system cost 0Euro
Power electronics variable cost 155Euro/kW
Installation costs 0Euro
Maintenance costs 0Euro

given retail-tariff. The PV-HESS application fundamentals are presented in Section 2.2. The indi-
vidual input data is given in this section and followed by the determination of the system configuration
of the baseline scenario, which is afterward evaluated in its operation.

6.2.1 Input data

Table 6.4 gives an overview of the general technical parameters which are explained in the following.

Table 6.4: PV-HESS: General technical parameters.
Input variable Value
Annual household electricity consumption 4400 kWh
Household electricity consumption profile HTW household profiles 1-8 from 2010 [115]
PV electricity generation profile TUM-EEN PV-system profiles from 2011-2014
Maximum grid feed-in 60%
PV power degradation per year 0.1%
Operation strategy Immediate battery usage

6.2.1.1 Household electricity consumption

The PV-HESS evaluation is exemplified for a single-family house with four persons in Germany with
an anticipated electricity consumption of 4400 kWh per year. Households with higher electricity con-
sumption might gain major economic profits by using BESS in combination with a PV-system [32],
however, 4400 kWh per year has been the average electricity consumption in 2014 in Germany for a
four-person single-family house [116] and is therefore applied here in the baseline scenario.

In order to model the course of the residential power-consumption, representative electrical load profiles
for residential buildings in Germany on a 1 s database created by Tjaden et al. [115] are used. The
load profile is linearly interpolated to match the sampling-time of the simulation with SimSES and the
magnitude is scaled to achieve an electricity consumption of 4400 kWh per year.

6.2.1.2 PV electricity generation

Due to the reason, that the size of PV rooftop systems is limited to the usable roof surface, the PV-
system size is considered as an optimization parameter in the following design evaluation. However, the
upper peak power limit with 10 kW is given through the [28], because above this limit less than 100%
of the feed-in energy are reimbursed. Furthermore, the average peak power for PV-systems installed
in Bavaria is with 6.2 kW (2015) [117] lower than economic optimum with 10 kW based probably by
the usable limited roof surface on most houses.
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The course of the PV electricity generation is modeled with the AC-power data acquired in the years
2011-2014 recorded in one-minute resolution from a photovoltaic system with 11 kWp installed on the
rooftop of building N2 of the Technical University of Munich. The degradation of the PV-panels and
the small constant decrease of the resulting power is modeled with a degradation factor of 0.1% per
year [118], which is applied with a linear interpolation over the simulation time on the generation
profile. The measured PV-generation profile is scaled to achieve the peak power magnitudes used
in the system design in Section 6.2.2. The maximum grid feed-in of the PV electricity surplus is
limited to 60% of the PV peak power (instead of 70% as limit for PV power feed-in by the EEG
[28]), according to the German regulation conditions for ’grid-relieving’ battery investment incentives
granted [119], which are included in the economic evaluations.

6.2.1.3 Operation strategy

In order to maximize the economic benefit of a BESS in a PV-HESS application, the technical goal is
to maximize the coverage of the residual power profile with the BESS. The residual power profile is
given by the difference of the electricity consumption profile and the PV electricity generation profile.

An example course of both profiles together with the residual power profile (green) is given in Fig-
ure 6.7, however, the residual power profile is already reduced by the utilization of the BESS. Due
to the fact, that the electricity consumption and generation prices are constant in time and no addi-
tional costs/remunerations are given to reduce the peaks of the consumption profile, the BESS can be
operated directly with the available residual power. However, the PV electricity grid feed-in power is
limited in this setting to 60% of the nominal peak power of the PV-system. All power of the resid-
ual profile exceeding this limit has to be curtailed (red area in Figure 6.7). In this case, the BESS
operation could be optimized to reduce the curtailment losses.

Different operation strategies are supposed [33] to control the BESS power and/or the times where
the system is charged and discharged to minimize the curtailment losses in this PV-HESS setting.
However, with these operation strategies, it cannot be guaranteed that the curtailment losses are
reduced together with the optimal coverage of the residual power profile with the BESS without
having a perfect foresight. Due to the fact that this study focus on aging, only the ’conventional’
strategy is used which implies an immediate BESS charging or discharge whenever the residual power
is available. In consequence, the BESS utilization is maximized with the disadvantage that curtailment
losses cannot be avoided completely.

6.2.1.4 Economic parameters

The economic assessment of the PV-HESS application is based on the comparison with the case of the
same technical and economic setting but without a BESS reducing the residual power profile. Hence,
only the investment and the operational cash flow due to the BESS installation are considered. Besides
the general economic parameters shown in Section 6.1.2, the specific parameters for the PV-HESS
application are presented in the following and summarized in Table 6.5.

Different potential developments of the private household electricity price in Germany are evaluated
and are illustrated in Figure 6.1: The low price scenario consists of a yearly increase of the historical
electricity prices by the inflation rate of 2% starting with 0.2870Euro/kWh (1st Jan. 2015). The high
price scenario represents an extrapolation of the historical electricity prices by using the average values
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Figure 6.1: Historical electricity prices and different scenarios for electricity price over the years.

of the annual growth rates between 2004 and 2015 of 3.9%. The medium price scenario represents
again an extrapolation of the historical electricity prices by using the average values of the annual
growth rates between 2004 and 2015, however, the individual historical inflation rates are considered
in order to present the net growth rate of the electricity prices of 2.5%.

The feed-in remuneration for the feed-in of the PV generated electricity into the power grid is given
through the German EEG with 0.1256Euro/kWh [28]. These wages are guaranteed for 20 years and
valid for PV-household plants installed and used since 1st Jan. 2015. The depreciation period of 20
years of PV-systems [120] is also chosen to be the operating life of the whole BESS. The BESS invest-
ment costs are reduced by the investment subsidy of 25% given by the ’KfW-Programm Erneuerbare
Energien - Speicher (275)’ (1st Jan. 2015) [119].

Table 6.5: PV-HESS economic parameters.
Input variable Value
Investment subsidy 25%
Electricity price 0.2870Euro/kWh (1st Jan. 2015)
Electricity price scenario Yearly increase by 3.9%
PV feed-in remuneration 0.1256Euro/kWh (1st Jan. 2015)

6.2.1.5 Simulation parameters

Table 6.6 summarizes the applied parameters of the simulation with SimSES. The BESS load is char-
acterized by the half-cycle counting method, allowing a precise calculation of the storage degradation.
The sample time is chosen with 5min according to the performance and aging evaluations described
in Section 3.3.

Based on the same analysis, the aging model is called with the average values from the battery load
characterization with a step size of 10.

The BESS ambient temperature is set to 25 ◦C due to the assumption that the system is installed
inside a residential building without any active climatization system. Considering that all efficiency
losses are dissipated inside the BESS, the system would have an average temperature above a supposed
room temperature of 20 ◦C.

91



6 Techno-economic evaluation of battery energy storage system applications

Table 6.6: PV-HESS: Simulation parameters.
Input variable Value
Sample time 5min
Load characterization method Half-cycle counting
Method for calling of battery aging model Average values
Step size for calling of battery aging model 10 steps
Ambient temperature 25 ◦C

6.2.2 System configuration

In the following the technical and economic results of the system configuration for the PV-HESS
application are obtained by the simulations with SimSES with the before described input parameters
of the baseline scenario. Although there are a lot of different technical parameters of the system
configuration that could be varied, only the most important parameters are evaluated here: The
battery nominal energy, the battery inverter AC rated power (by using the PER) and the PV peak
power.

Furthermore, there are numerous assessment parameters that can be optimized (Section 3.2), how-
ever, the PI is chosen to compare different technical configurations and find the best economic sizing
of the system configuration parameters. The evaluation of the system configuration parameters is
exemplified for a single-family house with four persons in Germany with an anticipated electricity
consumption of 4400 kWh per year as explained in Section 6.2.1.1.

Although Waffenschmidt [30] and similar Weniger et al. [31] proposes the sizing of 1:1 (kWh:kWp)
of the battery nominal energy to the PV peak power, all combinations of the battery sizes from 1
to 10 kWh with a step size 1 kWh of together with the PV peak power from 1 to 10 kW with a step
size 1 kW are simulated. Additionally, the battery’s inverter rated power is varied in relation to the
respective battery nominal energy with the PER = 0.2, 0.5, 0.75 and 1.0. For instance, a PER = 1.0
for a battery nominal energy of 5 kWh is defined by the battery inverter AC rated power of 5 kW.

The defined combinations of the battery nominal energy, the PER and the PV peak power account for
400 single simulations that are performed for the HTW household profiles 1-8.

Due to the fact, that the results from all combinations of the system configurations cannot be il-
lustrated, the best PER is initially determined by evaluating its influence together with the battery
nominal energy and the PV peak power on the PI shown in Figure 6.2a for the PER = 0.2 and
in Figure 6.2b for the PER = 1.0. Both figures show the PI at the end of the depreciation period
dependent on the chosen battery nominal energy and the PV peak power. The maximum PI = 0.56 is
obtained with a battery nominal energy of 5 kWh together with a PV peak power of 10 kW with the
PER = 0.2. With the higher PER = 1.0, the maximum PI = 0.40 is significant lower than for PER =
0.2. In addition to system configuration with the maximum PI (purple cross), the purple dashed lines
mark the best economic battery nominal energy for every PV peak power configuration or vice versa.
Although the best-suited battery sizes are bigger for the PER = 0.2 than for the PER = 1.0, higher
PI values are obtained with the smaller sizing of the battery inverter. The thick black solid lines mark
the system configurations which are at the break-even point.

For both PERs positive PI values are gained with PV-system sizes above 2 kW. Below this PV peak
power size, the battery size does nearly not influence the PI due to the fact, that the few PV generated
energy is used almost completely for the energy consumption of the household. However, the residual
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Figure 6.2: PV-HESS: Influence of the system configuration with different battery and PV-system sizes
on the PI. The PER is scaled to the individual battery size: Figure 6.2a with PER = 0.2.
Figure 6.2b: PER = 1.0. The purple lines mark the best economic battery size for each
PV-system size or vice versa. The system sizing with the maximum PI is marked with a
purple cross in both figures.

power profile can be reduced with bigger BESS and consequently the self-consumption ratio (see
Figure 6.3a) improves significantly when increasing the BESS at this low PV peak power size. When
looking at the system configurations with a positive PI, the profitability can be maximized by increasing
the PV peak power together with increasing the battery nominal energy up to 5 kWh for the PER =
0.2. Though bigger battery sizes can increase the self-consumption ratio (see Figure 6.3a), the PI
decreases with too big batteries because the additional investment costs cannot be completely recovered
by additional savings due to a higher ratio of the self-consumed PV energy.

In the following, only the system configuration with PER = 0.2 is discussed and shown in the succeeding
figures due to better economic results in comparison to configurations with bigger battery inverters.

Figure 6.3a shows the increase of the self-consumption ratio with respect to the system configuration
in comparison to the case of the same household without a BESS. Again the system configuration with
the maximum PI is marked with a red cross representing an increase of the self-consumption rate of
about 13.8%. However, the self-consumption ratio does not correlate with the dependancy of the PI
regarding the system configuration. With bigger PV peak powers, smaller portions of the PV energy
can be self-consumed by the household or stored temporarily. Though the self-consumption rate can
be increased by installing bigger batteries, the self-consumption rate converges with respect to the
battery size.

The self-sufficiency rate is shown in Figure 6.3b with respect to the system configuration in compari-
son to the case of the same household without a BESS. Here, the trend is inverse in comparison to the
self-consumption rate because by increasing both, the battery nominal energy and the PV peak power,
the self-sufficiency rate rises. However, maximizing the self-sufficiency rate with the biggest PV-system
and battery size does not lead to the best economic result, because the best PI is already achieved
with an increase of the self-sufficiency rate of about 25.5%. Hence, both evaluation parameters, the
self-consumption rate, and the self-sufficiency rate cannot be used to define the best economic suited
system configuration due to the fact that both parameters are not correlating with the PI.

Due to given limit of the maximum grid feed-in of the PV electricity with 60% of the PV peak power,
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Figure 6.3: PV-HESS: Influence of the system configuration with different battery and PV-system
sizes (PER = 0.2) on the self-consumption rate (Figure 6.3a) and self-sufficiency rate (Fig-
ure 6.3b) in comparison to the case without a BESS. The system sizing with the maximum
PI is marked with a purple cross in both figures.

PV curtailment losses can occur which can be reduced by using a BESS. The ratio of the curtailed
PV energy with respect to the system configuration (see Figure 6.4a) increases when using bigger
PV-systems due to same reason as stated for the self-consumption rate: Especially the peak power at
noon in summer time cannot be self-consumed in the household or stored in the BESS due to limited
power capabilities or energetic capacities leading to a curtailed PV energy ratio between 0 to 3.1% in
this setting with a BESS. In the case without a BESS, PV energy curtailment losses up to 3.2% can
occur when using a PV-system with 10 kW peak power.

The curtailed PV energy increases slightly with BESS sizes larger than 4 kWh when keeping constant
the respective PV peak power. Larger battery sizes should lead to smaller ratios of the curtailed PV
energy, however, the here applied operation strategy with the immediate BESS utilization charges the
battery already before the PV power peak at noon. Due to the fixed PER, larger battery sizes are
operated with larger inverters and in consequence, the battery is charged faster than a smaller battery
at the same PV peak power configuration. Then, the larger BESS reaches earlier the upper SOC
limit and cannot cover the PV power peaks around noon time leading to higher ratios of the curtailed
PV energy. By applying other operation strategies like the ’Feed-in damping’ [33], the curtailment
losses could be reduced by shifting the battery charging temporarily to noon and controlling the power
considering a PV generation forecast. However, by using a relatively small battery inverter with the
here applied PER = 0.2, the battery can be charged only slowly within about 5 h from 0 to 100% SOC
leading to energy capabilities at noon when most of the PV energy is generated and possibly curtailed.
Hence, with the PER = 0.2 the BESS is operated similarly to the ’Feed-in damping’ by automatically
reducing the PV curtailment losses without any further controllers or the consideration of PV power
generation forecasts.

Although the BESS utilization can increase the direct consumption of the energy generated by the
PV-system, additional energetic losses occur due to energy conversion and storage with the utilization
of the battery. Figure 6.4b shows the dependancy of the average system efficiency with respect to the
system configuration. The average system efficiency range between 88.7% and 92.0% and is basically
undifferentiated regarding the system configuration. Furthermore, the average system efficiency reveals
no clear relation with respect to the battery nominal energy or the PV peak power. However, when
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Figure 6.4: PV-HESS: Influence of the system configuration with different battery and PV-system sizes
(PER = 0.2) on the curtailed PV energy (Figure 6.4a) and the average system efficiency
(Figure 6.4b). The system sizing with the maximum PI is marked with a red cross in both
figures.

choosing bigger battery inverters with a PER = 1.0 the average system efficiency can be significantly
smaller with a range between 62.8% and 89.4% due to the partial-load operation of the inverter
with worse efficiencies than the full-load operation. By choosing a small inverter with a PER = 0.2,
the inverter is less often operated in the partial-load operation leading to fewer efficiency losses (see
Equation 3.4).

The influence of the system configuration on the battery aging is illustrated in Figure 6.5. Fig-
ure 6.5a shows the count of FEC at the end of the depreciation period. The count of FEC reveals
also the utilization ratio of the BESS system and one of the indicators for the resulting cycle aging.
The FEC range between 530 and 5579 representing about 26.5 up to 279 FEC per year. In contrast
to the before shown trends with respect to the system configuration, the FEC decrease with larger
battery sizes but increases concurrently with larger PV-systems.

The resulting aging after 20 years of operation is expressed with the SOH of the battery capacity in
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Figure 6.5: PV-HESS: Influence of the system configuration with different battery and PV-system sizes
(PER = 0.2) on the FEC (Figure 6.5a) and the SOH capacity after 20 years (Figure 6.5b).
The system sizing with the maximum PI is marked with a red cross in both figures.
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Figure 6.5b with respect to the system configuration. The SOH range between 73.5 to 90.5%. Due
to the fact, that the SOH expresses the sum of calendar and cycle aging, all system configurations
should result in almost the same calendar aging. However, as shown in Figure 6.5a the absolute cycle
aging decreases with larger batteries leading to higher SOH values.

To conclude, the economic best system configuration with a PER = 0.2 is defined by the maximum
value of the PI leading to a battery nominal energy of 5 kWh and PV peak power of 10 kW. This system
configuration, summarized in Table 6.7, is defined as baseline scenario together with the utilization
of the household profile number 1. Although the particular technical evaluation parameters showed
individually better results with different system configurations, the PI summarizes all single technical
trends with respect to the economic outcome of the system.

Table 6.7: PV-HESS: Baseline scenario.
Input variable Value
Annual Household electricity consumption 4400 kWh
Household electricity consumption profile HTW household profile 1
Battery nominal energy 5 kWh
PV peak power 10 kW
Power-to-energy ratio (PER) 0.2
Inverter rated power 1 kW

6.2.3 Performance

This section will give deeper insights of the BESS performance in the PV-HESS baseline scenario.
First, the battery operation is shown and followed by the evaluation of the battery aging. Finally, the
main economic results are presented.

6.2.3.1 Power and SOC course

Figure 6.6 shows the course of the different power paths (upper plot) and the SOC together with
the SOH (lower plot) over the first simulation year out of the 20 years of simulated operation for the
baseline scenario. By defining the power exchange with the electricity grid with the load convention,
the power generation has a negative sign, however, the y-axis of the upper plot is drawn inverse
to highlight the course of the PV generation over the year. The influence of the seasons is clearly
observable, showing almost a sine-wave shape over the year. The electricity consumption fluctuates
even stronger than the PV power, however, no seasonal shape trend is observable. The SOC course
follows the trend of the PV power by showing a higher cyclization frequency in the middle of the year
than at the beginning and at end of the year. Furthermore, the average SOC remains in the middle of
the year significantly higher due to the fact, that in many cases the daily residual power surplus stored
in the BESS cannot be discharged completely until the next day, which consequently begins with an
energy surplus.

In order to evaluate the daily power flows and the BESS utilization more in detail, Figure 6.7 shows
exemplary the time interval between day 135 and 138 of the first year. Here, the different power flows
and energy exchanges are clearly visible in the upper plot: The yellow areas mark the energy generated
by the PV-system, which is partly consumed directly by feeding the household loads or charging the
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Figure 6.6: PV-HESS: Course of the different power paths (upper plot) and the SOC together with
the SOH (lower plot) over the first simulation year.
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Figure 6.7: PV-HESS: Course of the different power paths (upper plot) and the SOC together with
the SOH (lower plot) over the days 135-138 of the first simulation year.

BESS, however, in case of a fully charged BESS, the surplus power is feed into the power grid and
partially curtailed when the power feed-in exceeds the maximum grid feed-in limit of 60%, represented
by the red areas. The households power consumption is illustrated with the areas on the positive side
of the power axis but covered with different colors: Grey, when the household power consumption is
covered by the PV power generation. Blue, when the BESS supplies the household load and green if
the household power demand has to be supplied by the power grid because neither sufficient PV power
nor BESS power is available. The BESS utilization is illustrated with the blue areas, with negative
power when charging the battery with power generated by the PV-system, and with positive powers
when discharging the battery to supply the household loads. The same utilization trend of the BESS
can be seen in SOC course in the lower plot of Figure 6.7. Although the BESS seems to be too small
due to the fact that the upper SOC limit is reached for the second and third day before noon, the
energy stored suffices to supply the nightly household energy demand.

Due to the fact, that the shown residual power profiles and energy exchanges together with BESS
utilization diverge strongly over the course of the year (due to the seasonal dependancy of the PV
power generation), the simulation has to cover at least one year in order to evaluate the technical
and economic benefit of a BESS in the PV-HESS application properly. Therefore, the Figure 6.8
can illustrate BESS utilization in detail by showing the ’heat map’ of the battery C-rate and SOC
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Figure 6.8: PV-HESS: Temporal distribution of the battery C-rate (Figure 6.8a) and the SOC (Fig-
ure 6.8b) over the first simulation year.

with respect to the date in the course of one year on the x-axis and the daily course on the y-axis
simultaneously.

The battery C-rate in Figure 6.8a shows charging periods (positive sign) with reddish colors and
discharging periods with bluish colors. The greenish colors mark the time periods with almost or even
no battery utilization with < 0.01 C. Due to the daily sinus-wave shape of the PV power generation
with its maximum at noon, the battery is charged relatively fast in the morning and discharged in the
evening, often with the maximum possible C-rate in both directions. However, overnight the battery
is discharged relatively slow due to the little power consumption in the household. The green gaps
between the charging period and the discharging periods are caused by the missing energy capacities
of the BESS in this periods by having reached the upper SOC limit. These gaps between noon and
the evening correlate with the high SOC shown in reddish colors in the heat map of the SOC in
Figure 6.8b. This utilization gap changes in the course of the year due to seasonal dependancy of the
PV generated energy. The bluish colors in the SOC heatmap show the time periods with low SOCs,
which occur in the middle of the year in the early morning and more significant at the beginning
and at the end of the year when the daily PV generated energy does not suffice to supply the energy
consumption of the household. In these time periods of the year the battery utilization is relatively
weak, which can be seen with green areas of the C-rate in Figure 6.8a at the beginning and at the
end of the year.

6.2.3.2 Battery load characterization

In order to understand the calendar and cycle aging as result of the applied aging model of the here
investigated LFP/C cell (see Chapter 5), the battery load characteristics have to be evaluated first
in the following.

The calendar aging rate is influenced by the SOC and temperature and changes over time. The BESS
system temperature is influenced by the system operation but almost no deviate from the assumed
ambient temperature of 25 ◦C due to the limitations of the applied thermal model. However, the
course of the SOC over time influences the calendar aging. In contrast to the SOC heatmap shown
before, Figure 6.9b and the following histogram figures give a statistical insight into the BESS load
characteristics over the whole simulation time of 20 years. The y-axes are drawn on a logarithmic scale
due to the unequal distribution of the relative frequency of each evaluation parameter and to enable
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Figure 6.9: PV-HESS: Distribution of the relative frequency of the battery C-rate (Figure 6.9a) and
the SOC (Figure 6.9b) over 20 years of simulation.

a proper overview over the whole value range on the x-axes. It can be seen, that the BESS in this
PV-HESS baseline scenario is either empty or fully charged by having a low SOC of 0% for about 30%
of the simulation time and a high SOC of 100% almost 10% of the simulation time. Between these
two extremes, the frequency of the further single SOC is almost equally distributed.

The cycle aging rate of the here applied aging model is influenced by the C-Rate and the DOC and
changes over the FEC-throughput.

Figure 6.9a shows the histogram of the BESS C-rate, with positive values for the charge and the
negative values for the discharge direction. Here, the distribution of the single C-rates is relatively
inhomogeneous: The BESS is charged relative often in about 10% of the time with the maximum
C-rate of 0.2C in comparison with the lower charging C-rates. In contrast, the maximum discharge
C-rate of −0.19C occurs in about 3% of the time. Furthermore, the lower discharging C-rates occur
significantly more often than the lower charging C-rates.

Figure 6.10a shows the histogram of the half-cycle depth separated into the charge (positive) and
discharge (negative) direction. All half-cycle depths from 0 to 100% occur in charge and discharge
direction, however, half-cycles with 100% DOC have a relatively high proportion of about 5% of all
detected cycles in the charge direction and about 4% in the discharge direction. Only half-cycles with
very small DOC < 10 % have a higher proportion of more than 20% of all detected cycles.

In order to evaluate the correlation of the two cycle aging influence factors, Figure 6.10b shows
the histogram of the half-cycle depth together with the respective C-rate of every half-cycle depth
in charge and discharge direction. The central bars in green and yellow colors represent the small
half-cycle depths, which have a high proportion, however, the C-rate of these half-cycles is with values
< 0.02 C relatively low. In charge direction, the frequency distribution of the further bars is almost
equal and covers the whole value range of the half-cycle depth and C-rate. In contrast, in discharge
direction not the whole value range of the half-cycle depth and C-rate is covered because most of the
half-cycles > 20 % show absolute C-rates > 0.1 C. However, almost all bars in discharge direction
have roughly the same proportion.

In order to summarize and to compare the single distribution of the shown aging influence parameters,
the average values of SOC, C-rates and DOC are shown in Table 6.14 in comparison with the results
from the PCR-supply application.
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Figure 6.10: PV-HESS: Distribution of the relative frequency of the cycle depth (Figure 6.10a) and
the cycle depth over C-rate (Figure 6.10b) over 20 years of simulation. The color bar of
Figure 6.10b represents the relative frequency values of the histogram.

6.2.3.3 Battery aging

The battery aging course of the capacity and the resistance is shown in Figure 6.11 over the whole
simulation time of 20 years. Both figures show the proportion of the calendar and cycle aging in
comparison to the sum of both as the total aging.

The battery capacity loss illustrated in Figure 6.11a follow a logarithmic shape due to decreasing
aging rates with the decreasing capacity. Both, the calendar and cycle aging curves, show the same
curve shape. The seasonal impact of the PV generation and the thereof dependent BESS utilization
can be seen in the slight overlaid wavelike shape of the total and calendar aging curve. From the end
until the beginning of every year, the PV generation is less and consequently, the calendar aging is
smaller due to the low average SOC levels in comparison to the summer period. At the end of the
simulation, the capacity decreased by about 25.7% dominated by the calendar aging with a proportion
of about 73.9% in comparison to the cycle aging. Although the BESS average SOC was relatively low
with about 41.4% together with the fact that the temperature has been constant at 25 ◦C, the calendar
aging rate is higher than the cycle aging rate over the whole simulation time. The count of 4786 FEC
over the 20 years operation represents more than the half of the anticipated cycle lifetime until EOL
with Qloss,cyc = 20 % with a DOC of 100% shown in Figure 5.7, however, most of the cycles lead to
low cycle aging due to the small individual DOC and low C-rates of the most of the half-cycles.
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Figure 6.11: PV-HESS: Course of the capacity loss (Figure 6.11a) and the resistance increase (Fig-
ure 6.11b) over 20 years of simulation.
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6.2 PV-Home energy storage system

The battery resistance, shown in Figure 6.11b, increases quite linear, however, a small wavelike
shape can be observed due to the same reasons as explained for the capacity loss. The total resistance
increases with about 26.1% almost the in the same absolute value as observed for the capacity loss,
however, the proportion of the total resistance increase due to calendar aging is with 42.1% obviously
smaller than the same ratio observed for the capacity loss. Hence, the resistance increase is dominated
slightly by the cycle aging. The smaller influence of the calendar aging on the resistance increase
can be explained by the SOC distribution, where relative often very low and very high values occur.
These two SOC extremes lead to less resistance increase than the SOC range around 50% as shown in
Figure 4.5d. Furthermore, the proportion of the cycle aging on the total resistance could be higher
due to the fact, that influence of the C-rate is inverse in comparison to the behavior due to capacity
loss. Smaller C-rates lead to higher cycle aging rates of the resistance as shown in Figure 5.4d.

Although the absolute aging values of the capacity loss and resistance increase influence significantly
the BESS operation over the whole simulation time, there is no need to replace the battery before the
end of the depreciation period of 20 years. However, it remains to investigate how the decrease of the
available capacity together with efficiency decrease impact the economic profitability in detail in the
course of the 20 years.

6.2.3.4 Economic results

The overall economic results of the baseline scenario of the PV-HESS application are compared with
the results from PCR application in Section 6.4.1.2. However, the particular results of the PV-HESS
application are presented here as net present values by applying the discount factor of 1.96% (see
Table 6.2). Table 6.8 summarizes and compares the particular results for the simulations of a PV-
household without a BESS installed (PV-system only) and with a PV-household with BESS installed
as described in the baseline scenario (PV-HESS). In order to understand the influence of the battery
aging on the economic results, an additional case of the baseline scenario is simulated in which the
battery aging is completely neglected (PV-HESS no aging).

In the PV-HESS baseline scenario, the BESS investment for the battery size of 5 kWh costs 5689.70Euro.
This investments costs are reduced by the investment subsidy of 1422.40Euro due to the investment
subsidy of 25% given by the ’KfW-Programm Erneuerbare Energien - Speicher (275)’ [119].

Without a BESS, the households electricity bill (total electricity costs), as the sum of costs for the
electricity consumption together with the remuneration of PV electricity feed-in, would result in a
total cash flow CNPV

cash flow,total of -4892.60Euro over the 20 years of operation. With the BESS, the
same household electricity bill results with earnings of 2968.20Euro due to less electricity consumption
of about 41.6% in comparison to the case without a BESS even though the PV electricity feed-in
decreased by about 16.3%. Hence, the BESS household would have total cash flow CNPV

cash flow,totalof
7860.80Euro in comparison to the household without a BESS.

Table 6.8: PV-HESS economic results.
Parameter PV-system only PV-HESS PV-HESS (no aging)
Total electricity costs -4892.60Euro 7860.80Euro 8624.30Euro
Investment costs (subsidy incl.) 0 Euro 4267.30Euro 4267.30Euro
Total return 3593.50Euro 4357.00Euro
Profitability index (PI) 0.6316 0.76576
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By subtracting the BESS investment costs and considering the investment subsidy, the BESS household
receives a total return RNPV

total of 3593.50Euro reflecting a PI of 0.6316.

When comparing the results of this baseline scenario with the case without aging, the total return
RNPV
total of the case without aging is estimated with 763.50Euro about 21.3% higher than the baseline

scenario with realistic battery aging. This relatively low impact of the battery aging on the total
economic result of the PV-HESS application would be stronger in case of less calendar and cycle
lifetime of other lithium-ion batteries than the here applied LFP/C cell.

6.3 Primary control reserve supply

The PCR application of BESS is introduced in Section 2.3. Here, the simulation of this application
with SimSES is presented by describing first the input data, then the BESS system configuration and
finally giving insight into the operation by showing the technical and economic results.

6.3.1 Input data

The PCR simulation is generally based on the same technical and economic input parameters like
for the PV-HESS application presented in Section 6.1, however, there are some specific parameters
which are presented in the following.

Table 6.9 summarizes the additional parameters that are used for the PCR simulation which are
explained in the following.

The maximum PCR power supply is set to ±1 MW in accordance with the minimum lot size defined
by the prequalification for the PCR [36]. The PCR-supply is simulated with SimSES by applying a
power grid frequency profile of the UCTE electricity grid, which was measured in 1 s resolution in the
year 2015.

In order to assure the supply of PCR power with regard to the course of the frequency deviation in any
moment, the BESS SOC has to be adjusted sometimes by exchanging power with the electricity grid.
These power exchanges are regulated by performing transactions on the IDM of the EPEX SPOT.
Therefore, the weighted average IDM prices from the year 2015 of the EPEX SPOT are applied [37]
in the baseline scenario.

Table 6.9: PCR-supply: General technical parameters.
Input variable Value
Maximum PCR power supply PPCR

max = 1 MW
Power grid frequency profile Data from the year 2015 in 1 s resolution in the UCTE

electricity grid (data measured and provided by
the Smart Power GmbH & Co. KG)

PCR-supply prices Average tender prices from the year 2015 from [36]
IDM-electricity prices Weighted average price of the EPEX SPOT IDM

from the year 2015 [121]
PCR operation strategy Apply all degrees of freedom to control SOC
SOC setpoint 50%
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6.3 Primary control reserve supply

6.3.1.1 Operation strategy

Degrees of freedom
In every simulation step, first, the required PCR is determined with the P -fpower line characteristic
by evaluating the current frequency deviation from the nominal frequency (see Section 2.3). Sub-
sequently, it is checked whether the SOC is above or below the SOCsetpoint. Depending on this, the
degrees of freedom are utilized in order to adjust the current SOC closer to the SOCsetpoint. For
example, in case that the SOC is above the SOCsetpoint, it will be attempted to discharge as much
energy as possible by using the overfulfillment or the ’30 s slope’ degree of freedom. Consequently, the
overfulfillment is only used to provide negative PCR power at frequencies less than 50 Hz. In case of
small frequency deviations below the nominal frequency, the deadband is not utilized. However, the
deadband will be held as long as allowed to consume as little energy as possible if the frequency rises
above the nominal frequency.

Setpoint SOC
The setpoint SOC is defined as the value from which in both charge and discharge direction the widest
operation range is possible. It is assumed, that the BESS can be operated in the entire SOC range
between 0 to 100%. Considering the overall BESS efficiency losses ηSys, the SOCsetpoint has to be above
50%, due to the fact, that energy is lost in charge and discharge direction. Thereby, ηSys is defined
as the system efficiency for a single charge or discharge operation. In contrast, the average roundtrip
efficiency ηBESS is defined for a complete charge and discharge cycle of the BESS (see Equation 3.5).
Hence, the SOCsetpoint is defined by the following equation to a value, from which in both directions
the same amount of energy can be charged or discharged:

SOCsetpoint = (Enom.
2 + (1− ηSys) · Enom.

2 ) · 1
Enom.

= 1− ηSys

2 (6.1)

Due to the fact, that the BESS system efficiency ηsys depends strongly on the individual operation,
the theoretical average system efficiencies of the battery and the inverter are applied:

ηSystheor. = ηBattavg. · ηInverteravg. (6.2)

In the baseline scenario the ηInverteravg. = 92 % and the ηBattavg. = 95 % resulting in a theoretical average
system efficiency ηSystheor. = 0.92 ·

√
0.95 = 90 % and hence in a SOCsetpoint = 55.0 %. In consequence,

the maximum amount of energy that can be converted in both directions is given with:

Echarge/discharge = SOCsetpoint · ηSystheor. · Enom. = 49.46 % · Enom. (6.3)

IDM transactions
Subsequently, it is checked if the SOC is at a level which ensures that the provision of the current
required PCR power can be continued in the next steps. If the SOC reaches a certain value, IDM
transactions have to be applied to balance the SOC again. As described in Section 2.3.1.3, the
shortest lead time for trading transactions at the EPEX SPOT is 30min. Hence, in every time step
the time interval is determined, how long the BESS can be operated providing the current PCR power
demand constantly in the worst case until the BESS is fully charged or discharged. These time intervals
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can be expressed by the following equations in charge tcharge and discharge tdischarge direction:

tcharge = Enom.

PPCR
max · η

Sys
theor.

· (1− SOC) (6.4)

tdischarge = Enom.

PPCR
max · 1

ηSys
theor.

· (SOC) (6.5)

As soon as one of these values passed the 30min lead time of the IDM trading, the appropriate trading
decisions are taken. Due to the fact, that the IDM enables only 15min trading blocks, this decision
will only be taken every 15min. Once an IDM transaction has been made, the offered power will be
considered in addition to the required PCR power after the lead time of 30min has passed.

6.3.1.2 Economic parameters

In addition to the general economic parameters shown in Section 6.1.2, the specific parameters for
the PCR application are summarized in Table 6.10.

Table 6.10: PCR-supply: General economic parameters.
Input variable Value
PCR tender prices 2015: Different scenarios
IDM transaction prices 2015: Weighted average values
EPEX SPOT participation fees 1st Jan. 2015

Figure 6.12a shows the course of the weekly PCR tender prices during 2015 public available at
’Regelleistung.net’ [36]. The yellow curve represents the average price of all tenders and reveals a price
high deviations during the course of one year. In addition, two further scenarios are defined with the
minimum and maximum tender prices of every week. Thereby, large price spreads for the same week
are observable during the entire year with its maximum in the last week of the year with 3968Euro
between the highest and lowest tender price. Due to the high impact of the PCR tender prices on the
economic result, these three price scenarios are examined in the sensitivity analysis in Section 6.4.2.
However, the baseline scenario of the PCR application uses the average price scenario.
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Figure 6.12: Figure 6.12a: Weekly course of the PCR tender prices in Germany in 2015.
Figure 6.12b: Course of the IDM prices profiles in the first week of 2015.
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Table 6.11: Fees and costs for the participation on the IDM.
Fix costs Variable costs
Entrance fees (one-time) 25 000Euro Trading costs 0.10Euro/MWh
Annual fees 5000Euro Trading costs per transaction 0Euro

The fees and costs for the participation on the IDM of the EPEX SPOT are given in Table 6.11 for
2015. The fix costs consist of the entrance fees of 25 000Euro, which are considered only once in the
depreciation period, and the annual fees of 5000Euro, in sum 30 000Euro. The trading costs for the
IDM transactions are given with 0.10Euro/MWh and no additional fee is charged per transaction.

The IDM transaction prices profiles of 2015 are used to calculate the costs or revenues of every IDM
buying or selling transaction during the simulation. The original IDM price data obtained from the
EPEX SPOT shows different prices profiles for the same market. Figure 6.12b shows the low, high
and weighted average price profiles of the first week of 2015. Again, different price scenarios could be
applied in the sensitivity analysis. However, the price spread of the available profiles is relatively small
and the impact is small due to the fact, that only a few IDM transactions have to be performed during
the whole depreciation period. Hence, the PCR baseline scenario uses the weighted average values of
the IDM prices profiles.

6.3.1.3 Simulation parameters

Table 6.12 summarizes the applied parameters of the PCR simulation with SimSES. The BESS
load is characterized by the half-cycle counting method, allowing a precise calculation of the battery
degradation. The sample time has to be chosen with 1 s according to the sample time of the frequency
profile which the BESS has to follow instantaneously. Similar to the PV-HESS application, the aging
model is called with the average values from the battery load characterization with the same sample
time of 600 s. The BESS ambient temperature is set to 25 ◦C due to the assumption that the system is
installed inside an industrial building providing a constant temperature with a climatization system.
However, the additional losses in order to control the BESS temperature are not considered, due to
wide possible range in dependancy of the installation environment.

Table 6.12: PCR-supply: Simulation parameters.
Input variable Value
Sample time 1 s
Load characterization method Half-cycle counting
Method for calling of battery aging model Average values
Step size for calling of battery aging model 600 steps / 10min

6.3.2 System configuration

The BESS in the PCR application has to be operated with respect to the rules explained in Sec-
tion 2.3.2. At any time under the conditions of the ’normal progression’, the BESS has to be able
to provide the positive or negative tendered PCR power PPCR

max. at least 30min. Furthermore, it takes
45min until an ordered IDM transaction is realized to balance the SOC again. Hence, the maxi-
mum total derivative time results in tderivative = 75 min, which has to be considered in both, charge
and discharge direction. Based on the theoretical average system efficiency ηSystheor. = 90.0 % and the
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efficiency-dependent SOCsetpoint = 55 % the following derivative time tderivativedischarge results for the discharge
case:

tderivativedischarge = SOCsetpoint · Enom.

PPCR
max · 1

ηSys
theor.

= SOCsetpoint

PERPCR · 1
ηSys

theor.

(6.6)

The derivate time tderivativecharge in charge direction can be expressed similarly by applying the inverse of
the theoretical average system efficiency ηSystheor. and the SOC buffer of 1− SOCsetpoint:

tderivativecharge = (100 %− SOCsetpoint) · Enom.

PPCR
max · η

Sys
theor.

= 100 %− SOCsetpoint

PERPCR · ηSystheor.
(6.7)

In both equations, the ratio of the maximum tendered PCR power PPCR
max to the nominal energy

capacity Enom. can be expressed as the maximum PERPCR, which is a target value for the PCR
system configuration. In order to solve the equations for this target value PERPCR, both equations
can be equated by inserting and eliminating the setpoint SOCsetpoint in both equations:

PERPCR · ηSystheor. · tforward = 1− tforward · PERPCR ·
1

ηSystheor.
(6.8)

This equation can be solved for PERPCR:

PERPCR = 1
ηSystheor. · tforward + tforward

1
ηSys

theor.

= 1
tforward · (ηSystheor. + 1

ηSys
theor.

)
(6.9)

By using the ηSystheor. = 90.0 % and the derivative time tderivative = 75 min, the PERPCR results in about
0.4C. Hence, to provide the PPCR

max = 1 MW the BESS energetic capacity has to be at least 2.5MWh:

Enom. = PPCR
max

PERPCR
= 1 MW

0.4 C = 2.5 MWh (6.10)

6.3.3 Performance

This section will give deeper insights of the BESS performance in the PCR-supply baseline scenario.
First, the BESS operation is shown and followed by the evaluation of the battery aging. Finally, the
main economic results are presented.

6.3.3.1 Power and SOC course

Figure 6.13 shows the BESS power course in the upper plot and the respective SOC course together
with the SOH in the lower plot of the first year of the 20 years of simulation. The C-rates are fluctuating
strongly between the charge and discharge direction due to dynamic power grid frequency profile and
exceed rarely 0.1C. The C-rates peaks represents mostly the IDM transaction in order to shift the
SOC to the SOCsetpoint, which can be seen in the lower plot in Figure 6.13 more clearly: The SOC
fluctuates due to power grid frequency profile and is overlain by the IDM charge and discharge intervals
controlling the SOC to be an average of about 51.0%. Thereby, the SOC range between 17.9 to 84.8%.

Figure 6.14 illustrates the BESS utilization in detail by showing the heatmap of the battery C-rate
and SOC with respect to the date in the course of the first year on the x-axis and the daily course
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Figure 6.13: PCR-supply: Course of the battery C-rate (upper plot) and the SOC and SOH (lower
plot) over the first simulation year.

on the y-axis simultaneously. The battery C-rate in Figure 6.14a shows charging periods (positive
sign) with reddish colors and discharging periods with bluish colors. The greenish colors mark the
time periods with almost or even no battery utilization with < 0.01 C. In contrast to the PV-HESS
application shown in Figure 6.9a, the BESS is almost not utilized in the PCR application since most
of the time the C-rate is < 0.01 C. However, the small and red lines scattered over the whole year
represent charging and discharging events with C-rates up to 0.4C due to the IDM transaction.

The resulting SOC distribution over time is shown in Figure 6.14b. In contrast to the stochastic
distribution of the C-rate over time, the SOC seems to remain constant during the days and changes
in between a couple of days.

6.3.3.2 Battery load characterization

Again, the battery load characteristics of the PCR application are evaluated here before the resulting
calendar and cycle aging is shown afterward.

The BESS system temperature is influenced by the system operation but almost no deviate from the
assumed ambient temperature of 25 ◦C due to the limitations of the applied thermal model. However,
the course of the SOC over time influences the calendar aging. In contrast to the SOC heatmap shown
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Figure 6.14: PCR-supply: Temporal distribution of the battery C-rate (Figure 6.14a) and the SOC
(Figure 6.14b) over the first simulation year.
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Figure 6.15: PCR-supply: Distribution of the relative frequency of the battery C-rate (Figure 6.15a)
and the SOC (Figure 6.15b) over the first simulation year.

before, Figure 6.15b and the following histogram figures give a statistical insight into the BESS load
characteristics over the first year of the 20 years of simulation. The y-axes are drawn on a logarithmic
scale due to the unequal distribution of the relative frequency of each evaluation parameter and to
enable a proper overview over the whole value range on the x-axes. The BESS SOC in this PCR
baseline scenario is almost distributed equally over the SOC in the range between 17.9 to 84.8% due
to the requirements of the PCR power supply. Towards to these limits, the frequency decreases. The
SOCsetpoint appears significantly with a peak at about 55% SOC occurring at about 5% of the total
time.

Figure 6.15a shows the histogram of the BESS C-rate, with positive values for the charge and the
negative values for the discharge direction. The C-rate distribution is almost symmetrical between the
charge and discharge direction due to the stochastic characteristic of the power grid frequency. The
frequency of the single C-rates is decreasing with higher absolute C-rates linearly in this logarithmic
scale, however, with a linear scaled y-axis the decrease would appear even stronger. The small peaks at
about 0.21C in this frequency distribution represent the IDM transactions in the charge and discharge
direction, which are applied always with same absolute power.

Figure 6.16a shows the histogram of the half-cycle depth separated into the charge (positive) and
discharge (negative) direction. Again, the frequency distribution of the half-cycle depths appears
almost symmetrical between the charge and discharging direction in a range between 0 to 20%. The
very small half-cycles with < 1 % DOC have a relatively high proportion of about 5% of all detected
cycles in charge and about 4% in discharge direction representing the small but very often required
PCR power supply due to the power grid frequency deviations. The occurrences of the single DOC
values decrease strongly with deeper absolute DOC, however, half-cycles with about DOC 15 % in
charge and discharge direction show significant frequencies in the range of bigger DOC. These DOC
frequency peaks represent the IDM transactions which have to be applied with a constant time interval
of at least 15min due to regulations of the EPEX SPOT.

In order to evaluate the correlation of the two cycle aging influence factors, Figure 6.16b shows
the histogram of the half-cycle depth together with the respective C-rate of every half-cycle depth in
charge and discharge direction. The central bars in green and yellow colors represent the small half-
cycle depths < 1 %, which have a high proportion, however, the C-rate of these half-cycles is with values
< 0.01 C relative low. The frequency distribution of the half-cycle over the C-rate occurrences appear
almost symmetrical between the charge and discharging direction and almost all bars in discharge
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direction have roughly the same proportion.

In order to summarize and to compare the single distribution of the shown aging influence parameters,
the average values of SOC, C-rates and DOC are shown in Table 6.14 in comparison with the results
from the PV-HESS application.

6.3.3.3 Battery aging

The battery aging course of the capacity and the resistance of the PCR application with the baseline
scenario is shown in Figure 6.17 over the first year of the 20 years simulation time. Both figures
show the portion of the calendar and cycle aging in comparison to the sum of both as the total aging.
The battery capacity loss illustrated in Figure 6.17a follows a square root trend due to decreasing
aging rates with the decreasing capacity. The total aging with 4.3% after the first year is dominated
strongly by the calendar aging, due to the fact, that almost no cycle aging occurs. Although about
140.3 FEC occur during one year, the capacity loss of the cycle aging is very small because most of the
half-cycles occur with very small C-rates and DOCs as shown in Figure 6.16. At the end of the 20
years of simulation, the capacity decreased by about 19.3% dominated by the calendar aging with a
proportion of about 98.6% in comparison to the cycle aging. About 2896 FEC occur over the 20 years
operation, however, the majority with half-cycle depths < 1 %. By considering the ’Woehler-curve’ of
the applied cycle aging model shown in Figure 5.7, it is obvious that the cycle aging of this PCR
baseline scenario is very weak due to high cycle stability with half-cycle depths < 1 %.

The battery resistance, shown in Figure 6.17b, increases linearly and again the calendar aging dom-
inates strongly the total aging. The total resistance increases of about 0.8% in the first year with a
portion of about 96.6% due to calendar aging. In 20 years of operation, the total resistance increases
with about 17.0%, representing thereby almost the same absolute value as observed for the capacity
loss. The small influence of the cycle aging on the resistance increase is related to the low utilization of
the BESS in this PCR application due to dominating half-cycles with small C-rates and depths < 1 %.

Although the absolute aging values of the capacity loss and resistance increase influence significantly
the BESS operation over the whole simulation time, there is no need to replace the battery before the
end of the depreciation period of 20 years. However, the tendered PCR power PPCR

max should be adapted
steadily during the 20 years of operation to fulfill the PCR supply requirements [36] even with less
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Figure 6.16: PCR-supply: Distribution of the relative frequency of the cycle depth (Figure 6.16a) and
the cycle depth over C-rate (Figure 6.16b) over the first simulation year. The color bar
of Figure 6.16b represents the relative frequency values of the histogram.
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available capacity due to aging. The resistance increase can be neglected due to fact that the average
system efficiency is limited by the inverter efficiency.

6.3.3.4 Economics

The overall economic results of the baseline scenario of the PCR application are compared with the
results from the PV-HESS application in Section 6.4.1.2. Here, the particular results of the PCR ap-
plication are presented as net present values by applying the discount factor of 1.96% (see Table 6.2).

In the PCR baseline scenario, the BESS investment for the battery size of 2500 kWh costs 2043 kEuro.
The supply of 1MW PCR power over the 20 years of operation results in earnings of 4767 kEuro.

The fixed costs to participate on the IDM at the EPEX SPOT are in sum 125 kEuro. Over the
20 years of operation, 2107 selling transaction with 202.7MWh discharged energy and 6097 buying
transactions with 762.1MWh charged energy are realized resulting in a sum of 8204 IDM transactions
with 263.4MWh energy throughput. Each transaction has fix trading costs of 0.10Euro/MWh resulting
in total costs of 102.50Euro. The variable costs are calculated with the IDM price profile leading to
earnings of 7832.60Euro for the selling and costs of 28 639Euro for the buying transactions summing
up to variable costs of 20 806Euro. The IDM participation costs together with the operational costs
(fixed and variable costs) result in a sum of 180 kEuro costs for the IDM transactions.

Hence, the net earnings of the PCR supply are reduced by the total costs of the IDM transaction
resulting in a total cash flow CNPV

cash flow,total of 4587 kEuro. By subtracting the BESS investment costs,
the BESS earnings in the baseline scenario of the PCR application result in a total return RNPV

total of
2544 kEuro.

Table 6.13: PCR-supply economic results.
Parameter Values
Total cash flow 4587 kEuro
Investment costs 2043 kEuro
Total return 2544 kEuro
Profitability index (PI) 1.2452
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Figure 6.17: PCR-supply: Course of the capacity loss (Figure 6.17a) and the resistance increase (Fig-
ure 6.17b) over the first simulation year.
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6.4 Comparison of the battery energy storage system applications

The before presented two stationary BESS applications PV-HESS and PCR-supply differ from each
other in many aspects, however, there are technical and economic key characteristics that allow for a
technical and economic comparison of both applications each with the defined baseline scenario in this
section. In addition, examination of the baseline scenarios of both applications is extended afterward
by a sensitivity analysis of the economic outcome with respect to the BESS investment costs and
different price scenarios.

6.4.1 Analysis of the key characteristics

In the following, the technical and economic key characteristics of the PV-HESS and PCR-supply
application are compared. Therefore, the evaluation parameters presented in Section 3.2 are applied.

6.4.1.1 Technical key characteristics

Table 6.14 shows all technical key characteristics of both, the PV-HESS and the PCR application, as a
result of 20 years simulated operation with the respective baseline scenarios. Both applications depend
strongly on the specific system configuration due to technical and economic requirements, however, the
applied baseline scenarios for both applications represent a realistic setting. Most of the parameters
have been compared already in the preceding section, however, the most relevant characteristics are
summarized here.

Although both applications show a similar average SOC, they are operated very differently: The PV-
HESS uses the whole capacity between 0 to 100% by being fully charged and discharged in a daily
frequency most of the time having an average SOC of about 41.4%. In contrast, the SOC of the
PCR BESS remains most of the time near to the average SOC of about 51.0% and shows only rarely
fluctuations between a SOC range of 17.9 to 84.8%.

The same observation can be made when comparing the DOC key characteristics: In the PV-HESS
application, DOCs up to 100% in charge and discharge direction occur and in average the half-cycles

Table 6.14: Technical results of baseline scenarios of PV-HESS and PCR simulations.
Parameter PV-HESS PCR
Average SOC 41.4% 51.0%
Average DOC 25.1% 0.39%
Average charge DOC 27.7% 0.38%
Average discharge DOC 23.0% 0.41%
Average charge C-rate 0.11C 0.04C
Average discharge C-rate 0.07C 0.04C
Maximum charge C-rate 0.20C 0.42C
Maximum discharge C-rate 0.19C 0.42C
Average system efficiency 90.9% 86.7%
Temporal utilization τtime 37.1% 22.1%
Energy-based utilization τenergy 30.0% 8.6%
FECE 4786.2 2895.8
Capacity loss after 20 years 25.7% 19.3%
Resistance increase after 20 years 26.1% 17.0%
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depth is about 25.1%. The PCR BESS is operated very rarely with cycles up to 20% in charge and
discharge direction and more often with very small cycles < 1 % leading to an average half-cycle depth
of about 0.39%.

Both applications operate the BESS with relatively low average C-rates in charge and discharge direc-
tions < 0.1 C. Even though the maximum charge and discharge C-rates of the PCR application with
about 0.4C seems to be high, these C-rate extremes are rarely applied in comparison to the PV-HESS,
where the C-rate extremes with about 0.2C are achieved almost every day.

These characteristics of the C-rate result in different average system efficiencies: The PV-HESS achieves
an average system efficiency of about 90.9% and the PCR application less with 86.7% due to higher
losses in the partial-load operation of the inverter when operating the BESS with relative low C-rates.

The temporal utilization rate τtime shows that both applications use the BESS with 37.1% for the
PV-HESS and 22.1% for the PCR application quite often during the whole simulation time. However,
the energy-based utilization rate τenergy relieves that the PCR application uses the BESS with 8.6%
significantly less than the PV-HESS application with 30.0% of theoretically possible maximum energy
throughput.

Although the energetic throughput expressed as FECE is for both applications in the same range
with 4786.2 FECE for the PV-HESS and 2895.8 FECE for the PCR application, the PV-HESS
application utilizes the BESS significantly stronger with higher C-rates and DOC in comparison to the
PCR application.

Both applications result in similar values of the capacity loss and resistance increase after 20 years of
operation due to the predominant influence of the calendar aging.

6.4.1.2 Economic key characteristics

For both baseline scenarios in the PV-HESS and the PCR application, the BESS investments costs are
calculated with the same prices given in Table 6.3. A lower value for the variable investment costs
could be expected for the PCR-supply application with a storage size by a factor of about 500 bigger
than the PV-HESS in the baseline scenario due to the economies of scale. However, the same variable
investment costs are applied to both applications and the dimensional difference is considered with
the battery investment cost, which has a high proportion of the total investments costs of the PV-
HESS BESS in comparison to the investment costs of the PCR BESS. Hence, the BESS specific total
investment costs are 1122.5Euro/kWh for the PV-HESS and 817.27Euro/kWh for the PCR-supply
application.

The further specific costs and revenues in the baseline scenarios of both applications are given in

Table 6.15: Economic results of baseline scenarios of PV-HESS and PCR simulations.
Parameter PV-HESS PCR
Levelized cost of energy stored (LCOES) 0.1814Euro/kWh 0.3027Euro/kWh
Levelized earnings of energy stored (LEOES) 0.3341Euro/kWh 0.6796Euro/kWh
Levelized profit of energy stored (LPOES) 0.1527Euro/kWh 0.3769Euro/kWh
Profit per energy installed (PPEI) 35.45Euro/kWh/Year 50.88Euro/kWh/Year
Internal rate of return (IRR) 3.26% 6.53%
Profitability index 0.6316 1.2452
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the evaluation for the PV-HESS in Section 6.2.3.4 and for the PCR-supply application in Sec-
tion 6.3.3.4

Here the economic key results are compared: Table 6.15 shows the economic results of both application
with diverse economic result parameters, which are defined in Section 3.2.2.

Although the specific investments costs are higher in the PV-HESS application, the LCOES are
with a value of 0.1814Euro/kWh significantly lower than the LCOES in the PCR application with
0.3027Euro/kWh related to the total discharged energy. The reason for this difference is the uti-
lization rate or given in detail with the FEC with about 65.3% more FEC in the PV-HESS ap-
plication than in the PCR application over the same operation time. However, the LEOES of the
PCR-supply application are with 0.6796Euro/kWh about 103.4% higher in comparison to the LEOES
with 0.3341Euro/kWh of the PV-HESS application. In consequence, the LPOES, as the difference
between LCOES and LEOES, results with 0.3769Euro/kWh for the PCR-supply application about
146.8% higher than the LPOES of the PV-HESS with 0.1527Euro/kWh.

Another perspective on the economics is given with the PPEI, which relates the economic result
to the installed BESS energetic capacity. Thereby, the PCR-supply application shows again a bet-
ter absolute value with 50.88Euro/kWh/Year in comparison with the PPEI of the PV-HESS with
35.45Euro/kWh/Year related to the respective installed energy, however, the difference is with a fac-
tor of about 43.5% smaller in comparison to the LPOES.

Besides the storage-specific evaluation parameters discussed before, the IRR and the PI allow for an
economic comparison independent from the specific application. The IRR of the PV-HESS application
is with 3.26% below the assumed investment interest rate of 4%. Hence, the BESS investment in the
PV-HESS baseline scenario would be less profitable than realizing a capital investment with a fixed
term of 20 years with the interest rate of 4% instead. However, the IRR of the PCR-supply application
with 6.53% shows again the higher profitability in comparison to the PV-HESS application. Although
the IRR of the PCR-supply application in the baseline scenario is above the assumed interest rate of
4%, this BESS investment can comprise different risks: The better profitability dependents strongly on
the assumed PCR tender result price, which vary in a wide range during the course of a year and shows,
in addition, no clear trend in the past years. Furthermore, it remains vague if the market volume with
the tendered PCR power will be reduced in the future to the growing PCR-supply with BESS which
are able to supply the required power more effective than the existing power plants. The investment in
a PV-HESS BESS can comprise different risks as well, however, the PV feed-in remuneration is legally
stipulated for the simulated operation time of 20 years. Only the electricity price can change in future
and is consequently object to the sensitivity analysis in the next section.

Similar to the IRR, the PI shows also a better profitability for the PCR application with a value of
1.2452 in comparison to 0.6316 of the PV-HESS application.

6.4.2 Economic sensitivity analysis

The economic results shown in the preceding section rely on one setting of economic input parameters.
Due to the fact that the costs and revenues in the PV-HESS and PCR-supply application can comprise
uncertainties, the relevant input parameters are varied in the following sensitivity analysis.

Therefore, all BESS investment costs are summarized in one single parameter, the specific battery
system costs, representing the total BESS investments related to the battery nominal energy without
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Figure 6.18: PI over the specific battery system costs for the baseline scenarios of the PV-HESS ap-
plication (Figure 6.18a) and PCR supply (Figure 6.18b) subject to different economic
scenarios.

any fixed price parts. As stated above in Section 6.1.2.2, a price range between 500 to 2500Euro/kWh
related to the battery nominal energy is applied.

In order to consider the different risks discussed in preceding section, the relevant revenue parameters
are additionally examined in this sensitivity analysis: For the PV-HESS application, the electricity
price is varied with the three scenarios presented in Figure 6.1. For the PCR-supply application, the
tender results of 2015 are varied with the minimum, average and maximum prices.

Figure 6.18 shows the PI of the baseline scenarios of both applications over the variation of the
specific battery system costs. The PI is drawn for both applications in an individual subplot in order
to better distinguish the differences between the respective scenarios. The black line at the PI value
of 0 marks the break-even in both applications and the purple crosses label the result of the baseline
scenarios of both applications with the standard economic parameters described in Section 6.1.2.2.

In the baseline scenario of the PV-HESS application, all electricity prices scenarios lead to a positive
PI > 0.33 when considering the current specific battery systems costs of BESS with LFP/C batteries
(see Section 6.1.2.2) of about 1091.90Euro/kWh. Even in the worst case with the lowest increase
of the electricity prices by 2.0% per year, the PI would be positive with prices below specific battery
systems costs of about 1600Euro/kWh.

Almost similar absolute values for the PI result in the baseline scenario of the PCR-supply application
with the three different PCR tender price scenarios (see Section 6.3.1.2). With the assumed specific
battery systems costs (see Section 6.1.2.2) of about 752.70Euro/kWh for this BESS, in all scenarios,
the PI is higher than in the PV-HESS application with values > 1.0. However, the break-even of the
PI is in the worst case with the ’Minimum PCR tender price’ scenario again at specific battery systems
costs of about 1600Euro/kWh.

In conclusion, both, the PV-HESS and the PCR-supply application are economically viable in all
particular price scenarios when considering the current specific battery systems costs.
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7 Conclusion

This work presented a techno-economic evaluation of stationary BESS in the two applications PV-HESS
and PCR-supply with special consideration of aging. In order to perform this evaluation, the model
framework SimSES was introduced together with the methods to assess the technical and economic
results of stationary BESS. The influence of battery aging was simulated with a detailed calendar
and cycle aging model, developed for a widely used LFP/C cell. These aging models are based on
comprehensive experimental studies on this battery cell, which have been performed and presented in
this work.

In this conclusion, first, the results of the LFP/C aging studies and the consecutive aging model
development are summarized. Afterward, the main results of the techno-economic evaluation of the
PV-HESS and PCR-supply application are presented.

7.1 Aging and modeling of LiFePO4/graphite cells

Calendar aging
The static calendar aging study on the LFP/C cells with 17 TPs with 3 cells each over almost 900
days revealed a strong influence of storage temperature and SOC on both capacity loss and resistance
increase. In line with the literature, the observed calendar aging of LFP/C cells leads predominantly
to LLI due to the SEI growth on the graphite anode and only minor contributions from LAM. Hence,
Qloss and Rinc are increasing over time, however, the rate of Qloss is slowing down in a square root
dependance over time. In contrast, the rate of Rinc stays constant over time. The temperature influence
appeared as observed in other aging studies, showing an exponential dependancy of the increase rate
of Qloss and Rinc with respect to the storage temperature. The influence of storage SOC on Qloss

over time showed similar results as observed in [50]. With higher storage SOC the rates of Qloss are
increasing, but in the middle SOC-range, the rate stays almost constant. In contrast, Rinc showed the
highest values in the middle SOC-range. Based on the static calendar aging study, a semi-empirical
model was developed to estimate Qloss and Rinc for the influence of temperature, SOC and time.
The resulting aging equations are products that consist of three factors, each representing one of the
influence parameters. The temperature influence can be modeled with the widely used Arrhenius-
term for both Qloss and Rinc. However, due to the long test duration, this study proves that the
temperature influence can be modeled with the Arrhenius-term over long timescales. The temperature
factor parameters have been determined with the TPs at SOC = 100% of 25 ◦C, 40 ◦C and 60 ◦C. The
SOC influence factor was modeled with a cubic function for Qloss and a quadratic function for Rinc.
The functions’ parameters have been determined with the TPs at 40 ◦C with 9 SOC values between
0-100%.

The necessary equations for the rate of Qloss and Rinc have been derived for the application of the
aging model in lifetime simulations. Furthermore, an equation for the virtual time t∗ was introduced
which enables the correct simulation of varying storage conditions when applying the aging model.
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Finally, the aging model was validated with the measurement values of a dynamic calendar aging
study. This study proved the hypothesis of independence of the order of storage conditions on the
resulting Qloss and Rinc and the fact that the calendar aging rate is dependent on the current SOH.
The aging model is able to estimate the aging of the dynamic calendar aging TPs fairly accurately with
a maximum absolute error of 2.2% for Qloss and 6.9% for Rinc. This work shows that the aging of
the investigated LFP/C cells can be estimated relatively precisely with a semi-empirical aging model
based on few fitting parameters that do not have to be adapted for each storage condition. Due to
the good correspondence of the temperature influence on Qloss and Rinc with the Arrhenius-law, an
extrapolation passing the measurement time of almost 900 days is allowed leading to calendar lifetime
of more than 22 years (assuming a EOL at Qloss = 20%) for the storage conditions with 25 ◦C at
SOC = 50%. Assuming an operating life of 20 years for stationary BESS [2; 6], the calendar aging of
the investigated LFP/C cell would account for about 19.0% decrease of the initial capacity and about
33.7% increase of the initial resistance in case that the SOC remains at 50% and the temperature
at 25 ◦C. By considering the additional cycle aging of a stationary battery application, the capacity
would underrun the EOL criteria at typically Qloss = 20% before having passed 20 years of operating
life with the described operation conditions.

Cycle aging
The static cycle aging study on the LFP/C cells was performed with more than 19 TPs with 3 cells
each over almost 900 days. The values of the capacity loss and resistance increase have been corrected
with the results of the calendar aging study to obtain the pure cycle aging values as necessary input
for the aging model development.

The results reveal a strong influence of the cycles DOC and SOC on both capacity loss and resistance
increase. For both parameters very different degradation trends are observable: The capacity degrada-
tion of the TPs with the DOCs = 80% and 100% follows a square root dependance of time/FEC for
Cdisch and a linear trend for RDC,10s. For the TPs with lower DOC, the capacity degradation rates are
higher with linear trends, however, after about 1000 FEC the rate of capacity fade slows down and is
continued by a period with almost no capacity fade for almost 7000 FEC. Finally, at the EOT at about
10600 FEC the capacity degradation rates are higher with bigger DOC showing the expected influence
of DOC on the capacity loss. For the resistance increase after the first 1000 FEC a similar picture is
observable due to the influence of DOC, however, in contrast to the capacity degradation trends, the
resistances are increasing for all TPs with an almost linear trend. For both, the capacity and resistance
degradation, it was observed, that the cyclization with DOCs = 20% around SOC = 50 % lead to
the highest aging than lower and higher SOC-ranges. Due to special aging trends around soc = 50 %
no clear relation between SOC-range and degradation can be stated for the first 5000 FEC.

The C-rate showed only small influence on the capacity loss, however, higher degradation was observed
for the relatively high discharge C-rate of 2C at 40 ◦C. For the resistance increase, the influence of the
C-rate revealed, that the resistance increased stronger with smaller C-rates. Only for the relatively
high discharge C-rate of 2C at 40 ◦C the strongest resistance increased was measured.

Due to the correction of the measured aging values with the calendar aging values, the temperature
influence on the degradation was already considered and the pure cycle aging results showed almost
no additional influence of the temperature on the degradation due to the cyclization.

Based on the static cycle aging study, a semi-empirical model was developed to estimate Qloss and
Rinc for the influence of C-rate, DOC, and Ah-throughput. The resulting aging equations are products
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that consist of three factors, each representing one of the influence parameters. The Ah-throughput
is considered with a square root of the FEC for the capacity loss and with a linear influence on the
resistance increase. The influence of the C-rate on the degradation was modeled with a linear factor
with higher values at higher C-rates for the capacity loss. For the resistance increase, the C-rate
influence factor was modeled with an inverse trend over the C-rate with respect to the measured
results. Due to the special aging trends for the different tested DOC, only the values at EOT and the
trends of the TPs with DOCs = 80% and 100% have been used for the model development. Finally,
a cubic trend over the DOC was applied to model the influence of the DOC with good accordance for
the values at EOT.

In order to validate the cycle aging model, a combined aging model was developed and applied in the
BESS simulations. This combined aging model is able to reflect the influence of temperature, SOC,
time, C-rate, DOC, and FEC on both, the capacity loss and resistance increase, of load profiles with
dynamically changing parameters.

When applying this combined aging models in BESS lifetime simulations with changing parameters, the
virtual time t∗ and the virtual FEC∗ have to be determined and to be used respectively to calculate
the capacity loss due to the calendar and cycle aging. Since the resistance increase follows for the
calendar aging model the time t and for the cycle aging model the FEC linearly, no adaption of the
time or the FEC factor is necessary whenever the influence factors are changing.

This combined aging model has been validated with the two dynamic load profiles PV-HESS and PV-
PCR-BESS, tested over almost 900 days simultaneously to the further static TPs. For both profiles,
the simulated aging trends followed very close the measured values of the capacity loss and resistance
increase. Due to the fact, that the absolute model errors remained less than 1% for the capacity loss
and less than 2% for the resistance increase over the whole course of the measurement. Consequently,
the developed aging model was considered to be sufficiently accurate for the lifetime estimations for
BESS applications within the mentioned limits and ranges of the influence parameters.

7.2 Techno-economic simulation results of the investigated
applications

The presented model framework SimSES was parametrized and applied to perform a techno-economic
evaluation of the two stationary BESS applications PV-HESS and PCR-supply. The evaluation of the
PV-HESS application revealed, that the sizing of the BESS capacity and the inverter’s rated power
with regard to the rated power of the PV-system has a strong influence on the technical and economic
evaluation parameters. However, the particular influence of the sizing on the overall economic results
cannot be reproduced by a single technical evaluation parameter, which showed individual and also
inverse trends. Hence, the economic optimal sizing of the BESS components has to determined individ-
ually with regard to the electricity consumption and the PV-system size of a household. In contrast,
the sizing of the BESS components in the PCR-supply application allow almost no optimization po-
tential due to the regulatory framework. However, the degrees of freedom in the PCR operation allows
for the implementation of advanced operation strategies to control the SOC together with the aim to
increase the profit with revenue potentials with IDM-transactions at the EPEX SPOT market.

The individual battery load was evaluated for both applications, revealing very different characteristics
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of the SOC, C-rate and cycle depth. In both applications, the total capacity loss and resistance increase
were dominated by the influence of the calendar aging, due to high cycle lifetime of the investigated and
modeled LFP/C cell. However, at the end of the simulated depreciation period of 20 years, the capacity
loss and resistance increase resulted in a similar value range with about 26% for the PV-HESS and
about 18% for the PCR-supply application. Hence, the investigated LFP/C cell is able to be operated
over this long time period at least in the baseline scenarios of both applications. Furthermore, the
economic impact of the battery aging was revealed for the PV-HESS application: If the battery aging
is neglected, the total return would be about 21.3% higher than the baseline scenario applying the
developed aging model of the investigated LFP/C cell.

The economic sensitivity analysis with regard to different price scenarios and the specific battery
system costs revealed that the economic result depends strongly on the assumed investment costs for
the BESS and less on the chosen price scenarios. However, with the current specific battery system
costs, both applications showed positive economic results in all particular price scenarios.
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Modeling of battery aging
In order to reduce the measurement efforts in future aging studies on LFP/C cells, the test matrix
could cover only two temperatures: one with the standard conditions of application (e.g. 25 ◦C) and
the second at the highest possible operation temperature (e.g. 60 ◦C).

Because the SOC-influence on the calendar aging of Qloss and Rinc does not follow the SOC in a
simple functional dependance, the TPs should cover various SOC values (e.g. with multiple points of
support, evenly spaced or aggregated at the SOC-values where phase changes of the graphite anode
are expected).

Although the developed and applied aging model of the investigated LFP/C cell showed acceptable
results in the validation with the measured dynamic profiles, the results confirmed the limits of the
applied semi-empirical aging model approach: Both, the influence of the anode overhang areas and the
capacity recovery effects in the cycle aging are not reflected by this aging model.

Furthermore, the influence of the temperature on cycle aging was only evaluated in a limited temper-
ature range with similar results and should be investigated for lower and higher temperature. Hence,
further aging studies should try to cover also the individual limits in addition to the expected standard
operation range of each aging influence parameter in order to understand the influence properly.

Nevertheless, due to the limits of the applied semi-empirical aging model, the individual dependance of
the aging influence parameters should be analyzed and explained with physico-chemical models more
thorough in future studies. Furthermore, in order to model the influence of the anode overhang effect
on the usable cell capacity as well as on the resistance properly and, in addition, the influence of
the observed capacity recovery effect, further measurements and possibly post-mortem analysis of the
investigated cell are necessary in future investigations.

Techno-economic evaluation of stationary battery energy storage systems
The stationary BESS model framework SimSES allows for comprehensive techno-economic evaluations
of the two stationary applications PV-HESS and PCR-supply. However, further possible reasonable
BESS applications, such as the peak shaving of electricity load profiles or the BESS supplied integration
of renewable energy sources in micro grids, can be modeled and evaluated with this tool as well.

The impact of the battery aging on the technical and economic result was investigated with a com-
prehensive aging model of the investigated LFP/C cell. However, it remains to be investigated if less
complex aging model would lead to comparable results in order to enhance the simulation performance
and to reduce the model parametrization efforts.

Furthermore, the BESS system model should be enhanced by including a proper thermal system model
together with a more detailed model of the power electronics in order to simulate the BESS efficiency
losses and the thermal impact on battery aging more precisely.
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It is assumed, that the combined operation of different stationary BESS applications within one system
could lead to better economic results than performing the single applications. Hence, the SimSES BESS
model framework could be improved by developing control algorithms which enable operation strategies
being able to cover the requirements of different applications simultaneously with the improvement of
the economic result in comparison to operation of the single applications.

In this work, solely one type LFP/C of cells have been assessed in the two stationary applications
PV-HESS and PCR-supply. In addition, the techno-economic suitability of further battery and energy
storage technologies can be assessed with SimSES as well and could be evaluated for the different BESS
applications and compared critically with the mainly implemented lithium-ion batteries.
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