CFD simulation of CO₂ dispersion from urban thermal power plant: Analysis of turbulent Schmidt number and comparison with Gaussian plume model and measurements
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ABSTRACT

This investigation presents computational fluid dynamics (CFD) simulations of carbon dioxide (CO₂) dispersion from a natural gas-fueled thermal power plant in an urban environment. The results are compared with experimental measurements of column-averaged dry-air mole fraction (XCO₂) on the site, obtaining a good agreement. Different turbulent Schmidt numbers are compared, and we suggest a value for being used in full-scale simulations. The particular characteristics, e.g. azimuth and elevation angles of the XCO₂ measurement, are analyzed and taken into account for the comparison with simulation results. The conclusions from this comparison are useful not only for the XCO₂ experimental data analysis, but also for the efficient and successful design of future measurement campaigns. The simulation results are also compared with the Gaussian plume model, and a new parametrization (i.e. vertical dispersion parameter) is suggested for being used in the urban environment. Additionally, CO₂ concentration maps for an urban area are presented, and the spatial distribution is analyzed.

1. Introduction

Climate change, a societal challenge for the European Union, is affecting all regions and has a profound impact on society and environment. A wide range of consequences are expected in the future, potentially causing high costs (European Environmental Agency, 2012). Between 1980 and 2011, floods affected more than 5.5 million people and caused direct economic losses of more than 90 billion of Euros (European Commission). It is now evident that the present global warming period is due to the strong anthropogenic greenhouse gas (GHG) emission, occurring at a rate unprecedented in the past 66 million years (Zeebe et al., 2016). Therefore, the identification and control of the greenhouse gas sources has a great relevance. Since the GHG emissions from cities and power plants are the largest human contribution to climate change (NASA), the present investigation focuses on this environment. Most of the countries compile an annual emission inventory (IPCCs). However, a rigorous approach requires to perform GHG measurements in order to verify the official estimates. The resulting GHG emission estimation will serve several practical purposes (Gurney et al., 2015), e.g. the verification of emission inventories and the determination of trends in urban emissions (McKain et al., 2012), the ability to make targeted and financially efficient decisions about mitigation options (Gurney, 2013), and the identification and avoidance of unintentional and furtive releases (e.g. from leaking gas pipes (McKain et al., 2015) or malfunctioning gas facilities).

GHG concentration measurements were carried out using aircrafts (Karion et al., 2013; Mays et al., 2009), but this technique is unfeasible for an everyday real-time monitoring system. Measurements of GHG concentration at the ground level (Yue et al., 2016) and measurements of column-averaged dry-air mole fraction of CO₂ (XCO₂) (Hase et al., 2015; Chen et al., 2016) can be carried out continuously at single points. However, these instruments capture the GHG concentration on the air, but not the GHG rate emitted by the source. Therefore, these punctual measurement data need to be extended to the surrounding urban map in order to comprehensively detect and quantify GHG emission sources, being required a deep understanding of the gas transport and diffusion phenomena. The numerical simulation of the physical problem yields the relationship between the emission rate and the concentration value that can be measured. Whereas the emission rate must be known for the simulation, after a validation using measurements on the site (as in the
present investigation), further simulations can be used in order to reproduce multiple real scenarios without the necessity of a real event (it can be called numerical experiment). Such numerical experiments can be carried out for training machine learning algorithms (Leuenberger and Kanevski, 2015; Lary et al., 2016) (i.e. simpler models), that can be integrated into the measurement devices in order to predict the source origin and emission rate using single measurements on the site. The simulation results also yield GHG concentration maps that are very useful for designing future measurement campaigns. As demonstrated in the present article, the GHG emission from a power plant cannot be detected by a ground measurement close to the power plant, and a sensor network should not be arbitrarily designed for obtaining reasonably good results.

The Weather Research and Forecasting (WRF) model (Beck et al., 2011) is commonly used for the simulation at the meso-scale. It reaches a grid resolution of around 1 km (Feng et al., 2016). In order to thoroughly understand emissions, it is however also necessary to map them on a finer scale (micro-scale simulations), reflecting the dimensions at which carbon is emitted: by individual buildings, vehicles, parks, factories and power plants.

With this aim, this investigation presents a completely new approach to the analysis of the CO₂ emissions from fossil fuel thermal power plants in urban environments. We combine different column measurements (Chen et al., 2016) with computational fluid dynamics (CFD) simulations. Several researchers have developed CFD simulations for dealing with pollutants dispersion in urban areas using wind tunnel models (e.g. Takano and Moonen, 2013; Tominaga and Stathopoulos, 2010; Hang et al., 2012; Tang et al., 2006; Tominaga and Stathopoulos, 2007; Yu and Thé, 2016; Gromke and Blocken, 2015; Zhang et al., 2015; Wingstedt et al., 2017)), and less investigations have dealt with real cities (e.g. (Nouz and Tamura, 2012; Patnaik et al., 2007; Jeanjean et al., 2015; Hanna et al., 2006)). Some review articles can be found in the literature with a deeper discussion and description of the state-of-the-art (Lateb et al., 2016; Tominaga and Stathopoulos, 2013, 2016; Meroney et al., 2016). However, up to the authors’ knowledge, CFD has never been used before for quantitatively assessing CO₂ emissions from a power plant, and no comparisons between CFD simulations and total column measurements have been done.

Large-eddy simulations (LES) show often better agreement with experiments than using Reynolds-Averaged Navier-Stokes (RANS) equations for gas dispersion problems (Nouz and Tamura, 2012), because LES reproduces better the mean wind velocity and turbulence kinetic energy (TKE) behind the buildings if an accurate inflow turbulence (not easy task) is set (Tominaga et al., 2008). Apart from the well-known huge computational cost of LES nowadays for dealing with full-scale urban environments (Franke et al., 2007; Sumner et al., 2010), there are scientific reasons that justify the use of RANS simulations in the present investigation. Almost all the experiments used for the validation of LES simulations were carried out in wind tunnels under well-controlled and near-ideal conditions. In real atmospheric cases (i.e. in the present investigation) there is a high uncertainty due to the presence of severe disturbances (e.g. traffic, trees, very complex geometry). Such uncertainties affect both the simulation results and the experimental measurements (i.e. gas concentration and wind measurements). Patnaik et al. (2007) compared LES simulations with measurements in a real urban site, reporting some degree of reliable prediction but with a great uncertainty due to the urban environmental conditions. Therefore, we can assume that the benefits (in terms of accuracy and others) of using LES instead of RANS for simulating actual urban atmospheric environments were not scientifically demonstrated yet. We think that such comparison (LES vs. RANS for a real urban environment) has a great interest for further works, but we use only RANS in the present investigation. According to Tominaga and Stathopoulos (2016), for gas dispersion in urban environment problems where convection effects are more prominent than those of diffusion, results using steady RANS are typically acceptable when appropriate turbulence modeling is used. It is also important to mention that moving from meso-scale (WRF) to CFD (independently whether using RANS or LES) is a great improvement in terms of accuracy and attention to detail. Therefore, we identify the necessity of analyzing and improving the RANS turbulence modeling to effectively deal with this specific problem. In the present investigation we use the $k-\varepsilon$ Durbin (1996) turbulence model, especially developed for dealing with the CFD simulation of wind in urban environments.

In what follows, Section 2 comments the theory involved in fluid flow and gas dispersion and the computational modeling, Section 3 presents the simulation results compared with XCO₂ measurements on the site and with the Gaussian plume model. The optimum turbulent Schmidt number and a new parameterization for the Gaussian plume model are proposed for the urban environment. Additionally, a CO₂ concentration map for the urban area is shown. Finally, the conclusions are given in Section 4.

2. Dynamics, modeling and computational settings

2.1. Computational fluid dynamics modeling

Two steps are used for simulating the CO₂ dispersion from the power plant: the fluid flow (wind) is initially solved using the steady RANS equations, and the gas transport and diffusion is solved using the unsteady convection-diffusion equation with the wind field previously obtained. The exhaust emission from the chimney is initially considered as air for the wind flow calculation, and an exhaust composition of 13% CO₂ (Pipe Flow Calculation) is considered for solving the passive-scalar gas transport and diffusion problem. All the numerical simulations in this investigation are carried out using a self-customized version of the open-source and open-access software OpenFOAM. The advanced turbulence and gas transport modeling explained below were implemented in such a self-customized software version.

2.1.1. Governing equations for the fluid flow and turbulence modeling

Using the Reynolds decomposition, instantaneous velocity is defined as

$$u(x, y, z, t) = \overline{u}(x, y, z) + u'(x, y, z, t),$$  \hspace{1cm} (1)

where $\overline{u}$ is the time-averaged velocity and $u'$ denotes the fluctuating component.

The steady-state RANS equations for incompressible fluids without body forces are (Cheng et al., 2003)

$$\frac{\partial \rho \overline{u}_i}{\partial x_i} = 0$$  \hspace{1cm} (2)

for mass conservation (continuity equation), and for momentum conservation

$$\frac{\partial (\rho \overline{u}_i)}{\partial x_i} = \frac{1}{\rho} \frac{\partial \rho}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \nu \frac{\partial \overline{u}_i}{\partial x_j} - \overline{u}_i' \overline{u}_j' \right).$$  \hspace{1cm} (3)

where $\rho$ is the mean pressure, $\nu$ the fluid density, $\nu$ the kinematic viscosity and $\overline{u}_i' \overline{u}_j'$ are Reynolds stresses that can be computed from the mean flow values (statistical turbulence closure). Considering the Boussinesq linear isotropic eddy-viscosity hypothesis, which assumes a linear relationship between turbulent stresses and mean velocity gradients, it yields

$$-\overline{u}_i' \overline{u}_j' = 2\nu S_{ij} - \frac{2}{3} k \delta_{ij},$$  \hspace{1cm} (4)

where $S_{ij}$ is the strain rate tensor, $\nu$ the kinematic eddy viscosity, $\delta_{ij}$ the Kronecker Delta function and $k = \frac{1}{3} \overline{u}_i' \overline{u}_i'$ is the turbulent kinetic energy. Two additional equations for turbulence kinetic energy ($k$) and turbulence dissipation ($\epsilon$) are necessary in order to solve all the unknowns of the problem. These equations (steady-state without buoyancy) are...
\[
\frac{\partial(\pi k)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \nu + \frac{\nu}{\sigma_l} \right) \frac{\partial k}{\partial x_j} \right] + P_k - \nu
\]

(5)

and

\[
\frac{\partial(\pi \varepsilon)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \nu + \frac{\nu}{\sigma_l} \right) \frac{\partial \varepsilon}{\partial x_j} \right] + C_{t} \frac{\rho k}{\sigma} \frac{\partial^2 \varepsilon}{\partial x_j^2},
\]

(6)

where \( P_k \) is the production of \( k \). \( \sigma_k \) and \( \sigma_l \) (Prandtl numbers), \( C_1 \) and \( C_2 \) are closure constants. The production of \( k \) in the standard \( k-\varepsilon \) model (SKE) is computed as

\[
P_k = \nu \sigma_l S^2,
\]

(7)

where \( S \) is the modulus of the rate of strain tensor.

Notice that we neither consider buoyancy nor use the energy equation, therefore we neglect the effect of the exhaust temperature (around 90 °C). Apart from that the difference in the air density between exhaust and environment is not very significant, we can assume that momentum is dominant on the flow because a downwash effect takes place, which is given by the low speed of the exhaust, lower than 1.5 times the wind speed at chimneys height. This is, low pressure in the wake of the chimney causes the plume to be downward behind the chimney. This effect is augmented by the large dimensions of the power plant building, and by the presence of surrounding buildings. A deeper explanation of the downwash effect can be found in Hanna et al. (1982).

There are some modifications of the SKE model (e.g. Launder and Kato (1993), Murakami-Mochida-Kondo (Tsuchiya et al., 1997), Yap (1987)), developed to improve the accuracy of the results, especially the overestimation of the turbulent kinetic energy in the impinging region of bluff bodies. Durbin (1996) proposed a \( k-\varepsilon \) modification by calculating \( \nu_t \) related to the turbulence velocity time scale (T),

\[
\nu_t = C_k \kappa T,
\]

(8)

where \( C_k \) is the proportional number, another constant parameter. The proposed bound on the time scale of Durbin (1996) is

\[
T = \min(T_{SKE}, T_D),
\]

(9)

where

\[
T_{SKE} = \frac{k}{\varepsilon}
\]

(10)

and

\[
T_D = \frac{1}{3C_s S} \sqrt{\frac{k}{2}}
\]

(11)

The Durbin (1996) turbulence model is used in the CFD simulations for the present investigation. The coefficients used in the equations are \( C_s = 0.09, \ C_1 = 1.44, \ C_2 = 1.92, \ \alpha = 1.0, \ \sigma_s = 1.3 \) and \( \kappa = 0.4 \). We have already successfully validated this turbulence modeling setting in Toja-Silva et al. (2015a) by studying the benchmark case A of the Architectural Institute of Japan (Yoshie et al., 2007; Architectural Institute Japan (AIJ), 2016; Guidebook for practical applications of CFD to pedestrian wind environment around buildings). This benchmark case is an isolated building of aspect ratio 1:1:2 placed within an atmospheric boundary layer inside a wind tunnel, tested by Meng and Hibi (1998). Hit rates of \( HR_s = 87.5\% \) and \( HR_n = 75.0\% \) have been obtained (Toja-Silva et al., 2015a).

### 2.1.2. Gas transport and diffusion modeling

As stated above, since the total chimney exhaust is computed as air in the fluid flow calculation, the \( CO_2 \) emission can be considered as a passive scalar in the gas transport and diffusion calculation, assuming that the chimneys exhaust is 13% \( CO_2 \). The gas transport and diffusion problem is solved using the convection-diffusion passive scalar equation for incompressible turbulent flows (Shen et al., 2002):

\[
\frac{\partial C}{\partial t} + \frac{\partial (\pi C)}{\partial x_j} - \frac{\partial}{\partial x_j} \left( D_{eff} \frac{\partial C}{\partial x_j} \right) = 0,
\]

(12)

where \( C \) is the averaged volumetric \( CO_2 \) concentration in parts per million (ppm) and \( D_{eff} = D + D_t \) is the effective diffusivity. The molecular diffusivity used is \( D = 1.6 \times 10^{-5} \text{ m}^2 \text{ s}^{-1} \) (Lide, 2004), and the eddy diffusivity is computed as

\[
D_t = \frac{\nu}{S_c T}
\]

(13)

where \( S_c \) corresponds to the turbulent Schmidt number. According to Tominaga and Stathopoulos (2007), the optimum values for \( S_c \) are widely distributed in the range 0.2 – 1.3 and the selected value has a big impact on the results. The selection of the appropriate value depends on the characteristics of the flow, being recommended \( S_c = 1 \) for a plume dispersion in an atmospheric boundary layer (Tang et al., 2006). Therefore, \( S_c = 1 \) is used in the present investigation for the open field case. For the urban environment case, different values of the turbulent Schmidt number (\( S_c = 0.4 – 1.2 \)) are tested. We suggest the most suited value of the turbulent Schmidt number for being used in full-scale simulations, according to the best agreement with the experimental results.

#### 2.1.3. Boundary conditions

Table 1 shows the boundary conditions imposed in the simulations. Since \( 30 < y^+ < 1000 \), standard turbulent wall laws (Blocken et al., 2007; Parente et al., 2011; O’Sullivan et al., 2011) can be used for the treatment of the near wall flow. For the ground, sand-grain-based fully rough law of the wall is used. The equivalent sand-grain roughness height is calculated as (Blocken et al., 2007):

\[
k_r = \frac{9.793 z_0}{C_s},
\]

(14)

where \( z_0 \) is the aerodynamic roughness length and \( C_s = 7 \) (van Hooff and Blocken, 2010) is the roughness constant.

The inlet wind profiles used are computed according to Richards and Hoxey (1993), using

\[
U = \frac{U_i}{k} \ln \left( \frac{z + z_0}{z_0} \right) ,
\]

(15)

\[
k = \frac{U_i^2}{\sqrt{C_p}}
\]

(16)

and

\[
\varepsilon = \frac{U_i^5}{k(z + z_0)} ,
\]

(17)

Table 1

| Boundary conditions imposed at each boundary of the domain. Nomenclature: Cc – Calculated, Iv – fixedValue, Iv – inlet value, sl – slip, wF – wall function, zG – zeroGradient. |
|---|---|---|---|---|---|---|
| U | k | ε | νt | p | C |
| Inlet | Iv | Iv | Iv | Cc | zG | Iv |
| Outlet | zG | zG | zG | Cc | Iv zero | zG |
| Ground | Iv zero | kE | wF | epsilon wF | wF | zG | zG |
| Buildings | Iv zero | kE | wF | epsilon wF | wF | zG | zG |
| Chimneys | Iv | Iv | Iv | Cc | zG | Iv |
| Sky | sl | sl | sl | sl | zG | zG |
| Sides | sl | sl | sl | sl | sl | zG |
where \( z_0 = 0.2 \) m. Using Eq. (15), \( U_z \) is calculated for each case considering the reference values \( z_{ref} = 30 \) m (height of wind measurement) and \( U_{ref} \) (wind speed at the simulated moment). Although it is a common practice in CFD, we do not use in this article dimensionless magnitudes (with respect to these reference values) because, on the one hand, the results may be different than considering reduced scales, e.g. wind tunnel where the Reynolds number is some orders of magnitude lower (Toja-Silva et al., 2015b), and on the other hand, this work is oriented to further atmospheric environmental applications, where real magnitudes are always presented.

2.1.4. Computational settings

The simpleFoam solver for steady-state incompressible turbulent flows is used for solving the fluid flow governing partial differential equations in OpenFOAM. For the gas transport and diffusion problem, the customized solver turbulentScalarTransportFoam (that has the structure of the original solver scalarTransportFoam) is employed to solve the convection-diffusion passive scalar equation including the turbulent eddy dissipation. The simulations are carried out on 84 parallel processors in a cluster (Linux Cluster). Gaussian integration with different interpolation schemes is adopted.

![Fig. 1. General view of the area of study (adapted from Google Maps).](image)
for the spatial discretization of differential operators. Second order linear interpolation is applied for Gradient terms and divergences, and 2nd order linear interpolation with explicit non-orthogonal correction is used for Laplacian terms. With respect to the linear system solvers, generalised geometric-algebraic multi-grid solver (GAMG) with DIC smoother is used for pressure, and preconditioned bi-conjugate gradient solver for asymmetric matrices (PBiCG) with diagonal incomplete LU (DILU) preconditioner is used for the rest of the variables.

Convergence criteria are set to at least $10^{-5}$ for all the residuals, a value very frequently reported in the literature (Jeanjean et al., 2015; Ferziger and Peric, 2002). Although $10^{-3}$ is commonly used for industrial applications (Franke et al., 2007), values below $10^{-4}$ are recommended in order to obtain a converged solution (Takano and Moonen, 2013). However, monitoring the evolution of the residuals is always necessary. For the convection-diffusion equation (i.e. gas dispersion problem), we reach residual values below $10^{-6}$ in order to ensure the solution stabilization. Additionally, it is necessary to analyze the results looking for possible undesired oscillations and/or divergences that may require special attention. In order to avoid such instabilities, we use a relaxation factor of 0.3 for pressure and high quality initial conditions, i.e. results from precursor simulations using 1st order numerical schemes (more stable but less accurate).

Regarding the meshing, a background mesh is constructed using the structured blockMesh application and the geometry (power plant and buildings), previously designed with a CAD tool and saved in STL format, is embedded into the background mesh using the snappyHexMesh application of OpenFOAM (SnappyHexMesh). The mesh is refined around the buildings and adapted to their shape. The refinement distance is 40 m around the power plant and 10 m around the rest of the buildings.

2.2. The Gaussian plume model

Under certain idealized conditions, the mean concentration of a species emitted from a point source has a Gaussian spatial distribution (Seinfeld and Pandis, 2006). The general expression of the Gaussian plume model for a contaminant concentration $c$ (mass per unit volume) at a point $(x, y, z)$ downstream of the emission source $(x = y = 0, z = h_{ch})$ is (Seinfeld and Pandis, 2006; Reynolds, 1992)

$$c = \frac{Q}{2\pi \sigma_x \sigma_y U_{ch}} \exp \left( \frac{-y^2}{2\sigma_y^2} \right) \left[ \exp \left( -\frac{(z-h_{ch})^2}{2\sigma_z^2} \right) + \exp \left( -\frac{(z+h_{ch})^2}{2\sigma_z^2} \right) \right],$$

where $Q$ is the mass of material released per unit time, $h_{ch}$ is the emission source (chimneys) height, $U_{ch}$ is the free-stream wind speed at the chimneys height, and $\sigma_x(y)$ and $\sigma_y(x)$ are standard deviation in crosswind and vertical directions (dispersion parameters), respectively. For a neutrally stratified atmosphere (condition assumed for the simulations), these dispersion parameters can be computed as (Briggs, 1973)

$$\sigma_x = 0.08x(1 + 0.001x)^{\frac{2}{3}}$$

and

$$\sigma_y = 0.06x(1 + 0.0015x)^{\frac{2}{3}}.$$  

Briggs (1973) also suggests a specific vertical dispersion parameter for an urban environment,

$$\sigma_z = 0.14x(1 + 0.0003x)^{\frac{2}{3}}.$$  

These are the parameters recommended by the ALOHA Review Committee (Reynolds, 1992). Although the Gaussian plume equation is applied widely (Environmental Protection Agency, 1980), the conditions under which the Gaussian equation is valid are highly idealized (i.e. stationary and homogeneous turbulence) and it is not applicable to every actual ambient situation. For valid applications, the dispersion parameters ($\sigma_y$ and $\sigma_z$) have to be derived from actual atmospheric diffusion experiments under conditions approximating those of the application.

---

**Fig. 2.** Views of the power plant from the south.

**Fig. 3.** View of one of the spectrometers used for obtaining the measurement data used in this investigation.
Therefore, an accurate parametrization of the Gaussian plume model for urban environments is needed. Such parametrization must be derived from a well controlled case study as in (Seinfeld and Pandis, 2006).

### Table 2

<table>
<thead>
<tr>
<th>Name of the case study</th>
<th>$U_{ref}$</th>
<th>Incident wind direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open field</td>
<td>$2.4 , \text{m s}^{-1}$</td>
<td>354° (NWN)</td>
</tr>
<tr>
<td>Urban environment</td>
<td>$1.38 , \text{m s}^{-1}$</td>
<td>67.5° (ENE)</td>
</tr>
</tbody>
</table>

3. **CFD simulation and XCO₂ measurement in a real urban site**

#### 3.1. General description of the problem

The area of study is in Sendling, inside the city of Munich (Germany),...
around 4 km from the city center in SW direction. Fig. 1 shows a general view of the area and the most important sites: the power plant and the two measurement points. Both measurement sites are placed at a distance of around 0.5 km from the power plant in SES (open field) and WSW (urban environment), respectively.

In what follows, two simulations are carried out, one corresponding to each measurement site. Firstly, the wind measurements were analyzed in order to find an instant when the measurement point was placed exactly downstream from the power plant (NWN and ENE wind directions, respectively). According to the information kindly provided by the responsible company Stadtwerke München GmbH (SWM), this power plant has a total maximum power of 1512 MW: 698 MW of electrical power and 814 MW of thermal energy generation. The instantaneous natural gas fuel consumption at the measurement time was also kindly provided by SWM, allowing us to accurately compute the emission from each chimney. Fig. 2 shows the power plant building and a view of the chimneys from far away. It has 5 chimneys: the central chimney (highest) has no GHG emissions, the 2 chimneys at the north have a height of 130 m, and the 2 chimneys at the south have a height of 90 m.

3.2. XCO₂ and wind measurements

We deployed two Bruker EM27SUN (Gisi et al., 2012; Frey et al., 2015) compact Fourier transform spectrometers to make simultaneous measurements of column amounts of CO₂ using the sun as the light source. The spectrometers measure the column number densities (total column) of CO₂ and O₂, the ratio of which gives the column-averaged dry-air mole fraction of CO₂ (XCO₂). The spectrometer EM27SUN has higher precision in retrieving XCO₂ (Gisi et al., 2012; Chen et al., 2016; Hedelius et al., 2016) compared to the Bruker IFS 125HR, which is used
in the total carbon column observing network (TCCON) (Wunch et al., 2011). According to the Allan analysis (Chen et al., 2016), the precision of the differential column measurement is 0.04 ppm with 10 min integrating time, around 0.12 ppm when averaging over 1 min, and near 0.4 ppm for one single measurement. In general, the precision decreases proportionally to the square root of integration time (≤10 min). The performance is very stable after relocation across country and continent (Frey et al., 2015; Chen et al., 2016). Fig. 3 shows one of the spectrometers used for obtaining the measurement data used in this investigation. They are compact and autonomous, and thus adequate for portable applications, as in the present case.

The XCO2 measurement corresponds to the averaged concentration of CO2 in the slant column. Therefore, the concentration profiles obtained using both CFD simulations and the Gaussian plume model will be averaged in the whole troposphere (i.e. 12,000 m height) considering a homogeneous background concentration, in order to be compared with XCO2 measurements. According to that, it is noticed that the geometry of the problem has a great relevance, because the XCO2 value has a strong dependency on how the measurement axis crosses the plume. It makes the comparison challenging and it can be the reason why, up to the authors’ knowledge, there are no previous comparisons between CFD

Fig. 3. One of the spectrometers used for obtaining the measurement data used in this investigation.

Fig. 4. Comparison between XCO2 simulation results and the Gaussian plume model on the measurement point for the open field case.
simulation results and column measurements in the literature.

The case studies simulated are chosen according to two criteria: observing peaks in the XCO₂ measurement and having the measurement sites downstream of the emission source (power plant) simultaneously. Table 2 shows the two case studies selected according to these criteria in order to analyze the experimental results obtained at the two measurement sites. Fig. 4 shows the XCO₂ values measured in both sites, and Fig. 5 shows the wind speed and direction during the target day. The selected moments (case studies) are also represented in Figs. 4 and 5. The wind measurements used in this investigation were taken on the roof of the Ludwig-Maximilians-Universität München (zref = 30 m), 4.5 km north from the power plant. We focus in the present investigation on the two cases of study that satisfy the criteria explained above. The usage of the whole dataset presented in Fig. 4 for emission estimation (including discussion on measurement strategies) is presented in Chen et al. (2017).

(a) Details of the domain and the XCO₂ measurement axis

(b) Mesh of the domain, 18.7 M cells

Fig. 9. Geometry of the urban case study: incident wind 67.5°(ENE).

Fig. 10. Comparison between XCO₂ simulation results using 6 different mesh sizes.
3.3. Open field - wind 2.4 m/s and 354° (NWN)

3.3.1. Description of the case

The first case study presented occurs in an open field. Fig. 6 shows the geometry (only the power plant) and the resulting mesh. A long distance is set downstream in order to verify the plume and to compare it with the Gaussian model. The surrounding distances recommended in the Best Practice Guidelines (Franke et al., 2007) are respected.

This wind condition \( U_{\text{ref}} = 2.4 \text{ m s}^{-1} \) and incident direction 354°, NWN) was chosen attending to the two criteria mentioned above: simultaneously observing peaks in the XCO2 measurements and having the measurement site downstream of the power plant. According to the CH4 consumption rate reported by SWM, the total emission during the study time is 43.3 kgCO2 s\(^{-1}\). Considering chimneys geometry and the emission from each chimney, the exhaust speed is set to \( U_{\text{ch},N} = 0.5 \text{ m s}^{-1} \) and \( U_{\text{ch},S} = 2.0 \text{ m s}^{-1} \) for North and South chimneys, respectively. The CO2 content in the exhaust is set to 13% for all the chimneys, and the CO2 concentration in the environment is 400 ppm. As stated above, \( S_{\text{ct}} = 1 \) is used for this case study.

3.3.2. Results and discussion

The experimental value obtained at the case study time shows a high variability in the range 402.85 – 404.2 ppm (mean 403.53 ppm). This high variability is due to the high variability of the wind conditions (both speed and direction), as is shown in Fig. 5.

Fig. 7 shows the simulation results obtained for the open field case. A comparison of the XCO2 simulation results with the experimental values is presented. The XCO2 was calculated from the simulation results both considering a vertical column and on the real axis of measurement, using the instantaneous azimuth and elevation angles from the experiment. The XCO2 simulation results are 405.55 ppm, 403.89 ppm and 403.52 ppm for CFD vertical column, Gaussian model and CFD on measurement axis, respectively. The results show a reasonably good agreement between simulation and experimental results. The XCO2 value calculated considering the measurement axis angle shows the best agreement with the mean experimental result, yielding absolute and relative errors of –0.01 ppm and 0.002%, respectively. This error is one order of magnitude lower than the measurement error. It is observed that the consideration of both azimuth and elevation angles has a strong impact on the results. However, since the measurement axis is rather aligned with the streamwise direction, the results obtained using the Gaussian plume model show also a good agreement, although they are computed considering a vertical column. Additionally, it is observed in the measurements that the downwind values show some peaks (e.g. at the case study time) and fall down to the upwind range. Therefore, we can also estimate the background CO2 concentration using only the downwind data.

Fig. 8 shows a comparison of the vertical section on the measurement point between the results obtained with the CFD simulation and the result of calculating the plume using the Gaussian model. The results show a reasonably good agreement. Although this is an open field case, the effect of the turbulence induced by the power plant building is observed in the simulation results. Such effect results in an enhancement of the turbulent eddy dissipation near the ground, reflected in both a lower height for the peak values and the wider shape of the concentration profile obtained in the CFD simulations compared with the Gaussian plume model.

3.4. Urban environment - wind 1.38 m/s and 67.5° (ENE)

3.4.1. Description of the case

The second case study is the core of this investigation, and focuses on a residential urban area. Fig. 9 shows the geometry and the resulting...
mesh. The domain size is defined according to the Best Practice Guidelines (Franke et al., 2007).

As in the previous case, the wind condition \( U_{ref} = 1.38 \text{ m s}^{-1} \) and incident direction 67.5°, ENE) was chosen attending to the observation of peaks in the XCO₂ measurements while the measurement site is located downstream from the power plant. According to SWM, the power plant operated with the same power load during both case studies (total emission 43.3 kgCO₂ s⁻¹) and, therefore, the exhaust speed is also set to \( U_{Nh} = 0.5 \text{ m s}^{-1} \) and \( U_{hs} = 2.0 \text{ m s}^{-1} \) for North and South chimneys, respectively. The CO₂ content in the exhaust is again set to 13% for all the chimneys. As observed in the open field case study, the measurements at the downwind site show peak values (i.e. at the case study time) and fall down to the upwind range and, therefore, it is suggested that it is possible to estimate the environment CO₂ concentration looking at this lower background range at the same downwind data. Since no upwind data is available for the urban environment case study, a CO₂ concentration in the environment of 401.4 ppm is determined using that method. This background CO₂ can be clearly observed in Fig. 13b. In this case study, different values of the turbulent Schmidt number are tested and the most

suited for being used in full-scale urban dispersion simulations is proposed.

### 3.4.2 Mesh sensitivity analysis

Fig. 10 shows a comparison of the simulation results obtained for XCO₂ using 6 different mesh sizes: 8.3M, 11.9M, 13.8M, 15.1M, 17.4M and 18.7M cells, respectively. Due to the extreme complexity of the geometry, a convergence tendency is not observed for the coarse meshes, i.e. the coarsest mesh occasionally gave a better result than with 11.9M cells. However, convergence is clearly observed for ≥13.8M cells. Since the configuration corresponding to the finest mesh (18.7M cells) is used in all the computations presented in this article, the mesh independence of the results is guaranteed.

### 3.4.3 The influence of the turbulent Schmidt number on the gas dispersion

In this case study, the experimental values are rather constant in the range 403:92 – 403:94 ppm. This is because the wind (both speed and direction) is more stable than in the open field case.

As stated above, the turbulent Schmidt number has a strong influence
on the results. Fig. 11 shows a comparison of experimental and simulation values of XCO₂ using different turbulent Schmidt numbers ($S_{ct} = 0.4 – 1.2$) on the real axis of measurement, using azimuth and elevation angles from the experiment at the moment considered. It is observed that $S_{ct}$ values in the range of $S_{ct} = 0.5 – 0.8$ present a very good agreement with the experimental results. The best agreement is found for $S_{ct} = 0.6$, with a XCO₂ value of 403.88 ppm. The absolute and relative deviations between experimental and simulation results are $-0.05$ ppm and $0.01\%$, respectively. This error is one order of magnitude lower than the measurement error. Therefore, according to our results, we suggest this value for being used in further full-scale urban dispersion simulations. Turbulent kinetic energy (TKE) in the urban environment is underestimated in the simulations because aspects such as traffic are not taken into account. Lower values of the turbulent Schmidt number (i.e. $S_{ct} = 0.6$) compensate such underestimation of TKE when computing the turbulent eddy dissipation in the gas transport and diffusion equation. This value is in agreement with other researchers, as Gromke and Blocken (2015) that suggest $S_{ct} = 0.5$ for gas dispersion in a street canyon with trees. In our investigation, the value is slightly higher because we are considering the whole urban area (streets with and without trees), and also above the buildings.

Fig. 12 shows a comparison of the vertical section on the measurement point between the results obtained from the CFD simulations using different $S_{ct}$ numbers and the result of calculating the plume using the Gaussian model, considering standard deviation coefficients suggested in the literature for both open fields and urban environments. As expected, a strong influence of the turbulent eddy dissipation phenomena that enhance the gas diffusion close to the buildings is observed. This effect cause a wider shape of the concentration profile, and a decrease of peak values. It is also observed that the simulation results using $S_{ct} = 0.6$ (and using low $S_{ct}$ values in general) show a profile more similar to the Gaussian model using the urban parametrization than using the standard parametrization used for open field cases. However, there is still a necessity of improving the Gaussian plume model suggested for urban environments, i.e. the black line should be more similar to the green line in Fig. 12. Therefore, a better parametrization for the Gaussian model is proposed below.

3.4.4. Results using $S_{ct} = 0.6$

Fig. 13 shows a comparison of the XCO₂ simulation results using $S_{ct} = 0.6$ with the experimental values for the urban environment case. The XCO₂ was calculated from the simulation results, both considering a
vertical column and on the real axis of measurement. The results confirm that both azimuth and elevation angles have to be taken into account for designing measurement campaigns, because the XCO2 values expected for the vertical column are clearly higher than those obtained at the experiment, and they show good agreement when the measurement axis angles are taken into account, as in the open field case.

Fig. 14 shows images of the wind velocity for the urban environment case. It is observed that wind velocity dramatically decreases in the urban environment due to the obstacles. However, an acceleration effect is observed in transversal street canyons and open spaces around big structures (e.g. behind the power plant building). Specifically, the power plant has a significant effect on the surroundings due to its big dimensions, causing a high acceleration of the wind around the corners. Additionally, the streamlines of the exhaust show that the height of the plume keeps rather constant at the chimneys height, specially for the highest chimneys because the exhaust mass flow is lower and, therefore, the exhaust velocity is also lower.

Fig. 15 shows images of turbulent kinetic energy for the urban environment case. It is observed that TKE has a high value above the buildings, which induces a high diffusion effect on this region compared to the open field case. Of course, high values of TKE are observed around the chimney walls. Additionally, high values of TKE are shown at the ground level around the highest buildings, and when a building wake affects another building (e.g. downstream of the power plant).

Fig. 16 shows vertical and horizontal maps of the CO2 concentration in the urban area. Both transport and diffusion are observed in the maps. Due to the diffusion phenomenon caused by the turbulent eddy dissipation, the gas concentration tends to be higher at the ground level than above 100 m (where the diffusion is smoother). It is shown that the plume even changes the trajectory for approaching to the ground at a distance of around 500 m. Slightly further away, at around 700 m downstream from the power plant, high concentrations (>700 ppm) of CO2 are observed at the ground level. Therefore, having punctual ground measurements of CO2 concentration in this area will be of great interest in further investigations.

Fig. 17 shows isosurfaces of the CO2 concentration. A strong convective effect is observed inside the street canyons, because the gas concentration is lower when the wind comes from outside the gas cloud (upstream effect) and it is higher when the wind comes from inside the gas cloud (downstream effect). This downstream effect is clearly

(a) Horizontal slice of $k$ at $z = 4$ m

(b) Vertical slice of $k$

Fig. 15. Images of turbulent kinetic energy for the urban environment case.
3.5. Improvement of the Gaussian model for the urban environment

As stated above, the Gaussian equation is not applicable to every actual ambient situation and the dispersion parameters have to been derived from actual atmospheric diffusion experiments (Seinfeld and Pandis, 2006). In the present investigation, we performed a numerical experiment (using CFD tools) and compared the results with XCO₂ field measurements.

The simulation results were compared with the Gaussian plume model presented in the literature and, after a parametrization iteration, we propose a new formula for computing the vertical dispersion parameter:

$$\sigma_z^{\text{general}} = 0.11x(1 + 0.0003x)^{-\frac{1}{2}}.$$  \hspace{1cm} (22)

As is shown in Fig. 18, the new parametrization using Eq. (22) shows a better agreement with the numerical experiment results. However, it is observed that the Gaussian plume model does not reproduce accurately the gas concentration in an urban environment. Especially, the gas concentration is clearly overestimated near the ground. Therefore, we suggest an additional parametrization for being used when the near ground ($z \leq 40$ m) gas concentration needs to be computed:

$$\sigma_z^{\text{ground}} = 0.088x(1 + 0.0003x)^{-\frac{1}{2}}.$$  \hspace{1cm} (23)
4. Conclusions

This investigation presents CFD simulations of CO₂ dispersion from a natural gas-fueled thermal power plant in an urban environment. This is the first time that CFD simulation results are compared with experimental measurements of XCO₂ on the site. A good agreement was obtained, yielding absolute and relative deviations of \( \frac{\Delta X_{CO₂}}{X_{CO₂}} \) of 0.05 ppm and 0.01%, respectively. This simulation error is one order of magnitude lower than the measurement error. Solution verification was also carried out by testing the convergence using 6 different mesh grid sizes.

Different turbulent Schmidt numbers were compared, and \( \text{Sc}_t = 0.6 \) was identified as the most adequate for being used in CFD simulations of CO₂ emissions from power plants in urban areas. Values in the range of \( \text{Sc}_t = 0.5 - 0.8 \) also show reasonably good results. These values yield an increase of the turbulent eddy dissipation (i.e., the gas diffusion) that compensates the underestimation of the turbulent kinetic energy computed. Apart from computational issues, in a real urban environment there are additional factors not considered in the simulations that increase the TKE (e.g., traffic).

The simulation results were also compared with the Gaussian plume model and a new parametrization, based on our simulation results, is suggested for being used in the urban environment. In particular, a new
formula for the vertical dispersion parameter is proposed. Since the gas concentration is overestimated close to the surface (z < 40 m), an additional expression is suggested for computing concentrations on the ground level. As further investigations, a wider study considering different distances from the emission source (and different case studies with different building configurations) would be interesting in order to verify the general applicability of the proposed formula. The Gaussian plume model can be continuously improved by analyzing different cases, and using different turbulence modeling approaches (i.e. RANS and LES).

The particular characteristics of the XCO2 measurement were analyzed and taken into account for the comparison with simulation results. In particular, the influence of the measurement angles (i.e. azimuth and elevation) was found as determinant. The inclination angle of the column measurement must be considered in the design of future measurement campaigns.

Additionally, CO2 concentration maps for the urban area were presented and analyzed. A high influence on the surroundings is observed, also at the ground level. Therefore, using also in-situ measurements of CO2 concentration on the ground would be interesting for further investigations. The simultaneous use of multiple measurement techniques (e.g. column, surface, drones) may be of interest in order to carry out an extensive validation of the simulation domain, strengthening the conclusions derived from the simulation results.

It is demonstrated that CFD can be used as a powerful tool for simulating atmospheric greenhouse gas dispersion. In order to apply the computational tool, it would be interesting to perform more simulations and experimental measurements with other situations (e.g. measurement axis crossing the exhaust plume over a chimney). We use RANS turbulence modeling in the present investigation, but we want to express the interest in also using LES modeling in further research in order to compare the results obtained for real urban atmospheric environments using both methodologies.
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