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Abstract

The main goal of hadron spectroscopy is the identification
and classification of bound states of the strong interaction.
Excited hadronic states are extremely short-lived and usu-
ally decay into lighter hadrons. A common method to ex-
trac the hadron resonances from the measured kinematic
distributions of the decay products is partial-wave anal-
ysis (PWA). The conventional PWA method for decays
of light mesons into multi-body final states usually relies
on the isobar model, describing the decay process as a
series of two-particle decays. Hereby additional interme-
diary hadronic states appear, called isobars. The decays
of these states are described by dynamic amplitudes that
have to be known beforehand and therefore may intro-
duce a model bias. In this thesis, we develop a novel
approach, in which the parametrizations for the dynamic
isobar amplitudes are replaced by step-like functions to
extract the dynamic amplitudes from the data, thereby
greatly reducing the model dependence of the results. In
this approach, which we call freed-isobar PWA, we en-
counter continuous mathematical ambiguities caused by
exact cancellations between different amplitudes and show
ways to resolve them.
We apply the freed-isobar PWA method to a data set for
the process π−p→ π−π+π−p, collected by the Compass
experiment in 2008. We extract the dynamic isobar ampli-
tudes for 24 partial waves, resolved in bins of the invariant
mass of the 3π system and the four-momentum transfer
between beam and target. We analyze the extracted dy-
namic isobar amplitudes with simple Breit-Wigner and
Flatté models and obtain new insights in the interplay
between the two- and three-particle dynamics of the three-
pion system.
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Zusammenfassung

Das Hauptziel der Hadronenspektroskopie ist die Iden-
tifikation und Klassifizierung der Bindungszustände der
starken Wechselwirkung. Angeregte Hadronenzustände
sind extrem kurzlebig und zerfallen typischerweise in
leichtere Hadronen. Eine verbreitete Methode, um die
Hadronresonanzen aus den gemessenen kinematischen
Verteilungen der Zerfallsprodukte zu extrahieren, ist die
Partialwellenanalyse (PWA). Die konventionelle PWA-
Methode für Zerfälle leichter Hadronen in Vielteilchen-
endzustände beruht üblicherweise auf dem Isobarenmo-
dell, welches den Zerfallsprozess als Kette aufeinander-
folgender Zweiteilchenzerfälle beschreibt. Hierbei treten
zusätzliche hadronische Zwischenzustände auf, die man
Isobare nennt. Die Zerfälle dieser Zustände werden durch
dynamische Amplituden beschrieben, die von vorneherein
bekannt sein müssen und so eine Modellabhängigkeit
verursachen können. Diese Disseratation entwickelt eine
neuartige Herangehensweise, in der die Parametrisierun-
gen der dynamischen Isobaramplituden durch Stufenfunk-
tionen ersetzt werden, um die dynamischen Amplitu-
den aus den Daten zu extrahieren und so die Modellab-
hängigkeit stark zu reduzieren. In diesem Ansatz, den wir
freiisobarische PWA nennen, stoßen wir auf kontinuier-
liche mathematische Ambiguitäten, da sich verschiedene
Amplituden exakt wegheben können, und zeigen Wege
auf, diese aufzulösen.
Wir wenden die freiisobarische PWA auf einen 2008 vom
Compass Experiment aufgezeichneten Datensatz für den
Prozess π−p → π−π+π−p an und extrahieren die dy-
namischen Amplituden für 24 Partialwellen, aufgelöst
in Bins der invarianten 3π Masse und des Viererim-
pulsübertrags zwischen Strahl- und Targetteilchen. Wir
analysieren die extrahierten dynamischen Isobaramplitu-
den mit einfachen Breit-Wigner- und Flattémodellen und
erhalten so einen neuartigen Einblick in das Zusammen-
spiel der Zwei- und Dreiteilchendynamik dieser Dreipi-
onensysteme.



„Habe nun, ach!“

„Faust – Der Tragödie erster Teil“
Johann Wolfgang von Goethe
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Chapter 1.

Introduction

The standard model of particle physics includes three fundamental interactions.
These are—after electroweak symmetry breaking—the electromagnetic, the weak
and the strong interaction. Processes of the electromagnetic interaction can be
calculated using an expansion in its coupling constant α and are well understood at
all experimentally accessible energies. This is the case, since the coupling constant
is small: α ≈ 1

137 � 1. Hence, contributions of higher order in α are suppressed and
the series converges. Since the exchange particles of the weak interaction, the W±

and Z0 bosons, are massive due to electroweak symmetry breaking, effects of the
weak interaction are suppressed by these large masses and can also be calculated
as an expansion in the Fermi coupling GF . The strong interaction is described by
quantum chromodynamics (QCD), which is an SU (3) gauge theory. The coupling
constant of the strong interaction αs becomes large (αs & 1) for energy scales
around or below the QCD scale ΛQCD ≈ 0.5 GeV due to the renormalization
group behavior of the underlying SU (3) gauge symmetry[a]. Since the QCD gauge
bosons, the gluons, do not acquire mass through any symmetry breaking effect,
perturbative approaches for QCD are only possible for energies significantly higher
than ΛQCD. An example are processes at energy scales of the electroweak symmetry
breaking, where αs (mZ0) = 0.1181 ± 0.0011. A review of the standard model of
particle physics is given by the Particle Data Group (PDG) in ref. [2].
The lightest bound states of the strong interaction—the hadrons—have masses

in the same order of magnitude as ΛQCD, for example mπ ≈ 0.139GeV/c2 or
mp ≈ 1GeV/c2, which is more than one order of magnitude smaller than the energy
scale at which QCD can be treated perturbatively. The spectrum of hadrons is
characterized by rich structures, which have to be understood, on the one hand,
to test QCD as the underlying theory, and on the other hand, to model the decays
of other, more complicated hadronic processes like multi-body decays of excited
hadrons, which will be one of the main topics in this thesis.
There are two major classes of hadrons—baryons and mesons—that differ in

their quark content. In the naive quark model, baryons are bound states of three
quarks with a baryon number of B = 1 and mesons are bound states of a quark and
an antiquark with B = 0. In this work, we will focus on excitation spectrum of light
mesons, which are composed only of up- and down-type quarks. However, within
[a]The exact value of ΛQCD depends on the chosen renormalization scheme and can take values

from 0.3 GeV to 1 GeV [1].
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Chapter 1. Introduction

the scope of QCD, color-singlet states with zero baryon number cannot only be
composed of a quark and an antiquark, but also of excitations of the gluonic fields.
States composed of a qq̄ pair and a gluonic excitation are called hybrids; states
consisting only of gluonic excitations are called glueballs. One way to pin down
possible candidates for such “spin exotic” states, which are not simply composed
of a qq̄ pair, are their spin, parity, and charge conjugation quantum numbers JPC ,
since not all combinations are possible for simple qq̄ states in the nonrelativistic
limit[b]. Spin exotic states with such forbidden combinations of quantum numbers
have been searched for in various analyses over the last decades [3–6].
Even though perturbative approaches to QCD fail at low energies, there are

several non-perturbative approaches to predict the hadron spectrum, the most
promising of which is lattice QCD. In this approach, the effects of QCD are sim-
ulated on a discretized space-time lattice using involved numerical Monte Carlo
integration techniques to solve the corresponding path integrals. This task requires
a large amount of computing power usually only available at supercomputers. Even
though lattice QCD has made great progress over the last decade, its predictions
of QCD bound states are mostly limited to ground states. Predictions of the exci-
tation spectrum are currently performed at large and therefore unphysical values
of the pion mass [2].
In order to be able to validate the ever improving predictions of lattice QCD,

detailed experimental knowledge on the excitation spectrum of hadrons is crucial.
Hadronic states can be produced via various different mechanisms. At collider
experiments, these mechanisms include production in e+e− collisions, for exam-
ple at the BES and BELLE experiments, or pp collisions at LHCb. While these
current collider experiments focus mainly on the production of heavy hadrons,
light hadrons are studied mainly at fixed-target experiments like the GlueX at
the Jefferson National Accelerator Facility, or the Compass experiment at CERN.
Here, other production mechanisms like photoprodution, and central and diffrac-
tive production play the main role. The main focus in this thesis will be on
diffractive production, where incoming beam particles are excited into different
hadronic states X via interaction with the atomic nuclei in the target, while the
nuclei themselves stay intact. In this thesis, we focus on a π− beam interacting
with the protons in a liquid hydrogen target. However, diffractive production is not
limited to this configuration, but is also possible for different beam particles, e.g.
kaons, and target materials, e.g. lead. Since the diffractively produced hadronic
states are very short-lived, they decay into lighter states, which can be detected
by the experiment. A schematic view of diffractive production is shown in fig. 1.1.
Since a multitude of possibilities for the JPCX quantum numbers for X are al-

lowed, the measured distribution of final-state particles exhibits an interference
pattern of all these possibilities. The goal in an analysis of a diffractive production
process is to disentangle these different contributions. To achieve this, involved

[b]Additional quantum numbers to characterize light hadrons are their strong isospin I and their
G-parity G.
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Figure 1.1.: Schematic view of the diffractive production process and the dissocia-
tion into an n-particle final state.

analysis techniques such as partial-waves analysis (PWA) are used to extract res-
onances and their quantum numbers from measurements of strong-interaction de-
cays of hadrons. Similar to the quantum mechanics of a central potential, where
the amplitudes can be factorized in a radial and an angular part, the latter of
which is given by spherical harmonics, the amplitudes in a PWA can be factorized
in a part dependent on the invariant mass mX of the decaying state—the dynamic
amplitude—and an angular part. In the textbook example for a PWA, the anal-
ysis of a decay into two spinless final-state particles, the angular part is given by
spherical harmonics YLM that depend on the azimuthal and polar angles of the
final-state particle momenta. The data are kinematically binned in mX to avoid
modeling the dynamic amplitude of X, since it is not given by first principles,
but depends on the inner structure of X. The amplitudes factorized this way are
used as basis functions for an expansion of the measured angular distributions of
the final-state particles. The contributions of the basis functions to the angular
distribution can then be identified with a state X with spin L and spin projection
M . In such a two-body PWA, the distribution of final-state particles is described
as the modulus squared of an amplitude that is a sum over all YLM multiplied with
their relative strengths and phases. In theory, such an expansion is able to describe
an arbitrary distribution of final-state particles exactly, if the amplitude sums up
contributions for all L from zero to infinity and all M from −L to L. Since any
experiment is only able to collect a finite data set, it is impossible to apply such an
infinite sum in any analysis of experimental data. To be able to perform a PWA,
the sum over L has therefore to be truncated at a maximum value. An example
for a two-body PWA is the analysis of the diffractively produced η(′)π− system
given in ref. [7], where the partial-wave expansion was truncated at L = 6.
However, the main focus of this thesis lies on the diffractive process π−p →

π−π+π−p, for which the Compass experiment has collected a large data set of
46 · 106 events in 2008. In contrast to the case of the two-particle decay, which
can be described by spherical harmonics, more complicated amplitudes appear
in this case. To model this three-particle decay, the isobar model is employed,
which describes the process as sequence of the two two-particle decays X → ξπ−

3



Chapter 1. Introduction

and ξ → π+π−, with another intermediary π+π− state appearing, the isobar ξ.
The decays of X and ξ can again be factorized into angular distributions and
dynamic amplitudes. As in the two-particle case, the angular distributions are
given from first principles and the dynamic amplitude of X can be determined by
binning the data in mX . However, this is not possible for the dynamic amplitude
of the isobar, since it interferes with the whole kinematically allowed mξ range,
and therefore has to be known and put into the analysis model beforehand. In
a conventional analysis, the dynamic isobar amplitudes are modeled according to
results from previous experiments, including known π+π− resonances with differ-
ent JPCξ quantum numbers. The most prominent of these resonances is the ρ(770)

with JPCξ = 1−−, others are the f2(1270) with JPCξ = 2++ or the ρ3(1690) with
JPCξ = 3−−. These resonances are commonly modeled using a Breit-Wigner am-
plitude, which is known to give a reasonable description of the dynamic isobar
amplitudes, however neglecting minor features. For isobars with JPCξ = 0++, the
picture is not as clear, since there are contributions from several possible reso-
nances to the corresponding dynamic isobar amplitude: the f0(980), the f0(1370),
the f0(1500), and a broad component, the (ππ)S wave. The latter is also called
f0(500) or σ, its mass and width are badly determined, and it cannot be described
well by a Breit-Wigner amplitude. One common approach is the use of the ππ scat-
tering amplitude, obtained in elastic scattering, to describe this dynamic isobar
amplitude, but it is not a priori clear, how to parameterize the dynamic amplitude
of JPCξ = 0++ isobars. This problem occurs in every analysis, where two pions
appear in a relative S wave.
Besides the nontrivial choice of parameterization of the dynamic isobar ampli-

tudes, another problem arises in the case of several different intermediary isobar
states with identical JPCξ quantum numbers. As already mentioned, this is the
case for JPCξ = 0++ isobars, since there are four possible f0 resonances. However,
this may occur also for 1−− and 2++ isobars, since excited isobar resonances, like
ρ′ or f ′2 might also contribute. F. Kaspar and F. Haas showed in refs. [8, 9], that the
inclusion of multiple resonances with identical JPCξ often leads to ambiguous mod-
els in distinct kinematic regions and that fit results for such models have a general
tendency to become unstable. Also, from a theoretical point of view, the simple
sum of several Breit-Wigner amplitudes overlapping in mass is problematic, since
such a sum results in an amplitude description that violates unitarity. However,
more elaborate parameterizations of the dynamic isobar amplitudes, that could
solve this problem, are either not flexible enough, or not feasible within our analy-
sis method, since they require free fit parameters in the dynamic isobar amplitude,
that cannot be factorized out.
A first approach to these caveats of conventional PWA would be to use a model

for the dynamic isobar amplitudes that has free parameters and is therefore able to
adjust to the data. Even though this approach is in principle possible, it turns out
to be computationally unfeasible in our case, since we use a maximum likelihood
fit to the data. In such an approach, the likelihood function has to be normalized,

4



which requires the calculation of numerous multi-dimensional integrals. Free pa-
rameters in the model would require to recalculate these integrals for every call
of the fit function, while they otherwise can be pre-calculated and stored, making
the maximization much faster.
To avoid the dependence on the specification of predefined parameterizations of

the dynamic isobar amplitudes without free parameters in the model, we developed
an approach, called freed-isobar PWA, in which we replace the fixed dynamic
isobar amplitudes by step-like functions of mξ. This approach—first introduced in
ref. [10]—allows to infer binned approximations of the dynamic isobar amplitudes
directly from the data without explicitly specifying or modeling their resonance
content. It removes the model dependence on predefined parameterizations of the
dynamic isobar amplitudes and allows to extract overlapping resonances without
violating unitarity. The same approach has already been used to cross check the
existence of newly found resonances, for example the pentaquark states found by
the LHCb collaboration in ref. [11]. A first freed-isobar analysis was published
by the Compass collaboration in ref. [12], based on a very detailed conventional
PWA on the same data. However, all of these analyses only employ the freed-
isobar method for single, or a very limited set of partial waves with step-like
dynamic isobar amplitudes. Freed-isobar analyses with larger sets of waves, in
particular with more than one wave for every JPCX combination of the decaying
particle X, turned out to be unsuccessful. In this thesis, we determine the reason,
why the simple extension of the freed-isobar method did not yield satisfying results
in previous analyses, extend the method to an arbitrary large set of partial waves—
only limited by the size of the data set—, and finally apply the method to the data
collected by the Compass experiment for the process π−p→ π−π+π−p. This way,
we can not only reduce the model dependence of our PWA, but are able to extract
information on the dynamic isobar amplitudes from the data.
The following text introduces this approach and is structured as follows: In

chapter 2, we shortly introduce the Compass experiment, where the data used for
the analyses of refs. [8, 9, 12–14] and for this work were recorded. In chapter 3, we
give a general introduction to the conventional partial-wave analysis techniques and
discuss an example of such a PWA of Compass data in chapter 4, especially looking
at the caveats of this kind of analysis. In chapter 5, we introduce the freed-isobar
PWA method in detail and discuss arising continuous mathematical ambiguities
within this new approach, as well as methods to resolve them. We also demonstrate
the validity of these methods in a Monte Carlo study. In chapter 6, we finally
apply the freed-isobar method to Compass data, present the results for 24 waves
obtained in various studies and compare them to results of a similar conventional
PWA. In turn, we extract the resonance parameters of several π+π− isobar states
in chapter 7 and discuss sources of systematic effects on these parameters. In
chapter 8, we draw conclusions from the results of this work and give an outlook
on how to proceed with the analysis given the presented results. We also propose
other final states and processes, where the application of the freed-isobar method
can give important insights, for example diffractive Kππ production at Compass
or decays of heavy B or D mesons at B factories.
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Chapter 2.

The Compass experiment

2.1. The process π−p→ π−π+π−p

The focus of this work lies on the analysis of the diffractive dissociation process:

π−p→ π−π+π−p, (2.1)

for which the Compass experiment has collected a large data set of 46·106 exclusive
events in 2008. A schematic view of the process is given in fig. 2.1. We assume the
process to be dominated by Pomeron exchange, indicated by P, which is an effective
description of the underlying effects of the strong interaction. Since this process is
an inelastic scattering process, it can be described by the three kinematic variables,
s, t, and m3π, if we do not consider the internal kinematics of the outgoing three
pion system. The Mandelstam variable s is the squared center-of-mass energy of
the pπ−beam system, which is fixed by the beam energy of 190GeV. The second
kinematic variable is the squared four-momentum transfer t between beam and
target particle. Since the process is inelastic, the third variable is the invariant
mass m3π of the outgoing three pion system. The target proton is assumed to
stay intact. Since an inelastic process requires a minimal squared four-momentum
transfer |t|min to excite the beam pion to an invariant mass of m3π, we use the
reduced four-momentum transfer squared:

t′ = |t| − |t|min > 0 (2.2)

p

π−

p

π−

π+

π−ts

m3π

P

Figure 2.1.: Schematic view of the process π−p→ π−π+π−p.
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Chapter 2. The Compass experiment

instead of t to describe the process throughout this work. To determine |t|min, we
use the definition of t as the square of the four-momentum transferred from the
beam pion to the target proton:

t =
(
pµbeam − p

µ
3π
)2

= m2
π +m2

3π − 2pµbeamp3π,µ, (2.3)

where pµ3π is the total four-momentum of the three outgoing pions. We can rewrite
this equation in the laboratory frame as:

t = m2
π +m2

3π − 2
(
ELab
beamE

Lab
3π −

∣∣~p Lab
beam

∣∣ ∣∣~p Lab
3π

∣∣ cos θLab
)
. (2.4)

For known absolute values of the three-momenta and invariant masses, the energies
are also fully determined and the only degree of freedom in the above equation is
θLab, the scattering angle between the direction of the beam pion and that of the
outgoing three-pion system. Since t is always negative, we have to maximize the
above expression to determine |t|min. This is achieved by setting cos θLab = 1,
which corresponds to forward scattering:

|t|min = 2
(
ELab
beamE

Lab
3π −

∣∣~p Lab
beam

∣∣ ∣∣~p Lab
3π

∣∣)−m2
π −m2

3π. (2.5)

However, for the analyzed kinematic region of 0.1 < t′ < 1.0 (GeV/c)2, |t|min is
negligible, so that t′ ≈ |t|.

2.2. Experimental setup

The analyzed data have been collected in 2008 by the Compass experiment, which
is located at the North Area of CERN. The multi-purpose fixed-target spectrom-
eter is able to measure various physics processes with a large acceptance over a
wide kinematic range using different target and beam configurations. In this chap-
ter, we only briefly introduce the basic features of the spectrometer, more detailed
information can be found in ref. [15].
To produce diffractive events, we use a secondary negative hadron beam which is

produced by a primary proton beam with an energy of 400GeV, which is provided
by the Super Proton Synchrotron. The proton beam hits a beryllium production
target thereby producing a vast amount of secondary hadrons. Particles with the
desired energy and charge are selected and guided to the experiment by the magnets
of the beam line. For the data analyzed here, a negatively charged hadron beam
with an energy of 190GeV was chosen, consisting of 96.8% negative pions at the
position of the Compass target. The rest of the hadrons are negative kaons (2.4%)
and antiprotons (0.6%). The beam-momentum spread is smaller than 1% [15]. Two
CEDAR[a] detectors in the beam line identify the incoming beam particles.
The secondary hadron beam produced this way hits a 40 cm long liquid-hydrogen

target, that is located inside the barrel-shaped Recoil-Proton Detector (RPD). This
[a]ChErenkov Differential counter with Achromatic Ring focus, for the identification of beam

particles.
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2.3. Data selection

detector consists of two layers of scintillation detectors, divided in 12 and 24 seg-
ments, respectively. The RPD is used to ensure the exclusivity of the measurement
by detecting the recoil protons that are knocked out of the target by the interac-
tions with the beam pions. The minimum squared four-momentum transfer to the
proton, that can still be detected by the RPD, is t′ ≈ 0.07 (GeV/c)2. This limits
the acceptance for events with small t′.
Since in this work, we only consider peripheral interactions with t′ < 1.0 (GeV/c)2,

all final-state particles except the recoil proton are emitted in forward direction and
are measured by the two-staged Compass spectrometer. This setup is equipped
with two dipole magnets with bending powers of 1.0Tm and 4.4Tm, respectively
[16]. The tracks of charged particles are measured by a variety of tracking detec-
tors. This includes silicon-microstrip detectors up- and downstream of the target,
MicroMega[b] and GEM[c] detectors in the vicinity of the beam, as well as multi-
wire proportional, straw-tube, and drift chambers for the large-area tracking—i.e.
for particles emitted under large angles. At the end of each of the two stages,
hadronic and electromagnetic calorimeters are positioned. They are not used in
the present analysis, since the process in eq. (2.1) has only charged final-state
particles. In the first spectrometer stage, a RICH[d] detector is able to identify
final-state particles.
To pre-select data, the diffractive DT0 trigger was used. This trigger was con-

figured to introduce minimal bias on the acceptance and to identify candidates for
diffractive events. The DT0 trigger requires a coincidence of three independent
trigger signals: (i) the beam trigger that requires an incoming beam particle, (ii)
the recoil-proton trigger that requires a proton signal in the RPD, and (iii) no
signal from the veto system. The veto rejects beam particles with tracks far from
the nominal trajectory, final-state particles outside the geometric acceptance of
the spectrometer, and signals from non-interacting beam particles. Reference [15]
gives a more detailed description of this trigger. In the data-taking period of 2008,
Compass has recorded 6.4 · 109 DT0 events.

2.3. Data selection

To obtain a clean exclusive sample for the process π−p → π−π+π−p, the pre-
selected DT0 events are filtered further. In this work, we use the same data
selection criteria as in refs. [8, 12] and only give a short overview over the selection,
more details are described by F. Haas in ref. [8]. To be accepted into the final
data set, an event has to fulfill several selection criteria:

• existence of an interaction vertex that is formed by the beam track and the
three forward-going charged tracks and that lays within the target volume,

[b]Micromesh Gaseous Structure.
[c]Gas Electron Multiplier, using a stack of three amplifier foils.
[d]Ring Imaging CHerenkov detector for final-state particle identification.
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Chapter 2. The Compass experiment

Figure 2.2.: Schematic view of the Compass hadron-beam setup used in 2008 taken
from ref. [15].

• charge conservation in the vertex and a total charge of −1 in the outgoing,
three-particle system,

• detection of exactly one recoil proton in the RPD, which has to balance the
transverse momentum of the three forward-going charged tracks,

• neither the beam particle nor one of the final-state particles has been iden-
tified as a kaon or (anti) proton—particles that are not identified otherwise
are assumed to be pions—by the CEDARs or the RICH, respectively, and

• the reconstructed energy of the beam particle is within two standard de-
viations of the nominal beam energy of 191.5GeV. This corresponds to a
window of ±3.78 GeV.

All events, that match these criteria are assumed to be good candidates for the
process π−p → π−π+π−p. In addition, the analysis is limited to the kinematic
range 0.5GeV/c2 < m3π < 2.5GeV/c2 and 0.1 (GeV/c)2 < t′ < 1.0 (GeV/c)2.
After applying all the above selection criteria, a set of 46·106 exclusive events re-

mains, which we will analyze in the following chapters. Figure 2.3 shows kinematic
distributions for the selected events. The t′ spectrum exhibits an approximate ex-
ponential behavior. The drop at t′ < 0.1 (GeV/c)2 is the result of the limited
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Figure 2.3.: Kinematic distributions of the π−p → π−π+π−p data set after se-
lection cuts. The red lines in the t′ spectrum indicate the analyzed
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acceptance of the RPD in this region. The 3π and π+π− mass spectra show
several peaks indicating the presence of intermediary states in the corresponding
three- and two-particle systems. Arrows indicate masses of known states.
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Chapter 3.

Amplitude Analysis method

To analyze the data set introduced in the previous chapter, we employ amplitude
analysis techniques, which we first introduce in a general way, before applying
them to a specific channel.

3.1. Decay processes

We discuss the analysis of the decay of an initial-state particle X into a set of n
final-state particles:

X → 1 + 2 + . . .+ n. (3.1)

Such processes can be described using the four momenta of the final-state particles,
which have to fulfill four-momentum conservation:

PµX =
n∑
i=1

pµi , (3.2)

where PµX is the four momentum of the decaying particle and pµi are the four-
momenta of the final-state particles. The invariant mass of the decaying particle
is mX .
In many cases, however, it turns out to be more suitable for an analysis, to

chose different, but equally valid, sets of phase-space variables to describe decay
processes. Without any specific choice, we call such a set of phase-space variables
~τ .

3.2. Amplitude decomposition and extended likelihood

The probability of an event in a decay process to happen at a particular point in
phase-space ~τ is given by the probability distribution function I (~τ) of the intensity
in an infinitesimal phase-space volume dΦn:

I (~τ) dΦn = |A (~τ)|2 % (~τ) d~τ (3.3)

The function % (~τ) describes the phase space of the process for the particular choice
of phase-space variables ~τ and is defined as:

% (~τ) d~τ = dΦn, (3.4)

13



Chapter 3. Amplitude Analysis method

where dΦn is the differential Lorentz invariant phase-space element for an n-body
decay of a particle with four-momentum PµX into n final-state particles with four-
momenta pµi :

dΦn = δ(4)

(
Pµ −

n∑
i=1

pµi

)
n∏
i=1

d3pi

(2π)3 2Ei
. (3.5)

The overall amplitude A (~τ) for the decay is a complex-valued function, that can
be expanded as a coherent superposition of decay amplitudes:

A (~τ) =
∑
i

TiAi (~τ) , (3.6)

where the complex-valued decay amplitudes Ai (~τ) describe the dependence of the
basis amplitudes on the kinematic variables and the complex-valued production
amplitudes Ti encode the intensities and phases with which the single decay am-
plitudes contribute to the total process. Note, that only their relative phases carry
meaning, since a global phase rotation of the total amplitude A (~τ) leaves the in-
tensity given in eq. (3.3) unchanged. The index i runs over a given set of basis
amplitudes, which we call wave set.
With this model for the intensity, we formulate an extended likelihood function,

that describes the probability to measure the data set E, consisting of N events,
given the model I (~τ) for the intensity:

L
(
~T ; E

)
=
e−N̄ N̄N

N !

∏
event∈E

I (~τevent)

N̄
. (3.7)

The first term is a Poissonian factor for the probability to measure N events,
with an expectation value of N̄ events. The second factor is the product of the
probabilities to measure the individual events. It is given by the model intensity
evaluated at the respective point ~τevent in phase space normalized to the expected
total number of measured events N̄ .
The expectation value N̄ for the total number of measured events is given as

the integral of the intensity weighted by the over all detection efficiency η (~τ) over
the whole phase space volume:

N̄ =

∫
% (~τ) d~τI (~τ) η (~τ) . (3.8)

The overall detection efficiency is the product of the detector acceptance and the
reconstruction efficiency. With the intensity given in eq. (3.3), we rewrite eq. (3.8)
to see the dependence of N̄ on the production amplitudes explicitly:

N̄ =
∑

i,j∈waves
T ∗i ĨijTj , (3.9)

where we define the acceptance-weighted integral matrix to be:

Ĩij =

∫
% (~τ) d~τA∗i (~τ)Aj (~τ) η (~τ) . (3.10)
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Since there is no analytic expression for η (~τ), we replace the integral in eq. (3.10)
by a sum over a Monte Carlo data set EMC containing NMC events. The Monte
Carlo events are randomly drawn according to the phase-space distribution % (~τ),
which therefore does not appear in the sum:

Ĩij =
VPS
NMC

∑
event∈EMC

A∗i (~τevent)Aj (~τevent) ηMC (~τevent) . (3.11)

The Monte Carlo events are passed through the detector simulation and the
event selection. The overall acceptance can therefore be replaced by ηMC (~τ),
which takes the values 1 or 0, depending on whether the corresponding event is
reconstructed and accepted or not. VPS is the total phase-space volume:

VPS =

∫
% (~τ) d~τ . (3.12)

Alongside with the acceptance-weighted integral matrix, we define the phase-space
integral matrix:

Iij =

∫
% (~τ) d~τA∗i (~τ)Aj =

VPS
NMC

∑
event∈EMC

A∗i (~τevent)Aj (~τevent) . (3.13)

With this definition, we require the basis amplitudes Ai (~τ) to fulfill the normal-
ization condition:

Iii = 1, (3.14)

so that VPS drops out everywhere. A consequence of this normalization and of using
an extended likelihood function is, that the unit of Ti is square-root of number of
events and that the expected number of events N̂ [a] for a perfect detector with
unit detection efficiency η (~τ) is given by:

N̂ =

∫
% (~τ) d~τI (~τ) =

∑
i,j

T ∗i IijTj . (3.15)

To perform an analysis, we adjust all production amplitudes to maximize the
likelihood function defined in eq. (3.7) and therefore get the best description of
the measured intensity distribution within our model. For numerical stability of
the maximization, we switch for all applications from maximizing the likelihood
function to maximizing its logarithm:

lnL
(
~T ; E

)
=

∑
event∈E

ln (I (~τevent))− N̄ − ln (N !) . (3.16)

To make the dependence of the log-likelihood function on ~T explicit, we write:

lnL
(
~T ; E

)
=

∑
event∈E

ln
∣∣∣∑

i

TiAi (~τ)event

∣∣∣2
−
∑
i,j

T ∗i ĨijTj − ln (N !) +
∑

event∈E

ln (% (~τevent)) .
(3.17)

[a]Not to be confused with the expected number of measured events N̄ , defined in eq. (3.9).
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Chapter 3. Amplitude Analysis method

Since we are only interested in the position of the maximum of the log-likelihood
function, we can drop all additive constants independent of the parameters ~T .
Hence the function we maximize in a fit is:

ln L̂
(
~T ; E

)
=

∑
event∈E

ln
∣∣∣∑

i

TiAi (~τ)event

∣∣∣2 −∑
i,j

T ∗i ĨijTj . (3.18)

The key feature of this kind of analysis is, that the production amplitudes Ti are
the only degrees of freedom in the model, while the decay amplitudes Ai (~τ) do not
have any free parameters. Therefore, we can precalculate the acceptance-weighted
integral matrix Ĩij and the decay amplitudes Ai (~τevent) for the measured events,
which makes the analysis procedure computationally much less expensive.
All the formulas presented in this section describe the case of a single coherent

process. In many cases, however, the measured process is the sum of several
incoherent subprocesses p:

I (~τ) =
∑
p

Ip (~τ) . (3.19)

In this case, eq. (3.16) sightly changes to:

ln L̂
(
~T ; E

)
=

∑
event∈E

ln

(∑
p

Ip (~τevent)

)
−
∑
p

N̄p. (3.20)

However, the advantage of having a low computational effort remains valid also in
the case of several incoherent subprocesses. One example for such an incoherent
subprocess, is the use of a so-called flat-wave, which has a constant decay-amplitude
with respect to all phase space variables ~τ , is added incoherently to the rest of the
model, and describes uncorrelated events.

3.3. Partial Waves and isobars

After the definition of the likelihood function, we consider in particular 3-body
decay processes of the type:

X → a+ b+ c. (3.21)

For these processes, we have to formulate a set of decay amplitudes Ai (~τ), for
which we employ the isobar model. In this model, we assume that the decay of X
happens via a chain of sequential two-particle decays:

X → ξ + c; ξ → a+ b, (3.22)

with an additional intermediate state ξ, called the isobar, that has well-defined
quantum-numbers. We now factorize the decay amplitudes in the following way:

Ai (~τ) = NiΨi (~τ) ∆i (mab) . (3.23)
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3.3. Partial Waves and isobars

The dynamic isobar amplitudes ∆i (mab) describe solely[b] the dependence of the
decay amplitudes on the invariant mass of the two-particle system (ab) that forms
the intermediary state. The spin amplitudes Ψi (~τ) are fully determined by the
spin quantum numbers JPC of X and ξ, the spin projection M ε of X, and the
orbital angular momentum L between ξ and the final-state particle c, which is
called bachelor particle. The quantum numbers JPC are defined as follows: J is
the spin of a state and P and C are its eigenvalues under parity transformation and
generalized charge conjugation. M ε is the spin projection of X in the reflectivity
basis, in which the spin-projection quantum number, M ≥ 0, and the reflectivity
quantum number, ε = ±1, are used to describe the spin projection [17]. This is
in contrast to the more common case, where the spin projection can take values
from −J to J . The reflectivity corresponds to the eigenvalue of a partial-wave
amplitude under reflection through the production plane of X, which is defined
in section 4.1.2. Since in the high-energy limit, the reflectivity corresponds to
the naturality of the exchange particle and the scattering process is dominated by
Pomeron exchange, most waves in the model will have positive reflectivity [17].
In this work, we only consider spinless final-state particles, a, b, c. A combination

of JPCX , M ε, JPCξ , L and a specific dynamic isobar amplitude, ∆ (mab) will be
called partial wave amplitude from hereon. The factor Ni is a real-valued constant
that ensures the normalization of the amplitudes according to eq. (3.14). Since the
isobar is formed by the two-particle system (ab), the invariant mass of this system
equals the mass of the isobar: mab = mξ.
The spin amplitudes depend on the chosen spin formalism. In this work, we will

employ the covariant tensor [18, 19], the non-relativistic tensor [20, 21], and the
helicity formalism [22, 23]. The choice of a formalism fully determines the spin
amplitudes from first principles. This, in contrast, is not true for the dynamic
isobar amplitudes, which we have to specify according to knowledge from previous
experiments or based on models.
Depending on the spin formalism, the resonance amplitudes ∆̂i (mξ) are equal to

the dynamic isobar amplitudes ∆i (mξ), or they have to be dressed with, so-called
barrier factors FL (q) [24] to give the amplitude the correct limiting behavior on
the two-body breakup momentum q. For a state with mass mab decaying into two
states with masses ma and mb the breakup momentum is defined by:

q (mab,ma,mb) =

√
m4
ab +m4

a +m4
b − 2m2

abm
2
a − 2m2

abm
2
b − 2m2

am
2
b

2mab
. (3.24)

The breakup momentum corresponds to the magnitude of the three-momenta of
a and b in the (ab) rest system. The barrier factors depend on the relative orbital
angular momentum L between a and b and are listed up to L = 4 in ref. [25].
Note, that the barrier factors require a momentum scale qR, which corresponds
[b]It also depends on the appearing angular momentum quantum numbers and the masses of

initial- and final-state particles. These variables, however, are not within set of kinematic
variables ~τ and therefore these dependences are treated differently.
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Figure 3.1.: Intensity distribution and Argand diagram of a simple Breit-Wigner
resonance parameterization as given in eq. (3.26) with m0 =
0.76GeV/c2 and Γ0 = 0.15GeV/c2. The intensity is given by the mod-
ulus squared of the dynamic amplitude, while the Argand diagram
shows the real part of the dynamic amplitude on the x-axis and its
imaginary part on the y-axis. In this plot the dots on the Argand-
diagram indicate points of equal spacing in mξ. The amplitude is
normalized such, that ∆̂BW (mξ = m0) = i.

to the range of the interaction. If not explicitly stated otherwise, we will use
qR = 0.1973 GeV/c, which corresponds to an interaction radius of 1 fm. With
these functions, the pure resonance amplitude is modified:

∆i (mξ) = FLi

(
q (mX ,mξ,mc)

)
FJξi

(
q (mξ,ma,mb)

)
∆̂i (mξ) , (3.25)

for a given value of mX to give the full dynamic isobar amplitude.
The resonance amplitudes ∆̂i (mξ) encode the resonance behavior of the isobar.

The simplest example for a resonance amplitude is the fixed-width Breit-Wigner
resonance shape with known mass,m0, and width, Γ0, of the isobar state ∆̂BW (mξ);
it is depicted in fig. 3.1 and is commonly used to describe isolated resonances, for
example the ρ(770):

∆̂BW (mξ) =
m0Γ0

m2
0 −m2

ξ − im0Γ0
. (3.26)

For other cases, more sophisticated parameterizations are available, which often
are modifications of eq. (3.26), but nevertheless external knowledge about this
function is a necessary model-input.
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Chapter 4.

Conventional Partial-Wave Analysis of
Compass data

In chapter 5 we will introduce an extension to conventional PWA and apply it to
the data set introduced in chapter 2. This analysis will be based on a conventional
PWA on the same data, presented in refs. [8, 12], which we introduce in here
to later compare our results from the extended analysis to the results from the
conventional one.

4.1. Parameterization of the 3π decay amplitudes

To perform a partial-wave analysis of the type introduced in chapter 3 on the
data set selected in chapter 2 we have to chose a formalism to formulate the
spin amplitudes defined in eq. (3.23). For the analysis in refs. [8, 12] the helicity
formalism is used, which we therefore use here as well for an analysis as defined in
section 3.2.

4.1.1. Quantum numbers and isobars

First we specify the quantum numbers, in which the partial-wave expansion is
performed. The appearing angular momentum quantum numbers are as specified
in section 3.3. Since all appearing particles are hadronic states, we additionally
have to specify their strong isospin I and their eigenvalue under G-parity G of the
intermediary states. Since Pomeron exchange does not alter any quantum numbers
other than spin and parity (and momentum), IX of all X is 1 and GX , is −1.
In addition, we have to specify the isobar resonance ξ, into which X decays.

With this specification, also the quantum numbers IGξ J
PC
ξ are fixed. A list of all

isobars used in the conventional PWA of refs. [8, 12] is given in table 4.1. Dominant
isobars can also be seen as peaks in the m2π spectrum in fig. 2.3. Together with
the relative orbital angular momentum L between bachelor pion and isobar, partial
waves are fully defined. We will use the following naming scheme for partial waves:

i = IGXJ
PC
X M εξπL, (4.1)

where i is the partial wave index, as defined in eq. (3.6)[a]. It is a short notation
[a] Note, that the reflectivity ε has to be summed incoherently.
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Table 4.1.: List of isobars in the conventional PWA of refs. [8, 12]
Name IGξ JPCξ
(ππ)S 0+ 0++

f0(980) 0+ 0++

f0(1500) 0+ 0++

ρ(770) 1+ 1−−

f2(1270) 0+ 2++

ρ3(1690) 1+ 3−−

for all information about the corresponding partial wave. The π in the wave name
indicates the bachelor pion, which is same for all partial waves appearing in this
work. Since IX and GX of X are the same for all waves (IGX = 1−), we omit them
from hereon in the wave names.

4.1.2. Kinematic variables

Next, we have to specify the kinematic variables, in which we perform our analysis.
To do this, we split the process in two parts, the production π−p → Xp and the
decay X → π−π+π− of the intermediary state X.
The production is an elastic scattering process, which can be described by three

the kinematic production variables s, t′, and m3π. The center of mass energy s is
fixed by the energy of the beam, which leaves the two production variables t′ and
m3π free. They have already been introduced in section 2.1. We do not model the
dependence of the process on the two production variables that are not determined
by the beam energy, but perform the analysis independently in narrow bins of m3π

and t′. This way, the m3π and t′ dependences are inferred from the data in a rather
model-independent way.
The second step is the decay of X into three pions. In principle, such a process

has twelve degrees of freedom, one for each entry in the four momenta of the
final-state particles. Since the masses of all particles are known, three degrees of
freedom drop out and energy and momentum conservation removes another four
degrees of freedom. Thus, in the end we can describe the process using five decay
variables:

~τ = {φTY, θGJ,m2π, φHF, θHF} . (4.2)

To specify the five decay variables, we have to select the two pion subsystem, that
constitutes the isobar. To do this, we label the appearing final-state particles from
the X decay as follows:

X → π−1 π
+
2 π
−
3 (4.3)

and take the (12) system to form the isobar, therefore the following definitions are
for ~τ12. For the Bose-symmetrized counterpart, ~τ23, the particles π−1 and π−3 have
to be interchanged.
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The X → ξπ−3 decay is described in the so-called Gottfried-Jackson (GJ) ref-
erence frame [26]. This is the rest frame of X, where the zGJ axis lies in the
direction of the beam-particle: êGJ

z ∝ ~pbeam. The yGJ axis is orthogonal to the
production plane, spanned by ~pbeam and ~precoil: êGJ

y ∝ ~precoil × ~pbeam. The three-
momenta ~pbeam and ~precoil are defined in an arbitrary rest system of X. To form
an orthonormal right-handed coordinate system, the third basis vector is given by:
êGJ
x = êGJ

y × êGJ
z . In the Gottfried-Jackson frame, the two angular variables φTY,

the so-called Treiman-Yang angle, and θGJ are defined as the azimuthal and polar
angle of the three-momentum of the isobar ~p GJ

ξ = ~p GJ
1 + ~p GJ

2 . The variable m2π

is the invariant mass of the isobar and as such Lorentz invariant. The isobar decay
ξ → π+π− is described in the helicity frame. This is the rest frame of ξ, where the
zHF axis is in direction of the isobar momentum in the Gottfried-Jackson frame.
The yHF axis is given by êHFy ∝ êGJ

z × êHFz and the xHF axis completes the right-
handed coordinate system: êHFx = êHFy × êHFz . The angular variables φHF and θHF
are the azimuthal and polar angle of the momentum of the π−1 stemming from the
isobar decay.

4.1.3. Helicity amplitudes

For the analysis performed in refs. [8, 12] the helicity formalism was used [22, 23,
27]. In this formalism, the quantization axis for the spin of the isobar is its direction
of motion, as defined in section 4.1.2. The isobar states are therefore helicity states,
with a spin projection λ along the direction of the isobar momentum, which is
equivalent to the z projection quantum number in this reference frame.
With the definitions made above, we are able to formulate the Bose-symmetrized

decay amplitude Ai (~τ) for a m3π bin for a wave i, as defined in eq. (3.6):

Ai (~τ) =
1√
2

[
Âi (~τ12) + Âi (~τ23)

]
, (4.4)

where Âi (~τ) is the non-Bose-symmetrized decay amplitude from eq. (3.23):

Âi (~τ) = NiΨi (~τ) ∆i (mξ) , (4.5)

and the spin amplitude Ψi (~τ) is given by

Ψi (φTY, θGJ, φHF, θHF) =

Jξ∑
λ=−Jξ

√
2L+ 1

√
2Jξ + 1 (L, 0, Jξ, λ|JX , λ)DJX∗

MXλ
(φTY, θGJ, 0)D

Jξ∗
λ0 (φHF, θHF, 0) .

(4.6)
The appearing sum runs over all possible helicity states λ of the isobar, from −Jξ
to Jξ. The DJ

m1m2
(α, β, γ) are the Wigner D-functions[b] that encode the angular

[b]Note, that complex conjugated Wigner D-functions appear in eq. (4.6), which perform active
rather than passive rotations.
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distributions of the two-body decays X → ξπ−3 and ξ → π−1 π
+
3 ; they are tabulated

in ref. [28]. The factor (L, 0, Jξ, λ|JX , λ) is the Clebsch-Gordan coefficient, for
the coupling of the orbital angular momentum L with spin projection of zero and
the spin Jξ of the isobar with spin projection λ to the total spin JX which also
has a spin projection of λ. The spin projections of JX and Jξ have to be equal,
since the spin projection of L vanishes, because the quantization axis for angular
momenta in the helicity frame is the direction of the isobar momentum and the
orbital angular momentum is always orthogonal to the direction of motion; this is
a specific feature of the helicity formalism.

Note, that within the helicity formalism, the resonance amplitudes of the isobars
∆̂i (mξ) in eq. (4.5) has to be modified with barrier factors, according to eq. (3.25),
to obtain dynamic isobar amplitudes ∆i (mξ) that have the correct dependence on
the breakup momenta, since the spin amplitudes themselves do not include this
dependence in the helicity formalism.

4.2. Conventional analysis of Compass data

With these prerequisites, a partial-wave analysis on the data set introduced in
section 2.3 was performed, which is described in detail in refs. [8, 12]. In the
following, we will give a short overview of this analysis.

As mentioned in section 4.1.2, the PWA was done in narrow bins of m3π and t′

to infer the dependence of the partial-wave amplitudes on these variables from the
data in a rather model-independent way. The m3π bins have a width of 20MeV/c2

and span the whole analyzed range 0.5<m3π <2.5GeV/c2, resulting in 100 bins
in the three-pion mass. The analyzed t′ range, from 0.1 to 1.0(GeV/c)2, was
subdivided into ten non-equidistant bins, such that the number of events is roughly
equal all bins. To achieve a better resolution, the highest t′ bin was split into two,
resulting in eleven t′ bins. In total, the analysis consists of 1100 independent fits
in every single (m3π, t

′) bin.

In principle, partial waves with arbitrarily high spins can contribute to process
in 2.1, but the finite size of the data set and the finite amount of computing time
require to chose a finite wave set. The wave set used in this analysis and the
process of obtaining it are described in detail in ref. [8]. The wave-set consists
of 88 partial waves, as listed in table 6.1: 80 waves with positive reflectivity,
7 with negative reflectivity, and a flat wave, as introduced in section 3.2. All
waves employ the isobars and corresponding parameterizations of the resonance
amplitudes listed in table 4.2. Note, that the two different reflectivity sectors are
treated as incoherent sub-processes and that the negative reflectivity sector has
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4.2. Conventional analysis of Compass data

rank two[c]. Therefore, the model for the intensity has four incoherent contributions
and eq. (3.19) becomes:

I (~τ) = Iε=+1 (~τ) + Ir=1
ε=−1 (~τ) + Ir=2

ε=−1 (~τ) + Iflat (~τ) , (4.7)

where r denotes the rank of the negative-reflectivity sector.
For the parameterization of the resonance amplitudes, several variations of the

fixed-width Breit-Wigner formula in eq. (3.26) are used. One common modifica-
tion, is the use of a mass dependent width:

∆̂rel
BW (mξ) =

m0Γ0

m2
0 −m2

ξ − im0Γ(mξ)
, (4.8)

where the width Γ(mξ) is a real-valued function of the isobar mass [29]:

Γ(mξ) = Γ0
m0

mξ

q (mξ,mπ,mπ)

q (m0,mπ,mπ)

F 2
Jξ

(
q (mξ,mπ,mπ)

)
F 2
Jξ

(
q (m0,mπ,mπ)

) . (4.9)

For the ρ(770) resonance, a different parameterization of the mass-dependent width
was used:

Γ(mξ) = Γ0
q (mξ,mπ,mπ)

q (m0,mπ,mπ)

F 2
Jξ

(
q (mξ,mπ,mπ)

)
F 2
Jξ

(
q (m0,mπ,mπ)

) . (4.10)

For the ρ3(1690) resonance, another modification of fixed-width the Breit-Wigner
formula in eq. (3.26) was used:

∆̂ρ3 (mξ) =

√
mξm0Γ0

m2
0 −m2

ξ − im0Γ0
. (4.11)

Since the mass of the f0(980) is close to the KK̄ threshold, the Flatté formula
[30, 31] is used to describe its resonance amplitude:

∆̂Flatté (mξ) =
1

m2
0 −m2

ξ − i (φπgπ + φKgK)
, (4.12)

where gπ and gK are the couplings of the resonance to the ππ and KK decay
channel—the parameter values are taken from ref. [30]—and φπ,K are given as
[30, 31]:

φπ,K =
2q (mξ,mπ,K,mπ,K)

mξ
. (4.13)

[c] In the PWA of refs. [8, 12] the spin density matrix %ij = T ∗i Tj is constructed. Using only one
production amplitude per wave, this matrix has a rank of one. However, if r sets of incoherent
production amplitudes are used for one sector, the resulting spin-density matrix has rank r.
For a more detailed discussion on the rank consult ref. [12].
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Chapter 4. Conventional PWA of Compass data

Table 4.2.: Isobars and the parameterizations used for their resonance amplitudes
as in refs. [8, 12].

Resonance Parameterization Parameters
(ππ)S

[d] M -solution -

f0(980) Flatté formula (eq. (4.12))
m0 = 965 MeV/c2

gπ = 0.165(GeV/c2)2

gπ/gK = 4.21

f0(1500) Breit-Wigner (eq. (3.26))
m0 = 1507 MeV/c2

Γ0 = 109 MeV/c2

ρ(770) Breit-Wigner (eqs. (4.8) and (4.10))
m0 = 768.5 MeV/c2

Γ0 = 150.7 MeV/c2

f2(1270) Breit-Wigner (eqs. (4.8) and (4.9))
m0 = 1275.4 MeV/c2

Γ0 = 185.2 MeV/c2

ρ3 Breit-Wigner (eq. (4.11))
m0 = 1690 MeV/c2

Γ0 = 190 MeV/c2

Since the (ππ)S is known to have a very broad mass shape, the modified M -
solution taken from ref. [32] was used as parameterization for the resonance ampli-
tude, which is not a modification of the Breit-Wigner formula. Since the f0(980) is
used as separate isobar and its corresponding contributions have been subtracted
from the resonance amplitude of the (ππ)S.
With these parameterizations of the resonance amplitudes of all included isobars,

a detailed PWA of the Compass data was performed in refs. [8, 12]. However, since
the used parameterizations of the resonance amplitudes are not the only possible
choices. F. Haas performed several studies on the effect of different parameteriza-
tions of the resonance amplitudes in ref. [8]:

• replacing the Flatté by a relativistic Breit-Wigner for the f0 (980),

• replacing the f0 (500) and the f0 (980) by a combined parameterization, the
K1-solution, also taken from ref. [32], and

• replacing the relativistic Breit-Wigner for the ρ (770) resonance by a (ππ)P-
wave, taken from ref. [33].

These studies showed, that at least for some partial waves the results can depend
strongly on the used parameterizations for the resonance amplitudes of the isobars.
Figure 4.1 shows, as an example, some of the observed strong effects: a change of
the f0(980) parameterization strongly influences height of the peak in the π(1800)

[d]Also known as f0 (500) or σ.
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4.3. Problems of conventional PWA

Figure 4.1.: Comparison of partial-wave intensities obtained from a PWA using the
resonance amplitudes listed in table 4.2 (blue) with those using alter-
native resonance amplitudes (red). In the left study, the Flatté form
of the f0(980) was replaced by a relativistic Breit-Wigner amplitude
and in the right study, the relativistic Breit-Wigner amplitude for the
ρ(770) was replaced by a parameterization for the (ππ)P-wave, taken
from ref. [33]. Both pictures are taken from ref. [8].

region in the 0−+0+ (ππ)S πS wave. A change in the parameterization of the ρ(770)
strongly changes the extracted 2++1+f2(1270)πP amplitude. This influence of the
choice of a particular parameterizations for dynamic isobar amplitudes on the PWA
results on waves employing this parameterization, as well as on waves that do not,
is one of the major caveats of a PWA with predefined resonance amplitudes.

4.3. Problems of conventional PWA

In section 4.2 we have seen the strong dependence of partial-wave amplitudes
obtained by conventional PWA on the choice of parameterizations for the resonance
amplitudes of the isobars. However, for a PWA model, the resonance content of
the isobars has to be specified as well. Dominating resonances can easily be seen
in kinematic distributions, like in the 2π spectrum in fig. 2.3. Smaller signals, for
example stemming from excited resonances or from states with higher spins can
not be identified this way. Since in some cases there are several disputed states, is
not clear, which of them to include in the model (see ref. [2]).
A first solution to this problem, that comes to mind, would be the addition of

several isobar resonances to the model. However, it turns out that this approach
has some caveats due to the fact, that there is no reliable way to determine, whether
a resonance is actually present in the data. One way to compare different models
is the resulting value of the likelihood function, but such a comparison only carries
meaning for nested models, since additional free fit parameters always increase the
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Figure 4.2.: Comparison between weighted Monte Carlo and real data of m3π and
m2π spectra. Both pictures are taken from ref. [8].

value of the likelihood function and thus this value cannot be used for a reliable
model selection procedure. A second approach to judge the goodness of PWA
models is to generate weighted Monte Carlo data sets according to corresponding
fit results and compare the resulting kinematic distributions to the input data.
Such a comparison is shown in fig. 4.2. However, also this approach fails, if the
corresponding signals are several orders of magnitude smaller, than dominating
isobars.
A more elaborate approach to model selection has been developed by K. Bicker

in ref. [13], where he develops an automated prior-based model selection method.
This method was applied to the diffractive three pion production by O. Drotleff
and F. Kaspar and in refs. [9, 14]. But even for this elaborate method, it turns out
to be difficult to determine, whether excited isobar resonances contribute to the
data, since especially at low m3π waves that differ only in their respective dynamic
isobar amplitudes become indistinguishable.
In addition to these problems, a simple summation of several waves, that differ

only in their respective resonance amplitudes, violates unitarity—a fundamental
requirement of S matrix theory. One possible approach would be, to employ
resonance amplitudes with free parameters in the fit, to directly determine these
parameters from the data. However, the analysis method introduced in section 3.2
does not allow for free parameters in the decay amplitudes, since they do not
enter the fit model linearly and therefore would require a recalculation of the
normalization integrals and the decay amplitudes for all events in every fit iteration
and thus increase the necessary computational effort for such analyses by several
orders of magnitude.
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Chapter 5.

Freed-isobar Partial-Wave Analysis

In section 4.3 we have seen, that in a conventional PWA the choice of the most
suitable parameterization for the dynamic isobar amplitudes and the reliable de-
termination of appearing isobar resonances, that contribute only weakly to the
process, is difficult. Due to technical reasons, a direct fit of the dynamic isobar
amplitudes is impractical, and could also lead to other problems like multi-modality
and increased model bias, as seen in refs. [34, 35] in a related analysis, where the
systematic uncertainties due to model building are an order of magnitude larger
than the statistical ones. Therefore, we propose a different approach, that aims
for a more model-independent extraction of dynamic isobar amplitudes.

5.1. The basic idea of freed-isobar PWA

To circumvent the strong dependence of PWA results on the predefined param-
eterizations of isobar dynamic amplitudes, seen in section 4.2, and to be able to
extract small contributions directly from the data, we explore a method, first pre-
sented in ref. [10] and described in detail in ref. [36]. Here the necessity for prior
knowledge on the dynamic isobar amplitudes is circumvented by replacing the fixed
parameterizations in eq. (3.23) with sets indicator functions ∆ubin (mξ) such that:

∆i (mξ) =
∑
bin

αbini ∆ubin,i (mξ) , (5.1)

where the sum runs over nbins contiguous regions in mξ that span the whole kine-
matically allowed range. The parameters αbini are complex-valued constants that
represent the dynamic amplitude of the partial wave labeled with index i at a given
bin of the isobar mass. The dynamic amplitude is approximated as constant over
the narrow mass range of the mξ bins. The indicator functions are given by:

∆ubin (mξ) =

{
1 if mξ ∈ bin,
0 otherwise.

(5.2)

With this replacement, the total amplitude in eq. (3.6) becomes:

A (~τ) =
∑
i

NiTiΨi (~τ)
∑
bins

αbini ∆ubin,i (mξ) . (5.3)
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Chapter 5. Freed-isobar Partial-Wave Analysis

We can now define:

T bin
i = Ni/N bin

i Tiαbini and Abin
i (~τ) = N bin

i Ψi (~τ) ∆ubin,i (mξ) , (5.4)

to obtain:
A (~τ) =

∑
i

∑
bins

T bin
i Abin

i (~τ) . (5.5)

This expression is of the same structure as eq. (3.6), where each amplitude for
an mξ bin appears like an independent partial wave. We therefore can employ
the same maximum likelihood approach layed out in section 3.2. The factor N bin

i

ensures proper normalization of every mξ bin in every wave.
Since the number of free parameters increases by 2 (nbins − 1) for every dynamic

amplitude that is replaced according to eq. (5.1), this approach is only suitable
for large data sets. However, when applicable, this method allows for the binned
extraction of isobar dynamic amplitudes directly from the data with a resolution
of the chosen bin width.
If a fixed isobar parameterization is replaced in the way described above, we

will refer to it as freed isobar; isobars with fixed dynamic amplitudes will be called
fixed. Note, that not all waves in a wave set have to be freed and every model
combining any number of waves with fixed and freed isobars is possible within this
approach:

A (~τ) =
∑
i

∑
bins

T bin
i Abin

i (~τ) +
∑
j

TjAj , (5.6)

where the index i runs over all waves with freed isobars and j runs over all waves
with fixed isobars.
Since the T bin

i are in units of square root of number of events, their magnitude
does not only depend on the dynamic amplitude of the isobar, but also on the
width of the isobar mass bin, since in a narrower bin lie less events. Since in
our analysis we want to have a variable bin width, we introduce the normalized
production amplitudes Bbini :

Bbini =
T bin
i√

bin width
. (5.7)

This quantity is useful to plot the results of a freed isobar analysis, since disconti-
nuities due to a changing bin width are removed.

5.2. Ambiguities in freed-isobar PWA

Since the replacement of fixed isobars by freed ones drastically increases the free-
dom in the PWA model, the question arises, if such a model is still able to describe
the data unambiguously. To study this, we look at the simple example case:

π(1800)→ π−1 π
+
2 π
−
3 . (5.8)
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5.2. Ambiguities in freed-isobar PWA

In this process, all initial- and final-state particles have the quantum numbers
JPC = 0−+, thus every particle is a scalar and there are no external angles due
to polarizations to take into account, so only two kinematic variables suffice to
describe the process. We chose them to be m12 and m23, which are the invariant
masses of the two-particle systems (12) and (23). Since in the final state two
identical π− appear, eq. (3.23) has to be slightly modified, as in eq. (4.4), to
ensure the required Bose symmetry:

Ai (m12,m23) = Ψi (m12,m23) ∆i (m12) + Ψi (m23,m12) ∆i (m23) . (5.9)

For simplicity, we leave out the normalization factors of eq. (3.23) in this chapter,
but all results stay valid with the proper normalization defined in eq. (3.14).
For the process specified in eq. (5.8), we have to chose a wave set. For simplicity,

we restrict ourselves to two waves, one for the decay via a (π+π−) isobar with
JPC = 0++ and one via a JPC = 1−− isobar. Since the spin of the π(1800) is
zero, the orbital angular momentum between the bachelor π− and the isobar has
to be equal to the spin of the latter. Hence, the decay into the spin-zero isobar
proceeds via an S-wave and that into the spin-one isobar via a P-wave. For this
example, we label the two waves S and P.
With this at hand, the total amplitude in this model is:

A (m12,m23) =TS (ΨS (m12,m23) ∆S (m12) + ΨS (m23,m12) ∆S (m23))

TP (ΨP (m12,m23) ∆P (m12) + ΨP (m23,m12) ∆P (m23)) .
(5.10)

We now consider completely arbitrary dynamic isobar amplitudes in the S and P
waves, which would correspond to freed dynamic isobar amplitudes with an infinite
number of bins and therefore a vanishing bin width. With this complete freedom,
we construct parameterizations for the dynamic isobar amplitudes, ∆0

S (mξ) and
∆0

P (mξ), that cause the total amplitude in eq. (5.10) to vanish:

ΨS (m12,m23) ∆0
S (m12) + ΨS (m23,m12) ∆0

S (m23) +

ΨP (m12,m23) ∆0
P (m12) + ΨP (m23,m12) ∆0

P (m23) = 0.
(5.11)

Note, that for simplicity, we left out the production amplitudes TS/P, since they
are constant prefactors to the arbitrary dynamic amplitudes and can be absorbed
therein.
If we find a pair of functions ∆0

S (mξ) and ∆0
P (mξ), that fulfill eq. (5.11), we can

add them with an arbitrary complex-valued coefficient C to eq. (5.10) and obtain:

A (m12,m23) = ΨS (m12,m23)
(
TS∆S (m12) + C∆0

S (m12)
)

+ΨS (m23,m12)
(
TS∆S (m23) + C∆0

S (m23)
)

+ΨP (m12,m23)
(
TP∆P (m12) + C∆0

P (m12)
)

+ΨP (m23,m12)
(
TP∆P (m23) + C∆0

P (m23)
)
.

(5.12)

We see, that since ∆0
S/P (mξ) fulfill eq. (5.11), the total amplitude described in

eq. (5.12) is independent of C, and in turn the intensity and the likelihood are
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as well. Therefore, two descriptions of the amplitude differing by the value of C
cannot be distinguished in a log likelihood fit.
In a conventional PWA this does not pose a problem, since there the dynamic

amplitudes are fixed and different values of C, which would result in different
dynamic amplitudes for S and P wave, are not within the scope of the model.
However, in a freed isobar analysis[a], different dynamic amplitudes and therefore
different values of C are possible within the model. Therefore, C represents a
continuous ambiguity in the freed isobar model.
We will call such a combination of dynamic amplitudes, that fulfill eq. (5.10)

zero mode from hereon. The exact shape of these dynamic amplitudes depends
om the chosen spin formalism. In the following, we will discuss them for several
cases and for two different spin formalisms: the non-relativistic tensor formalism
and the covariant tensor formalism, taken from refs. [18–21] and shortly layed out
in appendix A[b].

5.2.1. Non-relativistic tensor formalism

As first formalism to determine the dynamic amplitudes of the zero mode in the
examples case of section 5.2, we use the non-relativistic tensor formalism [20, 21], in
which quantities of spin s are represented as symmetric, traceless three-dimensional
tensors of rank s. We chose this formalism first, since it is commonly used in various
analyses and was numerically tested to be equivalent to the helicity formalism
introduced in section 4.1.3, if the range of the interaction 1/qR, introduced in
section 3.3, is set to zero.
Since in the S-wave, all appearing spin quantum-numbers are zero, the spin

amplitude for this wave is trivial:

ΨZem
S (m12,m23) = 1. (5.13)

The P-wave spin amplitude is:

ΨZem
P (m12,m23) = ~p3 · ~p ′1 = − (~p1 + ~p2) · ~p ′1 , (5.14)

where ~p1, ~p2 and ~p3 are the three-momenta of the final-state particles in the π(1800)
rest frame, thus:

~p1 + ~p2 + ~p3 = ~0. (5.15)

[a]At the moment, we still consider the case of an infinitesimal bin width. The effects of finite
binning will be discussed in section 5.2.5.

[b]In these both formalisms, the resonance amplitudes are equal to the dynamic isobar amplitudes.
Therefore, we will use ∆i (mξ) ≡ ∆̂i (mξ) throughout his chapter.
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5.2. Ambiguities in freed-isobar PWA

The vector ~p ′1 is the three-momentum of π1 in the rest system of the isobar
ξ. To boost from the rest frame of π(1800) to the rest frame of ξ, we need the
four-momentum of ξ, which is given by:

pµ12 = pµ1 + pµ2 =


√
m2

12 + p3

0
0
−p3

 , (5.16)

where we chose our coordinate system such, that ~p3 is in z direction êz. With these
definitions, we can apply the Lorentz transformation into the ξ rest frame to pµ1 :

p′µ1 =


√
m2

12+p23
m12

0 0 p3
m12

0 1 0 0
0 0 1 0

p3
m12

0 0

√
m2

12+p23
m12



√
m2
π + |~p1|2
p1x

p1y

p1z

 . (5.17)

The full spin amplitude is then given by:

ΨZem
P (m12,m23) = p′1zp3 =

(
p3

m12

√
m2
π + |~p1|2 +

√
m2

12 + p2
3

m12
p1z

)
p3, (5.18)

where we have made use of the fact, that ~p3 points in z direction. With the
kinematical identities:

p1z =
~p1 · ~p3

p3
; ~p1 · ~p3 =

1

2

(
|~p2|2 − |~p1|2 − |~p3|

)
; |~pi| =

√
E2
i −m2

π, (5.19)

and the expressions for the energies of the final-state particles in the rest frame of
π(1800):

E1 =
m2
π(1800) −m2

23 +m2
π

2mπ(1800)
; E2 =

m2
12 +m2

23 − 2m2
π

2mπ(1800)
; E3 =

m2
π(1800) −m2

12 +m2
π

2mπ(1800)
,

(5.20)
eq. (5.18) simplifies to:

ΨZem
P (m12,m23) =

m12

4mπ(1800)

(
m2
π(1800) −m2

12 − 2m2
23 + 3m2

π

)
. (5.21)

With this expression we find, that the following parameterizations for the dynamic
amplitudes fulfill eq. (5.11) at every point in phase space and therefore constitute
the zero mode:

∆0Zem
S (mξ) = −1

8

(
m2
π(1800) − 3mξ2 + 3m2

π

)
, (5.22)

∆0Zem
P (mξ) =

mπ(1800)

mξ
. (5.23)
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5.2.2. Covariant tensor formalism

Since the formalism discussed in section 5.2.1 is non-relativistic, we explore a
second formalism, which is fully covariant: the covariant tensor formalism taken
from refs. [18, 19] which we shortly introduce in appendix A.3. Since in the S-wave
all spin quantum-numbers are zero, the corresponding spin-amplitude is the same
as in the non-relativistic tensor formalism:

ΨCov
S (m12,m23) = 1. (5.24)

For the P-wave L and Jξ take the value of one. Those two quantities are represented
by two tensors of rank one: Xµ

L and Xµ
ξ , given in eq. (A.40). The spin amplitude

is then:
ΨCov

P (m12,m23) = Xµ
LXξµ. (5.25)

Keep in mind, that throughout this work we employ the Einstein sum convention.
With the kinematic definitions:

pµξ = pµ1 + pµ2 ; kµξ =
1

2
(pµ1 − pµ2 ) (5.26)

Pµ = pµξ + pµ3 ; Kµ =
1

2

(
pµξ − p

µ
3

)
, (5.27)

the tensor corresponding to the decay of X with an orbital angular momentum of
1 becomes:

Xµ
L =

(
gµν −

PµPν
m2
π(1800)

)
Kν . (5.28)

The tensor for the isobar decay is:

Xµ
ξ =

(
gµν −

pµξ pξν

m2
ξ

)
kνξ =

1

2
(pµ1 − pµ2 ) . (5.29)

With these definitions, the spin amplitude for the P-wave can be formulated in
terms of m12 and m23, using eq. (A.46):

ΨCov
P (m12,m23) = Xµ

LXξµ =
1

8m2
π(1800)

(
m2
π(1800) +m2

12 −m2
π

)
(
m2
π(1800) −m2

12 − 2m2
23 + 3m2

π

)
.

(5.30)

In the calculation above, we use the following identities for the appearing scalar
products:

pµ1p2µ =
1

2

(
m2

12 − 2m2
π

)
, (5.31)

pµ2p3µ =
1

2

(
m2

23 − 2m2
π

)
, (5.32)

pµ1p3µ =
1

2

(
m2
π(1800) −m2

12 −m2
23 +m2

π

)
. (5.33)
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Compared with eq. (5.30) we find, that the P-wave spin amplitude in the non-
relativistic tensor formalism differs only by a factor γ from the covariant tensor
formalism:

ΨCov
P (m12,m23) = γΨZem

P (m12,m23) , (5.34)

where γ is the Lorentz factor of the isobar in the π(1800) rest-system:

γ =
E12

m12
=

√
m2

12 + p2
3

m12
=
m2
π(1800) +m2

12 −m2
π

mπ(1800)m12
. (5.35)

Since ΨS (m12,m23) is equal in both formalisms and γ only depends on m12, we
can modify the dynamic amplitudes of the zero mode accordingly:

∆0Cov
S (mξ) = ∆0Zem

S (mξ) = −1

8

(
m2
π(1800) − 3mξ2 + 3m2

π

)
, (5.36)

∆0Cov
P (mξ) =

∆0Zem
P (mξ)

γ
=

m2
π(1800)

m2
π(1800) +m2

ξ −m2
π

, (5.37)

and find, that these fulfill eq. (5.11) in case of the covariant tensor formalism,
therefore the existence of the zero mode is not a consequence of a specific formalism,
but appears in both of them.

5.2.3. Ambiguities for spin 1 three-body states

Above, we have shown the existence of a zero mode in the decay of a π(1800)
with JPC = 0−+ into three pions. We now consider the decay of a particle with
JPC = 1++, for example an a1(1260), into the same final state.
We again use two isobars with JPC = 0++ and 1−− but since the overall spin is

now one, the spinless isobar is in a relative P-wave with the bachelor pion, and the
isobar with spin-one is in a relative S-wave. For these waves, the spin amplitudes
in the covariant tensor formalism are given in eq. (A.48):

Ψµ
S (~τ) = OµνX

ν
(12)ξ, (5.38)

Ψµ
P (~τ) = OµνX

ν
(12)L, (5.39)

where the same tensor structures Xµ
(12)L and Xµ

(12)ξ as defined in eq. (5.28) and
eq. (5.29) appear. We explicitly label them here with the particle content of the
isobar, since we will need also their Bose symmetrized counterparts Xµ

(23)L and
Xµ

(23)ξ, where particles 1 and 3 are interchanged. Since the amplitudes represent
spin 1 quantities they still carry a Lorentz-index, that corresponds to the three
possible values for the spin-projectionM . The fourth degree of freedom is removed
by the projection operator Oµν given in eq. (A.50):

Oµν = gµν +
PµPν
m2

a1
, (5.40)

where is Pµ defined in eq. (5.26).
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With this definition, we find:

OµνP
ν =

(
gµν −

PµPν
m2

a1

)
P ν = 0. (5.41)

Using these definitions, we can write the total amplitude:

Aµa1 (~τ) = OµνXν , (5.42)

where Xµ is a linear combination of Xµ
L and Xµ

ξ :

Xµ = Xµ
(12)L∆S (m12) +Xµ

(12)ξ∆P (m12)

+Xµ
(12)L∆S (m23) +Xµ

(23)ξ∆P (m23)

=c1p
µ
1 + c2p

µ
2 + c3p

µ
3 ,

(5.43)

where we can write the last equality, since the three four-momenta of the final-
state particles are the only available four-vectors. With the definitions of the tensor
structures, we can collect the coefficients c1, c2, and c3:

c1 =
1

2

[
−∆a1

S (m12) +

(
1− m2

12 −m2
π

m2
a1

)
∆a1

P (m12) (5.44)

−
(

1 +
m2

23 −m2
π

m2
a1

)
∆a1

P (m23)

]

c2 =
1

2

[
∆a1

S (m12) +

(
1− m2

12 −m2
π

m2
a1

)
∆a1

P (m12) (5.45)

+ ∆a1
S (m23) +

(
1− m2

23 −m2
π

m2
a1

)
∆a1

P (m23)

]

c3 =
1

2

[
−
(

1 +
m2

12 −m2
π

m2
a1

)
∆a1

P (m12) (5.46)

−∆a1
S (m23) +

(
1− m2

23 −m2
π

m2
a1

)
∆a1

P (m23)

]
.

If we find dynamic amplitudes ∆0a1
S (mξ) and ∆0a1

P (mξ) such, that:

c1 = c2 = c3, (5.47)

the linear combination Xµ is proportional to Pµ and the total amplitude Aµ (m12,m23)
vanishes due to eq. (5.41). This is true, if both dynamic amplitudes are constant
with the fixed ratio of:

∆0a1
S (mξ) = −2

3
∆0a1

P (mξ) . (5.48)
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Thus we have identified a zero mode in the decay of a spin one particle.
Another peculiar process is the decay of a spin-exotic JPC = 1−+ state, e.g. a

π1, into the same 3π final state. We only consider the decay via a JPC = 1−−

isobar, which has to be in a relative P-wave with respect to the bachelor pion to
render the parity of the system to be −1. Using the known tensors for a spin one
isobar Xµ

ξ and a P-wave decay Xµ
L, the spin amplitude for this process is given

according to eq. (A.47) as:

Ψµ
π1 (~τ) = Oµνε

νρστPρXLσXξτ , (5.49)

where εµνρσ is the totally antisymmetric tensor. Since Pµ, Xµ
L, and X

µ
ξ are linear

combinations of pµ1 , p
µ
2 and, pµ3 and the contraction of two indices of the anti-

symmetric tensor with identical vectors vanishes, the spin amplitude simplifies to:

Ψµ
π1 (~τ) = −Oµνενρστp1ρp2σp3τ . (5.50)

Since in this example, we only have one wave, the Bose symmetrized amplitude
has to vanish to fulfill eq. (5.11) and constitute a zero mode:

0 = Ψµ
π1 (~τ) ∆0

π1 (m12) + Ψµ
π1 (~τ) ∆0

π1 (m23) . (5.51)

Making use of the antisymmetry of the ε-tensor, we arrive at:

0 = Oµνε
νρστp1ρp2σp3τ

(
∆0
π1 (m23)−∆0

π1 (m12)
)
, (5.52)

which is fulfilled, if ∆0
π1 (mξ) is constant. A change of the dynamic isobar amplitude

of this wave by a constant does not change the overall amplitude. This result shows,
that it is possible to find a zero mode within a single wave.

5.2.4. General pseudoscalar decays

Up to now, all zero modes originated from the Bose symmetrization of freed-isobar
waves. However, ambiguities may arise also in cases without Bose symmetrization.
To show this, we consider the decay of a pseudoscalar particleX into three different
pseudoscalars a, b, and c.
Since we consider the most general case, we allow for all possible particle combi-

nations to form the isobar: (ab), (ac) and (bc). We start by considering JPCξ = 0++

isobars. Since in this case, the isobar has to be in a relative S-wave with respect
to the bachelor particle, we can write for the total amplitude:

AS
abc (mab,mbc) = T S

ab∆
S
ab (mab) + T S

ac∆
S
ac (mac) + T S

bc∆
S
bc (mbc) , (5.53)

since the spin amplitudes are all constant. For every two-particle combination we
allow for a completely independent dynamic amplitude. Note, that the third invari-
ant mass mac is not an additional phase-space variable, since it is fully determined
by:

m2
ab +m2

ac +m2
bc = m2

X +m2
a +m2

b +m2
c . (5.54)
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Looking at equation eq. (5.53), we already find two zero modes in this model, with
constant shape in each dynamic amplitude:

AS
abc (mab,mbc) =T S

ab∆
S
ab (mab) + CS1

+T S
ac∆

S
ac (mac) + CS2

+T S
bc∆

S
bc (mbc)− CS1 − CS2 .

(5.55)

This amplitude sum is completely independent of CS1 and CS2 , but the way they
are grouped in eq. (5.55) indicates, how they can be absorbed in the respective
dynamic isobar amplitudes. If only two S-waves are free, one zero mode remains.
With just a single free S-wave, no zero modes remain, even if this amplitude is
Bose-symmetrized, since eq. (5.55) requires opposite sign in the coefficients, while
Bose symmetry requires equality.
We now consider isobars with quantum numbers JPCξ = 1−−, which therefore

have to be in a relative P-wave with respect to the bachelor particle. Since the
masses of the final-state particles may be different, the P-wave amplitude differs
from the first example case in section 5.2.1. In the non-relativistic tensor formalism,
it is given by:

ΨP
ab (mab,mbc) =

mab

4mX

(
m2
bc −m2

ac −
(
m2
X −m2

c

) m2
a −m2

b

m2
ab

)
, (5.56)

where the isobar is formed by (ab). For the other two possible combinations, (bc)
and (ac), cyclic permutations of the particle content in eq. (5.56) are performed.
With this formula, the total amplitude of all P-waves combined is:

AP
abc (mab,mbc) =Ψab (mab,mbc)

(
T P
ab∆

P
ab (mab) + CP∆0

P (mab)
)

+ Ψbc (mab,mbc)
(
T P
bc∆P

bc (mbc) + CP∆0
P (mbc)

)
+ Ψac (mab,mbc)

(
T P
ac∆

P
ac (mac) + CP∆0

P (mac)
)
.

(5.57)

This total amplitude is independent of CP, if we use:

∆0
P (mξ) = mξ, (5.58)

which therefore constitutes another zero mode in this process, which is only present
if all three possible particle combinations employ freed dynamic amplitudes for
spin-one isobars.
If we allow for S- and P-waves to have freed dynamic amplitudes for the isobars

simultaneously, we encounter three additional zero modes—one for each particle
combination—that connect both spin amplitudes:

Aabc (mab,mbc) = AS
abc (mab,mbc) + AP

abc (mab,mbc)

=
∑
cycl.

[
T S
ab∆

S
ab (mab) +

(
CSPbc − CSPac

)
m2
ab + CSPab

(
m2
X −m2

c

) m2
a −m2

b

m2
ab

+ ΨP
ab (mab,mbc)

(
T P
ab∆

P
ab (mab) + CSPab

4mX

mab

)]
,

(5.59)
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where the sum runs over all cyclic permutations of the particles a, b, and c. The
three zero mode amplitudes are encoded by CSPab , CSPac , and CSPbc .
If we use freed free S- and P-wave dynamic amplitudes for only two of the possible

three combinations of final-state particles, that form the isobar system, one zero
mode remains. If we use freed dynamic amplitudes for only one combination, no
zero mode remains.
In total, we find seven zero modes in the case of freed S- and P-waves in all three

possible combinations of final state particles to form the isobar: three connecting
the S-waves, encoded with CSi in eq. (5.55); one connecting the P-waves, encoded
by CP in eq. (5.57); and three connecting S- and P-waves, encoded by CSPij in
eq. (5.59).

5.2.5. Identifying zero modes numerically

In the previous chapters, we have performed various analytic calculations to iden-
tify zero modes in several cases and in different formalisms. In all cases, the
appearing spin quantum numbers were either zero or one. In general, also waves
with higher spins can exhibit ambiguities. For these waves, as well as for cases
with more than two waves contributing, analytical calculations become very time
consuming, thus we use a numerical method to identify zero modes, that is suitable
for freed-isobar analyses.
Since in a freed isobar analysis, the dynamic amplitudes have an arbitrary shape

up to the bin width of the step functions, they can approximate the continuous
shapes of the zero modes. As a result, the total amplitude, and therefore the inten-
sity of a zero mode approximated by step functions will not vanish completely[c],
but will be very small compared to different shapes, for example an approximated
Breit-Winger amplitude.
To find the shapes of freed-isobar waves, that describe such an unusually small

intensity, we look at the phase-space integral matrix Iij defined in eq. (3.11), that
gives the total intensity described by a set of production amplitudes ~T as:

I =
∑
i,j

T ∗i IijTj ; (5.60)

the sum runs over the set of selected partial waves. It is useful to keep in mind,
that all eigenvalues of Iij are real and non-negative, since it is a hermitian positive
semi-definite matrix. If we restrict the sum in eq. (5.60) to the single step functions
of the waves with freed isobars, we can write the condition to have a small intensity
as: ∑

i

∑
bins

∑
i′

∑
bins′
T 0∗
bin,iI

bin,bin′
i,i′ T 0

bin′,i′ � 1, (5.61)

where the set of production amplitudes ~T 0 corresponds to the shape of the zero
mode approximated by steplike functions normalized to one: |~T 0|2 = 1. Since the
[c]If the shape of a zero mode is constant with mξ, the step functions can describe it exactly and

the intensity will vanish completely in this special case.
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Figure 5.1.: Left: eigenvalue spectrum of the example model π(1800) → [ππ]S π
−

and [ππ]P π
− specified in section 5.2.5. Center: binned shapes of the

zero mode for the S-wave in blue and P-wave in green. The corre-
sponding black lines show the continuous shapes given in eq. (5.36)
and eq. (5.37). Right: Dependence of the two smallest eigenvalues of
the phase-space integral matrix on the freed-isobar bin width.

phase-space integral matrix is a Gramian matrix, the expectation value for the
intensity described by a set of production amplitudes ~T , with |~T |2 = 1, is one.
In order to identify an approximated zero mode ~T 0 from the integral matrix,

we look at the eigendecomposition of Iij . Here ~T 0 represents an eigenvector cor-
responding to an eigenvalue of:

λ0 � 1. (5.62)

As an example case, we employ the same model as in section 5.2.2: a π(1800)
decaying into three pions via S- and P-wave isobars, using again the covariant
tensor formalism for the spin amplitudes. For both isobars, we use bin widths of
40MeV/c2, starting from threshold mξ = 2mπ and spanning the whole kinematic
range. This results in 37 bins in the isobar mass and thus 74 complex-valued
degrees of freedom in the model. With this definition, we construct the phase-space
integral matrix according to eq. (3.13) and perform an eigenvector decomposition
of it. The resulting eigenvalue spectrum is shown in the left plot of fig. 5.1, where
the smallest eigenvalue corresponds to λ0. Since we are able to identify the zero
mode in this spectrum, we can compare the resulting shape from the numerical
calculation with the shapes obtained in section 5.2.2 via an analytic calculation.
The center plot of fig. 5.1 shows that we find a nice agreement of both approaches.
Since for a larger number of waves with freed isobars, the number of zero modes
might not be known a priory and the spectrum of eigenvalues might also not suffice
to tell, whether an eigenvalue qualifies as small, we need some criteria on how to
identify an eigenvalue corresponding to a zero mode.
One way to do this, is to create artificial zero modes and use their eigenvalues as

comparison. We do this by introducing waves with a fixed dynamic amplitude and
waves with a freed dynamic amplitude, that have matching angular momentum
quantum numbers. Therefore, the freed dynamic amplitude can approximate the
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5.2. Ambiguities in freed-isobar PWA

fixed one with an opposite sign, so that fixed and freed amplitudes cancel up to
the finite bin width and therefore create an artificial zero mode. By performing
an eigendecomposition of the corresponding phase-space integral matrix including
fixed and freed waves, we can identify the eigenvalue that corresponds to this
cancellation and therefore has to be small. Doing this for our example case, we
find eigenvalues of λS = 3.36 · 10−3 and λP = 3.43 · 10−3 for these artificial zero
modes in both waves and see, that they are in the same order of magnitude as
the eigenvalue corresponding to the real zero mode λ0 = 9.01 · 10−4 as defined in
eq. (5.62).
Another way to identify eigenvalues, that correspond to zero modes in a numer-

ical approach, is to study the dependence of the smallest eigenvalues on the bin
width of the freed isobar waves. Since a smaller bin width in the isobar masses
results in a smaller subdivision of the two-dimensional plane spanned by the isobar
masses m12 and m23, as defined in section 5.2 for our example case, eigenvalues
corresponding to a zero mode exhibit a quadratic behavior with respect to the bin
width. This can be seen in the right plot of fig. 5.1, where the smallest eigen-
value vanishes quadratically with the freed-isobar bin width, as indicated by the
continuous line, while the second smallest converges to a finite value.

5.2.6. Consequences for Partial-Wave Analysis

The existence of zero modes has nontrivial consequences for freed-isobar partial-
wave analyses. With the coefficient C in eq. (5.10) we have identified a complex-
valued degree of freedom, that leaves the total amplitudes—and hence the intensity
and the likelihood function—unchanged. Therefore, we cannot fix this degree of
freedom by a fit to the intensity.
In analyses with fixed isobar shapes, this does not pose a problem, since the

fixed dynamic amplitudes do not have any degree of freedom, but in freed-isobar
analyses this may affect the fit results, since the dynamic amplitudes of the isobars
are allowed to take any shape. In such cases, we can rewrite eq. (5.10) as:

A (m12,m23) =ΨS (m12,m23)
∑
bin

∆ubin (m12)
(
TS,bin + CT 0

S,bin
)

+ΨS (m23,m12)
∑
bin

∆ubin (m23)
(
TS,bin + CT 0

S,bin
)

+ΨP (m12,m23)
∑
bin

∆ubin (m12)
(
TP,bin + CT 0

P,bin
)

+ΨP (m23,m12)
∑
bin

∆ubin (m23)
(
TP,bin + CT 0

P,bin
)
,

(5.63)

where T 0
S/P,bin is the corresponding component of ~T 0 determined by the eigenvalue

decomposition introduced in the previous section for the particular wave and bin.
The resulting amplitude is not completely independent of C, since the correspond-
ing eigenvalue λ0 is small but finite, but varies slowly with this parameter, while
the described dynamic amplitudes for the S- and P-wave may change drastically.
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We can write the connection between a fit result and the physical dynamic
amplitudes as:

T fit
S/P,bin = T phys

S/P,bin − C
fitT 0

S/P,bin, (5.64)

where T phys
S/P,bin are the physical values of the dynamic amplitudes in the correspond-

ing isobar mass-bins and T fit
S/P,bin are the values determined by the maximization

of the likelihood function. They may be shifted by an amount Cfit away from the
physical values in the direction of the zero mode T 0

S/P,bin.
If we perform a maximum likelihood fit with such a model, the fitting algorithm

will find some value of Cfit, which due to numerical effects and the small dependence
of the likelihood on this parameter, can be away from the physical value. To
account for this, we have to perform a second step using additional knowledge on
the dynamic amplitudes to fix C to the correct value. In section 5.3, we will explore
this second step using Monte Carlo data.

5.3. Monte-Carlo study

To study the consequences of a zero mode in our example case, given in sec-
tion 5.2.5, we generate a Monte Carlo data set with 105 events, using simple Breit-
Wigner shapes ∆BW

S/P (mξ) for the S- and P-wave isobars. For this simple example,
we use a mass of 980 MeV/c2 and a width of 100 MeV/c2 for the JPCξ = 0++

isobar, roughly resembling the f0(980) resonance, and mass of 770 MeV/c2 and a
width of 160 MeV/c2 for the JPCξ = 1−− isobar, roughly resembling the ρ(770)
resonance. We then analyze the generated data set with a freed-isobar model.
The fit result ~T fit for the dynamic amplitudes does not match the input shapes,

since the fit was performed to the intensity distribution, which is nearly invariant
under a change of the parameter C in eq. (5.63). To correct for this we have to use
additional knowledge on the physical dynamic amplitudes to be able to counteract
the nearly arbitrary value of Cfit in eq. (5.64). We do this, by shifting the fit result
in the direction ~T 0 of the zero mode in such a way, that the resulting dynamic
amplitudes resemble the dynamic amplitude used to generate the Monte Carlo
data set as good as possible, i.e. by minimizing the following quantity:

χ2 (C,F) =
∑
i,j

δi (C,F)C−1
ij δj (C,F) , (5.65)

where Cij is the covariance matrix of the production amplitudes ~T fit. The indices i
and j represent combined indices, that encode, the wave, the mass bin, and whether
the corresponding quantity is the real or imaginary part of the corresponding
complex-valued dynamic amplitude, since the fitting algorithm only deals with
real-valued parameters and therefore the covariance matrix describes real-valued
parameters:

i =
{
{S,P}, {bin}, {<,=}

}
. (5.66)
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The functions δi (C,F) are given by:

δi (C,F) =

{
<
=

}(
T fit
i + CT 0

i −F∆BW
i

)
, (5.67)

where F is a complex-valued parameter used to fix the normalization and global
phase of the reference shapes ∆BW

i . The reference shapes ∆BW
i are given by

the Monte Carlo input shape for the particular wave evaluated at the center of
mass of the corresponding isobar mass bin. With this minimization, we are able to
reproduce the dynamic amplitudes used as input in the model, as shown in fig. 5.2.
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Figure 5.2.: Result of the freed-isobar fit to the Monte Carlo data set as described
in section 5.3. In plots of this kind, red points show the result obtained
from the freed-isobar fit. Blue points show the dynamic amplitudes
after correcting for the zero mode. The dynamic amplitude used to
generate the Monte Carlo data is shown in gray. The left plots show
the intensity distribution |B|2 of the dynamic amplitudes, defined in
eq. (5.7), and the right plots show the corresponding Argand diagrams
of B. In this Figure, the upper row depicts the results for the 0−+0+

[ππ]0++ πS-wave and the lower row for the 0−+0+ [ππ]1−− πP wave.
The zero mode correction was performed by minimizing eq. (5.65).
Note, that for reasons of clarity, we removed the direction of a global
phase rotation from the covariance matrix, according to appendix C,
when determining the uncertainties used in the Argand diagram. For
the intensity distributions, a phase rotation has no effect on the un-
certainties.
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Chapter 6.

Extensive Freed-isobar Partial-Wave
Analysis

In this chapter, we analyze the data set introduced in section 2.3 and analyzed
with the fixed-isobar method in refs. [8, 12] again, now using freed-isobar PWA
introduced in chapter 5. A first freed-isobar PWA of this data was already pub-
lished in ref. [12] alongside with the fixed-isobar PWA, using the following three
freed-isobar waves[a]:

0−+0+ [ππ]0++ πS; 1++0+ [ππ]0++ πP; 2−+0+ [ππ]0++ πD. (6.1)

Since there is only one freed wave in each JPCX M ε sector, no zero modes were
present in this analysis. Some results of this first freed-isobar PWA are shown
in section 6.3.7 Due to the success of this first freed-isobar PWA, we develop an
extended freed-isobar model, based on the fixed-isobar wave set of refs. [8, 12] and
introduced in chapter 4 and applied it to the same data set.
In section 6.1, we will first introduce this extended freed-isobar wave set and show

the validity of the model and the method to resolve zero-mode ambiguities on a
Monte-Carlo data set in section 6.2. In section 6.3 we apply the freed-isobar model
to the data set introduced in section 2.3 and discuss the results for the individual
waves, followed by the discussion of several extended studies with further enlarged
freed-isobar wave sets in section 6.4. In the end we extract resonance parameters
for isobar resonances from the results of the freed-isobar PWA in chapter 7.

Table 6.1.: Quantum numbers and isobars of all waves in the fixed-isobar PWA
of refs. [8, 12]. The fourth column indicates, in which studies waves
are freed, the single studies are explained in the text. The fifth column
gives the relative intensities, as defined in eq. (6.2) and taken from
ref. [12].

JPCM ε Isobar L [%] JPCM ε Isobar L [%]
0−+0+ (ππ)S S }

11
8.0 3++0+ f2(1270) P H 0.4

0−+0+ f0(980) S 2.4 3++0+ ρ3(1690) S H 0.4
0−+0+ f0(1500) S 0.1 3++0+ ρ3(1690) I <0.1
0−+0+ ρ(770) P 11 3.5 3++1+ (ππ)S F 0.3

[a]The naming scheme of freed-isobar waves is explained in eq. (6.4).
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Table 6.1 Continued from previous page
JPCM ε Isobar L [%] JPCM ε Isobar L [%]
0−+0+ f2(1270) D 0.2 3++1+ ρ(770) D 1.0
1++0+ (ππ)S P }

11
4.1 3++1+ ρ(770) G 0.1

1++0+ f0(980) P 0.3 3++1+ f2(1270) P 0.4
1++0+ ρ(770) S 11 32.7 3++1+ ρ3(1690) S 0.1
1++0+ ρ(770) D D 0.9 3−+1+ ρ(770) F 0.1
1++0+ f2(1270) P D 0.4 3−+1+ f2(1270) D <0.1
1++0+ f2(1270) F 0.1 4++1+ ρ(770) G I 0.8
1++0+ ρ3(1690) D 0.1 4++1+ f2(1270) F I 0.2
1++0+ ρ3(1690) G <0.1 4++1+ ρ3(1690) D <0.1
1++1+ (ππ)S P 0.2 4++2+ ρ(770) G <0.1
1++1+ f0(980) P 0.1 4++2+ f2(1270) F <0.1
1++1+ ρ(770) S 11 4.1 4−+0+ (ππ)S G 0.3
1++1+ ρ(770) D 0.6 4−+0+ ρ(770) F J 1.0
1++1+ f2(1270) P 0.5 4−+0+ f2(1270) D 0.3
1−+1+ ρ(770) P E 0.8 4−+0+ f2(1270) G <0.1
2++1+ ρ(770) D 11 7.7 4−+1+ ρ(770) F 0.4
2++1+ f2(1270) P F 0.5 4−+1+ f2(1270) D 0.1
2++1+ ρ3(1690) D <0.1 5++0+ (ππ)S H 0.1
2++2+ ρ(770) D 0.3 5++0+ ρ(770) G 0.3
2++2+ f2(1270) P <0.1 5++0+ f2(1270) F 0.1
2−+0+ (ππ)S D }

11
3.0 5++0+ f2(1270) H <0.1

2−+0+ f0(980) D 0.6 5++0+ ρ3(1690) D <0.1
2−+0+ ρ(770) P 11 3.8 5++1+ (ππ)S H 0.1
2−+0+ ρ(770) F 11 2.2 5++1+ f2(1270) F 0.1
2−+0+ f2(1270) S 11 6.7 6++1+ ρ(770) I <0.1
2−+0+ f2(1270) D G 0.9 6++1+ f2(1270) H <0.1
2−+0+ f2(1270) G 0.1 6−+0+ (ππ)S I 0.1
2−+0+ ρ3(1690) P 0.2 6−+0+ ρ(770) H K 0.7
2−+1+ (ππ)S D 0.4 6−+0+ f2(1270) G 0.1
2−+1+ ρ(770) P 11 3.3 6−+0+ ρ3(1690) F <0.1
2−+1+ ρ(770) F 0.1 6−+1+ (ππ)S I 0.1
2−+1+ f2(1270) S G 0.9 6−+1+ ρ(770) H 0.1
2−+1+ f2(1270) D 0.1 1++1− ρ(770) S 0.3
2−+1+ ρ3(1690) P 0.1 1−+0− ρ(770) P 0.3
2−+2+ ρ(770) P 0.2 1−+1− ρ(770) P 0.7
2−+2+ f2(1270) S 0.1 2++0− ρ(770) D 0.3
2−+2+ f2(1270) D 0.1 2++0− f2(1270) P 0.2
3++0+ (ππ)S F 0.2 2++1− f2(1270) P 0.3
3++0+ ρ(770) D H 0.9 2−+1− f2(1270) S 0.2
3++0+ ρ(770) G 0.4 FLAT
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6.1. Freed-isobar wave set

Based on the PWA of the reaction π−p → π−π+π−p, presented in refs. [8, 12]
and introduced in section 4.2, we apply the freed-isobar PWA method to the same
channel.
To be able to compare both analyses, we employ the helicity formalism, intro-

duced in section 4.1.3, as well and use the same wave set. However, since the
number of waves in the fixed-isobar model is 87, listed in table 6.1, freeing all
dynamic isobars amplitudes would result in over 2000 complex-valued free param-
eters in the fit assuming a width of 40MeV/c2 for the m2π intervals; the exact
number depends on the kinematically allowed range for the isobar mass and there-
fore on the m3π bin (see fig. 6.1). Therefore, we free only a subset of selected waves
and leave the remaining waves with predefined fixed dynamic isobar amplitudes.
Any combination of waves with freed and with fixed dynamic isobar amplitudes is
possible within the freed-isobar approach.
Even though we cannot use freed isobar dynamic amplitudes in all waves of the

model, we want to minimize model-dependence of our PWA results as good as
possible. Since improper parameterizations in waves with fixed dynamic isobar
amplitudes might influence the results for freed-isobar waves, we want to minimize
this effect known as leakage. Therefore, we chose the freed waves such, that they
have the biggest contribution in the PWA results of refs. [8, 12], since the effects
of improper parameterizations in “small” waves on “big” waves are expected to be
negligible. As a measure for the size of a wave, we use its relative intensity, defined
as:

Ii =
∑

t∈{t′ bins}
m∈{m3π bins}

∣∣∣T m,ti

∣∣∣2 Ĩii
N̄

, (6.2)

with N̄ and Ĩii defined in eq. (3.8) and eq. (3.10). The relative intensities for the
waves in the fixed-isobar PWA are listed in table 6.1. Since interference effects are
not taken into account in eq. (6.2), the relative intensities of all waves do not have
to add up to 1; in the fixed-isobar PWA of refs. [8, 12], they add up to 1.05.
Using the results of refs. [8, 12], we find that a good choice for a set of freed-

isobar waves are the 11 waves with the highest relative intensities, since their
relative intensities sum up to over 75%, they are the only waves with a relative
intensity above 1%, and the only waves with a relative intensity higher than the
flat wave. The set of freed waves is indicated in table 6.1. Along with the basic set
of 11 freed waves, several further studies were performed, which are also indicated
in table 6.1. These studies are:

• “C”: The basis set of 11 freed waves consisting of the waves with the largest
relative intensities. These waves are also free in all other studies,

• “E”: Addition of the 1−+1+ [ππ]1−− πP wave to the basis set of study “C”,
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• “D”: Addition of two additional freed waves with JPCX M ε = 1++0+ to the
basis set of study “C”,

• “G”: Addition of two additional freed waves with JPCX = 2−+ to the basis
set of study “C”,

• “F”: Addition of the freed 2++1+ [ππ]2++ πS wave to the basis set of study
“C”,

• “H”: Addition of three JPCX M ε = 3++0+ waves to he basis set of study “C”,

• “I”: Addition of two JPCX M ε = 4++1+ waves to he basis set of study “C”,

• “J”: Addition of the freed 4−+0+ [ππ]1−− πF wave to he basis set of study
“C”, and

• “K”: Addition of the freed 6−+0+ [ππ]1−− πH wave to he basis set of study
“C”.

Within this set of the 11 waves with the highest relative intensities are the three
waves, that were freed in the freed-isobar isobar PWA in ref. [12] and are listed in
eq. (6.1). Since a freed-isobar wave replaces all fixed-isobar waves with matching
JPCξ quantum numbers in the fixed-isobar PWA and three different isobars with
JPCξ = 0++ were included, the set of 11 fixed-isobar waves replaces 15 fixed-isobar
waves. This is indicated by brackets in table 6.1.
As m2π intervals, we use in general a bin width of 40MeV/c2. The lowest bin,

however, starts at 2mπ and ends at 320MeV/c2, which corresponds to a slightly
larger width. In m2π regions with known dominating resonances, we use smaller
bin widths to be able to better resolve the resonance structures. The m2π range of
this finer binning depends on the quantum numbers of the corresponding isobar:

• for waves with JPCξ = 0++, we use a bin width of 10MeV/c2 in the region
of the f0(980) resonance, in the range from 920 to 1080MeV/c2,

• for waves with JPCξ = 1−−, we use a bin width of 20MeV/c2 in the region
of the ρ(770) resonance, in the range from 640 to 920MeV/c2,

• for waves with JPCξ = 2++, we use a bin width of 20MeV/c2 in the region
of the f2(1270) resonance, in the range from 1180 to 1400MeV/c2, and

• for waves with JPCξ = 3−−, we use a bin width of 20MeV/c2 in the region
of the ρ3(1690) resonance, in the range 1500–1700MeV/c2.

Since we use the same data set as refs. [8, 12], but our model has much more free
parameters, shown in fig. 6.1 as a function of m3π, we use a coarser binning in
m3π and t′ to reduce the statistical uncertainties on our results. In m3π, we use a
bin width of 40MeV/c2, which is twice the bin width as in the fixed-isobar PWA,
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Figure 6.1.: Number of free parameters in the freed-isobar PWA model (blue) and
the fixed-isobar model (green) as a function of m3π.

over the whole range from 0.5 to 2.5GeV/c2, which corresponds to 50 independent
m3π bins. In t′ we also use a non-equidistant binning which yields similar numbers
of events in every t′ bin, but we subdivide the data in only four bins with the
following bin borders:

{0.100, 0.141, 0.194, 0.326, 1.000} (GeV/c)2 . (6.3)

This way, we end up with a total of 200 (m3π, t′) bins[b], that are analyzed in-
dependently. In addition, there are two small differences between the two PWA
models:

• all resonance amplitudes with the exception of (ππ)S are described by a rel-
ativistic Breit-Wigner parameterization given in eq. (4.8) and using eq. (4.9)
for the mass dependent width. The corresponding resonance parameters are
listed in table 6.2,

• the sector with negative reflectivity ε = −1 has only rank one. We therefore
have only three incoherent sectors: waves with positive reflectivity, waves
with negative reflectivity and the flat wave. The rank of a PWA model was
shortly introduced in section 4.2, a more detailed discussion can be found in
ref. [12].

For waves with freed isobars, we slightly modify the naming scheme for waves,
which was defined in eq. (4.1). A wave with a freed isobar with quantum numbers
JPCξ is represented by:

JPCX M ε [ππ]JPCξ
πL. (6.4)

[b]The fixed-isobar PWA of refs. [8, 12] had 1100 independent (m3π,t′) bins.
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Table 6.2.: Resonance parameters for fixed resonance amplitudes used in the freed-
isobar PWA.

m0 [MeV/c2] Γ0 [MeV/c2]

f0(980) 990 70
f0(1500) 1505 109
ρ(770) 769 150.9
f2(1270) 1275.1 185.1
ρ3(1690) 1688.8 161

Since in the context of a PWA only the relative phases between the individual waves
carry meaning, we have to define a reference wave, whose production amplitude
has a phase of zero. Throughout this chapter, we use the 4−+0+ρ(770)πF wave
as reference. The only exception is one study in section 6.4.7, where this wave is
freed. In this study, the 6−+0+ρ(770)πH wave is used as reference instead.

6.2. Monte Carlo study

Since the freed-isobar model formulated in section 6.1 results in a very involved
PWA with a very large number of free parameters—the exact number depends on
the m3π bin, as shown in fig. 6.1—we test this PWA method first on a Monte Carlo
data set and check, if we are able to reproduce known dynamic isobar amplitudes.
To generate the Monte Carlo data set, we want to use a model that is as close

to real data as possible. Therefore we use fixed-isobar results from refs. [8, 12] as
input. However, since the production amplitudes for several waves tend to jump
with m3π bins, we use a model to smoothly describe their m3π dependence. For
14 waves we use the model developed by S Wallner in ref. [35]. For the other 73
waves, where such a model is not available, we describe the m3π dependence of the
production amplitudes by the best fitting complex-valued parabola to the results
of the fixed-isobar PWA. We based this model on the third t′ bin of the fixed-isobar
PWA, ranging from 0.127 to 0.144(GeV/c)2. However, for the freed-isobar fit, this
value is unimportant, since the decay amplitudes are independent of t′. We neglect
contributions from the flat wave.
With this model for the m3π dependence of the production amplitudes of the

individual waves, we generate a total of 12.5 · 106 events—this number roughly
corresponds to the number of events in one of the four t′ bins of real data—
distributed over the m3π bins according to the intensity distribution of the model
for the production amplitudes[c].
We then perform a freed-isobar PWA of this Monte Carlo data set with the

model specified in section 6.1, using 50 sets of random start values for all free fit
parameters for every independent m3π bin. In the following, we present the result

[c]Since the data are generated independently for everym3π bin, this is not automatically fulfilled.

48



6.2. Monte Carlo study

this PWA for every freed JPCX M ε sector separately, starting with waves without
zero modes, followed by waves with zero modes, for which we will also discuss
various methods to resolve the arising ambiguities.

6.2.1. Waves without zero modes

The freed-isobar waves in our model, that are not affected by zero modes are the
1++1+ [ππ]1−− πS wave, the 2−+1+ [ππ]1−− πP wave, and the 2++1+ [ππ]1−− πD
wave, replacing the 1++1+ρ(770)πS, 2−+1+ρ(770)πP, and the 2++1+ρ(770)πD
waves of the fixed-isobar model. The results for these waves are depicted in fig. 6.2
for one bin in m3π. The m3π bin was chosen from 1.5 to 1.54GeV/c2, since it lies
in the center of the analyzed range from 0.5 to 2.5GeV/c2. For all three waves a
nice agreement between the fixed parameterizations used for data generation—a
relativistic Breit-Wigner describing the ρ(770) resonance with resonance param-
eters listed in table 6.2—and the dynamic isobar amplitudes[d] extracted by the
freed-isobar PWA can be seen in the intensity distributions and the Argand di-
agrams. This also holds for the other m3π bins, which are not depicted here for
reasons of brevity. This shows, that the freed-isobar method is able to reliably
extract dynamic isobar amplitudes in the absence of zero modes.
Since the dependence of the 2++1+ρ(770)πD production amplitudes on m3π

was modeled in ref. [35], we additionally depict the dependence on m3π in the
left plot of fig. 6.3, where a clear isolated peak corresponding to the a2(1320)
resonance is visible, that nicely matches the shape used in the generation of the
Monte-Carlo data set. The right plot of fig. 6.3 show the two-dimensional intensity
distribution as function of m3π and m2π. Here, a nice peak corresponding to the
decay a2(1320) → ρ(770)π is visible, as expected. This confirms, that the freed-
isobar method is able to extract the parameterizations used to generate the Monte
Carlo data over all bins in m3π.

6.2.2. Strategy for resolving zero-mode ambiguities

In section 6.2.1 we have discussed the three waves in the freed-isobar model, that
are not affected by zero modes. The remaining eight waves, in contrast, suffer
from zero modes and the corresponding ambiguities which we therefore have to
resolve. To do so, we employ a similar technique, introduced in section 5.3, but we
explore a number of different constraints on the dynamic isobar amplitudes, since
we want to be able to apply this method to real data, where the true dynamic
isobar amplitudes are unknown.
The first approach, analogous to the one introduced in section 5.3, is to use the

fixed dynamic isobar amplitudes used in the generation of the Monte Carlo data
set as model. We name such an approach “fixwaves”, where the index indicates the
set of waves used for this approach. With the fixed dynamic isobar amplitudes as

[d]Since helicity formalism was used, the dynamic isobar amplitudes include barrier factors
throughout this chapter.
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Figure 6.2.: Intensity distributions and Argand diagrams for the freed-isobar PWA
on Monte Carlo data, similar to fig. 5.2. The gray lines indicate the
dynamic isobar amplitudes used in the fixed-isobar PWA.
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Figure 6.3.: Left: Intensity distribution as function of m3π, calculated as sum over
all m2π bins according to eq. (5.60) (blue), compared to the distri-
bution used in data-generation (gray). Right: Intensity distribution
|B|2 of the 2++1+ [ππ]1−− πD wave as a function of m3π and m2π as
obtained from a freed-isobar PWA of the Monte Carlo data.

model in eq. (5.67), eq. (5.65) is minimized to obtain the zero-mode coefficients C.
Since the model employs fixed dynamic isobar amplitudes, this approach can be
used independently for every m3π bin.
In a second approach we use a model for the dynamic isobar amplitudes with

free parameters that are adjusted simultaneously with the zero-mode coefficients
C. In this work we use such a constraint for dynamic isobar amplitudes with
JPCξ = 1−−, 2++, and 3−−, fitting the resonance parameters of the Breit-Wigner
parameterization—eq. (4.8) with eq. (4.9)—for the ρ(770), the f2(1270), and the
ρ3(1690) resonance, respectively. We will call such an approach “fitwaves”, where
the index again gives the isobar resonance constrained with this approach. In
such an approach, the model in eq. (5.67) has free parameters and therefore the
corresponding χ2 function in eq. (5.65) has two more free parameters, m0 and Γ0 of
the Breit-Wigner parameterization, that are adjusted in the minimization. Since
we aim for a consistent result over all m3π bins, the resonance parameters are the
same for all m3π bins and therefore the zero-mode coefficients for all m3π bins and
the resonance parameters are adjusted simultaneously. If not stated otherwise, we
use the whole kinematically allowed m2π range in the fit.
Both methods introduced up to now use a model to constrain the dynamic isobar

amplitudes. In addition, we explore a third approach, that does not rely on such
a model, but requires smoothness neighboring m3π bins. To do this, we define the
residual of two neighboring bins b and b′:

δbi
(
Cb, Cb′

)
=

{
<
=

}(
T fit,b
i + CbT 0,b

i − T fit,b′
i − Cb′T 0,b′

i

)
, (6.5)
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where Cb, T fit,b
i , and T 0,b

i are the zero-mode coefficient, fit result for the production
amplitudes, and the shape of the zero mode in the m3π bin b. With these, we can
define a χ2 function, that depends on all zero-mode coefficients of all m3π bins ~C:

χ2
(
~C
)

=
1

2

N3π−1∑
b=1

∑
i,j

[
δbi
[
C b
]−1

ij
δbj + δbi

[
Cb′
]−1

ij
δbj

]
, (6.6)

where Cb is the covariance matrix of the production amplitudes in the m3π bin b.
The sum runs over all N3π bins in m3π and b′ = b+ 1. For reasons of readability,
we omitted the explicit dependence of δbi on Cb and Cb

′ in eq. (6.6).
If we minimize eq. (6.6), we minimize the total differences δbi of the dynamic

isobar amplitudes in neighboring m3π bins and adjust the zero-mode coefficients
in all bins simultaneously to obtain the smoothest possible result. We label this
method “smooth” from hereon.
In some cases, a set of waves might be affected by more than one zero mode.

In this case, one zero-mode coefficient for every zero mode has to be determined.
This is done the same way, as in the case of only one zero mode, with the following
substitution in eqs. (5.67) and (6.5):

T fit
i + CT 0

i → T fit
i +

∑
z

CzT z,0i , (6.7)

where the sum runs over all contributing zero-modes and Cz and T z,0i are the
zero-mode coefficient and shape of the corresponding zero mode z.
All of the different methods defined so far offer a way to determine the values of

the zero-mode coefficients. Since these values can differ for the individual methods,
we need to find a way to obtain one final set of zero-mode coefficients. To do so,
we define the relative consistency of a method b with a method a:

dab =
χ2
a

(
~Cb
)
− χ2

a

(
~Ca
)

χ2
a

(
~Ca
) , (6.8)

where χ2
a

(
~C
)
is the chi square function corresponding to method a and ~Ca is the

set of zero-mode coefficients for all m3π bins, that minimizes this function. The
relative consistency gives the relative increase of a χ2 function with respect to its
minimum for a set of zero-mode coefficients. Note, that the definition in eq. (6.8)
of this measure for consistency is not commutative: dba 6= dab . We call a set of
zero-mode coefficients from a method b consistent with a method a , if dab < 1. If
a method has free parameters other than C in the model, for example resonance
parameters, these are kept at the values found in minimization. Using the relative
intensities, we define the weight wa of a method:

wa =

(∑
b

dba

)−1

. (6.9)
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We use a weighted sum of the zero-mode coefficients of all methods as our final
set of zero-mode coefficients, using the weight defined in eq. (6.9). To obtain the
set of zero-mode coefficients that is most consistent with all methods, the weights
are calculated for every m3π bin independently, so the composition of the final
zero-mode coefficients out of the different methods is allowed to change with m3π.
The resulting zero-mode coefficients will be labeled with “weighted”.

6.2.3. The JPC
X M ε = 0−+0+ sector

The sector of freed waves with JPCX M ε = 0−+0+ quantum numbers contains two
waves: the 0−+0+ [ππ]0++ πS and the 0−+0+ [ππ]1−− πP wave. These correspond
to the two waves, discussed in section 5.2.1 and section 5.3 and therefore we en-
counter the same zero mode. We will use the strategy introduced in section 6.2.2
to resolve the ambiguity introduced by the zero mode.
Using the labeling scheme introduced in section 6.2.2, we use the following four

methods to resolve the zero-mode ambiguity: “fixall”, “fixf0”, “fitρ”, and “smooth”.
The fit results for the resonance parameters obtained with the “fitρ” method are:

mρ = 770.3± 0.4 MeV/c2 and Γρ = 152.1± 0.9 MeV/c2. (6.10)

This is in fair agreement with the parameters used in the generation of the Monte
Carlo data-set (mρ = 769 MeV/c2; Γρ = 150.9 MeV/c2 ). The relatively large
deviation of the fit parameters from the input values in terms of standard deviations
is due to the fact, that the events in this wave are distributed according to the
integral of the intensity distribution of the dynamic isobar amplitude over the range
of the m2π bin, while in the fit only an integral over the amplitude is possible. This
effect is discussed further in appendix D.
The resulting relative consistencies defined in eq. (6.8) between all methods and

summed of all m3π bins, as well as the weighted average, “weighted”, and the case
without zero mode correction, “uncorr”, are shown in the left plot of fig. 6.4. The
weighted average yield zero-mode coefficients, that are consistent with all four
methods. The zero-mode coefficients obtained with the smoothness method are
inconsistent with the other three methods. However, the other three methods
yield zero-mode coefficients consistent with the smoothness method and therefore
give reasonably smooth results. Setting all zero-mode coefficients to zero, i.e. not
correcting for zero modes, is inconsistent with the majority of the constraints.
As an example, the results for one m3π bin 1.8GeV/c2—the mass of the π(1800)

resonance—are shown in fig. 6.5. We find good agreement between the Monte-
Carlo input and the resulting dynamic amplitudes after resolving the ambiguities.

6.2.4. The JPC
X M ε = 1++0+ sector

The sector of freed waves with JPCX M ε = 1++0+ quantum numbers contains
two waves: the 1++0+ [ππ]0++ πP wave and the 1++0+ [ππ]1−− πS wave. In sec-
tion 5.2.3, we have shown, that this combination of freed-isobar waves has a zero
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Figure 6.4.: Relative consistencies dab , as defined in eq. (6.8), of the zero-mode
coefficients obtained with the method b given on the ordinance to the
method a on the abscissa, summed over all m3π bins. Left for the
JPCX M ε = 0−+0+ sector, center for the 1++0+ sector, and right for
the 2−+0+ sector on the right in the Monte Carlo study introduced in
section 6.2. By definition, the values on the diagonal vanish.

mode if the relativistic tensor formalism is used. With the numerical approach
introduced in section 5.2.5, we were able to confirm that this mode is also present
in the non-relativistic helicity formalism.
Since the set of freed isobars is the same as in section 6.2.3, we employ the same

four constraints here to resolve the ambiguity. The resulting relative consistencies
dab of the methods are shown in the center plot of fig. 6.4. The weighted average
yields zero-mode coefficients consistent with all used methods. Similar to the
0−+0+ sector (see section 6.2.3), the results of the smoothness method and not
correcting for the zero modes are inconsistent with the other methods. However, all
other methods yield zero-mode coefficients consistent with the smoothness method.
The “fitρ ” method yields the following resonance parameters:

mρ = 770.1± 0.1 MeV/c2 and Γρ = 152.9± 0.2 MeV/c2. (6.11)

We find a similar deviation from the input values as for the 0−+0+ sector (see
section 6.2.3), which again is a consequence of the integration over the m2π bin
width (see appendix D).
To see the effect of the zero mode from another perspective, we do not show

an example m3π bin for this sector, but the two-dimensional intensity distribution
before and after resolving the zero-mode ambiguities. In fig. 6.6 it can be seen, that
only the corrected results have a smooth behavior over the analyzed m3π range,
while the uncorrected results jump from m3π bin to m3π bin.

6.2.5. The JPC
X M ε = 2−+0+ sector

The sector of freed waves with JPCX M ε = 2−+0+ quantum numbers contains four
freed waves: 2−+0+ [ππ]0++ πD, 2−+0+ [ππ]1−− πP, 2−+0+ [ππ]1−− πF, and 2−+0+
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Figure 6.5.: Results for the JPCX M ε = 0−+0+ waves before (red) and after (blue)
resolving the zero-mode ambiguity with the weighted average of all
used methods. The gray points are the results of the single methods;
the gray line is the Monte-Carlo input.

[ππ]2++ πS and is therefore the largest freed-isobar sector. With the numerical
method introduced in section 5.2.5, we found two[e] zero modes in this sector, that
contribute to the four waves.
Since we have more freed waves in this sector than in the previous two, we also

employ more methods to resolve the arising ambiguities. In addition to “fixall”
and “fixf0”, we use the “fitρ” method, where the ρ(770) resonance is fitted in both
freed waves with an JPCξ = 1−− isobar simultaneously. Since in this sector also a
JPCξ = 2++ isobar is freed, we also use the “fitf2” method; we use this constraint
only for them3π > 1.38GeV/c2 region, so thatm2π can reach the nominal f2(1270)
mass.

[e]In a dedicated study we find, there is only one exact zero mode. However, since a second
eigenvector with a comparably small eigenvalue is present it has to be treated the same way.
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Figure 6.6.: Intensity distributions as in fig. 6.3 for the JPCX M ε = 1++0+ waves
before (left) and after (right) fixing the zero-mode coefficients to the
weighted average weighted of the four methods discussed in the text.

The “fitρ” method gives the following values for the resonance parameters:

mρ = 768.3± 0.2 MeV/c2 and Γρ = 153.0± 0.4 MeV/c2, (6.12)

which are similar to the ones found in the 0−+0+ and the 1++0+ sector (see
sections 6.2.3 and 6.2.4). The “fitf2” method gives the following values f2(1270)
parameters:

mf2 = 1275.1± 0.2 MeV/c2 and Γf2 = 184.5± 0.5 MeV/c2, (6.13)

which are in good agreement with the input values of mf2 = 1275.1 MeV/c2 and
Γf2 = 185.1 MeV/c2.
The consistency of the individual methods is shown in the right plot of fig. 6.4.

We see a better consistency between the different methods. This might be due
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to the fact, that all freed waves in this sector have a similar relative intensity, in
contrast to the 0−+ and 1++ sectors, and therefore the results of a single wave do
not dominate the zero-mode coefficients found by the minimizer, Cfit in eq. (5.64).

6.3. Freed-isobar PWA of Compass data

In section 6.2, we have shown, that the extended freed-isobar model, described in
section 6.1 is able to reproduce the known dynamic isobar amplitudes in an PWA
of Monte Carlo data, if the ambiguities caused by the zero modes are resolved.
We now apply the same model specified in section 6.1 to the π−p→ π−π+π−p

data set, introduced in section 2.3. Since our model is based on the fixed-isobar
PWA model of refs. [8, 12], we want to compare our results with the results pub-
lished there. However, due to the different binnings in m3π and t′, we cannot
compare the two PWA results directly. Hence, we perform an additional fixed-
isobar PWA with the same wave set as used in refs. [8, 12] but with the m3π and
t′ binnings as specified in section 6.1. The changes in the fixed dynamic isobar
amplitudes and the rank of the negative reflectivity sector stated in section 6.1 are
applied, as well. The results of this fixed-isobar PWA can be directly compared to
the results of the freed-isobar PWA.
In the following, we present the results for the individual waves of this freed-

isobar PWA in the same order as for the results of the Monte Carlo study in
section 6.2. Since the set of freed-isobar waves is the same in the PWA of Monte
Carlo and real data is the same, the appearing zero modes are also the same.

6.3.1. The 1++1+ [ππ]1−− πS wave

The 1++1+ [ππ]1−− πS wave does not have zero mode. Therefore, we can directly
compare the results for this wave with the results from the fixed-isobar PWA.
To do this, we coherently sum up the amplitudes of all m2π bins as described in
eq. (5.60), where the sum runs over all kinematically allowedm2π bins of the 1++1+

[ππ]1−− πS wave for the respectivem3π bin. We can compare the resulting intensity
of this sum over all m2π bins with the intensity of the fixed-isobar 1++1+ρ(770)πS
wave.
This comparison—also incoherently summed over all four t′ bins—is shown in

the upper left plot of fig. 6.7. We see a qualitative agreement of the over all
shapes. A closer look reveals, that the intensity from the freed-isobar PWA is a
bit lower in the region of the a1(1260) peak. One possible for this reason is, that
the dynamic isobar amplitude in this wave is not perfectly described by the fixed
Breit-Wigner parameterization in the fixed-isobar PWA. This can be seen in the
lower row of fig. 6.7, where the resulting dynamic isobar amplitude for the ρ(770)
resonance peaks at slightly lower m2π as compared to the fixed dynamic isobar
amplitude. Also, the Argand diagram of the dynamic isobar amplitude deviates
slightly from a circle. This deviation cannot simply be explained by a global
phase rotation. This distortion of the ρ(770) shape might be due to rescattering
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effects of the final-state particles or due to contributing non-resonant processes.
The most prominent of such processes is the Deck effect, discussed in appendix B.
However, in the upper left plot of fig. 6.7, a nice correlation of the appearing 3π
and 2π resonances is observed, indicating, that this wave is dominated by the decay
a1(1260)→ ρ(770)π.

6.3.2. The 2−+1+ [ππ]1−− πP wave

In the 2−+1+ [ππ]1−− πP wave there is no zero mode, so we do not have to resolve
any ambiguities in this wave.
Results for this wave are shown in fig. 6.8. The t′-summed intensity distribution

as a function of m3π obtained with the freed-isobar PWA matches the one of
the fixed-isobar PWA nicely in most m3π bins. However, the dynamic isobar
amplitude, shown on the bottom row of fig. 6.8 for one bin in m3π and t′, deviates
from the one used in the fixed-isobar PWA. The reason for this deviation might
again lay in rescattering effects or in non-resonant contributions, as mentioned in
section 6.3.1. The two-dimensional intensity distribution in the upper right plot
of fig. 6.8 shows a broad structure in m3π, decaying into the ρ(770), that cannot
easily be identified with any known π2 resonance.

6.3.3. The 2++1+ [ππ]1−− πD wave

The last wave in our model “C” with a freed dynamic isobar amplitude that does
not suffer from zero-mode ambiguities is the 2++1+ [ππ]1−− πD wave. As shown in
fig. 6.9, we find a good agreement of the intensity distributions from the freed-isobar
PWA and those from the fixed-isobar PWA. In both analyses, a distinct peak from
the a2(1320) resonance is visible. In the upper right plot of fig. 6.9, we see that this
peak is strongly correlated with the ρ(770) resonance, so the main decay process
in this wave is a2(1320) → ρ(770)π. This process constitutes the decay with the
least background contributions in the analysis. The intensity distribution of the
dynamic isobar amplitude, nicely matches the parameterization used in the fixed-
isobar PWA. However, in the Argand diagram, there are significant differences
that can be attributed to differences in the phase motion as function of m2π. They
cannot be accounted for by a global phase rotation. A reason for this might be
rescattering of non-resonant effects, similar to the ones mentioned in sections 6.3.1
and 6.3.2.

6.3.4. The JPC
X M ε = 0−+0+ sector

As in the Monte Carlo study, discussed in section 6.2.3, the first sector affected by
a zero mode is JPCX M ε = 0−+0+ with two freed waves in the PWA model: 0−+0+

[ππ]0++ πS and 0−+0+ [ππ]1−− πP.
To resolve the ambiguities caused by the presence of the zero mode, we use

the same constraints as in the Monte Carlo case discussed in section 6.2.3. As
constraints for of the JPCξ dynamic amplitudes, we use the same parameterization
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Figure 6.7.: Results for the 1++1+ [ππ]1−− πS wave. Upper left: comparison of the
t′-summed intensity distributions over m3π. The blue points are from
the freed-isobar PWA, the green points from the fixed-isobar PWA.
Upper right: intensity distribution as a function of m2π and m3π for
the lowest t′ bin. Lower row: dynamic isobar amplitude for a single bin
inm3π and the lowest t′ bin, shown as intensity distribution on the left
and as Argand diagram on the right. The dynamic isobar amplitude
used in the fixed-isobar PWA is shown as gray line for comparison.
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Figure 6.8.: Similar to fig. 6.7, now showing results for the 2−+1+ [ππ]1−− πP wave.

that was used in the fixed-isobar PWA. All methods to resolve the zero-mode
ambiguities are performed in every t′ bin independently. Using the results of all four
methods, we construct the weighted average of the resulting zero-mode coefficients
C, as described in eq. (6.9). We again find, that the set of zero-mode coefficients
constructed this way are consistent with all used methods (see fig. 6.10). Using
these zero-mode coefficients, we compare the resulting intensity distributions with
those from the fixed-isobar PWA in figs. 6.11 and 6.13. For both 0−+ waves, we
find, that the intensity distributions match nicely. On the one hand, this indicates
that the methods of resolving the zero-mode ambiguities are not only consistent
with each other, but are also consistent with the fixed-isobar PWA. On the other
hand, this agreement shows, that the parameterizations of the dynamic isobar
amplitudes used in the fixed-isobar PWA already give a quite accurate description
of the occurring physics.
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Figure 6.9.: Similar to fig. 6.7, now showing results for the 2++1+ [ππ]1−− πD wave.
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The two-dimensional intensity distribution for the 0−+0+ [ππ]0++ πS wave in
fig. 6.11 shows a distinct peak corresponding to the decay π(1800)→ f0(980)π and
a smaller one for π(1800) → f0(1500)π, as well as broader structures at low m2π

andm3π. The resulting dynamic isobar amplitude for anm3π bin at the position of
the π(1800) resonance shows, that the interplay of the fixed parameterizations for
(ππ)S, f0(980), and f0(1500) is able to describe the main features of the freed-isobar
result. In the Argand diagram, two circles are visible, corresponding to the two
resonances f0(980) and f0(1500). The resonance parameters of these two resonances
will be determined in sections 7.0.10 and 7.0.11. In fig. 6.12, two additional Argand
diagrams for m3π below and above the π(1800) resonance are shown. We see, that
the diagrams are rotated in the complex plane due to the phase motion from the
π(1800) resonance.
The two-dimensional intensity distribution for the 0−+0+ [ππ]1−− πP wave in

fig. 6.13 shows a broad three-pion structure at about 1.4GeV/c2 decaying into
ρ(770)π−. Since we do not observe any phase motion of the coupling of the
ρ(770)—F in eq. (5.67)—in any t′ bin, this peak can most likely not be attributed
to a resonance like the π(1300). However, the dynamic isobar amplitude at a single
m3π bin, depicted in the lower row of fig. 6.13, show a distinct intensity peak and
a circle in the Argand diagram corresponding to the ρ(770) resonance. For the
determination of the resonance parameters of the ρ(770) see section 7.0.8.

6.3.5. The JPC
X M ε = 1++0+ sector

The JPCX M ε = 1++0+ sector contains two waves with freed JPCξ = 0++ and 1−−

isobars which are connected by one zero mode. We use the same methods as in
section 6.2.4 to resolve the arising ambiguities and find good consistencies of the
weighted average with all methods employed.
The results for the 1++0+ [ππ]0++ πP wave are shown in fig. 6.14, where we see

a good agreement of the intensity distribution with the one from the fixed-isobar
PWA after correcting the former for the zero mode. The uncorrected freed-isobar
results, however, differ up to an order of magnitude from the fixed-isobar results.
This again shows the necessity to resolve these ambiguities. In the two-dimensional
intensity distribution, we see a broad structure at low two-pion masses and a
distinct peak, corresponding to the decay a1 (1420) → f0(980)π. The a1 (1420)
was seen first by the Compass experiment [37]. Since the appearance of a 1++

resonance at this mass is unexpected, it is important to show that the signal is
not simply an artifact of the PWA method. Since the corresponding peak appears
in the freed-isobar study, we can conclude, that the a1 (1420) is no such artifact,
stemming from possibly improper parameterizations of the JPCξ = 0++ dynamic
isobar amplitudes. Looking at the dynamic isobar amplitudes in the bottom row
of fig. 6.14, we see, that the amplitudes used in the fixed-isobar PWA deviate
from the dynamic amplitudes resulting from the freed-isobar PWA. The resonance
parameters of the f0(980) resonance will be determined in section 7.0.10.
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Figure 6.10.: Relative consistencies dab , as defined in eq. (6.8), for the different
methods to resolve the zero-mode coefficients in the JPCX M ε = 0−+0+

sector for the four t′ bins.

In the second wave of the sector, the 1++0+ [ππ]1−− πS wave, we also see a good
agreement of the intensity distributions in m3π with that from the fixed-isobar
PWA, after correcting the former for the zero-mode ambiguities. The results for
this wave are shown in fig. 6.15. In the two-dimensional intensity distribution,
we see a clear peak corresponding to the decay a1(1260) → ρ(770)π, the most
dominant process in the whole PWA. In the bottom row of fig. 6.15, we see a
nice agreement of the freed dynamic isobar amplitude of the JPCξ = 1−− isobar
with the parameterization used in the fixed-isobar PWA. The determination of
the resonance parameters of the ρ(770) resonance parameters will be discussed in
section 7.0.8.
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Figure 6.11.: Similar to fig. 6.7, now showing the 0−+0+ [ππ]0++ πS wave. The red
points show the direct results from the freed-isobar PWA without
correcting for the zero mode. The blue points show the result after
correction for the zero mode with the weighted average of the indi-
vidual methods. The gray points in the bottom-row plots show the
results of the individual methods. The picture in the upper left shows
the incoherent sum over all four t′ bins; the other three pictures only
show results for a single t′ bin.
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Figure 6.12.: Argand diagrams for the 0−+0+ [ππ]0++ πS wave, similar to the lower
right plot of fig. 6.11 for m3π bins below and above the π(1800)
resonance.

6.3.6. The JPC
X M ε = 2−+0+ sector

The JPCM ε = 2−+0+ sector contains four freed waves, which are affected by
two zero modes. Again, we use the same methods as in section 6.2.5 to resolve
the arising ambiguities. In fig. 6.16, we see that the different methods are not
as consistent as in the other JPC sectors discussed in sections 6.3.4 and 6.3.5.
However, since the resulting intensity spectra qualitatively agree with those from
the fixed-isobar PWA after correcting for the two zero modes (see the upper left
plots of figs. 6.17 to 6.20), we still trust the weighted average introduced in eq. (6.9)
to yield reliable zero-mode coefficients. We only find minor differences in the
peak region of the 2−+0+ [ππ]1−− πP wave. In section 7.0.9 we will see, that the
fits of the JPCξ = 2++ isobar with a relativistic Breit-Wigner amplitude for the
f2(1270) resonance exhibit a larger χ2/ndf that comparable fit for other waves. This
indicates, that the real dynamic amplitude of the 2++ isobar cannot be properly
described with a simple Breit-Wigner amplitude, explaining the inconsistency of
the “fitf2” with the rest of the methods.
For the 2−+0+ [ππ]0++ πD wave, shown in fig. 6.17, we see broad structures

at low m3π and m2π and a peak at m3π ≈ 1.9GeV/c2 and m2π ≈ 1GeV/c2.
This corresponds to the process π2(1880) → f0(980)π. In the dynamic isobar
amplitude for an m3π bin at the π2(1880) resonance, we observe, that also the
f0(1500) resonance contributes weakly. We also see, that the parameterizations for
the dynamic isobar amplitudes used in the fixed-isobar PWA do not agree with
those from the freed-isobar PWA.
The results for the 2−+0+ [ππ]1−− πP wave are shown in fig. 6.17. In the two-

dimensional intensity distribution, a broad peak, corresponding to the process
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Figure 6.13.: Similar to fig. 6.11, now showing results for the 0−+0+ [ππ]1−− πP
wave.

π2(1670) → ρ(770)π is visible. The dynamic isobar amplitude from the freed-
isobar PWA matches the parameterization used for the ρ(770) in the fixed-isobar
PWA.
The two-dimensional intensity distribution of the 2−+0+ [ππ]1−− πF wave (see

fig. 6.19) is dominated by a peak corresponding to the process π2(1880)→ ρ(770)π,
but also has some contribution from π2(1670) → ρ(770)π. The dynamic isobar
amplitude from the freed-isobar PWA matches the parameterization used for the
ρ(770) in the fixed-isobar PWA.
The 2−+0+ [ππ]2++ πS wave is the only wave with freed JPCξ = 2++ dynamic

isobar amplitude in model “C”. In the two-dimensional intensity distribution
(see fig. 6.20), we see a distinct peak corresponding to the process π2(1670) →
f2(1270)π. The dynamic isobar amplitude from the freed-isobar PWA nicely
matches that of the Breit-Wigner description of the f2(1270) in the fixed-isobar
PWA. The determination of resonance parameters of the ρ(770) and f2(1270) res-
onances will be discussed in chapter 7.
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Figure 6.14.: Similar to fig. 6.11, now showing results for the 1++0+ [ππ]0++ πP
wave.

6.3.7. Comparison with published freed-isobar PWA

A first freed-isobar PWA on the Compass data set introduced in chapter 2 was
published in ref. [12] alongside the fixed-isobar PWA described in chapter 4, as
already mentioned at the beginning of this chapter. This freed-isobar PWA was
performed in m3π bins of 40MeV/c2 width and four t′ bins. The binning in m2π

is the same as in the studies presented here, but two small differences, already
mentioned in section 6.1, with respect to our analysis model exist: the dynamic
isobar amplitudes of the fixed-isobar waves are the ones listed in table 6.2 and
the negative reflectivity sector has rank 2. In fig. 6.21 the two-dimensional in-
tensity distributions for single t′ bins are shown, which can be compared to the
corresponding plots in figs. 6.11, 6.14 and 6.20. Since every JPCX sector contains
only one freed wave, no zero modes are present in this model. The results of our
analysis are very similar to those in ref. [12] and we again see, that our method of
resolving zero mode ambiguities works.
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Figure 6.15.: Similar to fig. 6.11, now showing results for the 1++0+ [ππ]1−− πS
wave.

6.3.8. Waves with fixed dynamic isobar amplitudes

In addition to the 11 waves with freed dynamic isobar amplitudes, the wave set of
study “C” contains 72 waves with fixed dynamic isobar amplitudes. We compare
the PWA result for these waves with the PWA result for the 88-wave set with
only fixed dynamic isobar amplitudes (see table 6.1). We find a good qualitative
agreement for both analyses for almost all waves. Here we will only discuss waves,
that exhibit systematic qualitative differences between the fixed- and the freed-
isobar PWA stretching over several m3π bins. These waves are shown in fig. 6.22.
With respect to the fixed-isobar PWA, the following changes are observed in the
freed-isobar PWA:

• 1++0+ρ3(1690)πG: the peak at m3π = 1.4GeV/c2 vanishes;

• 2−+0+ρ3(1690)πP: a narrow peak around m3π = 1.45GeV/c2 appears;
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Figure 6.16.: Similar to fig. 6.10, now showing results for the JPCX M ε = 2−+0+

sector.

• 2−+1+ (ππ)S πD: a peak at m3π = 0.95GeV/c2 appears;

• 5++0+ρ3(1690)πD: the intensity increases strongly for m3π > 2.2GeV/c2;

• 2−+1−f2(1270)πS: the broad structure in the 1.5 to 1.9GeV/c2 mass region
vanishes;

• 2++1−f2(1270)πP: the peak around m3π = 1.55GeV/c2 vanishes.

These six waves all have small relative intensities, well below 1% (see table 6.1),
so we do not expect leakage effects of these differences on the overall results of
the PWA. The vanishing of peak-like structures in the freed-isobar PWA, like ob-
served in the 1++0+ρ3(1690)πG, the 2−+1−f2(1270)πS and the 2++1−f2(1270)πP

69



Chapter 6. Extensive Freed-isobar PWA

0.5 1.0 1.5 2.0 2.5
m3π[GeV/c2]

0.0

0.5

1.0

1.5

In
te

ns
ity

[E
ve

nt
s/

40
M

eV
]

×106 2−+0+[ππ]0++πD

0.100 < t′ < 1.000(GeV/c)2

0.5 1.0 1.5 2.0 2.5
m3π [GeV/c2]

0.5

1.0

1.5

2.0

m
2π

[G
eV
/c

2 ]

2−+0+[ππ]0++πD

0.326 < t′ < 1.000(GeV/c)2

0.4 0.6 0.8 1.0 1.2 1.4 1.6
m2π [GeV/c2]

0

1

2

3

4

5

6

7

In
te

ns
ity

[e
ve

nt
s/

40
M

eV
]

×104 2−+0+[ππ]0++πD1.86 < m3π < 1.90GeV/c2

0.326 < t′ < 1.000(GeV/c)2

−150−100−50 0 50 100 150 200

< [
√

events/40 MeV]

−100

0

100

200

300

=[
√ ev

en
ts

/4
0

M
eV

]

2−+0+[ππ]0++πD1.86 < m3π < 1.90GeV/c2

0.326 < t′ < 1.000(GeV/c)2

Figure 6.17.: Similar to fig. 6.11, now showing results for the 2−+0+ [ππ]0++ πD
wave.

waves[f] can be explained by the drastically increased number of free parameters
and the larger freedom of the freed-isobar PWA. Further studies have to show,
whether these original peak-like structures are physical, and vanish due to leak-
age into freed-isobar waves, or they stem from imperfections in the fixed-isobar
dynamic amplitudes and vanish, since the freed dynamic isobar amplitudes better
resemble the physical dynamic isobar amplitudes.
The appearance of new peaking structures as in the 2−+0+ρ3(1690)πP, the

2−+1+ (ππ)S πD and the 5++0+ρ3(1690)πD waves cannot be explained by leakage
effects. However, we see this change in all four bins of t′. A possible reason
for the appearing peak in the 2−+0+ρ3(1690)πP wave, that occurs in the sub-
threshold region, seems to be that in both models the production amplitude of

[f]Two of these waves have negative reflectivity ε = −1 and are therefore badly understood, since
the process is assumed to happen via Pomeron-exchange with positive reflectivity.
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Figure 6.18.: Similar to fig. 6.11, now showing results for the 2−+0+ [ππ]1−− πP
wave.

the corresponding 2−+1+ρ3(1690)πP wave is fixed to zero below 1.3GeV/c2. The
so-called partial-waves thresholds were originally fine-tuned by F. Haas to avoid
such jumps in the 88-wave fixed-isobar model, therefore we do not see jumps in
the fixed-isobar PWA [8]. Since waves with freed isobar dynamic amplitudes do
not have such thresholds, the thresholds for fixed-isobar waves have to be adapted
in further studies.
The arising sub-threshold peak in the 2−+1+ (ππ)S πD wave, however, cannot

be explained by threshold effects. Since it arises around 1GeV/c2 and there is no
2−+1+f0(980)πD in the wave set, the peak is most likely caused by the f0(980)
resonance.
Neither the existence of a resonance, nor a partial-wave threshold is able to

explain the structure arising in the 5++0+ρ3(1690)πD. To find the origin of this
deviation, more dedicated leakage studies are necessary.
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Figure 6.19.: Similar to fig. 6.11, now showing results for the 2−+0+ [ππ]1−− πF
wave.

6.4. Further freed-isobar studies on Compass data

In section 6.3 we have seen, that the results of the freed-isobar PWA are qualita-
tively consistent with the results of the fixed-isobar PWA. Starting from the model
for the 11 wave freed-isobar PWA, specified in section 6.1 and listed in table 6.1,
we explore different extensions of this freed wave set and apply them to the same
data set to obtain insight into the dynamic isobar amplitudes of selected interesting
waves. A list of these studies has already been given in section 6.1.

6.4.1. Freeing the spin-exotic 1−+1+ [ππ]1−− πP wave

As a first extension to the freed-isobar model, study “E”, specified in table 6.1, we
free the dynamic isobar amplitude of the 1−+1+ρ(770)πP wave in addition the 11
waves of “C”. This wave is of particular interest, since it has spin-exotic quantum
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Figure 6.20.: Similar to fig. 6.11, now showing results for the 2−+0+ [ππ]2++ πS
wave.
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Figure 6.22.: Comparison of the PWA results using the 88-wave set with fixed
isobar amplitudes and the wave set of study “C” with freed dynamic
isobar amplitudes (see table 6.1). Blue points represent the freed-
isobar PWA and green points the fixed-isobar PWA.

numbers, that are forbidden for a simple quark-antiquark state. Resonance signals
in this wave were claimed by several analyses, for example in refs. [3–6], but yield
strong model-dependence of the intensity distribution and a controversial resonance
interpretation.
F. Haas was able to show in ref. [8], that the shape of the intensity distribu-

tion of the spin-exotic wave below 1.4GeV/c2 exhibits a strong dependence on the
chosen wave set. The results from refs. [3–6], could be reproduced using the re-
spective wave sets and the data set collected by Compass. However, although the
wave set for the fixed-isobar PWA was chosen to reduce discontinuities induced by
thresholds, it remains difficult to pin down the resonance content of the spin-exotic
wave.
To investigate the isobar content of the spin-exotic wave, we study the freed

dynamic isobar amplitudes of this wave. We have seen in section 5.2.3, that a zero
mode exists in this wave, that does not connect to any other wave and needs to be
corrected for. The existence of a zero mode in this wave might explain the strong
dependence of the spin-exotic wave on the wave set observed in earlier studies [3–6].
We use the ρ(770) resonance as a constraint, once as a fixed Breit-Wigner param-
eterization, “fixρ”, and as a Breit-Wigner parameterization with floating mass and
width, “fitρ”, as described in section 6.2.2. We leave out the smoothness method in
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Figure 6.23.: Similar to fig. 6.11, now showing results for the 1−+1+ [ππ]1−− πP
wave in the lowest bin in t′.

this wave, since we see for example in section 6.2.3, that it tends to give unphysical
results and is not counteracted by enough other methods in this case. The results
for the spin-exotic wave are shown in figs. 6.23 and 6.24 for the lowest and highest
bin in t′. In both t′ bins, we see an excess of the intensity distributions over the
fixed-isobar PWA, while the shapes are consistent. In the two-dimensional inten-
sity distributions we see broad structures in m3π, decaying into ρ(770)π−. The
peak position moves to higher values of m3π in the higher t′ bin and could corre-
spond to a π1 resonance. The extracted dynamic isobar amplitudes are dominated
by the ρ(770) resonance, but exhibit deviations from a simple Breit-Wigner shape.

6.4.2. Extension of the freed JPC
X M ε = 1++0+ sector

In study “D”, we explore the JPCX M ε = 1++0+ sector further, by also freeing the
dynamic isobar amplitudes in the 1++0+ρ(770)πD wave and the 1++0+f2(1270)πP
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Figure 6.24.: Similar to fig. 6.11, now showing results for the 1−+1+ [ππ]1−− πP
wave in the highest bin in t′.

wave in addition to the 11 freed waves of study “C” defined in table 6.1. Since there
are zero modes present in the 1++0+ sector, we have to resolve the corresponding
ambiguities. We do so, by employing the same methods, as in section 6.2.5.
Among the waves with fixed dynamic isobar amplitudes, we only find significant

differences to the PWA with 11 freed-isobar waves in the 1++0+f2(1270)πF wave,
as shown in fig. 6.25. This seems to be due to the fact, that the dynamic isobar
amplitude of the 1++0+f2(1270)πP is now freed. Since the 1++0+f2(1270)πF wave
contributes only 0.13% to the total intensity of the fixed-isobar PWA, we do not
expect sizable effects of this leakage on other waves.
Comparing the results for the waves with freed dynamic isobar amplitudes of

this study with an extended freed 1++0+ sector to the model with 11 freed-isobar
waves, we find no major differences, except for the 1++0+ [ππ]0++ πP wave, were
the broad structure at low m3π and m2π has a different shape compared to the 11
freed wave model. The difference can be seen by comparing the two-dimensional
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Figure 6.25.: Left: Intensity distribution for the 1++0+f2(1270)πF wave obtained
in the fixed-isobar PWA (green), the freed-isobar PWA with 11
freed waves (blue) and the freed-isobar PWA with additionally freed
JPCX M ε = 1++0+ waves (orange). Right: Two-dimensional inten-
sity distribution for the 1++0+ [ππ]0++ πP wave obtained with the
extended JPCX M ε = 1++0+ wave set.

intensity distribution in figs. 6.14 and 6.25 for one bin in t′; however, the picture
is similar in all four t′ bins.
The results for the additionally freed 1++0+ [ππ]1−− πD wave are shown in

fig. 6.26. In the two-dimensional intensity distribution, we see a broad struc-
ture decaying into ρ(770)π− that does not correspond to any known a1 resonance.
Comparing the intensity distribution to the fixed-isobar PWA we see an excess
over the fixed-isobar result. The intensity distribution has large uncertainties in
the region of the a1(1260) resonance, that are caused by the presence of several
zero modes and the fact, that the intensity of the 1++0+ [ππ]1−− πS wave is two
orders of magnitudes higher. Due to the zero modes, the size of the uncertainties
on the big wave reflect into the uncertainties on the small wave. The excess over
the fixed-isobar PWA might be caused by the fact, that the fixed dynamic isobar
amplitude used in the fixed-isobar PWA for the 1++0+ρ(770)πD wave does not
describe the freed-isobar dynamic amplitude, as can be seen in the Argand diagram
in fig. 6.26.
The results for the additionally freed 1++0+ [ππ]2++ πP wave are shown in

fig. 6.27. Looking at the comparison of the intensity distributions to the fixed-
isobar PWA, we find a much more pronounced peak in the mass region of the
a1(1260), around 1.3GeV/c2. The two-dimensional intensity distribution reflects
the appearance of this distinct peak. Since in this m3π region, only the low-
mass tail of the f2(1270) resonance lays within the kinematically allowed region,
a false description of this tail in the fixed-isobar model may lead to big changes
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Figure 6.26.: Similar to fig. 6.11, now showing results for the 1++0+ [ππ]1−− πD
wave.

in this wave. The extracted dynamic isobar amplitudes, shown in the lower row
of fig. 6.27, exhibit indeed some differences compared to the fixed-isobar dynamic
amplitude that night explain this behavior.

6.4.3. Extension of the freed JPC
X M ε = 2−+0+ sector

In study “G”, we free the 2−+0+ [ππ]2++ πD wave and the 2−+1+ [ππ]2++ πS wave
in addition to the 11 waves of “C”, resulting in a total of 13 freed-isobar waves.
Comparing the results for the remaining 71 waves with fixed dynamic isobar am-
plitudes from this 13-freed wave model, we find a good agreement with the 11-freed
wave fit and only see some differences in the 2−+1+ρ3(1690)πP wave.
Since there are several zero modes in the 2−+0+ sector, we have to constrain

them. We do so, by using five different methods: 1) Fixed parameterizations for all
5 free dynamic isobar amplitudes in the 2−+0+ sector with the same parameters
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Figure 6.27.: Similar to fig. 6.11, now showing results for the 1++0+ [ππ]2++ πP
wave.

as used in the fixed-isobar PWA, “fixall”, 2) fixed parameterizations for the 2−+0+

[ππ]0++ πD dynamic amplitudes, “fixf0”, 3) a ρ(770) Breit-Wigner parameterization
with floating mass and width for the JPCξ = 1−− dynamic amplitudes, “fitρ”, 4)
a f2(1270) Breit-Wigner parameterization with floating mass and width for the
JPCξ = 2++ dynamic amplitudes, “fitf2” and 5) the smoothness criterion “smooth”.
We do not find a zero mode in the 2−+1+ sector.

If we compare the dynamic isobar amplitudes after resolving the zero modes
with the results of the fit with 11 freed waves, we do not observe major differences.
Results for the additionally freed 2−+0+ [ππ]2++ πD wave are shown in fig. 6.28.
We see a distinct peak in the two-dimensional intensity distribution, corresponding
to the decay π2(1880)→ f2(1270)π. Comparing the resulting intensity distribution
to the fixed-isobar PWA, we see, that the gross features match, but that the freed-
isobar PWA yields a more pronounced π2(1880) peak. This is due to the fact,
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that the fixed dynamic isobar amplitude used to describe the f2(1270) is not able
to describe all features of the freed-isobar one, as can be seen in the lower row of
fig. 6.28. The shoulder at small m2π cannot be described in the fixed-isobar model,
and the position of the f2(1270) resonance looks slightly shifted. These differences
may be caused by additional physical structures in the 2−+0+ [ππ]2++ πD dynamic
isobar amplitude, or by leakage from other waves due to the much larger number
of degrees of freedom.
Nevertheless, the plots in the lower row of fig. 6.28 suggest, that the fit quality

could be improved by scaling the Breit-Wigner amplitude with a constant. This
turns out not to be the case, which can be seen by looking at the data in a different
representation. Figure 6.29 depicts the same data, now as real and imaginary part
of the dynamic isobar amplitude. It can be seen, that a simple scaling of the
Breit-Wigner description does not improve the fit quality.
The results for the 2−+1+ [ππ]2++ πS wave are shown in fig. 6.30. In the two-

dimensional intensity distribution we see a clear peak corresponding to the decay
π2(1670)→ f2(1270)π. If we compare the one dimensional intensity distribution to
the fixed-isobar results, we see an increase by roughly a factor of two. This higher
intensity can also be seen in the corresponding dynamic isobar amplitudes, which
explains this behavior and is similar in the surrounding m3π and t′ bins, which are
not shown for reasons of brevity. The parameterization used in the fixed-isobar
PWA therefore seems to be particularly different from the physical one in this
wave.

6.4.4. Extension of the freed JPC
X M ε = 2++1+ sector

In the 11 wave model, we have only freed one wave in the JPCX M ε = 2++1+

sector, and therefore did not encounter a zero mode. In study “F”, we also free
the 2++1+ [ππ]2++ πP wave. Doing so, we get a zero mode, which we correct using
four different methods: 1) fixed dynamic amplitudes for both waves “fixall”, using
a Breit-Wigner with floating mass and width 2) for the JPCξ = 1−− isobar, “fitρ”,
or 3) for the JPCξ = 2++ isobar, “fitf2”, and 4) the smoothness criterion “smooth”.
Comparing the results for the 2++1+ [ππ]1−− πD wave to the 11 wave model,

we do not find major differences. The results for the additionally freed 2++1+

[ππ]2++ πP wave are shown in fig. 6.31. Fixed- and freed-isobar PWA match
nicely, although the uncertainties on the freed-isobar results are rather large in
the a2(1320) peak region. The reason for this is, that the relative intensity of
the 2++1+ [ππ]1−− πP wave is two orders of magnitude higher than for the 2++1+

[ππ]2++ πP wave. Since both waves are connected via a zero mode, the size of the
uncertainties on the results of the JPCξ = 1−− wave projects to the much smaller
JPCξ = 2++ wave in this m3π region.
In the lower row of fig. 6.31 we see, that the description of the resulting dynamic

amplitude with a Breit-Wigner amplitude for the f2(1270) resonance matches
nicely. In the two-dimensional intensity distribution, structures appear that cor-
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Figure 6.28.: Similar to fig. 6.11, now showing results for the 2−+0+ [ππ]2++ πD
wave.

respond to the decay a2(1320) → f2(1270)π, even though the process is a sub-
threshold decay.
Most of the intensity distributions of the waves, that still employ fixed dynamic

isobar amplitudes, agree well with the 11 wave model. However, a much more
pronounced a2(1320) peak appears in the 2++1+ρ3(1690)πD wave. This effect
is shown in fig. 6.32 and is present in all four t′ bins. It might appear because
the additional freed wave removes tensions within the 2++ sector. However, since
the corresponding decay a2(1320) → ρ3(1690)π would be far sub-threshold, we
do not expect this process to happen with such a high intensity. A more likely
explanation is leakage from a wave with an orbital angular momentum of 3, for
example the 2++1+f2(1270)πF wave, which is not included in the PWA. For this
wave, the values of the spin of the isobar and of the orbital angular momentum are
interchanged with the values for the 2++1+ρ3(1690)πD wave. This also explains,
why we see this effect only after freeing the JPCξ = 2++ isobar. An additional fit
could resolve this question, but is outside the scope of this work.
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Figure 6.29.: Similar to fig. 6.28, now showing real and imaginary part of the dy-
namic isobar amplitude of the 2−+0+ [ππ]2++ πD wave.

6.4.5. Addition of a freed JPC
X M ε = 3++0+ sector

In study “H”, we extend the set of 11 freed waves by three waves in the JPCX M ε =
3++0+ sector: 3++0+ [ππ]1−− πD, 3++0+ [ππ]2++ πP, and 3++0+ [ππ]3−− πS. The
main goal was to study the ρ3(1690) isobar; the 3++1+ρ3(1690)πS wave has the
highest relative intensity of all ρ3(1690) waves in the fixed-isobar model. We find,
that in the 3++0+ sector, a zero mode is present, that contributes only to the waves
with JPCξ = 1−− and 3−− isobars. We correct for the corresponding ambiguity by
using 4 different methods: 1) fixed dynamic amplitudes for both waves “fixall”, a
Breit-Wigner dynamic amplitude with floating mass and width for 2) the ρ(770)
and 3) for the ρ3(1690) resonance, “fitρ” and “fitρ3”, and 4) the smoothness method,
“smooth”.
Comparing the intensity distributions of the fixed-isobar waves and the freed-

isobar waves with those in the 11 wave model, we do not find any major differences.
We only see small deviations in the low-mass tail of the 3++0+ρ(770)πG wave,
which is shown in fig. 6.32.
The results for the 3++0+ [ππ]1−− πD wave are shown in fig. 6.33. In the two-

dimensional intensity distribution we see a broad peak, that could correspond to
the decay a3(1875)→ ρ(770)π However, The comparison of the intensity distribu-
tion with the fixed-isobar PWA shows some differences. This can be explained by
the fact, that the extracted dynamic isobar amplitudes, shown in the lower row of
fig. 6.33 differ from a pure ρ(770) Breit-Wigner shape.
In the 3++0+ [ππ]2++ πP wave, we also see a structure, that could correspond

to the a3(1875) resonance, now decaying into f2(1270)π− (see fig. 6.34). In the
comparison with the fixed-isobar model, we see an excess of the freed-isobar wave
over the fixed-isobar one, even though the dynamic amplitude is compatible with
a Breit-Wigner description.
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Figure 6.30.: Similar to fig. 6.11, now showing results for the 2−+1+ [ππ]2++ πS
wave.

The third wave in this sector is the 3++0+ [ππ]3−− πS wave, which is shown in
fig. 6.35. The two-dimensional intensity distribution again exhibits a peak com-
patible with the a3(1875), now decaying into ρ3(1690)π−. Also for this wave, the
intensity distribution differs from that of the fixed-isobar PWA, which again can
be attributed to the fact, that the dynamic isobar amplitudes do not have a simple
ρ3(1690) Breit-Wigner shape.
However, even though we observe a peaking structure that could correspond to

the a3(1875) resonance in all three freed JPCX = 3++ waves, we have to perform an
analysis of the production amplitudes of these waves in order to determine their
resonance content. To determine the production amplitudes, we fit the dynamic
isobar amplitudes in every m3π and t′ bin separately with a Breit-Wigner parame-
terization, as given in eqs. (4.8) and (4.9) and extract the complex coupling F , as
in eq. (5.67), of this parameterization. Since we do not observe any phase motion of
these coefficients with m3π, we cannot state the existence of any resonance content
in the freed JPCX = 3++ waves, that can be described by a simple Breit-Wigner
parameterization.
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Figure 6.31.: Similar to fig. 6.11, now showing results for the 2++1+ [ππ]2++ πP
wave.

A dedicated resonance model fit on the a3(1875) resonance by S. Wallner on the
results of the fixed-isobar PWA, similar to the analysis described in ref. [38], did
also not show any Breit-Wigner like resonance content in these three JPCX = 3++

waves. In this study, the production amplitudes of the corresponding fixed-isobar
waves, 3++0+ρ(770)πD, 3++0+f2(1270)πP, and 3++0+ρ3(1690)πS, were fitted
with a Breit-Wigner resonance model. Therefore, we can conclude, that either a
more elaborate description of these peaking structures is necessary to pin down a
possible a3(1875) resonance, or the peaks are not caused by a resonance at all.

6.4.6. Addition of a freed JPC
X M ε = 4++1+ sector

In study “I”, two waves with JPCX M ε = 4++1+ are freed, the 4++1+ [ππ]1−− πG
wave and the 4++1+ [ππ]2++ πF wave, in addition to the waves in model “C”.
For the 4++1+ sector, we do not find a zero mode. We do not find any major
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Figure 6.32.: Results for the 2++1+ρ3(1690)πD and the 3++0+ρ(770)πG wave, for
the fixed-isobar PWA (green), the 11-freed-wave model (blue), and
the freed-isobar model with an additionally freed JPCX M ε = 2++1+

wave or an additionally freed JPCX M ε = 3++0+ sector (orange), re-
spectively.

differences compared to the “C” freed-isobar PWA, neither for the freed- nor for
the fixed-isobar waves, that appear in both models.

The results for the freed 4++1+ [ππ]1−− πG wave are shown in fig. 6.36. In
the two-dimensional intensity distribution, we see a clear peak for the decay
a4(2040) → ρ(770)π. Comparing the intensity distribution with the fixed-isobar
PWA, we find a very good agreement. This is in accordance with the fact, that
the extracted dynamic isobar amplitude is compatible with a simple ρ(770) Breit-
Wigner, which can be seen in the lower row of fig. 6.36.

The second freed wave in this sector, the 4++1+ [ππ]2++ πF wave, is shown in
fig. 6.37. In the two-dimensional intensity distribution, we again see a clear peak,
corresponding to the a4(2040), now decaying into f2(1270)π−. In comparison with
the fixed-isobar PWA, we see an excess of the intensity in the low- and high-mass
tails, while the a4(2040) peak roughly matches. The deviations in the tails are again
due to the fact, that a simple f2(1270) Breit-Wigner does not suffice to describe the
extracted dynamic isobar amplitude further away from the a4(2040) peak. In the
low m3π region, this is due to the fact, that the dynamic isobar amplitude does not
contain an f2(1270) resonance, while in the highm3π region, the f2(1270) resonance
is present in the dynamic isobar amplitude, but we see additional structures at a
m2π region of about 1.4GeV/c2. However, these structures cannot be described by
an additional Breit-Wigner like resonance, so we cannot state the presence of an
excited f ′2 resonance. To clarify the presence of such an excited resonance, a more
advanced parameterization is necessary, which is not available at the moment.
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Figure 6.33.: Similar to fig. 6.11, now showing results for the 3++0+ [ππ]1−− πD
wave.

6.4.7. Additionally freed 4−+0+ [ππ]1−− πF and 6−+0+ [ππ]1−− πH
waves

We perform two more studies—“J” and “K”—, where we added the 4−+0+ [ππ]1−−
πF or the 6−+0+ [ππ]1−− πH wave to the set of 11 freed waves. There are no
additional zero modes in these two models. In both studies, we do not find any
significant differences to the PWA using the 11-freed-wave model, neither in the
freed-, nor the fixed-isobar waves. The only exception are minor differences in the
4−+0+f2(1270)πG wave in the study with the freed 4−+0+ [ππ]1−− πF wave.
The results for the freed 4−+0+ [ππ]1−− πF wave are shown in fig. 6.38. In

the two-dimensional intensity distribution, we see a broad structure above m3π >
1.6GeV/c2, that decays into ρ(770)π−. This broad structure can most likely be
attributed to the Deck effect, introduced in appendix B, and not to any resonant
π4 contribution. In comparison with the fixed-isobar PWA, we see a slight excess
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Figure 6.34.: Similar to fig. 6.11, now showing results for the 3++0+ [ππ]2++ πP
wave.

in the peak of the broad structure, which may be attributed to the imperfect
description of the extracted dynamic isobar amplitudes by a ρ(770) Breit-Wigner
shape (see fig. 6.38). Such deviations may also be a result of the Deck effect, since
the study in appendix B suggests, that most of the intensity in the 4−+0+ρ(770)πF
is generated by this non-resonant contribution. The 4−+0+ρ(770)πF wave is used
as phase reference in all other studies. Since it is freed here, this is not possible
and we use the 6−+0+ρ(770)πH wave as reference instead.
The results for the 6−+0+ [ππ]1−− πH wave are shown in fig. 6.39. Similar to

the 4−+ wave, we see a broad structure decaying to ρ(770)π−. This structure can
again be attributed to the Deck effect. The excess of the intensity distribution over
the fixed-isobar PWA may be explained by the fact, that the ρ(770) Breit-Wigner
description does not fit the extracted dynamic isobar amplitudes. Such a deviation
may also be caused by the Deck effect. The study in appendix B suggests, that
most of the intensity in the 6−+0+ρ(770)πH wave is generated by the Deck effect.
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Figure 6.35.: Similar to fig. 6.11, now showing results for the 3++0+ [ππ]3−− πS
wave.

88



6.4. Further freed-isobar studies on Compass data

0.5 1.0 1.5 2.0 2.5
m3π[GeV/c2]

0

1

2

3

4

5

6

7

In
te

ns
ity

[E
ve

nt
s/

40
M

eV
]

×104 4++1+[ππ]1−−πG

0.100 < t′ < 1.000(GeV/c)2

0.5 1.0 1.5 2.0 2.5
m3π [GeV/c2]

0.5

1.0

1.5

2.0

m
2π

[G
eV
/c

2 ]

4++1+[ππ]1−−πG

0.141 < t′ < 0.194(GeV/c)2

0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
m2π [GeV/c2]

0

1

2

3

4

5

6

In
te

ns
ity

[e
ve

nt
s/

40
M

eV
]

×104 4++1+[ππ]1−−πG1.94 < m3π < 1.98GeV/c2

0.141 < t′ < 0.194(GeV/c)2

−250 −200 −150 −100 −50 0 50

< [
√

events/40 MeV]

−50

0

50

100

150

200

250

=[
√ ev

en
ts

/4
0

M
eV

]

4++1+[ππ]1−−πG1.94 < m3π < 1.98GeV/c2

0.141 < t′ < 0.194(GeV/c)2

Figure 6.36.: Similar to fig. 6.11, now showing results for the 4++1+ [ππ]1−− πG
wave.
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Figure 6.37.: Similar to fig. 6.11, now showing results for the 4++1+ [ππ]2++ πF
wave.
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Figure 6.38.: Similar to fig. 6.11, now showing results for the 4−+0+ [ππ]1−− πF
wave.
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Figure 6.39.: Similar to fig. 6.11, now showing results for the 6−+0+ [ππ]1−− πH
wave.
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Chapter 7.

Determination of isobar resonance
parameters

Up to now, we have extracted the dynamic isobar amplitudes of the individual
waves and corrected for appearing zero modes. To make further use of these
data, we extract the parameters of the appearing isobar resonances by fitting the
dynamic amplitudes with a resonance model.
In several of the freed waves, zero modes are present, which we have to take into

account. It turns out, that leaving the zero mode coefficient and the resonance
parameters free simultaneously, leads to an unstable fit in some cases. Therefore,
we first fix the zero mode coefficients, as described in section 6.2.2 and then fit
the resulting dynamic isobar amplitudes with the resonance model. On the results
for the dynamic isobar amplitudes with resolved zero-mode ambiguities, we fit a
parameterization to determine the parameters of the dominating isobar resonances.
For all resonances except the f0(980) we use a Breit-Wigner parameterization, as
given in eqs. (4.8) and (4.9). We perform this fit in independently in every (m3π,
t′) bin to see, whether the Breit-Wigner parameterization is able to describe the
data consistently over the whole m3π ranage. If this is the case and the dynamic
isobar amplitudes were given by a pure Breit-Wigner, we expect the extracted
resonance parameters—masses and widths—to be constant over m3π and t′ and
the same for all waves. However, we will see that none of the appearing resonance
resonance exhibits such a constant behavior, but suffer from systematic effects from
non-resonant contribution and rescattering with the bachelor pion. In addition, we
perform fits of the resonance parameters in every t′ bin using the whole m3π range
to be able to compare the resulting parameter values with those for the individual
m3π bins.

7.0.8. Resonance parameters of ρ(770)

Combining all studies, we have a total of 13 different waves with a freed [ππ]1−−
isobar (see table 6.1). For all these waves, we fit the extracted dynamic isobar
amplitudes for every m3π and t′ bin separately with a Breit-Wigner amplitude,
given in eqs. (4.8) and (4.9). Doing so, we can study the dependence of the
parameters of the ρ(770) resonance—mass mρ and width Γρ—on the 3π mother
wave and on m3π and t′. We performed these fits once using the full kinematically
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Figure 7.1.: Example results for the resonance fits for the different resonances. The
plots are similar to fig. 6.11, the gray line now shows the model curve.
In the upper left plot the two independent fits of the f0(980) and the
f0(1500) are shown.
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allowed m2π range and once restricting the range to the region m2π < 1.2GeV/c2

to limit the influence of the high-mass tail.
Two examples for fits of ρ(770) dynamic amplitudes are depicted in the middle

row of fig. 7.1. The left plot shows the same data as fig. 6.15 and we see, that
the Breit-Wigner with adjusted parameters fits the data points better that the
fixed parameterization, as expected. The right plot shows an example m3π bin of
the same t′ bins, where the Breit-Wigner description is not sufficient to describe
the dynamic isobar amplitude. The model curve lies systematically lower than
the data points, which gives the impression that simple scaling improves the fit.
However, loking at the real and imaginary part of the dynamic isobar amplitude
reveals, that this is not the case, similar to the the 2−+0+ [ππ]2++ πD wave, depited
in fig. 6.29.
In fig. 7.2 the results for the ρ(770) parameters obtained with the Breit-Wigner

fit to the extracted dynamic isobar amplitudes of the 0−+0+ [ππ]1−− πP wave from
study “C” are shown for all four t′ bins. The different colors represent the following
t′ bins: blue 0.100 < t′ < 0.141 (GeV/c)2, red 0.141 < t′ < 0.194 (GeV/c)2 green
0.194 < t′ < 0.326 (GeV/c)2, and orange 0.326 < t′ < 1.000 (GeV/c)2. Points with
uncertainties above 150 MeV are not shown to obtain clearer pictures. The top row
shows the values of χ2/ndf, which are around 5—a typical value for waves analyzed
this way—indicating, that a pure Breit-Wigner amplitude is not able to capture all
details of the extracted dynamic isobar amplitudes. The resonance parameters mρ

and Γρ shown in the center and bottom row of fig. 7.2 exhibit no strong dependence
on m3π and are similar in the different t′ bins. Only in the highest t′ bin the ρ(770)
width shows a larger variation. We do not observe strong effects due to the m2π

fit range. The resulting parameters for the individual m3π bins scatter around the
results for the fits using the whole m3π range simultaneously.
Figure 7.3 shows the results for the same analysis performed for the 1++0+

[ππ]1−− πS wave obtained in study “C”. The typical value of χ2/ndf is around
10, which is the largest χ2/ndf of all analyzed [ππ]1−− waves. However, this is
mostly caused by the fact, that the relative statistical uncertainties on the 1++0+

[ππ]1−− πS wave are very small, since it describes the highest relative intensity in
the fit model. We also observe, that a restriction of the m2π fit range improves
the fit quality for m3π > 1.6GeV/c2, which indicates, that at high m2π additional
contributions play a role in this dynamic isobar amplitude. One such contribution
might stem from the presence of excited ρ′ resonances, which will be studied further
in section 7.0.13. The extracted ρ(770) parameters, shown in the middle and
bottom row of fig. 7.3, exhibit a dependence on m3π, that is similar in all t′

bins. This dependence only gets a bit weaker for m3π > 2GeV/c2, if the fit
range is restricted to m2π < 1.2GeV/c2. This again hints to the presence of
additional contributions to the dynamic isobar amplitude in the high-m2π range,
since this range is only kinematically allowed in the high-m3π region. The results
obtained by fits over the whole m3π range are only consistent with the results for
the m3π region from 1.0 to 1.3GeV/c2. This is the mass region of the dominating
a1(1260) resonance, where 1++0+ [ππ]1−− πS wave has the highest intensity. The
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Figure 7.2.: Results of the fits in m3π and t′ bis of the isobar dynamic amplitude
extracted for the 0−+0+ [ππ]1−− πP wave: The χ2/ndf of the fits (top),
the resulting ρ(770) mass (center), and the resulting ρ(770) width
(bottom). The m2π fit range is given by kinematic limits (left) and
limited to the range below 1.2GeV/c2 (right). The horizontal lines
indicate the result of a combined fit of the ρ(770) parameters over the
whole m3π range. The colors represent different t′ bins (see text). The
gray band indicates the corresponding value given by the PDG [2].96



results in this region therefore have a very strong influence on the extracred ρ(770)
parameters using the whole m3π range.
Figure 7.4 shows the results of the same analysis performed for the spin-exotic

1−+1+ [ππ]1−− πP wave obtained in study “E”. We observe a χ2/ndf around 5, that
decreases only little when restricting them2π range in the fits. The resulting ρ(770)
parameters are consistent with the fit over whole m3π range. Only in the region
of m3π > 2GeV/c2, the results begin to scatter further, since there the intensity
of the 1−+1+ [ππ]1−− πP wave is very small. We only observe a m3π dependence
of mρ in the region of m3π from 1.8 to 2.0GeV/c2 when the m2π fit range is not
restricted. This hints to additional contributions in this dynamic isobar amplitude
in the high-m2π region.
To obtain a global picture for the values of the ρ(770) resonance parameters, we

fit the (mρ, Γρ) distribution obtained from all individual fits with a two-dimensional
Gaussian. Since for some m3π and t′ bins and waves, the fit of the Breit-Wigner
does not converge, we restrict the results to be fitted to the ranges 700 MeV/c2 <
mρ < 850 MeV/c2 and 80 MeV/c2 < Γρ < 250 MeV/c2. We use the results for
the ρ(770) resonance parameters obtained with an unrestricted m2π range[a]. For
this fit, we use the maximum likelihood method and weight the individual points
by their respective

(
χ2/ndf

)−1, neglecting their statistical uncertainties. We chose
this procedure, since we want the bins best described by a Breit-Wigner to have
the biggest impact, regardless of the intensity of the respective wave, which largely
determines the size of the statistical uncertainties. Figure 7.5 shows the (mρ,
Γρ) distribution and its projections on the mρ and Γρ axes with the result of the
Gaussian fit. We see, that the Gaussian fit allows to estimate the central value and
the standard deviation of the distribution. The Gaussian fit yields the following
results:

µmρ =770 MeV/c2, σmρ = 17 MeV/c2,

µΓρ =146 MeV/c2, σΓρ = 28 MeV/c2,

%mρΓρ =0.102,

(7.1)

where µm,Γand σm,Γare the mean values and standard deviations of the respective
quantities and %mρΓρ is their correlation coefficient. The Gaussian standard devia-
tions give an estimate for the size of systematic effects of the mother wave, m3π,
and t′ on the fitted ρ(770) parameters. Such effects may be caused for example by
rescattering with the third pion or by non-resonant contributions like the Deck ef-
fect (see appendix B). Since we do not have an appropriate model for these effects,
we can only estimate their size using the standard deviations of the Gaussian fit
and include them in the systematic uncertainties[b]. For a model correctly describ-
ing such effects, the Gaussian standard deviations of the (mρ, Γρ) distribution are

[a]A Gaussian fit to the (mρ, Γρ) distribution obtained with a fit range of m2π < 1.2GeV/c2 yields
the same central values and slightly smaller standard deviations. We use the unrestricted
range, since the resulting distribution is more similar to a Gaussian.

[b]In this chapter, we only discuss systematic uncertainties of this kind and neglect other possible
contributions.
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Figure 7.3.: Similar to fig. 7.2, now showing results for the 1++0+ [ππ]1−− πS wave.
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Figure 7.4.: Similar to fig. 7.2, now showing results for the 1−+1+ [ππ]1−− πP wave.
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Figure 7.5.: Distribution of fit results for mρ and Γρ and the projections on the
axes. The red lines indicate the Gaussian fit.

expected to vanish. Within the ranges of these systematic uncertainties introduced
due to our simple Breit-Wigner model, the central values are consistent with the
ones given by the PDG [2].

7.0.9. Resonance parameters of f2(1270)

Combining all performed studies, we have a total of seven waves that employ a
freed [ππ]2++ isobar (see table 6.1). Similar to the ρ(770) in chapter 7, we fit
the f2(1270) resonance in all seven waves in every m3π and t′ bin separately with
a Breit-Wigner parameterization, as given in eqs. (4.8) and (4.9). This way, we
study the dependence of mf2 and Γf2 on m3π, t′, and the mother wave. Since the
mass of the f2(1270) resonance is much higher than that of the ρ(770), we do not
restrict the m2π range in these fits. However, we verified that by restricting the
m2π fit range to the region below 1.8GeV/c2, which had no significant influence
on the results.
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An example for a fit of a Breit-Wigner for the f2(1270) resonance is shown in the
upper right plot of fig. 7.1, which shows the same data as fig. 6.28. We see, that
even though the adjusted Breit-Wigner describes the data slightly better than the
fixed parameterization, it is not able to fully model all observed features. Even
tough the intensity distribution would suggest, that a simple scaling of the Breit-
Wigner description improves the fit, this is not the case for similar reasons as
discussed in section 6.4.3.
As an example for the resulting parameter values, we show the results for the

2−+0+ [ππ]2++ πS wave, taken from study “C” and for the the 2−+0+ [ππ]2++ πD
wave from study “G” in fig. 7.6. For both waves, we observe a rather large χ2/ndf
of around 10, indicating, that the f2(1270) resonance is not well described by a
Breit-Wigner parameterization in the JPCM ε = 2−+0+ waves, as can be seen in
the upper right plot of fig. 7.1. All other waves with a [ππ]2++ isobar exhibit a
typical value of 5 for χ2/ndf in these fits. For the 2−+0+ [ππ]2++ πS wave, we
observe a strong dependence of mf2 on m3π, which is similar in all t′ bins and
peaks at the position of the π2(1880) resonance. In the 2−+0+ [ππ]2++ πD wave,
we also see such a dependence, now with a dip at the π2(1880) resonance. The
m3π dependences of Γf2 also show a peak and dip around the mass of π2(1880),
respectively, roughly consistent in all four t′ bins. This shows, that the dynamic
isobar amplitude of the f2(1270) strongly depends on the decaying mother particle.

The results for mf2 and Γf2 from all waves, m3π and t′ bins in the ranges 1.0 <
mf2 < 2.0GeV/c2 and 0.1 < Γf2 < 0.4GeV/c2 are fitted by a two-dimensional
Gaussian similar to section 7.0.8. The resulting Gaussian parameters are:

µmf2
=1256 MeV/c2, σmf2

= 50 MeV/c2,

µΓf2
=178 MeV/c2, σΓf2

= 51 MeV/c2,

%mf2Γf2
=0.112.

(7.2)

As in the case of the ρ(770), the Gaussian widths of this fit is an estimate for
systematic effects of rescattering and non-resonant contributions caused by the
simplicity of our Breit-Wigner model, which does not take such effects into account.
Within the range of these effects, the resulting central values for mf2 and Γf2 are
consistent with the values given by the PDG [2]. The correlation coefficient of
mass and width of 0.112 is similar to the one of the ρ(770) resonance.

7.0.10. Resonance parameters of f0(980)

The analysis model contains three waves that employ freed [ππ]0++ isobars, all in-
cluded in study “C” (see table 6.1). Unlike the [ππ]1−− or the [ππ]2++ isobars, the
resulting 0++ dynamic amplitudes are not dominated by a single resonance, but are
composed of contributions from the broad (ππ)S wave and the resonances f0(980)
and f0(1500). Since the description of the broad (ππ)S component is difficult and
the signal for the f0(1500) is weak, we first restrict ourselves to the determination
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Figure 7.6.: Similar to fig. 7.2, now showing results from fits of an f2(1270) Breit-
Wigner to the dynamic isobar amplitude of the 2−+0+ [ππ]2++ πS wave
from study “C” (left) and the 2−+0+ [ππ]2++ πD wave from study “G”
(right).
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of the f0(980) parameters. Therefore, we limit the m2π fit range to a narrow win-
dow from 0.9 to 1.1GeV/c2 around the f0(980) mass. We describe the contribution
of the (ππ)S component by the parameterization used in the fixed-isobar analysis
(see table 4.2). Since we only analyze a narrow m2π window and the (ππ)S pa-
rameterization varies only slowly, we do not expect large systematic effects from
this choice. We verified this by performing a similar fit with a polynomial of first
degree instead of the (ππ)S parameterization, which yields comparable results. We
describe the f0(980) with a Flatté parameterization, as given in eq. (4.12) and fit
its resonance parameters, mf0 , gπ and gK, for every m3π and t′ bin in all three
waves.
An example for such a fit of the f0(980) is depicted in the upper left plot fig. 7.1,

alongside an independent fit of the f0(1500) resonance. The data points are the
same as in fig. 6.11. We see, that the interference of the Flatté parameterization
with the broad (ππ)S component offers a good description of the data.
As an example for the resulting f0(980) parameters, we show the results for the

0−+0+ [ππ]0++ πS wave in fig. 7.7. The χ2/ndf is around 5 for the two lowest t′

bins and decreases with increasing m3π to around 2. This χ2/ndf value is lower
for the two highest t′ bins, indicating that non-resonant contributions may have
a stronger influence at low t′. For the m3π range from 1.4 to 2.0GeV/c2 the fit
results for mf0 yield stable results in all t′ bins, while the fits become unstable for
low and high m3π, since in these m3π regions the wave has a small intensity. A
similar effect can be seen for the results for gπ, while the results for gK seem to
be unstable over the whole m3π range. A reason for this is, that this parameter
describes the f0(980)→ KK decay, which is invisible in our analysis.
As in sections 7.0.8 and 7.0.9, we determine the central values and standard

deviations for the resonance parameters by a Gaussian fit to the results for the
three waves in the m3π and t′ bins. Since the Flatté parameterization has three
resonance parameters, we use a three-dimensional Gaussian in this case[c]. The
resulting parameters are:

µmf0
=980 MeV/c2, σmf0

= 12 MeV/c2,

µgπ =0.067
(
GeV/c2

)2
, σgπ = 0.029

(
GeV/c2

)2
,

µgK =0.071
(
GeV/c2

)2
, σgK = 0.131

(
GeV/c2

)2
,

%mf2 ,gπ
=− 0.156, %mf2 ,gK

= 0.436

%gπ ,gK =0.383.

(7.3)

The central value of the f0(980) resonance mass is compatible with the value quoted
by the PDG [2] and with the value used in the fixed-isobar analysis of refs. [8, 12]
which were taken from ref. [30]. In contrast, the central value for gπ is inconsistent
with the value in ref. [30]. Due to the large systematic uncertainties and the high

[c]Similar to section 7.0.8, we restrict the fit results to 800 < mf0 < 1200 MeV/c2, 0 < gπ <

0.2
(
GeV/c2

)2, and −0.2 < gK < 0.5
(
GeV/c2

)2.
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Figure 7.7.: Similar to fig. 7.2, now showing results for the f0(980) Flatté param-
eters, mf0 , gπ and gK, in the 0−+0+ [ππ]0++ πS wave from study “C”.

correlations of gK with the other two resonance parameters, we cannot make any
statement on the consistency of this parameter, which is very weakly determined
in our studies.

7.0.11. Resonance parameters of f0(1500)

Since [ππ]0++ isobars also contain the f0(1500) resonance, we try to extract its
resonance parameters similarly to section 7.0.10, now using an m2π mass window
from 1.25 to 1.72GeV/c2. As parameterization, we use a Breit-Wigner amplitude
as given in eqs. (4.8) and (4.9). We employ the same description for the broad
(ππ)S component as in section 7.0.10. Since the mass of the f0(1500) is rather
high, we perform this analysis only for m3π bins above 1.5GeV/c2.
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An example for such a fit of the f0(1500) is depicted in the upper left plot fig. 7.1,
alongside an independent fit of the f0(980) resonance. The data points are the same
as in fig. 6.11. We see, that the interference of the Breit-Wigner parameterization
with the broad (ππ)S component offers a good description of the data.
The results of the f0(1500) parameters are shown in fig. 7.8, for the 0−+0+

[ππ]0++ πS wave (left) and the 2−+0+ [ππ]0++ πD wave (right). For both waves,
we obtain good χ2/ndf values of around 2.5. Except for the high-m3π region of the
2−+0+ [ππ]0++ πD wave, the results for mf0(1500) and Γf0(1500) are stable over m3π

and t′. Fits of the f0(1500) resonance in the 1++0+ [ππ]0++ πP wave turned out
to be unstable, so we excluded this wave from the fit, since there seems to be no
contribution from this isobar resonance.
We fit a two-dimensional Gaussian to the distribution of the f0(1500) parame-

ters[d], resulting in the following Gaussian parameters:

µmf0(1500)
=1494 MeV/c2, σmf0(1500)

= 68 MeV/c2,

µΓf0(1500)
=109 MeV/c2, σΓf0(1500)

= 30 MeV/c2,

%mf0(1500)Γf0(1500)
=0.161.

(7.4)

The central values are close to the values given by the PDG [2]. Using a polynomial
of first degree to model the (ππ)S background instead of the parameterization
given in table 4.2, the resulting central values are µmf0(1500)

= 1473 MeV/c2 and
µΓf0(1500)

= 130 MeV/c2.

7.0.12. Resonance parameters of ρ3(1690)

The only wave employing a freed [ππ]3−− isobar is the 3++0+ [ππ]3−− πS wave in
study “H”. We fit the resulting dynamic isobar amplitudes for every m3π and t′

bin with a Breit-Wigner parameterization for the ρ3(1690) resonance. An example
for such a fit of the ρ3(1690) is shown in the lower right plot of fig. 7.1, where
we see, that the Breit-Wigner parameterization offers a good description of the
ρ3(1690) peak region, but is not able to model the features at lower and higher
m2π. The resulting resonance parameters are shown in the left column of fig. 7.9.
The χ2/ndf values are around 5. The resonance mass of the ρ3(1690) mass rises
between m3π = 1.6GeV/c2 and 1.8GeV/c2, where the ρ3(1690) mass is below
threshold, and then approximates a constant. This dependence is consistent in all
four t′ bins. The rise can be explained with the opening of the 2π phase space for
the ρ3(1690) resonance in this m3π region. The ρ3(1690) width rises with m3π and

[d]Similar to section 7.0.8, we restrict the fit results to 1200 < mf0(1500) < 1800 MeV/c2 and
50 < Γf0(1500) < 200 MeV/c2.
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Figure 7.8.: Similar to fig. 7.2, now showing results for the f0(1500) in the 0−+0+

[ππ]0++ πS and the 2−+0+ [ππ]0++ πP waves, with the m2π fit range
restricted from 1.25 to 1.72GeV/c2.
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is also consistent over all t′ bins. A two-dimensional Gaussian fit to the distribution
the resonance parameters yields the following parameters[e]:

µmρ3 =1670 MeV/c2, σmρ3 = 74 MeV/c2,

µΓρ3
=199 MeV/c2, σΓρ3

= 39 MeV/c2,

%mρ3Γρ3
=0.205.

(7.5)

The systematic uncertainties on the resonance parameters are higher than in the
cases of the ρ(770) or the f2(1270) resonances (see sections 7.0.8 and 7.0.9). These
higher systematic uncertainties and the larger correlation coefficient might be
caused by the fact, that the biggest signal for the ρ3(1690) is heavily influenced by
the opening phase space, as can be seen in fig. 6.35. However, within these uncer-
tainties, the central values for mρ3 and Γρ3 are consistent with the values given by
the PDG [2].

7.0.13. Resonance parameters of ρ′

In addition to the ρ(770) resonance, we see a second loop structure in the Argand
diagram for the extracted dynamic isobar amplitudes of the 1++0+ [ππ]1−− πS
wave in the high-m3π region, which could correspond to a ρ′ resonance. Since,
the shape is not circular and overlaps with the ρ(770) resonance, we know that a
description with a Breit-Wigner is only a crude approximation. However, since we
lack a better parameterization, we nevertheless use a Breit-Wigner amplitude to
extract estimates for the parameters of a potential excited ρ′ resonance. To do so,
we first fit the parameters of the ρ(770) in every m3π and t′ bin the same way we
did in section 7.0.8, restricting the m2π range to below 1.2GeV/c2. In a second
step, we fix the ρ(770) parameters to the values obtained in the first fit, add a
second Breit-Wigner amplitude to the model function, and fit its parameters, now
using the whole kinematically allowed m2π range. An example of the fit of the ρ′

is shown in the lower left plot of fig. 7.1. We see, that the model is not able to
fully describe the peaks of the ρ(770) and ρ′. We also see, that the Breit-Wigner
descriptions of both resonances overlap and the signal of the ρ′ resonance is very
small compared to the ρ(770).
The results for the ρ′ parameters are shown in the right column of fig. 7.9.

The χ2/ndf values of 5 to 10 are in a similar range than for other resonance fits.
Compared to the results in fig. 7.3, where the same data is described without a ρ′

resonance, we find, that including both resonances results in a better description
of the data.
In the sub-threshold region of m3π < 1.4GeV/c2, the ρ′ mass mρ′ rises with

increasing m3π in all four t′ bins until m3π ≈ 1.4GeV/c2, where the resonance can
be on-shell. In the first two t′ bins, mρ′ decreases again with increasing m3π, while
in the upper two t′ bins, it stays roughly constant. For m3π & 2.0GeV/c2, the

[e]Similar to section 7.0.8, we restrict the fit results to 1200 < mρ3 < 2200 MeV/c2 and 100 <
Γρ3 < 300 MeV/c2.
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Figure 7.9.: Similar to fig. 7.2, now showing results for the 3++0+ [ππ]3−− πS wave
from study H with no restrictions on the m2π range (left) and for the
ρ′ fits to the 1++0+ [ππ]1−− πS wave from study “C” (right).
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results for mρ′ tend to become unstable. The values for the ρ′ width Γρ′ tend to
scatter, but are consistent over the different t′ bins.
To get an estimate for the ρ′ resonance parameters and their systematic uncer-

tainties, we performed a two-dimensional Gaussian likelihood fit to the distribution
of the ρ′ parameters like in section 7.0.8.
The resulting Gaussian parameters are[f]:

µmρ′ =1390 MeV/c2, σmρ′ = 145 MeV/c2,

µΓρ′ =421 MeV/c2, σΓρ′ = 230 MeV/c2,

%mρ′Γρ′ =− 0.273.

(7.6)

The central value for the mass is lower, that the value for the ρ′ (1450) given by
the PDG [2], but both values agree within the uncertainties. The central value for
Γρ′ agrees with the value given by the PDG [2].

7.0.14. Interpretation of fit results

The results for the extracted isobar resonance parameters are summarized and
compared to the PDG values in ref. [2] in table 7.1. We use the Gaussian standard
deviation of our fits as uncertainties on the parameters, which is caused by the
simplicity of our Breit-Wigner model for the dynamic isobar amplitudes. These
uncertainties are large and we see from figs. 7.2 to 7.4 and 7.6 to 7.9, that the
isobar resonance parameters could be determined with much higher accuracy, if
the underlying physical effects, causing their dependence onm3π, were understood.
However, since we do not have a model for these effects at the moment, we can only
include them as systematic uncertainties. We also see, that the central values we
obtain are closer to the PDG values given in ref. [2] than our uncertainty estimates
suggest.

[f]Similar to section 7.0.8, we restrict the fit results to 1000 < mρ′ < 2000 MeV/c2 and 100 <
Γρ′ < 1000 MeV/c2.
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Table 7.1.: Fit results for the isobar resonance parameters obtained with Gaussian
fits to the distributions obtained from the fits in (m3π, t′) bins. The sys-
tematic uncertainties are given by the widths of the respective Gaussian
distributions. The parameters gπ,K are given in units of

(
GeV/c2

)2, all
others in MeV/c2.

Parameter Fit PDG [2]
mf0(980) 980 ± 12
gπ 0.067 ± 0.029
gK 0.071 ± 0.131
mf0(1500) 1494 ± 68 1504 ± 6
Γf0(1500) 109 ± 30 109 ± 7
mρ(770) 770 ± 17 775.25 ± 0.26
Γρ(770) 146 ± 28 149.1 ± 0.8
mρ′ 1390 ± 145 1465 ± 25
Γρ′ 421 ± 230 400 ± 60
mf2(1270) 1256 ± 50 1275.7 ± 0.8
Γf2(1270) 178 ± 51 186.7 +

−
2.2
2.5

mρ3(1690) 1670 ± 74 1688.8 ± 2.1
Γρ3(1690) 199 ± 39 161 ± 10
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Chapter 8.

Conclusions and Outlook

In this thesis, we have extended the freed-isobar method, used for simple appli-
cations for example in refs. [10–12], to an arbitrary number of freed waves with
step-like dynamic isobar amplitudes, by identifying and resolving appearing math-
ematical ambiguities. Since we were not only reducing the model dependence
of our PWA this way, but could extract the dynamic isobar amplitudes for 24
waves directly from the data, we were able to extract resonance parameters for
the appearing isobar resonances from these results and obtain an unprecedented
insight in the interplay of the dynamics of the 2π and 3π subsystems in the process
π−p→ π−π+π−p.

8.1. The freed-isobar method

To circumvent the necessity for fixed dynamic isobar amplitudes in a three body
PWA, we introduced the freed-isobar method in chapter 5, where these fixed pa-
rameterizations are replaced by piece-wise constant functions. This approach al-
lows us to infer binned approximations to the dynamic isobar amplitudes from the
data, using the same functional form of the likelihood as in the conventional anal-
yses with fixed dynamic isobar amplitudes, like the one introduced in chapter 4.
This allows to use the same software packages for both types of analyses, which in
turn makes it easy to directly compare both approaches, and to make use of the
same computational benefits: the pre-calculation of normalization integrals and
partial-wave decay amplitudes.
Due to the high number of degrees of freedom in freed-isobar analysis models,

continuous mathematical ambiguities, called zero modes, appear, which are repre-
sented by complex-valued coefficients. We first showed the analytic origin of these
ambiguities, which are complete cancellations between partial-wave amplitudes and
their Bose symmetrized counterparts. We also showed that these cancellations are
present in a fully covariant as well as in a non-relativistic formulation of the PWA
model, and can also appear in other processes, that do not necessarily have to be
Bose symmetrized. The complexity of these analytic calculations increases drasti-
cally with increasing particle spins and with the number of freed-isobar waves. We
therefore developed a numerical method that allows to identify zero modes in a
freed-isobar model using an eigenvalue decomposition of the phase-space integral
matrix of the decay amplitudes. We developed a method using the knowledge on
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themξ dependence of the zero modes to resolve the corresponding ambiguities. We
verified this method on a Monte Carlo data set and demonstrated the validity of
the freed-isobar method. The Monte Carlo studies in sections 5.3 and 6.2 showed
that the freed-isobar method is a powerful tool to infer dynamic isobar amplitudes
directly from the data. The method allows to extract much more information
about the appearing partial waves than the conventional PWA method, if the ap-
pearing ambiguities are identified and resolved. The freed-isobar approach makes
less assumptions on the dynamic isobar amplitudes and is therefore less model
dependent, than the fixed-isobar approach.
Even though the developed methods to resolve the zero-mode ambiguities yielded

consistent results, not all methods worked equally well. Especially resolving am-
biguities by requiring smoothness over neighboring m3π bins yielded results that
were inconsistent with other methods, which use additional knowledge on the ap-
pearing 2π isobar resonances. However, this can be explained by the fact, that
the smoothest solution does not necessarily have to be correct, since for example
appearing 3π resonances lead to a considerable change with m3π. In our case, the
knowledge on isobar resonances was enough to resolve all appearing ambiguities,
but in different channels and applications it may become necessary to develop
new approaches, for example if the prior knowledge on the corresponding dynamic
isobar amplitudes is not sufficient.

8.2. Freed-isobar analysis of Compass data

In chapter 6 we applied the freed-isobar method to the data set for the process
π−p→ π−π+π−p collected by the Compass experiment, for various intermediary
3π states X, as well as for four different combinations of isobar JPCξ quantum
numbers: 0++, 1−−, 2++, and 3−−. All together we used a total of 24 freed waves
in 9 studies, all based on a freed-isobar wave set consisting of the eleven waves
with the highest relative intensities in the fixed-isobar PWA. We performed these
studies in 40MeV wide bins in m3π in the range from 0.5 to 2.5GeV/c2 and in four
non-equidistant bins in the squared four-momentum transfer t′ in the range from
0.1 to 1.0 (GeV/c)2. We resolved the appearing ambiguities in the dynamic isobar
amplitudes of these freed-isobar waves using several different approaches, for ex-
ample using the parameterizations from the fixed-isobar analysis or Breit-Wigner
amplitudes with floating mass and width as constraints. In general, we find a good
qualitative agreement between the results of the freed-isobar and those of the fixed-
isobar approach. However, some details differ between both approaches, indicating
that the fixed-isobar approach is a good approximation to the physical dynamic
isobar amplitudes, but minor features are still unaccounted for. On the one hand,
this justifies the results of the fixed-isobar approach, since both approaches match
reasonably well, while on the other hand it shows the need for improved parame-
terizations for the dynamic isobar amplitudes, to be able to describe these smaller
features of the data that were unaccounted for in the fixed-isobar approach, like
signals from excited resonances like the ρ′.
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8.3. Future prospects

In a next step, we determined the parameters of the appearing isobar reso-
nances, using Breit-Wigner and Flatté parameterizations, from the dynamic iso-
bar amplitudes extracted by the freed-isobar PWA. We performed this analysis
independently for every m3π and t′ bin, and for every wave. This way, we were
able to study the systematic dependences of the isobar resonance parameters on
these quantities. We find a strong dependence on the mother wave and m3π,
but only a weak dependence on t′. This is in accordance with the expectation
that the production kinematics of X influence the dynamic isobar amplitudes only
weakly. Finally, we combine the fit results for the parameters of each resonance
in each wave and all m3π and t′ bins in a Gaussian fit, to determine their central
values and estimate their systematic uncertainties. We estimate the systematic
uncertainties stemming from the simplicity of our model, which does not take into
account rescattering or non-resonant effects, using the standard deviations of our
fitted Gaussian distributions. These contributions to the uncertainties are rather
high and could be drastically decreased, if we were able to understand the m3π

dependence of the isobar parameters. To do this, models for the dynamic isobar
amplitudes are necessary, that go beyond simple Breit-Wigner parameterizations.
However, all our extracted isobar parameters agree within our estimates for the
systematic uncertainties with the corresponding world averages given by the PDG
in ref. [2].

8.3. Future prospects

Based on the results of this thesis further studies of dynamic isobar resonances be-
come possible. The extracted dynamic isobar amplitudes allow to analyze the 2π
dynamics with unprecedented detail and advanced models to describe the dynamic
isobar amplitudes can easily be tested. This is impossible within the fixed-isobar
approach, since free parameters in the dynamic isobar amplitudes are unfeasible,
and there is no good criterion to judge the goodness of a fit. However, using the
result of the freed-isobar analysis, simple χ2 fits of the dynamic isobar amplitudes
are possible. This way models describing the amplitudes in an advanced way can
be applied and adjusted. This includes models for a unitary description of overlap-
ping resonances, like the ρ(770) and the ρ′, models for the deformation of dynamic
isobar amplitudes due to rescattering effects with the bachelor pion, and models
for the shapes of dynamic isobar amplitudes from non-resonant contributions like
the Deck effect. Resulting parameterizations can in turn be used in further anal-
yses, for example the PWA of multi-particles decays, where they can improve the
parameterizations of the decay amplitudes.
Going one step further, two- or three-dimensional fits of the extracted dynamic

isobar amplitudes are possible, where not only the m2π dynamic of the process is
modeled, but also the m3π and the t′ dependence and their respective interplay.
This helps to develop theoretical descriptions of the process, that do not only fulfill
two-body unitarity, but also allow the inclusion of three-body unitarity.
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To gain further understanding of the 3π channel, the freed-isobar method can
also be combined with automated model selection algorithms, to determine proper
wave sets for this channel, as well as for other channels, independent of a fixed pa-
rameterization of the dynamic isobar amplitudes. One automated model selection
method is described in refs. [9, 13, 14], where a biggest conceivable model method
with Cauchy priors is used to determine an appropriate wave set. Combining this
approach with the freed-isobar method, using a prior on the total intensity of the
freed-isobar waves, allows to select a wave set without specifying parameterizations
for the dynamic isobar amplitudes.
The freed-isobar method is not limited to three-pion final states, but can be

applied to any three-particle final state, for which a large enough data set exists.
A first example for such a process could be the diffractive production of a K−π+π−

final state. We have already shown that in this process, a freed-isobar approach
would also suffer from zero modes that are not caused by Bose symmetrization,
but by simultaneously freeing [ππ]0++ and the [Kπ]0++ waves.
Besides diffractive processes, the freed-isobar method is applicable to all partial-

wave analyses of three-particle final states, for example analyses of heavy meson
decays recorded at B factories, like BELLE or LHCb. Depending on the chan-
nel, and physics goal, the freed-isobar method can be used to study a variety of
quantities. Besides the more detailed study of appearing isobar resonances, the
freed-isobar method can for example be used to identify excited D mesons in the
Dalitz plot decays of B mesons and determine their JPC quantum numbers. In
addition, application of the freed-isobar method to B and D decays, and the CP
conjugated processes, can help to exactly pin down the possible sources for CP
violation resolved in the JPC quantum numbers and invariant mass of the isobar.
Another possibility to use the freed-isobar approach is, to replace the dynamic

isobar amplitudes by step-like functions not only in resonant partial waves, but
also in non-resonant amplitudes in the model, like the Deck amplitude introduced
in appendix B. This allows to study effects of non-resonant contributions in more
detail and to develop a satisfying model for this kind of contribution to the process.
The application of the freed isobar method to final states with more than three

particles is also an interesting possibility to be explored. Since for every additional
final-state particle, an additional isobar appears in the decay amplitude, the ex-
tension of the freed-isobar method can be done in several different ways. The most
general one is to free the dynamic amplitudes of all appearing isobars simultane-
ously, which results in a two-dimensional binning in the invariant isobar masses
and therefore in an even larger number of free parameters. This approach is only
applicable to very large data-sets. Another possibility is to only free a single isobar
per wave, which does not give total freedom to the model, but still allows to study
part of the dynamic isobar amplitudes. In such an approach, less known isobars,
for example (ππ)S waves, can be freed while better known isobars, like the ρ(770),
remain with fixed dynamic isobar amplitudes. The choice of the method depends
on the analyzed channel, the size of the data set, and the over all goal of the analy-
sis. These approaches can improve the partial-wave analyses of multi-particle final
states, where the fixed-isobar approach did not yield convincing results so far.
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8.3. Future prospects

In principle, the freed-isobar method can be used in any PWA, that is based
on the isobar model, to validate, improve, or study the parameterization of the
appearing dynamic isobar amplitudes, which were pure model assumptions up to
now. Using the methods developed in this work, the freed-isobar approach is not
limited to a single or very few waves, but can accommodate an arbitrary number of
them. The sole requirement for this approach to be applicable is a large size of the
data set, to obtain reasonably small statistical uncertainties. Since a number of
recent experiments, like Compass, BELLE, LHCb, BES, and GlueX, have collected
or will collect such large data sets, the freed-isobar method will be able to yield a
valuable contribution to the improvement of PWA models and a detailed insight
into the dynamics of various hadronic decay processes.

115



116



Appendix A.

Introduction to tensor formalisms

According to the Noether theorem, the conservation of angular momentum is re-
lated to the invariance of physical processes under rotations in space. Rotations in
space can be described as elements of the special orthogonal group SO (3), which
is a subgroup of the Lorentz group. The corresponding transformations Λµν are
given in the matrix representation as:

Λ0
0 = 1; Λ0

i = Λi0 = 0; Λij = Oij , (A.1)

where Greek indices are Lorentz indices, running from 0 to 3, with 0 representing
the time component, and roman indices denote spatial indices, running from 1 to 3.
Oij is an element of theSO (3) rotation group in the fundamental representation[a].
In this chapter, we indicate elements of the SO (3) group by bold characters.
Since rotations do not commute with Lorentz boosts, the block diagonal form

in eq. (A.1) relies on the choice of a reference system. To describe the angular
momentum of particles, this is the rest frame of these particles.
Since, rotations are described by the SO (3) subgroup of the Lorentz group,

we have to study the structure of this group to learn about the transformation
behavior of four-vectors and tensors under rotations. In the following chapter we
give a short summary of these considerations, which can be found in more detail
in refs. [19, 39–42].

A.1. The group structure of SO (3)

Since the rotation group SO (3) is a Lie group, the most fundamental quantity to
specify is the Lie algebra of its generators Ki:

[Ki,Kj ] = εijkKk, (A.2)

where the square brackets denote the commutator, Ki are the generators of the
SO (3), and εijk is the Levi-Civita total antisymmetric tensor:

εijk = −εjik = −εkji = −εikj ; ε123 = 1. (A.3)

[a]The fundamental representation of a Lie group is the representation, in which the generators
carry the same kind of indices as the group elements.
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Appendix A. Introduction to tensor formalisms

Note, that in this chapter we will use the Einstein sum convention also for spa-
tial indices. To determine the irreducible representations of the SO (3)[b], it is
convenient to introduce the Hermitian operators Ji = −iKi. These have the com-
mutation relations:

[Ji,Jj ] = iεijkJk. (A.4)

Combining the Ji into a vector ~J, rotations about an axis ~n by an angle ϕ can be
written as:

O =
[
exp

(
iϕ~n · ~J

)]
. (A.5)

The product ~n · ~J is a linear combination of the three generators, and can be
interpreted as the generator of a rotation around the chosen axis ~n. If we multiply
it by the angle ϕ and exponentiate it, we obtain the corresponding elements of the
rotation group SO (3).
We now want to look at the irreducible representations of SO (3). To do this,

we define the common ladder operators:

J± =
1√
2

(Jx ± iJy) . (A.6)

With these definitions and eq. (A.4), it is easy to see, that the ladder operators
obey the following commutation relations:

[Jz,J±] = ±J±; [J+,J−] = Jz. (A.7)

Additionally, we define the Casimir operator:

J2 = J2
x + J2

y + J2
z, (A.8)

which commutes with all Ji and therefore also with J±.
Since we want to study the properties of irreducible representations of SO (3),

we need a way to label the objects that transform under this representation. We
do this, by using the eigenbasis of J2 and Jz and label the object transforming
under a specifit representation of the rotation group |ι, jx〉 with the corresponding
eigenvalues:

J2 |ι, jz〉 = ι |ι, jz〉
Jz |ι, jz〉 = jz |ι, jz〉 .

(A.9)

We can do this, since the operators J2 and Jz commute[c]. Since we cannot find
a third operator that commutes with the previous two, we cannot diagonalize
further. However, the choice to diagonalize with respect to Jz and not one of the
other components of the angular momentum operator is convention. We use this
[b]An irreducible representation is a representation, in which all degrees of freedom, that param-

eterize elements in this representation can mix under group transformations, while they do
not mix with the elements of different irreducible representations.

[c] This works analogous to quantum mechanical considerations.
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A.1. The group structure of SO (3)

basis to determine the properties of the irreducible representations, especially the
number of degrees of freedom, or dimension, of such a representation. This is the
number of possible combinations of the eigenvalues ι and jz. For the considerations
made here, we will assume finite-dimensional representations, but one can show,
that all representations of SO (3) are finite dimensional [39].
Using the commutation relations in eq. (A.7), we can study, how the objects

transforming under the SO (3) relate to each other:

JzJ± |ι, jz〉 = (J±Jz ± J±) |ι, jz〉 = (jz ± 1)J± |ι, jz〉 . (A.10)

The ladder operators transform an eigenstate of Jz with eigenvalue jz into another
eigenstate, with an eigenvalue of jz ± 1. Since J2 commutes with the ladder oper-
ators, the transformed state is still an eigenstate of J2 with the same eigenvalue.
Since we assumed a finite dimensional representation, there has to be a maximum

and a minimum value for jz. This can be achieved, by requiring:

J+ |ι, jmax
z 〉 = 0; J−

∣∣ι, jmin
z

〉
= 0. (A.11)

If we use the identity:
J±J∓ = J2 − J2

z ± Jz, (A.12)

and apply J± to eq. (A.11), we find:

J−J+ |ι, jmax
z 〉 = (ι− jmax

z (jmax
z + 1)) |ι, jmax

z 〉 = 0

J+J−
∣∣ι, jmin

z

〉
=

(
ι− jmin

z

(
jmin
z − 1

)) ∣∣ι, jmin
z

〉
= 0.

(A.13)

From these conditions, we find:

ι− jmax
z (jmax

z + 1) = 0,

ι− jmin
z

(
jmin
z − 1

)
= 0,

jmax
z (jmax

z + 1) = jmin
z

(
jmin
z − 1

)
.

(A.14)

The two solutions to this equation are:

jmax
z = jmin

z − 1 (A.15)

jmax
z = −jmin

z . (A.16)

The solution in eq. (A.15) is contradictory, since the maximum value is smaller
than the minimum value, so the solution of eq. (A.16) is the correct one. The
requirement for an integer distance between the eigenvalues jz in eq. (A.10) and
the relation in eq. (A.16) can only be achieved, if:

jmax
z =

n

2
, (A.17)

for some integer n. Inserting this into eq. (A.14), we find:

ι = jmax
z (jmax

z + 1) = jmin
z

(
jmin
z − 1

)
= j (j + 1) . (A.18)
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We have shown, that a linear combination of the operators Jx and Jz can trans-
form an eigenstate |ι, jz〉 into a state with any allowed value for jz, while no such
transformation is able to change ι. Therefore, we have identified irreducible rep-
resentations, which we label with j. Counting the number of allowed values for jz
for a given j, we find that a representation has 2j + 1 degrees of freedom. We can
identify j with the total angular momentum of a system.

A.2. Representation of particles with spin by tensor
objects

With this knowledge about the representations of the underlying SO (3), we want
to construct tensors, that represent objects of a certain spin. Note, that we restrict
this discussion to objects with integer spin. For an object with zero spin, the
representation is trivial, since here we can use a scalar which has one degree of
freedom.
For a spin-one object, the representation becomes already non-trivial. A first

guess would be a four-vector Aµ1 , but its four degrees of freedom do not match the
required number of three. While the four-vector is an irreducible representation of
the full Lorentz group, it turns out to be reducible in the SO (3) subgroup that
describes spatial rotations, as can be seen from eq. (A.1), since the corresponding
transformations for a vector Λµν take block diagonal form. Thus, a spin-one object
is represented only by the spatial components of a four-vector, which now has the
right number of degrees of freedom, while the time component describes a scalar.
We write this as:

Aµ1 = 0⊕ 1, (A.19)

where representations of a certain spin are represented by bold numbers. The lower
index indicates the rank of the tensor.
For a spin two quantity, our first guess is to add a second Lorentz index to

the object to get a rank-two tensor. However, the sixteen degrees of freedom of
the most general tensor largely exceed the five degrees of freedom of a spin-two
representation. In terms of representations, we can write:

Tµν2 = (0⊕ 1)⊗ (0⊕ 1) = 0⊕ 1⊕ 1⊕ (0⊕ 1⊕ 2) , (A.20)

where we have made use of [39]:

n⊗m = |m− n| ⊕ . . .⊕ (m + n) . (A.21)

From eq. (A.20), we can already see, that the spin-two quantity will be described
by the 2 representation, but we still have to identify, which parts of the tensor
transform under this representation. To do so, it is useful, to split the general
tensor Tµν2 in a symmetric part Sµν2 and an antisymmetric part Aµν2 with respect
to the exchange of the two Lorentz indices:

Sµν2 =
1

2
(Tµν2 + T νµ2 ) ; Aµν2 =

1

2
(Tµν2 − T νµ2 ) . (A.22)
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A.2. Representation of particles with spin by tensor objects

It is easy, to show, that Sµν2 and Aµν2 do not mix under Lorentz transformations:

S′µν2 = Λµµ′Λ
ν
ν′S

µ′ν′

2 = Λνν′Λ
µ
µ′S

ν′µ′

2 = S′νµ2 ,

A′µν2 = Λµµ′Λ
ν
ν′A

µ′ν′

2 = −Λνν′Λ
µ
µ′A

ν′µ′

2 = −A′νµ2 ,
(A.23)

and therefore, we already have reduced the representation of the rank-two tensors.
However, since the numbers of degrees of freedom of ten for Sµν2 and six for Aµν2 do
not match any of the irreducible representations of the SO (3), we have to reduce
them further.
To do this, we look at the antisymmetric part Aµν2 and see, that the quantity

A0i
2 transforms as a three-vector under SO (3), since time components transform

trivially under transformations given in eq. (A.1); the elements Ai02 are then fixed
by antisymmetry. We label this representation 1A. A second quantity, that trans-
forms as a three-vector is:

εijkA
jk
2 . (A.24)

This can be seen, if we compare eq. (A.24) with the known cross-product of two
vectors ~v and ~w:

(~v × ~w)i = εijkvjwk, (A.25)

which also transforms as a three-vector underSO (3)[d]. We label this second three-
vector in Aµν2 as 1′A. We have identified two quantities within the antisymmetric
tensor, that transform as three-vectors and are therefore irreducible representations
of SO (3).
If we look at the symmetric part Sµν2 of the tensor, we immediately find, that the

component S00
2 is not affected by transformations of the type defined in eq. (A.1)

and therefore represents a scalar, which we label 0S . A second quantity that
transforms as a scalar can be identified as the trace of the symmetric spatial
tensor, since:

S′ii2 = OijOkiSjk2 = Sii2 , (A.26)

where we have used, that the elements of SO (3) are orthogonal: OOT = 1. We
label the scalar corresponding to the trace as 0′S . Therefore, we have identified two
scalar quantities in the symmetric tensor. There are no corresponding quantities
in Aµν2 , since all its diagonal elements are zero. Similar to the antisymmetric case,
we can identify an additional vector representation as S0i

2 , which we label 1S . A
second vector, analogue to the one defined in eq. (A.25), is not present here, since
it vanishes due to the symmetry of Sµν2 .
Taking all this together, we have identified two scalar and three vector represen-

tations in Tµν2 . If we compare this to eq. (A.20), we find, that the remaining five
degrees of freedom have to belong to the spin-two representation, which we label
as 2S . This can be identified to be a symmetric, traceless rank-two tensor with
only spatial components, since the trace transforms as spin-zero object, as shown
[d]Strictly speaking, it transforms as a pseudo-vector, which does not matter in our case, since

all elements of SO (3) conserve parity (in contrast to O (3)).
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Appendix A. Introduction to tensor formalisms

in eq. (A.26). The number of degrees of freedom of such an object—five—matches
the number required for a spin-two object. Putting this together, we can param-
eterize an arbitrary tensor Tµν2 explicitly with degrees of freedom of the single
representations:

Tµν2 =


0S 11

S + 11
A 12

S + 12
A 13

S + 13
A

11
S − 11

A 211
S 212

S + 1′12
A 213

S + 1′13
A

12
S − 12

A 212
S − 1′12

A 222
S 223

S + 1′23
A

13
S − 13

A 213
S − 1′13

A 223
S − 1′23

A 0′S − 211
S − 222

S

 . (A.27)

Note, that for simplicity, we label the components of the 1′A representation with
two indices, even though it transforms as a three-vector. The connection to the
parameterization of a vector is shown in eq. (A.24). If we count the number of
independent elements in eq. (A.27), we recover the 16 degrees of freedom of an
arbitrary rank-two tensor[e].
To generalize this to objects of arbitrary spin, we use complete induction. With

the explicit example of the spin-two tensor, we already have a starting point. To
make an induction step, we assume, that an object of spin j, that transforms under
the j representation, is described by a symmetric, traceless, spatial tensor of rank
j:

T̃
µ1...µj
j . (A.28)

Since this tensor is fully symmetric, an exchange of any two indices does not change
the object; since it is traceless, the contraction of any two indices gives a tensor
of rank j − 2, of which every component is zero; and since it is spatial, every
component, where any of the indices is zero vanishes.
For spin j + 1, we again add another Lorentz index, and use eq. (A.21) to

determine, which representations this new object will consist of:

j⊗ (0⊕ 1) = j⊕
[

(j− 1)⊕ j⊕ (j + 1)
]
. (A.29)

To identify the individual representations, we denote the resulting rank-(j + 1)
tensor by:

T
µ1...µj ,ν
j+1 , (A.30)

where the indices µi are the indices corresponding to the symmetric, traceless,
spatial rank-j tensor of the j representation, and the index ν corresponds to the
index of the additional (0⊕ 1) representation. Tµ1...µj ,νj+1 therefore consist of four
symmetric, traceless, spatial rank-j tensors, which are labeled with the additional
index ν. However, these four tensors do not have to be identical.
With this definition, we can see, that the first j representation in eq. (A.29)

corresponds to the quantity Tµ1...µj ,0j+1 and the (j− 1) representation corresponds to
the trace:

T
µ1...µj ,ν
j+1 gµjν . (A.31)

[e]The choice, which diagonal element of the 2S representation is not present, due to the require-
ment of tracelessness, is left to convention.
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A.3. Construction of spin amplitudes

Since the j representation is symmetric, it does not matter, which µi we contract
with ν and since it is traceless, all contractions of two indices µn and µm vanish by
definition. We now construct a traceless, spatial tensor T̃µ1...µj ,νj+1 , where the two
representations we have already identified are removed. According to eq. (A.29),
this tensor has to be reducible in a j and a (j + 1) representation, since the other
two representations in eq. (A.29) have been already identified and removed. We
can then split T̃µ1...µj ,νj+1 in a symmetric and an antisymmetric part:

S̃
µ1...µj ,ν
j+1 =

1

2j

j∑
i=1

(
T̃
µ1...µi...µj ,ν
j+1 + T̃

µ1...ν...µj ,µi
j+1

)
Ã
µ1...µj ,ν
j+1 =

1

2j

j∑
i=1

(
T̃
µ1...µi...µj ,ν
j+1 − T̃µ1...ν...µj ,µij+1

)
.

(A.32)

The symmetric tensor is symmetric in all indices, including ν, and the antisymmet-
ric tensor is symmetric in the first j indices and antisymmetric under an exchange
of the last index ν with any of the other. Analogue to eq. (A.23) we see that both
tensors do not mix under SO (3) and are therefore reduce the SO (3) represen-
tation. If we count the degrees of freedom of the symmetric tensor, which is by
definition spatial and traceless, since T̃µ1...µj ,νj+1 is spatial and traceless, we find that
it has 2 (j + 1) + 1 degrees of freedom[f] and we can identify it with the (j + 1)
representation. This concludes our induction step and we have shown, that we can
describe an object of arbitrary integer spin j with a symmetric, traceless, spatial
tensor of rank j, since it transforms under the correct representation of SO (3).

A.3. Construction of spin amplitudes

We now want to construct the corresponding tensor structures for a particle X
decaying into two particles, a and b, with relative orbital angular momentum L.
In the previous chapter, we have seen, that this is achieved by constructing a
symmetric, traceless, spatial tensor of rank L. The spins of all particles involved
are arbitrary, since we only have to construct the spatial wave functions, only
taking into account orbital angular momenta.
Since the resulting tensors have Lorentz indices, they must be constructed out

of four-vectors. The only two four-vectors we have available, are the two four-
momenta of the daughter particles pµa and pµb . Since in the previous chapter, we
discussed everything in the rest frame of X, the two four-momenta must satisfy:

PµX =


mX

0
0
0

 = pµa + pµb , (A.33)

[f]A symmetric spatial tensor of rank n has n2

2
+ 3n

2
+ 1 degrees of freedom and the tracelessness

imposes n2−n
2

additional conditions.
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Appendix A. Introduction to tensor formalisms

where PµX is the four-momentum of the decaying particle. To get a spatial tensor,
we must project out the spatial component of all Lorentz structures. This is done
by a diagonal projection operator gµν⊥ with:

g00
⊥ = 0; gii⊥ = 1, (A.34)

in the rest frame of the decaying particle. Since we want to construct a fully
covariant formalism, we compose this projection operator of covariant objects. We
find, that eq. (A.34) is fulfilled by:

gµν⊥ = gµν − PµXP
ν
X

m2
X

. (A.35)

This operator fulfills the requirement in the rest frame of the decaying particle,
but can be used in any reference system with the formulation in eq. (A.35). The
following relation is always fulfilled:

gµ⊥νP
µ = 0. (A.36)

If we define:

Kµ =
1

2

(
pµa − pµb

)
, (A.37)

we can rewrite:
pµa = PµX + 2Kµ; pµb = PµX − 2Kµ, (A.38)

and find, that due to eq. (A.36), the only purely spatial four-vector available is
Kµ
⊥:

gµ⊥νp
ν
a = 2gµ⊥νK

ν ≡ 2Kν
⊥

gµ⊥νp
ν
b = − 2gµ⊥νK

ν ≡ −2Kν
⊥.

(A.39)

This makes sense, since a and b are produced “back-to-back” in the rest-frame of
X, and are therefore described by a single linear independent three-vector, due to
momentum conservation. We now can easily write the tensor structures for decays
with L = 0 and L = 1:

X0 = 1; Xµ
1 = Kµ

⊥. (A.40)

The spin-zero case is trivial and for the spin-one case, we can easily check, that
Kµ
⊥ fulfills all requirements for the tensor.
For the spin-two case, the simplest guess is, to use Kµ

⊥K
ν
⊥, which is symmet-

ric and spatial, but not traceless. To fulfill all requirements, the correct tensor
structure is:

Xµν
2 =

3

2
Kµ
⊥K

ν
⊥ −

1

2
gµν⊥ K

ρ
⊥K⊥ρ, (A.41)

which can be shown to be symmetric, spatial, and traceless, since gµ⊥µ = 3.
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For a general tensor of rank L, we can formulate the following recursion relation
taken from ref. [19]:

Xµ1...µL
L =

1

L2

[
(2L− 1)

L∑
n=1

Kµn
⊥ X

µ1...��µn ...µL
L−1

−2Kρ
⊥K⊥ρ

L∑
n=1

n−1∑
m=1

gµnµm⊥ X
µ1...��µn ...��µm ...µL
L−2

]
,

(A.42)

since the appearing sums run over all L indices, the crossed out indices on the
tensors indicate, which index is left out of the full list from 1 to L. These indices
are then added externally via Kµ

⊥ or gµν⊥ .
With these prerequisites, we now want to describe the decay of an initial-state

particle with spin J into an isobar ξ with spin j and a pseudo-scalar particle c,
in a relative orbital angular momentum L. The isobar subsequently decays into
two pseudo-scalars, a and b. In this process two decays with given orbital angular
momentum appear, so we can formulate the corresponding tensors according to
eq. (A.42). The decay of X into ξ and c can be described by Xµ1...µL

L and the decay
of the isobar can be described X

µ1...µj
j , since a and b are pseudoscalar particles,

the spin j of ξ must be identical to the relative orbital angular momentum of a
and b.
Note, that these two tensor structures were initially defined in different rest

frames. However, since the whole formalism is fully covariant, this does not pose
any problem. The condition that tensors must only have spatial components then
translates into the condition of the tensors being transversal to the four-momentum
Pµ of a moving decaying particle:

Xµ1...µi...µn
n Pµi = 0 ∀ i ∈ [1, n] . (A.43)

We now want to construct a tensor Tµ1...µJJ of rank J to describe the decaying
particle X out of the two tensors Xµ1...µL

L and X
µ1...µj
j . From the basic rules of

the coupling of angular momenta we know, that the appearing angular momenta
must fulfill:

|L− j| ≤ J ≤ L+ j. (A.44)

Starting at the maximum value J = L + j, the only way to construct a tensor of
the appropriate rank is [19]:

Rµ1...µJJ = Xµ1...µL
L X

µL+1...µL+j

j . (A.45)

For tensors of lower rank, we can contract k pairs of indices to obtain a tensor of
rank J = L+ j − 2k [19]:

Rµ1...µJJ = Xν1...νkµ1...µl
L X

µl+1...µJ
jν1...νk

, (A.46)

where l = L − k is chosen such, that the numbers of indices match. Since the
tensors are symmetric, it does not matter, which indices we contract. However,

125



Appendix A. Introduction to tensor formalisms

since the tensors are traceless, contractions of two indices on the same tensor are
zero. With this formula, we only can describe particles with spin J that differs by
a multiple of two from the maximum value L+ j down to |L− j|. For lower spins,
contractions of two indices on the same tensor become necessary and the resulting
tensor would therefore vanish. For states with J = L + j − 2k − 1, we use the
following formula [19]:

Rµ1...µJJ = εµ1ρστP
ρXν1...νkσµ2...µl

L X
τµl+1...µJ
jν1...νk

. (A.47)

The expressions in eqs. (A.45) to (A.47) are only valid, if at least one of the
particles involved in the decay, ξ or c, is spinless. If both carry spin, the tensors
for ξ and c are coupled to a tensor describing the total spin first, which then is be
coupled with Xµ1...µL

L to form Rµ1...µJJ .
We can easily see, that the resulting tensors Rµ1...µJJ do not yet fulfill the require-

ments for a J representation, since they are obviously not symmetric and traceless.
Therefore, we have to project the resulting tensor:

Xµ1...µJ
J = Oµ1...µJν1...νJ

Rν1...νJJ , (A.48)

with an operator Oµ1...µJν1...νJ , that fulfills the defining condition of a projection oper-
ator:

Oµ1...µJρ1...ρJ
= Oµ1...µJν1...νJ

Oν1...νJρ1...ρJ
, (A.49)

and is symmetric and traceless in its upper and lower indices. The projector for
spin one is given by:

Oµν = gµ⊥ν , (A.50)

and the projector for spin J is constructed as:

Oµ1...µJν1...µJ
=

(
1

J !

)2 ∑
P (µi)

∑
P (νi)

Ô
P (µi)
P (νi)

, (A.51)

where the sum runs over all possible permutations P (µi) of the respective indices.
The unsymmetrized Ôµ1...µJν1...µJ projectors are constructed from the spin-one projector
in eq. (A.50) [40]:

Ôµ1...µJν1...µJ
=

J∏
i=1

Oµiνi + a1Oν1ν2O
µ1µ2

J∏
i=3

Oµiνi + . . .

. . .+


aJ/2Oν1ν2O

µ1µ2 . . . OνJ−1νJO
µJ−1µJ if J even,

a(J−1)/2Oν1ν2O
µ1µ2 . . . OνJ−2νJ−1O

µJ−2µJ−1OµJνJ if J odd.
(A.52)

The coefficients ai are:

ai =

(
−1

2

)i J !

i! (J − 2i)!

1

(2J − 1) (2J − 3) . . . (2J − 2i+ 1)
. (A.53)
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With this, we can calculate the rank-J tensor, as defined in eq. (A.48), which has
2J+1 degrees of freedom. If we want to obtain the spin amplitude ΨJz

J

(
pµa , p

µ
b , p

µ
c

)
for certain values of Jz, we have to contract this tensor with the appropriate
polarization tensor ΦJ,Jz

µ1...µJ :

ΨJz
J

(
pµa , p

µ
b , p

µ
c

)
= ΦJ,Jz

µ1...µJ
Xµ1...µJ
J

(
pµa , p

µ
b , p

µ
c

)
. (A.54)

The polarization vectors for a spin one object in its rest frame are:

Φ1,−1
µ =

1√
2


0
−1
i
0

 ; Φ1,0
µ =


0
0
0
1

 ; Φ1,+1
µ =

1√
2


0
1
i
0

 . (A.55)

The polarization tensors in the rest frame of X for objects with higher spin J and
spin projection Jz can be constructed recursively using the appropriate Clebsch-
Gordan coefficients [41]:

ΦJ,Jz
µ1...µJ

=
J−1∑

M=−(J−1)

1∑
n=−1

(J − 1,M, 1, n|J, Jz) ΦJ−1,M
µ1...µJ−1

Φ1,n
µJ
. (A.56)

With these definitions, we can formulate all required amplitudes for our analysis
in the covariant tensor formalism. If in a different process, one of the final state
particles has non-zero spin, the corresponding tensor Xµ1...µj

j is replaced by the
appropriate spin wave function of eq. (A.56).

A.4. The non-relativistic tensor formalism

A related formalism is the non-relativistic tensor formalism [20, 21]. Here, the ten-
sors for objects with spin J are constructed again as symmetric, traceless, spatial
tensors of rank J . This is always done in the rest frame of the decaying particle.
In contrast to the covariant tensor formalism, the tensors are not constructed in a
way, that the condition to be spatial in the rest frame of the object translates in
being transversal to the total four-momentum of the decaying particle. They are
constructed each in its own rest-frame as tensors of dimension three. The contrac-
tion and projection of the tensors, are done as for example in eq. (A.46) and in
eq. (A.54). However, in the rest frame of the decaying particle, the tensors in the
non-relativistic formalism are identical to the spacial components of the tenors in
the covariant formalism.
This alternative tensor formalism can be viewed as a non-relativistic version of

the covariant tensor formalism. It has been checked numerically to be equivalent
to the helicity formalism by D. Ryabchikov, discussed in section 4.1.3. The helicity
formalism in turn has been shown in ref. [42] to differ only by factors of the Lorentz
factor γ = E/m0 from the covariant amplitudes; E is the energy of the decaying
particle and m0 its rest mass.
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Appendix B.

The Deck effect

For the process π−p → π−π+π−p introduced in section 2.1, we assumed that
resonant production of the three-pion final state shown in fig. B.1 (left), is the
dominant process. However, 3π production may also occur without any interme-
diary three-pion resonance. An example for such a process is the so-called Deck
effect schematically depicted in the right diagram of fig. B.1 [43].
An amplitude describing the Deck process is not orthogonal to resonant partial-

wave amplitudes, i.e. the off-diagonal elements of the phase-space integral matrix
as given in eq. (3.13) do not vanish. Therefore, Deck-like effects may leak into
partial waves. A model for the Deck effect based on ACCMOR [44] was studied
by F. Haas in ref. [8], by generating Monte Carlo data according to the model
and analyzing these data with the 88-wave fixed-isobar model. In this fixed-isobar
PWA of Monte Carlo data, the intensity distributions of many of the 88 waves in
the model, predominantly those with high spin of X, turned out to be similar to
those from the fixed-isobar PWA on real data.
Following ref. [44], the Deck amplitude without Bose-symmetrization was mod-

eled as the product of two vertex amplitudes and a pion propagator:

ÂDeck (~τ) = NDeckÂππ (sπ1π2) Âπp (sπ3p, t)
exp

[
−b2

(
m2
π − tπ

)]
m2
π − tπ

, (B.1)

where π−1 and π+
2 form the intermediary 2π resonance.
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Figure B.1.: Resonant 3π production (left) and Deck effect (right).
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Appendix B. The Deck effect

The kinematic variables are:

sπ1π2 =
(
pµπ1 + pµπ2

)2
, sπ3p =

(
pµπ3 + pµprecoil

)2
, tπ =

(
pµπ1 + pµπ2 − pµprecoil

)2
,

(B.2)
and t as defined in section 2.1. The ππ vertex amplitude Âππ (sπ1π2) was taken
from ref. [45] and the πp vertex amplitude was modeled as:

Âπp (sπp, t) = sπp exp (−b1t) . (B.3)

The normalization factorNDeck is given by the normalization condition in eq. (3.14).
The two “slope parameters” are b1 = 8 (GeV/c)−2 and b2 = 0.45 (GeV/c)−2.
Inspired by the Deck study of ref. [8], we performed a study, in which the Deck

amplitude, parameterized as in eq. (B.1), was used as an additional coherent par-
tial wave, added to the 88-wave model listed in table 6.1. With this model, we
performed a fixed-isobar PWA analogous to the analysis in ref. [8], with 100 m3π

bins and 11 non-equidistant t′ bins. If the model for the Deck amplitude was able
to describe all non-resonant contributions, the results are expected to fulfill the
following criteria:

1. the intensity distribution for the Deck amplitude matches the theoretical
prediction,

2. the results for partial waves that are dominated by pure resonances, like the
2++1+ρ(770)πD wave, do not change,

3. resonant peaks, that move with t′ due to interference with non-resonant
contributions like the a1(1260) in the 1++0+ρ(770)πS wave, stop moving,
and

4. the intensities for waves with high spins and without resonances, like 4−+0+

ρ(770)πF and 6−+0+ρ(770)πH, vanish.

Some results for the first study of this kind are shown in fig. B.2. On the upper left
plot we see the comparison of the intensity distribution of the Deck partial wave
with its theoretical prediction. The gross trend matches, but both shapes do not
agree on a quantitative level. Event though criterion 1 is therefore not fulfilled on
a quantitative level, this nevertheless indicates, that Deck-like non-resonant effects
play a role in diffractive 3π production. The right plot in the middle row of fig. B.2
shows the comparison of the intensity distribution of the 2++1+ρ(770)πD wave
with and without the Deck amplitude in the model. Here we see a good qualitative
agreement, therefore criterion 2 is fulfilled in this wave. For the 1++0+ρ(770)πS
wave, shown in the middle left of fig. B.2, we do not find such an agreement, since
the intensity in the a1(1260) peak region strongly decreases. The Deck study in
ref. [8] already found a significant contribution of the Deck amplitude in this wave.
In the upper right plot of fig. B.2, the intensity distributions, obtained with the 88
waves + Deck model, for this wave are shown for lowest and highest t′ bin. Since
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the peak position still moves significantly, the Deck amplitude does not suffice
to describe all non-resonant contributions and criterion 3 is not fulfilled. The
lower row of fig. B.2 shows the intensity distributions for the two high spin waves
4−+0+ρ(770)πF and the 6−+0+ρ(770)πH. For both waves, we see a significant
drop of intensity for both waves and therefore criterion 4 is fulfilled by the Deck
amplitude, also indicating that the intensities of these two waves are mostly caused
by non-resonant effects.
While the overall findings of including a coherent Deck amplitude in the PWA

model look promising, it is also evident that the Deck amplitude given in eq. (B.1)
does not fulfill all criteria for a convincing description of non-resonant contribu-
tions. We performed several similar studies with severely modified Deck ampli-
tudes, for example using a different parameterization for the pion propagator,
or separating the different intermediate 2π resonances that appear combined in
Âππ (sπ1π2) of ref. [45]. The latter results in several different Deck amplitudes de-
scribing for example only the contribution of the ρ(770) or the f2(1270) resonance.
Since none of the studied parameterizations fulfilled all criteria for a convincing
description of the non-resonant contributions, we left out his amplitude from our
freed-isobar analyses. More dedicated studies are required in order to find a more
realistic model for the non-resonant contributions.
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Appendix B. The Deck effect
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Figure B.2.: Upper left: Comparison of the intensity distribution for the Deck
wave as extracted by the PWA with the theoretical predictions. Up-
per right: Intensity of the 1++0+ρ(770)πS wave for the highest and
lowest t′ bin for the 88 wave + Deck model. Middle and lower row:
Comparison of intensity distributions of selected partial waves for the
88 wave model and the 88 wave + Deck model.
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Appendix C.

Projections of the covariance matrix

In plots similar to fig. 5.2, several directions in the space of production amplitudes
may appear, that do not, or only slightly, alter the total intensity. Examples are
the direction of a global phase rotation, leaving the intensity perfectly unchanged,
or the direction of a zero mode. Therefore, the uncertainties, given by the diagonal
elements of the covariance matrix of the fitting parameters obtained by a fitting
algorithm, are large. However, since we have understood the underlying reasons for
these huge uncertainties we want to remove them from the covariance matrix, to
obtain more meaningful uncertainty estimations by removing the high correlations
between the single points.
For illustration, we first consider the two-dimensional problem of a single com-

plex number g = |g| exp (iϕ), whose real and imaginary part have the covariance
matrix C.
Assuming, that the uncertainty ∆ϕ on the complex phase ϕ of g is large, as for

example as depicted in fig. C.1, but of minor interest, we want to remove the effect
of ∆ϕ from C. However, since the basis of C are real and imaginary part, we
cannot simply remove the corresponding entries from C. We therefore determine
the direction ~v in the complex plane corresponding to a change of phase ϕ:

~v =
~w

|~w| =

(
− sinϕ

cosϕ

)
, (C.1)

where ~w is the directional derivative with respect to ϕ:

~w =

(
d<g
dϕ
d=g
dϕ

)
= |g|

(
− sinϕ

cosϕ

)
. (C.2)

To remove the effect of ∆ϕ from C, we define the projection operator P:

Pij = δij − ~vi~vj =

(
1− sin2 ϕ sinϕ cosϕ
sinϕ cosϕ 1− cos2 ϕ

)
. (C.3)

With this, we can construct a modified covariance matrix C̃, where the variance
in the direction of ~v is zero[a]:

C̃ = P ·C ·P. (C.4)
[a]Since the variance in one particular direction is set to zero fromC, the corresponding eigenvalue

133



Appendix C. Covariance matrix projections

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

<

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

=

∆ϕ

∆|g|

Figure C.1.: Example for the removal of the phase direction. The error ellipse and
uncertainties on real and imaginary part are shown in light blue before
and blue after the projection. In the latter case, the error ellipse is
degenerated into a line corresponding to ∆|g|. ∆ϕ is shown as gray
line.

The effect of such a projection can also be seen in fig. C.1, where the two-
dimensional error ellipse degenerates into a one-dimensional line.
We now can extend this procedure to higher dimensions, for example to the set of

production amplitudes ~T obtained by a maximum likelihood fit like in section 6.3.
The direction to remove could be the direction of a zero mode: vi = T 0

i , as in
eq. (5.61), where the i is again a combined index, as defined in eq. (5.66), encoding
different properties of the single waves. Note, that in this case, the normalization
condition |~v| = 1 is automatically fulfilled, since ~T 0 is an eigenvector of the phase-
space integral matrix. The direction ~v could also encode the rotation of a global
phase ϕ for all production amplitudes ~T simultaneously. In this case, ~v is:

~vi =
~w

|~w| , (C.5)

where ~w is the directional derivative in ϕ direction:

wi =
dTi
dϕ

. (C.6)

With the direction ~v, we can define a projection operator:

Pij = δij − ~vi~vj , (C.7)

vanishes and C it is no longer invertible. To use it in χ2 functions, the pseudo-inverse has to
be used instead, which also ensures that the direction in which the variance was set to zero
does not contribute to the value of χ2. In this work however, we use the full C in the χ2

functions, given in eq. (5.65), and only manipulate C for plotting.
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and use eq. (C.4) to obtain a modified covariance matrix C̃. This projected co-
variance matrix now has zero variance in the direction of ~v, while the behavior in
all directions orthogonal to ~v remains unchanged:

~v · C̃ · ~v = 0, (C.8)

and for all ~q with ~q · ~v = 0;

~q · C̃ · ~q = ~q ·C · ~q. (C.9)
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Appendix D.

Effects from integration over m2π bins

In the Monte Carlo study in sections 6.2.3 to 6.2.5 find, that the values for the
ρ(770) resonance parameters determined by the “fitρ” method do not agree with
the input values within their uncertainties.
To study the underlying reasons for this effect, we use a simple model case with

only a single wave. For this wave, we use a fixed-width Breit-Wigner amplitude,
as defined in eq. (3.26) with m0 = 770 MeV/c2 and Γ0 = 110 MeV/c2. According
to the intensity distribution of this dynamic isobar amplitude, we generate a data
set of 105 events in the m2π range from 0.5 to 1.5GeV/c2 and bin the events in 25
bins each with 40 MeV/c2 width.
We then fit the resulting distributions again with the same fixed-width Breit-

Wigner amplitude using three methods:

1. integrating the intensity distribution of the Breit-Wigner amplitude over each
of the m2π bins,

2. integrating the Breit-Wigner amplitude over each of the m2π bins, and

3. evaluating the Breit-Wigner amplitude at the correspondingm2π bin centers.

For all three methods, we determine the pull distributions of m0 and Γ0 for 2.5 ·105

of such pseudo experiments (see fig. D.1).
We observe, that method 1—integration over the intensity—yields a pull dis-

tribution centered at zero. A likelihood fit of a two-dimensional gaussian to the
pull distribution yields standard deviations of 1.07 and 1.59 for the gaussian width
of the m0 and Γ0, respectively. The distributions for both quantities are not cor-
related. Except the too large standard deviation of the pull distribution of the
width, the results of this fit are in accordance with expectations.
For method 2—integration of the amplitude—a two-dimensional gaussian fit

yields central values for the pull distributions of mass and width of −0.66 and
4.75, giving a bias to too big values of the width. The standard deviations for
both distributions are 1.07 and 2.02, which is similar to the integration of the
intensity. The pull distributions of mass and width are correlated with a correlation
coefficient of −0.07.
Performing a fit of a two-dimensional gaussian to the pull distribution obtained

with method 3—evaluation at the m2π bin center—we find central values for the
pulls of mass and width of −0.52 and −5.69, giving a bias on the width to smaller
values. The standard deviations are 1.10 and 2.07 and the correlation coefficient
is −0.06.
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Appendix D. Effects from integration
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Figure D.1.: Pull distributions for fitted resonance massm0 and width Γ0, obtained
by integration of the intensity (left), integration of the amplitude
(center) and evaluation at the m2π bin center (right).

We see, that evaluation at the m2π bin center and the integration over the am-
plitudes are several standard deviations away from the input values, while the
integration over the intensity gives an average pull of around one standard devi-
ation, as expected. In this example, there is only one wave and we are therefore
able to integrate the intensity. However, in the more complex applications in sec-
tions 6.2.3 to 6.2.5, such an integration is not possible, since the interference with
other waves has to be taken into account, giving a small bias on the resulting
resonance parameters. Since methods 2 and 3 yield biases of similar size, we use
the evaluation at the bin center for our applications, since it is computationally
less expensive.
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Own Contributions

Based on the idea of replacing fixed dynamic isobar amplitudes by step like func-
tions in three-body partial-wave analyses, first introduced in ref. [10] and applied
to Compass data by D. Ryabchikov, I extended this approach in this work to an
arbitrary number of freed waves. Doing so, I encountered continuous ambiguities
in the resulting fit models, stemming from complete cancellations between different
terms of the amplitude description. I was able to show the analytic origin of these
cancellations using covariant and non-relativistic formalisms. In turn, I developed
a method to find such cancellations numerically and resolve them with additional
constraints. I was able to show the validity of these methods on Monte Carlo data
sets. Together with D. Greenwald, B. Grube, S. Paul, and D. Ryabchikov, I wrote
a paper on this method, currently in the review process of Phys. Rev. D [36].
I applied my developed methods on the data set for the process π−p→ π−π+π−p,

collected by the Compass experiment in 2008. Hereby, I used the same event se-
lection and Monte Carlo data, as developed by F. Haas for refs. [8, 12]. I used the
same set of partial waves for my analysis, with the difference that several of these
waves now employ freed dynamic isobar amplitudes to extract them directly from
the data. I freed 24 different partial waves and was able to resolve their dynamics
in t′, m3π, and m2π, after fixing arising ambiguities with the developed methods.
I fitted the extracted dynamic isobar amplitudes with simple Breit-Wigner mod-

els, to extract the parameters of the appearing isobar resonances. I did this in every
m3π bin, t′ bin and partial wave separately and was able to get an unprecedented
insight into the interplay of (2π) and (3π) dynamics in the analyzed channel.
In addition to the work on freed-isobar PWA, I performed studies of the Deck

effect by including a corresponding amplitude in the PWA model. Even though
first results looked promising, I did not include this amplitude in my main analysis,
since none of the parameterizations of the Deck effect yielded fully convincing
results.
Besides the work described in this thesis, I was involved in the development

of the rootpwa partial-wave analysis framework, to which K. Bicker, O. Drotleff,
B. Grube, S. Neubert, S. Uhl, and S. Wallner were main contributors. Together
with D. Ryabchikov and S. Schmeing, I worked on implementing a method to
use the full covariance matrix information in resonance model fits like in refs. [34,
35, 38]. In addition, I presented the results of my work on meetings within the
Compass collaboration, on numerous national and international conferences, and
in the corresponding proceedings. I also took part in the annual Compass data
taking campaigns from 2014 to 2017.
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