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Prüfer der Dissertation:

1. Prof. Dr. Friedrich C. Simmel

2. Prof. Dr. Hendrik Dietz

3. Prof. Dr. Joachim Rädler
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Zusammenfassung

Die Immobilisierung von DNA auf der Oberfläche eines Substrates ermöglicht die

Untersuchung biochemischer und biophysikalischer Prozesse in vitro unter streng

definierten Randbedingungen.

Die vorliegende Arbeit beschäftigt sich zunächst mit lithographischen Strukturie-

rungsverfahren zur Befestigung von DNA-Molekülen auf zwei verschiedenen Typen

biokompatibler Siliziumchips. Auf sogenannten
”
Daisy“-Biochips, welche von R. H.

Bar-Zivs Gruppe entwickelt wurden, konnten wir DNA nicht nur mittels Photo-,

sondern auch durch Elektronenstrahllithographie gezielt anbringen. Außerdem ent-

wickelten wir den sogenannten
”
Bephore“-Biochip, welcher besonders für mehrstu-

fige Lithographieverfahren geeignet ist und gänzlich aus kommerziell verfügbaren

Materialien hergestellt werden kann. Auch Bephore kann mittels Photo- und Elek-

tronenstrahllithographie strukturiert und zu Genexpressionsexperimenten verwen-

det werden.

Auf Daisy-Chips nutzten wir Elektronenstrahllithographie, um schmale Streifen im-

mobilisierter, 1 µm langer DNA zu erzeugen und diese daraufhin zu kondensieren.

Die DNA kollabierte bei der Zugabe von trivalentem Spermidin zunächst nur lokal

zu Nukleationskeimen. Diese Keime bildeten anschließend durch die Adsorption

benachbarter DNA-Stränge Bündel aus, welche wie in einer Kettenreaktion weiter

anwuchsen, bis die Streifen vollständig kondensiert waren. Mit abnehmender Brei-

te der Streifen beobachteten wir einen Übergang von zweidimensionalem, dendri-

tischem Wachstum der Kondensate hin zu eindimensionalen DNA-Bündeln. Das

Wachstum dieser Bündel konnte entlang vorgegebener Pfade über viele Mikrometer

hinweg gesteuert werden, wodurch sich Kondensate beliebiger Form erzeugen ließen.

Zuletzt erforschten wir die Kondensation ausgedehnter Netzwerke aus miteinander

verbundenen Pfaden. Wir verfolgten das Wachstum von DNA-Bündeln durch ein

labyrinthförmiges Muster und bestimmten daraus den schnellsten Weg durch das

Labyrinth. Außerdem regelten wir die Kondensation entlang von Pfaden durch

Verzögerungselemente, die einem Modell
”
stochastischer Schalter“ aus der Com-

puterwissenschaft nachempfunden sind.
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Abstract

The immobilisation of DNA on a solid substrate enables the in vitro observation of

biochemical and biophysical processes under strictly defined conditions.

First, we here assembled and characterised brushes of DNA on two types of bio-

compatible silicon chips. “Daisy”-biochips were developed in R. H. Bar-Ziv’s lab

to investigate gene expression from lithographically patterned DNA brushes. We

augmented the capabilities of the Daisy system with electron beam lithography,

thereby increasing the patterning precision from the micrometer- to the nanometer-

scale. Additionally, we developed an alternative resist termed “Bephore”, which is

especially suited for multi-step lithography and assembled entirely from commer-

cially available materials.

On Daisy chips, we applied electron beam lithography to create thin DNA brush

stripes and to investigate DNA condensation by trivalent spermidine, i.e. the com-

paction of DNA from a brush-like conformation to a dense, bundled phase. DNA

molecules of 1 µm length were patterned as brush stripes of various widths and

condensed by the addition of spermidine. Starting in a nucleation site, conden-

sates grew similar to a domino effect by adsorbing neighbouring DNA strands and

forming elongated bundles. With decreasing brush width, we observed changes in

morphology and condensation dynamics from two-dimensional, dendritic conden-

sates to one-dimensional DNA bundles. In contrast to previously described DNA

condensates, 1D bundles could be guided over tens of micrometers along arbitrary

pathways.

Eventually, we explored the condensation of extensive DNA brush networks. We

tracked bundle growth through a maze-shaped brush to determine the fastest route

through the maze. Also, we tuned the propagation of condensation via delay ele-

ments inspired by a computer model of “stochastic switches”.
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1 Introduction

The spatial organisation of biomolecules and biochemical reactions plays a signifi-

cant role in all types of living organisms. On the cellular level of eukaryotes for

instance, the segregation of processes in the nucleus and in the cytoplasm opens a

variety of options for the regulation of gene expression. Also on larger scales, spatial

distributions of molecules called morphogens direct cell differentiation in the em-

bryogenesis of higher organisms, inducing the formation and structuring of tissues,

organs or limbs.

The overarching goal of the projects presented hereafter was the generation of

biomolecular patterns in an artificial environment on a chip, so they could act

as a template for biochemical or biophysical processes. In this context we created

various types of spatial patterns, combining inorganic and organic materials, top-

down semiconductor fabrication, collective transitions of molecules and concepts

from computer science. The resulting chip-based, hybrid technologies may bear

great potential for the investigation of synthetic biological systems due to their ver-

satility, modularity and the ease of production scaling.

One principal topic was the development and application of biochips, which consist

of an inorganic supporting material like a silicon chip or a glass slide, and bio-

logical components interacting on the chip. Commercially available biochips are

used in biotechnological research and healthcare for high-throughput screening in

analytics or diagnostics. For our research project we employed a biochip devel-

oped by the group of Roy H. Bar-Ziv with a surface coating termed “Daisy” [1].

It allows for the photolithographically patterned immobilisation of linear DNA and

other biomolecules. It was previously used to study physical properties of brushes

of DNA [2, 3] or protein expression from gene brushes [4]. We here investigated

the patterning of Daisy by electron beam lithography (section 4.1), which enabled

the generation of very thin DNA brushes [5]. We further developed an alterna-

tive, DNA-based chip coating termed “Bephore”, which is well-suited for multi-step

lithography and can be assembled entirely from commercially available materials

(section 4.2).

In order to create Daisy and Bephore biochips, we first prepared the inorganic chips

using techniques primarily developed for semiconductor applications (cutting, etch-

ing, cleaning etc.). Second, we provided the chips with a biocompatible coating

in order to enable biochemical and biophysical processes on the surface, e.g. gene
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expression from immobilised DNA or DNA brush condensation. “Biocompatibility”

mainly implies the prevention or at least a strong reduction of the adsorption of

nucleic acids or proteins to the surface. It is often realised via a passivation of

the substrate by biochemically inert molecules like polyethylene glycol (PEG) or

bovine serum albumin (BSA). On top of the passivating molecules, both Daisy and

Bephore carry a photo- and electron-sensitive chemical group, which only upon ac-

tivation allows for the attachment of DNA (figure 1). Different DNA brushes may

then interact with each other via biomolecular signals encoded in the DNA, thereby

potentially mimicking e.g. biological structure formation processes.

In the context of generating synthetic biological systems, biochips so far remain

largely unconsidered as a platform, in spite of recent demonstrations of compart-

mentalised oscillating or bistable systems [6, 7]. Most commonly, potential elements

for artificial cells, for example genetic circuits, are studied in bulk [8, 9], in steady-

state reactor setups [10], in vesicles [11] or in emulsion droplets [12]. While such

systems are often easier to generate than a biochip and regarding their encapsula-

tion more similar to biological cells, compartments on a biochip offer various unique

properties. Compartments can be fabricated with DNA densities similar to those

inside living cells [13] and they may accumulate active biomolecules from a dilute

Figure 1: Photolithographic biochip. a, Biochips with a photosensitive coating like
Daisy or Bephore consist of a solid support like a silicon or a glass chip, and a layer of
passivating molecules which carry a photocleavable chemical group or another photoactive
molecule. b, After illumination with UV light, biomolecules like DNA or proteins can be
attached to the activated regions, e.g. via streptavidin-biotin interaction (Daisy) or DNA
hybridisation (Bephore). c, The biocompatibility of the chip enables biochemical processes
like the transcription of immobilised DNA to RNA.
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cell-free expression system. In contrast to other setups, the immobilised DNA in a

compartment is conserved, while nutrients can be exchanged via a feeding channel.

With a proper supply of nutrients, an immobilised system can run over a long time,

in principle as long as the DNA is not degraded. Furthermore, such compartments

can be generated in highly reproducible geometries and - in contrast to many types

of vesicles or droplets - with biologically inert and non-leaky walls. Hence, biochips

may serve as a testing ground for genetic circuits, featuring very controllable and

defined experimental conditions. Eventually, we hope that the commercial avail-

ability of the Bephore technology will enable more biochip-based research in this

direction.

Beyond the mere development of biochip technology, we applied the precision of our

electron beam patterning technique on Daisy chips to investigate the condensation

of DNA brushes by multivalent ions [5]. Generally, DNA condensation corresponds

to processes of DNA compaction induced by multivalent ions, charged proteins, or

by DNA-precipitating solvents or chemical agents. In cells, the condensation of

DNA plays an important role in the regulation of genes and metabolism, influenc-

ing e.g. the expression of genes among different cell types in an organism. In vitro

experiments showed that multivalent ions condense DNA to toroidal or rod-shaped

structures [14], while recent work by D. Bracha and R. H. Bar-Ziv on Daisy chips

described the formation of dendritic DNA bundles from DNA brushes by nucle-

Figure 2: DNA condensation on a biochip. a, A linear DNA brush is assembled
on an ebeam-patterned Daisy chip. Next, the addition of positively charged, trivalent
spermidine induces the spontaneous compaction of several DNA strands into a toroidal
nucleation site (red arrow). Similar to a macroscopic domino effect, neighbouring DNA
strands subsequently join the condensate, thereby forming bundles of DNA, which grow
away from the nucleation site, until all DNA in reach is condensed. b, Exemplary scanning
electron microscopy image of a small, condensed network of brushes (dark lines) connected
to a large area of dendritic condensates (top). Scale bar: 2 µm.
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ation and growth [3]. Based on their work, we here applied our ebeam-patterning

approach to create very thin DNA brushes and to condense them to linear bundles

(section 5). We thereby gained the possibility to guide the bundle growth along

arbitrary pathways and even through brush networks (figure 2).

After the characterisation of condensate structure and their formation dynamics,

we explored the use of one-dimensional condensation in unconventional approaches

to computational problems (section 6), e.g. in determining possible solutions for a

maze. We therefore created DNA brushes representing the paths of a maze and let

the brushes condense from the entrance to the exit. From the propagation of the

condensation fronts we could then deduce the shortest path through the maze.

We further investigated the bridging of gaps in DNA brushes by condensation. In-

spired by a computer model of stochastic switching circuits [15], we placed gaps in

parallel and serial arrangements in order to create systems with predictable proba-

bilities for condensation propagation. Eventually, we hope that such computational

condensation schemes will allow for the spatiotemporal regulation and coordination

of gene expression on a chip, in addition to conventionally used regulatory proteins

or RNAs.
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2 Fundamentals

2.1 DNA

In all living cells, DNA is the carrier of hereditary information. It stores the genome,

sequences for non-coding RNAs or recognition sites for proteins. Discovered in 1870

by Friedrich Miescher as part of the nucleus [20], its iconic double-helical structure

and its associated function as a carrier of information were unveiled in the 20th

century (for details see figure 3) [21, 22].

Especially fruitful for the understanding and the study of living organisms as well

as for technological applications was the insight into the flow of genetic information

in the fabrication of proteins. Figure 4 schematically illustrates the transcription

of DNA to ribonucleic acid (RNA) and how a ribosome reads RNA to assemble a

protein. In a cellular environment, gene expression actually involves many more

Figure 3: DNA. a, Structural details of a DNA double helix formed by two antiparallel
strands with complementary base sequences. b, A DNA molecule is constituted by a nega-
tively charged phosphate and sugar (deoxyribose) backbone, from which every 0.34 nm one
of four bases (ATGC) protrudes towards the centre of the double helix. In regular double
stranded DNA the bases are paired by hydrogen bonds as AT and GC (Watson-Crick base
pairing). Their sequence contains the building plan for RNA or protein molecules or encodes
recognition sites on the DNA itself. The double helix is further stabilised by base stacking
interactions and forms a stable rod-like structure with a persistence length of approximately
50 nm and a high linear charge density of approximately −6e/nm.
a&b) Adaptations of: Crystal structure of a DNA sequence d(CGTGAATTCACG) at 130K
[16], item 5JU4 from RCSB PDB (www.rcsb.org) [17], created with NGL viewer [18, 19].
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components (e.g. transcription factors) and additional steps (e.g. RNA splicing).

Also additional pathways like reverse transcription from RNA to DNA or RNA

replication, are possible, yet less common. The understanding of these mechanisms

and the emergence of tools to manipulate and synthesize DNA have wide-ranging

implications for medical research, healthcare, biotechnology and our society as a

whole.

Aside from the immediate application of DNA as a carrier of genetic information,

research also focusses on the use of DNA as a building material for nanostruc-

tures [23] or as a fuel for DNA-based dynamic systems [24]. Taking advantage of

the sequence-specificity of DNA hybridisation, nanostructures of unique geometry,

function or optical properties could be generated via the self-assembly of oligonu-

cleotides [25–27]. As an alternative to sequence-based nanostructure assembly, few

special types of structures like rods or toroids were found to form via DNA conden-

sation (section 2.3) [14], and were of special interest for investigations in the field

of polyelectrolyte physics.

Figure 4: DNA as a blueprint for protein fabrication. The base sequence of a gene,
i.e. a segment of double stranded DNA which starts at a promoter sequence and codes for
a protein, is first copied (“transcribed”) by an RNA polymerase (Pol) into a single strand
of RNA (thymine replaced by uracil, ribose instead of deoxyribose). Next, a ribosome (Rib)
binds to the RNA at the ribosome binding site (RBS) and moves along the RNA. At the
start codon (AUG), the ribosome begins to assemble a chain of amino acids. Here, one
triplet of RNA bases codes for one of the approximately 20 biologically occurring amino
acids. Finally, the chain can fold to form a functional protein. In order to preserve the
genetic information among dividing cells, DNA is replicated by a DNA polymerase.
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2.2 Biochips

In a general sense, a “biochip” corresponds to a solid support (the “chip”) carry-

ing immobilised biomolecules which can interact with other molecules in a liquid.

Biochips are mostly known for their applications in healthcare and biological re-

search, enabling high-throughput diagnostics or analytics, e.g. in the form of DNA

or protein microarrays [28, 29]. Such arrays typically consist of hundreds or thou-

sands of sensor fields, each containing DNA, antibodies, receptors or ligands with

target-specific base or amino acid sequences for the detection of multiple, fluores-

cently labelled targets, e.g. in gene expression profiling assays. The combination of

biochips and microfluidics (“lab on a chip”) shows promise as a candidate technol-

ogy to provide inexpensive diagnostics tools to peripheral hospitals or to low- and

middle-income countries.

Beyond the miniaturisation of analytical devices and the minimisation of required

sample volumes, also the implantation of biochips into living organisms for in vivo

diagnostics and/or treatment is extensively investigated [30]. Besides remote pow-

ering and privacy concerns, a major challenge in the development of subcutaneous

biochips is the requirement for a high degree of biocompatibility. In living organ-

isms, incompatible implants can lead to tissue necrosis or provoke immune responses

in the form of inflammation, long term allergic reactions or the walling of the im-

plant by formation of fibrous tissue. More generally, passivated, biocompatible chips

display surfaces which prevent the unspecific attachment of biomolecules or cell ad-

hesion. Biocompatibility is therefore essential for almost any biochip technology,

especially to provide specificity and sensitivity in biomolecule sensing.

In the context of synthetic biology, biochips were used to investigate gene expres-

sion systems [4], to imitate biological processes in an artificial environment [3] or

to determine viable routes towards the generation of synthetic, cell-like systems [6].

A special type of photolithographic biochip was developed by the group of Roy H.

Bar-Ziv [1]. The biochip was fabricated by coating a silicon dioxide surface of a sub-

strate (Si/SiO2 chip or glass slide) with a monolayer of heterobifunctional “Daisy”-

molecules (figure 5). Biocompatibility is provided by a polyethylene glycol back-

bone, which prevents the unspecific adhesion of biomolecules to the silicon dioxide.

The lithographic capabilities originate in the 6-nitroveratroyloxycarbonyl (NVOC)

headgroup of the Daisy molecule, which can be cleaved by photochemically induced

isomerisation [31]. Subsequent spontaneous decarboxylation exposes a primary
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amine for functionalisation, e.g. via the conjugation of a N-Hydroxysuccinimide

(NHS) ester of biotin to the amine. Biotin-labelled DNA or proteins are then at-

tached via streptavidin to UV-exposed and functionalised regions on the chip.

The immobilisation of dsDNA results in the formation of brushes with DNA den-

sities comparable to E. Coli [13]. Depending on salt conditions and DNA grafting

density, long DNA strands adopt different conformations. At very low salt concen-

trations (ionic strength / 5 mM), 1 kbp DNA stretches out to almost its full length

due to osmotic pressure of the ions. In contrast, a brush at high ionic strength (' 50

mM) adopts a “mushroom-like” state, in which its extension is well described by a

worm-like chain model, unless the density is high enough that size exclusion effects

play a significant role [13]. In the range between high and low salt concentrations,

the competition of DNA entropy and osmotic pressure determine the amount of

DNA stretching.

If DNA brushes carry genes, proteins can be expressed in E. Coli extract [1] or in

reconstituted gene expression systems (e.g. PURExpress R© [32]). In combination

with microfluidics, gene brushes can be arranged to create dynamic, e.g. oscillating

or bistable systems [6, 7], which can be considered primitive types of chip-based

artificial cells.

Figure 5: The Daisy molecule. a, Chemically synthesized heterobifuncitonal polyethy-
lene glycol (“Daisy”). b, Immobilised on a SiO2 substrate. c, UV light (365 nm) cleaves the
headgroup, exposing a primary amine. d, Functionalisation of the amine with NHS-biotin.
Adapted from Buxboim, A. et al. [1]. Copyright 2007 Wiley-VCH Verlag GmbH & Co.
KGaA, Weinheim.
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2.3 DNA Condensation

2.3.1 DNA Condensation in Biology

DNA carries information at a high density, yet the amount of information required

to run a living system inflates the molecule to macroscopic dimensions. The 46

human chromosomes contain billions of basepairs of DNA [33], which guide the de-

velopment of a human from a fertilised egg to an adult. Laid out as a linear thread,

this DNA would stretch over more than a meter, and even as a random coil it would

span hundreds of micrometers (worm-like chain model). Considering not only its

length, but also its large persistence length of ≈ 50 nm and its high charge density

(see also section 2.1), it is not surprising that cells employ a variety of proteins to

compact and organise the DNA in the cell nucleus which spans only micrometers

in diameter. In addition to the compaction, the cellular condensation machinery

also influences the accessibility of DNA and is hence involved in the regulation of

transcription and metabolism.

In most eukaryotic cell types, DNA is condensed mainly by proteins called histones

which form an octameric protein core (figure 6). DNA interacts with the histones

Figure 6: Nucleosomes. In order to densely pack DNA in the nuclei of eukaryotes,
DNA (red double helix) is coiled around an octameric histone core (displayed as ribbons;
a,b: viewed from different angles). Protein tails protrude from these so-called nucleosomes,
adding potential functionalities to the complex. c, Many such nucleosomes are connected
like “beads on a string”. In vivo, nucleosomes are however not arranged in this conformation,
but rather in a 5- to 24-nm-thick, flexible chromatin chain [34].
a&b) X-Ray Structure of the Nucleosome Core Particle [35], item 1KX5 from RCSB PDB
(www.rcsb.org) [17], created with NGL viewer [18, 19]. c) Adaptation of a).
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via approximately 140 hydrogen bonds and via electrostatic attraction between the

negatively charged DNA backbone and positively charged amino acids (mainly ly-

sine and arginine). Long DNA winds around many such protein cores, thereby

forming a sequence of so-called nucleosomes separated by up to 200 bp, similar to

“beads on a string” [36, p211]. Histones are highly conserved among species, but

post-translational covalent modifications and protein variants with slightly altered

amino acid sequences allow for a high degree of specialisation beyond the mere

compaction of DNA. Only recently scientists found that the DNA and nucleosomes

are further compacted to form a 5- to 24-nm-thick disordered, granular fibre, which

constitutes the chromosome in a non-dividing cell (interphase) [34]. In a dividing

(mitotic) cell, the complex of DNA and proteins (chromatin) is condensed further

and organised in the well-known X-shaped chromosome structure. Aside from the

different phases in a cell cycle, some parts of chromatin are generally only mod-

erately condensed (euchromatin), allowing for gene expression from the contained

DNA, while other regions (heterochromatin) are highly condensed. The effect of

this strong condensation was experimentally demonstrated by the transfer of a gene

from a euchromatin region to heterochromatin, after which the gene was effectively

silenced [36, p220]. Interestingly, the chromatin structure is not identical among in-

dividuals of a species and is inherited by daughter cells. The structure of condensed

chromatin hence represents another type of inheritable information [36, p231].

In prokaryotic cells, the DNA is organised in the so-called nucleoid, a region of dense

chromatin which - in contrast to eukaryotes - is not separated from the cell plasma

by a membrane. In bacteria, proteins structure the DNA at various length scales.

At the nanometer-scale, bending, bridging, looping or aggregation are induced by

proteins like the integration host factor (IHF), histone-like nucleoid structuring

proteins (H-NS), histone-like protein HU or the curved DNA binding protein A

(CbpA) [37]. At larger scales, chromatin is compacted for instance by DNA su-

percoiling or by complexes of non-coding RNAs and nucleoid-associated proteins,

which bridge cruciform DNA structures [38]. At the cellular scale, a set of proteins

interacts with both the DNA and the replication machinery in order to spatially

organise the nucleoid in different phases of the cell cycle [37].

The processes discussed above for eukaryotes and prokaryotes create a dense form

of DNA and protein, but the chromatin often neither displays spatial periodicity

nor does it arrange DNA in its the densest possible form. Yet, DNA with periodic

order was observed in a variety of viruses, prokaryotic and eukaryotic cells, where
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condensed chromatin partially displayed cholesteric or even columnar hexagonal

order.

In an ideal cholesteric arrangement (figure 7a), all strands lie in planes perpendicu-

lar to one direction (cholesteric axis), while the strands’ orientation in the planes is

different from plane to plane, yet repeats itself periodically along the cholesteric axis

with the so-called helical pitch. In cells, a cholesteric structure typically consists

of stratified, arced chromatin with a helical pitch of 50-400 nm [40, sec2.5], which

was observed via polarised light microscopy or transmission electron microscopy

(figure 7b). Similar to heterochromatin, also cholesteric chromatin does not allow

for gene expression, which means that this structure is mainly found in DNA regions

with intentionally suppressed gene expression or in cells in a “dormant” state, e.g.

under harsh environmental conditions. Therefore it is not surprising that cholesteric

order was observed in: some bacteria (e.g. Escherichia coli or Rhizobium) in an

inactive, stationary phase; in mitochondria of encysted protozoa; in unicellular al-

gae (dinoflagellates) with parts of their chromatin condensed throughout the cell

cycle; and in sperm cells of many higher organisms, whose only task is the deliv-

ery of hereditary information, but not its read-out. In some of the examples, the

cholesteric structure was only observed locally or under certain conditions, or as a

periodic lamellar organisation without the arced pattern [40, sec2.1].

Columnar hexagonal packing was observed in some sperm cells and in several bac-

Figure 7: Cholesteric phases of DNA. a, Ideal cholesteric order: In each plane per-
pendicular to the cholesteric axis, strands are oriented in parallel (slice 2), but orientation
of the strands varies from plane to plane (slice 1). Yet, along the cholesteric axis (slice
3), the orientation repeats with the helical pitch p or p/2, if the strands are invariant to
a rotation of 180◦. b, Chromosome of dinoflagellate Prorocentrum micans in transmission
electron microscopy showing nested arcs. c, Cholesteric phase of DNA obtained in vitro
from high concentrations of DNA. Both images b&c display a similar organisation of dense
DNA. Scale bars: b, 200 nm; c, 1 µm.
Adapted from Rill, R. L. et al. [39] with permission of Springer.
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teriophages (e.g. T4, T7, φ29) via X-ray diffraction or cryo-electron microscopy

[40, sec2.2]. In all the examples mentioned above, which display cholesteric or hexag-

onal order, the chromatin does not contain the “classical”, nucleosome-forming hi-

stones or at least not in high amounts. While histones are anyway not present in

prokaryotes or bacteriophages, in mature sperm nuclei they are replaced by other

proteins, especially by short and positively charged sequences of amino acids called

protamines, which insert into the DNA’s grooves [36, p1293, 40, sec2.5.1].

We have seen that - in one way or another - DNA condensation plays a role in

most biological systems, from viruses to higher eukaryotic organisms. This process

thereby intricately entangles the necessary compaction of the information-bearing

molecule with the regulation of its read-out, and in some cases it even adds an

additional layer of inheritable information. While the investigation of its biological

effects typically requires studies in vivo, dense states of DNA are also accessible

under controlled laboratory conditions in vitro, facilitating the description of the

more physical aspects of condensation discussed in the following sections.

2.3.2 Condensates from Polyelectrolyte Solutions

In vitro condensates are formed from purified DNA and a condensing agent, i.e.

typically a positively charged, multivalent molecule. The condensing agent not only

screens the negative charges of a single DNA molecule, but also acts as a bridge

between two adjacent DNA strands (see also section 2.3.4). So far, polyamines

like spermidine (3+) [14] or spermine (4+) [41], metal ion complexes like hexaam-

minecobalt (3+) [42], cationic lipids [43] and polymers [44], or proteins like histones

and protamines [45] have been applied for in vitro DNA condensation. Furthermore,

polyethylene glycol or ethanol can induce aggregation and precipitation, or conden-

sation of DNA [46, 47]. In contrast, a de-condensation process of dense phases of

DNA can be induced by the addition of mono- or divalent positive ions like sodium

or magnesium which displace the multivalent condensing agents.

Condensate structure strongly depends on the concentration of DNA. From highly

concentrated solutions, DNA can condense to cholesteric (figure 7c) or - at even

higher concentration - columnar hexagonal phases, which were observed by po-

larised light microscopy or electron microscopy [39, 48].

Structures of different morphologies were found to condense from dilute solutions,

namely rod-shaped, spheroidal or toroidal nanostructures [14, 47, 49]. Major scien-
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tific interest has since focussed on toroidal condensates. On the experimental side,

toroids could be created in a range of sizes using a variety of condensing agents

and were considered a potential candidate for gene delivery applications [43]. On

the theoretical side, in contrast to rods or spheroids, the toroidal geometry with its

distinct inner and outer diameters seemed extraordinarily suited for the validation

of polyelectrolyte theory. More generally, condensate nanostructures were also con-

sidered as a model to explain the high-density packing of DNA into virus capsids

[50] or even as hypothetical primordial chromosomes [51, 52].

Figure 8: Condensed DNA toroids. a-c, DNA toroids condensed by hexaaminecobalt
and observed in cryo-electron microscopy. Depending on the orientation of the toroids
against the imaging plane, the hexagonal packing of DNA is more or less visible. d, Large
DNA toroids formed by the spontaneous ejection of phage DNA from their capsids (visible
as hexagons) into a solution containing spermine. Also in such large structures, regions
with a high degree of order were observed (indicated by arrow and arrowhead). Toroids
marked by an asterisk are tilted against the imaging plane. Scale bars: a-c, 50 nm; d, 100
nm.
a-c, Adapted from Hud, N. V. & Downing, K. H. [53]. d, Adapted from Lambert, O. et al.
[54]. Copyright (a-c, 2001; d, 2000) National Academy of Sciences.
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Toroid formation was observed in the presence of hexaaminecobalt, spermidine,

spermine or also protamines [55]. Typical condensation experiments use double-

stranded DNA of several hundred or thousand basepairs at a nanomolar concen-

tration to be condensed in a solution containing hundreds of micromolar condens-

ing agent and few millimolar monovalent salt [56]. The resulting toroids typically

feature an inner diameter of ≈ 50 nm and an outside diameter of ≈ 100 nm

(figure 8a-c). These dimensions, appearing under a variety of experimental con-

ditions, led scientists to believe that the size of the condensates is probably limited

by thermodynamics and electrostatics, i.e. by the build-up of a net positive or

negative charge (over- or undercharging) or energetically unfavourable packing of

DNA due to local defects [57]. While these energetic contributions might play a

role under some conditions, more recent experiments revealed that also much larger

toroids are possible (figure 8d) [54]. DNA released over time from the virus capsids

of phages could slowly add to existing toroids, growing them to outside diameters of

more than 200 nm. This observation hints at a kinetic limitation of toroid size [57].

Toroid growth is supposedly initiated by the spontaneous formation of a nucle-

ation loop in a single DNA strand, which can subsequently grow by strengthening

the loop with the rest of its own DNA and also via the adsorption of additional

strands [58]. The non-synchronous release of DNA from phage capsids effectively

decreases the number of nucleation events by allowing ejected DNA to join already

existing toroids. In contrast, the growth of toroids in “normal” experiments without

delayed DNA release is only governed by nucleation and accretion rate and therefore

yields smaller condensates [57].

Also the inner diameter of ≈ 50 nm does not appear to be predetermined by me-

chanical or thermodynamic properties, but rather by the typical nucleation loop size

and the toroid growth [59, 60]. Condensation of DNA with static loops of ≈ 25 nm

diameter indeed yielded toroids with an average diameter of ≈ 25 nm (average of

inner and outer diameter) and a thickness comparable to toroids formed without

static loops.

The internal structure, i.e. the coil-like winding of DNA around the center of the

toroid, was investigated early on via electron microscopy [61, 62] and X-ray diffrac-

tion [63], later especially via cryo-electron microscopy [53, 64], which revealed - at

least locally - the hexagonal packing of DNA in toroids condensed by spermine or

hexaaminecobalt (figure 8c). Models suggest that defects are likely to result from

cross-overs necessary in the winding of a continuous strand around a center. Vari-
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ations in the degree of order were observed in single structures and among toroids

from the same experiment, yet all of them displayed local hexagonal order. Un-

der different salt conditions, larger deviations from the hexagonal lattice might be

possible.

2.3.3 Condensation of DNA Brushes on a Biochip

Similar to DNA in solution, also DNA brushes on a biochip (section 2.2) are con-

densed in the presence of trivalent spermidine. By fine-tuning the concentrations

of monovalent salt (e.g. few millimolar NaCl) and condensing agent (≈ 60 µM

spermidine), Bracha, D. et al. could observe DNA of various lengths condense in a

first order phase transition. Starting in a spontaneous nucleation event, dendritic

DNA bundles grew until they either encountered another condensation domain or

the edge of the DNA brush (figure 9) [3]. In contrast to DNA toroids or rods

from solution, whose dimensions were on the order of 100 nm, domains of dendritic

condensates stretched over tens of microns. Condensates were stable against some

dilution of the condensing agent (figure 9c), but changing to a solution containing

only monovalent salt dissolved the bundles and restored the brush. The work by

Bracha, D. and Bar-Ziv, R. H. laid the ground for the DNA condensation project

presented in this thesis.
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Figure 9: Dendritic condensation of DNA brushes. a, Condensation of immobilised
and fluorescently end-labelled DNA by nucleation and dendritic growth. The schematic
illustrations below the fluorescence microscopy images show the presumed mechanism of
growth and domain wall formation (dark areas between condensed domains). b, Atomic
force microscopy image revealing the topography of a condensed brush; inset: correspond-
ing fluorescence image. c, After increasing the spermidine concentration above a critical
concentration for condensation (black arrow), DNA bundles were stable against some di-
lution of the condensing agent (red arrow), revealing a hysteresis effect in condensation.
d, Taking advantage of the photolithographic capabilities of Daisy, dendritic condensation
was directed along a patterned path. Scale bars: 5 µm.
Adapted from Bracha, D. et al. [13], originally in [3]. Copyright (2014) American Chemical
Society.



2.3.4 Physics of DNA Condensation

Polyelectrolyte condensation is a physical phenomenon which involves several types

of charged molecules interacting at short distances in an aqueous environment. In

this section, we will start from a traditional description of macro-ions, namely by

sketching the Poisson-Boltzmann mean-field theory (based on [65, p98-100] & [66]),

and proceed with a qualitative discussion of additional mechanisms involved in DNA

condensation.

In water with dissolved salts like sodium or magnesium chloride, ions are evenly

distributed by diffusion. The addition of a highly charged macro ion, for instance a

charged nanoparticle or a long DNA strand, locally disrupts this even distribution of

small, mobile ions and results in the formation of an “ion cloud”, more commonly

termed the “diffuse layer”, around the macro ion. In this context, the Poisson-

Boltzmann theory allows for the calculation of the electrostatic potential ψ in the

vicinity of the macro-ion. This potential can then give a hint about the nature of the

interaction, i.e. attraction or repulsion, among two macro ions. For simplification,

the solvent (typically water) is treated as a continuous dielectric with the absolute

permittivity ε (product of relative and vacuum permittivity). Hydration effects are

neglected and ions are considered as point charges. A relation between charges and

the electrostatic potential is given by the Poisson equation (1).

∇2ψ = −ρ(r)

ε
(1)

The density of free charges ρ (at spatial coordinates r) accounts for the charge

densities ni(r) of all (in total N) ionic species i with valence zi (e is the elementary

charge).

ρ(r) =

N∑
i=1

ezini (2)

Considering the chemical potential of the ions µic = kT ln(ni/n0) (temperature T ,

Boltzmann constant k and n0 setting the zero of the potential), ions close to a macro

ion experience the electrochemical potential µi.

µi = kT ln(ni/n0) + eziψ (3)

In equilibrium, the force acting on the ions, i.e. the gradient of µi, is zero.

∇µi = kT∇ ln(ni/n0) + ezi∇ψ = 0 (4)
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Solving equation (4) for ni yields the (Boltzmann-) distribution of ions close to a

macro ion.

ni = n0 exp

(
−eziψ
kT

)
(5)

Inserting equation (2) into (1) and replacing ni by formula (5), one gets the Poisson-

Boltzmann equation (6).

∇2ψ = −e
ε

N∑
i=1

zin0 exp

(
−eziψ
kT

)
(6)

The Poisson-Boltzmann equation and slight variations of it are a useful tool to de-

scribe the potential close to a macro ion in the presence of small, mobile ions. Even-

tually however, the solution of the equation always yields repulsive forces among

like-charged macro-ions, indicating that this mean field approach does not account

for some mechanisms involved in DNA condensation. Several theoretical models

have been proposed to explain the counter-intuitive phenomenon [66, 67], but ex-

perimental insight into the process at the molecular level is rather scarce.

Instead, a recent publication by Yoo, J. and Aksimentiev, A. tackled some of the

most urgent questions [68]. They applied an atomistic molecular dynamics simula-

tion of an array of DNA double-helices in explicit water to investigate forces among

DNA strands and molecule distributions under various conditions. Specifically, they

simulated DNA in the presence of different ions (chloride ions were always present):

a mixture of sodium ions and the condensing agent spermine4+; only sodium; a

mixture of sodium and magnesium. The simulation agreed with the available quan-

titative, experimental data, i.e. DNA assembled in a columnar hexagonal lattice

with a 28 Å spacing and the internal pressure agreed with measurements of hydra-

tion forces [53, 69, 70].

The analysis of their simulation found that condensation is primarily governed by

electrostatics. In the presence of spermine (< 1 mM) and sodium (200 mM),

the negative charge of DNA is almost entirely neutralised by spermine attaching

to the DNA grooves and loosely to the phosphates. The attractive interaction

among DNA strands appears to be mediated by non-contact bridging by ions of a

valence > 3. This mechanism agrees roughly with previously proposed charge den-

sity wave (CDW) models, while a Wigner-crystal-like arrangement of ions was not

observed [71]. Pairwise DNA-DNA forces (figure 10) were attractive within a range

of 28 - 40 Å with a small free energy change on the order of 0.1 kT per basepair.

Interestingly, changes in entropy by an increase in temperature favour condensation
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due to the release of sodium ions. Furthermore, water does not appear to contribute

to attractive forces in condensation.

In contrast to such a regular model system consisting of two or more parallel and in-

finitely long DNA strands, the morphology of actual DNA condensates, e.g. toroids,

also depends on the formation process. This process involves additional considera-

tions regarding the condensation kinetics, mechanical stiffness, bending and distor-

tions of DNA [67].

Figure 10: Molecular dynamics simulation of DNA condensation [68]. a, Two
parallel DNA strands with periodic boundary conditions are simulated at a distance ξ in
explicit water containing spermine4+, sodium (Na+), magnesium (Mg2+) and chloride (Cl−)
ions. b, The force per DNA turn is repulsive (positive) at distances ξ < 28 Å and attractive
(negative) at larger distances. The simulated forces (at spermine concentration [Sm]) for
an array of 64 helices and for 2 helices (calculated from the pairwise potential of mean force
“PMF”) agree well with experimental data (“Todd”) [70].
Adapted from Yoo, J. and Aksimentiev, A. [68] by permission of Oxford University Press
(2016).
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3 Methods and Experimental Procedure

The following sections describe techniques and procedures involved in the fabrication

of Daisy and Bephore chips, their patterning via electron beam and UV lithography,

and the preparation and imaging of experiments. Both types of chips were prepared

from oxidised silicon wafers, which were passivated with a layer of Silane-PEG. We

here used semiconducting chips, because they are especially suited for patterning by

EBL and imaging by reflected light, scanning electron and atomic force microscopy.

However, the fabrication procedures should work analogously on glass slides or other

silicon oxide surfaces.

3.1 Photo- and Ebeam-Lithography

Lithography was first developed by Alois Senefelder in the late 18th century as a

printing technique to produce large amounts of copies of images and illustrations

from a stone-based template [72]. Similarly, in the modern production of microelec-

tronics, lithographic methods are applied to transfer a pre-designed pattern onto

suitable substrates. Specifically, photo- and electron beam lithography aim at the

creation of a relief structure on a polymer-coated substrate (figure 11) by scanning

an electron beam over the surface or by masked UV illumination. Thereby, high-

Figure 11: Typical lithographic process. a, A semiconducting substrate (e.g. a silicon
chip) is coated with a positive resist. b, Exposure: An electron beam draws a line into
the resist (top); a similar line can be generated by masked UV illumination (bottom). c,
Exposed resist is removed by a solvent (“developer”). d, In order to create a nanowire,
metal is evaporated on top of the entire substrate. e, The removal of the residual resist
leaves only the nanowire on the substrate.
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energy electrons or photons locally either cleave or crosslink the polymer-coating

(also called “resist”) and hence change its solubility. In the subsequent develop-

ment, i.e. the immersion of the chip into a suitable solvent (“developer”), resist

with a higher solubility is removed, leaving the designed pattern in relief. If the

resist is rendered more soluble by the ebeam or UV exposure (positive resist), now

the patterned areas display the bare substrate, while the rest of the surface is still

covered by resist. For negative resists, only the patterned regions remain covered by

resist. After the development, the substrates can be modified for a specific applica-

tion, e.g. by the evaporation of metals, by etching or by chemical functionalisation.

The removal of the remaining resist by an additional, stronger solvent (“remover”),

yields a substrate, which is modified only in the developed regions.

3.1.1 Electron Beam Lithography

Figure 12 shows an EBL system for the fabrication of nano- and microstructures on

suitable substrates [73]. The core of this device is formed by the so-called “column”,

which contains the electron source and several elements which accelerate, filter, de-

flect and focus the electron beam. The electron source is formed by a conducting

material which emits electrons at high temperatures or in strong electric fields.

Schottky field emitters combine heating (thermionic emitter) and field-assisted tun-

nelling (field emitter) to provide sources with high brightness (∼ 105-109 A/cm2/sr),

small (virtual) source size (∼ 10-25 µm) and low energy spread (∼ 0.2-3 eV). Accel-

eration voltages of typically 0.1-50 kV, electromagnetic lenses and apertures yield

electrons with desired energy, shape the beam and stop stray electrons. The blank-

ing system, which blocks the beam, consists of an electrostatic deflector to allow

for fast response times during ebeam exposures. Further components in the column

include multipole lenses for the correction of astigmatism, lenses for focussing the

beam to a spot of few nanometers in diameter, and the deflectors which direct the

beam to a certain position on the substrate or scan it over the surface to perform

Scanning Electron Microscopy (SEM).

The stage chamber contains a stage holding the substrates, one or more electron

detectors which are required for microscopy and beam alignment, an amperemeter

for the measurement of the beam current and possibly other devices for sample ma-

nipulation or characterisation during ebeam exposures. Since the deflectors in the

column only have a limited range of deflection, the beam can be directed to write
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only a certain area (“writefield”). For structures larger than a writefield, several of

them need to be stitched by precise, interferometer-controlled stage movement.

Arbitrary designs can be created on a computer, which translates the two-dimensional

shapes into a path of the ebeam on the substrate. The computer then transfers the

required data to the pattern generator, whose high-speed electronics control the

lenses and deflectors in order to pattern the substrate according to the design.

The resolution of a typical EBL process is on the order of ≈ 20 nm. When electrons

from the incident beam (primary electrons) hit the surface and enter the substrate,

they experience (small angle) forward- and/or (large angle) backscattering. In this

process the electrons lose energy, which is mainly transferred to secondary electrons

with energies of 2-50 eV. These electrons typically travel up to ≈ 10 nm before

reacting with resist molecules and are responsible for the bigger part of resist expo-

sure and therefore also for the maximum resolution of EBL.

Figure 12: Electron beam lithography system. The electron beam is generated in the
“column” which consists of the electron gun (source and acceleration) and a system of elec-
tromagnetic lenses, apertures and deflectors for shaping and steering the beam. The stage
chamber contains the stage with the substrates, an electron detector for SEM and compo-
nents for the positioning and characterisation of the substrates. The device is controlled
via a computer and driven by high-speed electronics.
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Backscattered primary electrons and few high-energy (≈keV-range) secondaries are

responsible for the “proximity effect”, i.e. the undesired exposure of resist in prox-

imity to the incident beam. While it cannot be totally avoided, modern EBL systems

adjust electron doses, when writing adjacent lines, in order to minimise the impact

of the effect.

In comparison with other lithographic techniques, e.g. masked photolithography,

EBL has advantages not only regarding the resolution, but also regarding its ver-

satility, since arbitrary patterns are readily designed and written. However, the

serial exposure of patterns - line by line - is rather slow, especially if it comes to

large structures. Furthermore, EBL devices are expensive in their acquisition and

maintenance, which is why they are mainly used in science and research, for pro-

totyping or in the fabrication of photolithographic masks. Alternative techniques

for the fabrication of nano-scale structures include photolithographic systems with

illumination sources in the deep UV or even X-ray spectrum, but also nanoimprint,

dip-pen or ion lithography.

3.2 Scanning Electron Microscopy

In conventional light or fluorescence microscopy, the resolution in imaging small

objects is limited by the wavelengths in the visible spectrum and the numerical

aperture of the objective [74, 75]. One way to overcome this limitation is the use

of electrons, which can be accelerated in electric fields to much smaller wavelengths

(well below 1 Å) than those of visible light.

In Scanning Electron Microscopy (SEM), an electron beam is generated in the same

way as in EBL (see section 3.1), which itself requires SEM to align and focus the

electron beam for lithography. SEM imaging is performed by scanning the elec-

tron beam over the sample surface following a raster pattern, very much like in old

cathode ray tube (CRT) displays. As described in section 3.1, primary electrons

from the incident beam hit the substrate, get scattered and cause the emission of

secondary electrons. While scanning, the currents resulting from these electrons are

continuously registered by an electron detector in the stage chamber or in the final

lens (inlens detector). Local differences in sample material and topography cause

changes in the detected electron currents, which yield the contrast in imaging.

SEM allows for the imaging of samples across several orders of magnitude in size,

from millimeter-sized insects over micron-scale cells to nanoparticles of few nanome-
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ters in diameter (figure 13). In order to enhance contrast and to avoid the accumu-

lation of charge in insulating substrates, samples can be sputtered with a thin layer

of metal, e.g. gold or chromium. Alternative techniques, which also achieve res-

olutions below 100 nm, include Transmission Electron Microscopy (TEM), atomic

force microscopy or optical super-resolution techniques.

In the context of this project, SEM imaging was performed without staining or

metal coating, using the system’s inlens detector and the same parameters as for

lithography (acceleration voltage: 5 kV, aperture: 10-20 µm).

Figure 13: Scanning electron microscopy (examples). SEM at different length scales:
from micron-sized yeast cells to gold nanoparticles. a, Yeast cells dried and imaged shortly
before budding (cell division). Round features on their cell walls correspond to bud scars
from previous budding events. In order to avoid the accumulation of electrons in insulating
materials like these cells, samples need to be sputtered with a layer of metal (here: 20 nm
of gold-palladium). Still, stripes and shades indicate some charging. b, DNA bundles and a
toroidal nucleation site from DNA condensation (see also section 5.1) are observed without
additional staining. c, Gold nanoparticles (bright dots, 10 nm in diameter) with DNA
origami (single sheets, not visible) on a silica particle (≈ 50 µm in diameter). Scale bars:
a&b, 1 µm; c, 100 nm.
a, prepared for imaging by Kaian Hoi (Lehrstuhl für Brau- und Getränketechnologie, TU
München); c, prepared by Kilian Vogele, as in [76].
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3.3 Atomic and Electrostatic Force Microscopy

Atomic Force Microscopy (AFM) is a scanning probe technique, which maps the

topography of a sample surface [78]. Figure 14 illustrates the working principle of

AFM. The technique is especially suited for the visualisation of small elevations or

cavities on an otherwise flat surface, e.g. DNA molecules on mica surfaces, but in

principle also larger objects like cells can be imaged.

Another scanning probe technique is Electrostatic Force Microscopy (EFM) [79, 80],

which probes the electrostatic interaction between a conductive tip and a surface,

Figure 14: Atomic Force Microscopy (AFM). An AFM system typically consists of
a piezoscanner, which can position a sample with high precision; a holder, which carries
exchangeable cantilevers and, if necessary, uses a “piezo-shaker” to excite a cantilever to
oscillate; and a laser which is pointed at the back of the cantilever and whose reflection is
monitored by a photodetector. In intermittent contact mode, the oscillating cantilever is
brought close to the surface, so the sharp tip at the bottom side of the cantilever taps the
surface. Thereby, the oscillation of the cantilever changes with the forces acting between
surface and tip. These changes are monitored by the detection system (laser and photode-
tector). While the piezoscanner moves the sample line by line below the tip (X-Y axes), a
feedback system adjusts the height (Z-axis) in order to maintain the force between tip and
surface constant. The graph (inset) shows the Lennard-Jones potential V as a function of
the distance r (divided by the minimum potential −ε at distance rm), which describes the
typical interaction between two uncharged atoms as a combination of long-distance attrac-
tion (van-der-Waals interaction) and short-range, hard repulsion (based on Pauli exclusion
principle) [77]. The imaging of atomic or molecular features is possible, since the bulk of
the interaction is caused by forces between the atoms at the very bottom of the tip and
their closest neighbours on the surface. Here, the sample corresponds to gold nanoparticles
on a DNA nanostructure adhered on a mica surface. Scale bar: 100 nm.
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while a voltage is applied between them. The working principle of EFM is explained

in figure 15. The interaction between a tip and a sample object on an uncharged

surface depends on the electrostatic properties of the sample and on the applied volt-

age. For charged structures on a surface, a change in the sign of the applied voltage

typically flips the sign of the interaction, from attractive to repulsive or vice versa.

On the contrary, polarisable materials always induce an attractive interaction [81].

Hence, EFM allows for the determination of basic electrostatic properties of the

surface and for the correlation of topographic and electrostatic information. In

principle also a quantitative analysis of EFM measurements is possible [82, 83], but

was beyond the scope of this project.

AFM and EFM (Cypher, Asylum Research) images were acquired in air using a

conductive cantilever (Olympus AC240TM).

Figure 15: Electrostatic Force Microscopy (EFM). EFM imaging is performed in a
two-step procedure. a, Each line is first scanned in intermittent contact mode (see figure 14
for details) to acquire the topography profile. b, Then, the tip is lifted (e.g. 50 nm) above
the surface and a voltage is applied between the sample substrate (e.g. a silicon chip) and
the tip. While still oscillating, the tip again scans the line at a constant height above the
surface. Thereby, electrostatic interactions between sample and tip influence the cantilever’s
oscillation. Changes in the phase shift between driving and tip oscillation hint at charged
or polarisable surface features.
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3.4 Daisy Chips

3.4.1 Fabrication

Silicon wafers (5”, 0.525 mm thickness, test grade, <100>, p-type, University

Wafers, Boston, MA) were used as biochip substrate. A grid of alignment marks,

which were necessary for subsequent alignment of electron beam lithography pat-

terns and the area to be exposed to DNA-containing droplets, was formed by UV

laser-writing (µPG101, Heidelberg instruments) on S1805 photoresist (MicroChem,

Newton, MA), followed by 2 µm deep etching using ICP- RIE in a similar protocol

to previous work [6]. The wafer was divided into a large number of smaller chips.

Each chip was coated with a layer of ≈50 nm SiO2 using plasma enhanced chemical

vapor deposition (PECVD) with the following parameters: pressure of 1200 mTorr,

5% SiH4 in He, flow rate of 750 sccm, N2O flow rate of 1250 sccm, N2 flow rate of

400 sccm, RF power of 110 W, upper electrode temperature of 200 ◦C and lower

electrode temperature of 300 ◦C on a Versaline PECVD machine (Plasma-Therm,

Saint Petersburg, Florida, USA) for 21 seconds. A biocompatible photosensitive

monolayer was then formed by coating the silicon substrates with a trifunctional

molecule composed of a polyethylene glycol (PEG) backbone with a protected amine

at one end and a triethoxysilyl group at the other end. Coating was performed in

toluene (0.5 mg/ml) for 30 min, followed by washing and drying [1].

3.4.2 Electron Beam Patterning

Immediately before ebeam lithography, defective Daisy molecules with unprotected

amines were passivated via a reaction with Methyl-(PEG)8-NHS Ester (Thermo

Fisher Scientific, 6 mg/ml in 200 mM borate buffer, pH adjusted to pH 8.6 using

HCl). The difference between passivated and unpassivated chips is displayed in

figure 63 in the appendix. After 15 min, the chip was washed thoroughly with DI

water and transferred to the ebeam lithography system (eline, Raith). Typically,

ebeam patterns were written at an acceleration voltage of 5 kV, a current of ap-

proximately 15 pA and a dose of 5 µAs/cm2 or 30 µAs/cm2 (mazes). Deprotected

amines were then biotinylated using Sulfo-NHS-Biotin (Thermo Fisher Scientific,

0.5 mg/ml in 200 mM borate buffer, pH 8.6). After 15 min, the chips were washed

with DI water and stored in dark until use.
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3.4.3 Photolithography

Photoactivation of Daisy was performed using an inverted microscope (Zeiss Ax-

iovert 200, Bar-Ziv lab) and a UV light source (EXFO X-Cite 120Q). Alternatively,

masked photolithography on dried chips could be carried out in a mask aligner or

a similar device. After lithography, exposed regions were functionalised with biotin

(see previous section 3.4.2).

3.4.4 DNA Brush Assembly and Fluorescence Imaging

Linear double-stranded DNA with a length of 3130 bp was produced from

pIVEX 2.5d template plasmid by a standard PCR procedure using KAPA HiFi
TM

DNA Polymerase (KAPA Biosystems) and a pair of 5’ modified primers, one conju-

gated to biotin and the other to a fluorescent marker (Alexa Fluor R©647 , IDT). DNA

was purified via a PCR clean-up system (Promega) and was mixed with strepta-

vidin (ThermoFisher Scientific) at a ratio of 1:1.4 respectively, yielding streptavidin-

conjugated DNA. Fluorescently labelled (Alexa Fluor R©647) streptavidin used in

figure 19 was purchased from ThermoFisher Scientific. DNA brushes were assem-

bled by placing a few microliters of DNA solution (80 nM in water, 1 M NaCl)

onto the patterned area. From that point onward we carefully avoided drying of

the chip. After an incubation time of one hour the chip was washed with a solution

of 3 mM NaCl by repeated careful exchange of solution via pipetting to ensure the

removal of residual DNA and excess NaCl. Finally, the 3 mM NaCl solution was

replaced with a solution of 3 mM NaCl and 56 µM spermidine (from spermidine

trihydrochloride, Sigma-Aldrich). Nucleation and condensation started a few min-

utes later and were monitored in an Olympus BX51 upright fluorescence microscope

(60× water immersion objective, CoolSnap HQ CCD camera).

3.4.5 Drying Procedures and SEM Imaging

After the completion of condensation, chips were washed thoroughly with ethanol

and were either dried in air (mild procedure) or under a nitrogen stream for imag-

ing in Scanning Electron Microscopy (SEM) or Atomic Force Microscopy (AFM).

Drying in air by placing the sample under a cover (e.g. the top cover of a pipette

tip box) preserved the bundles and nucleation sites, but required high magnification
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(>10k×, low scan speed) SEM imaging (e.g. figures 32b, 33, 46, 66). By contrast,

drying in air without cover or under a gentle nitrogen stream, probably due to a

faster receding ethanol meniscus, led to some degradation of the bundles, thereby

enabling low magnification scanning of large areas (e.g. figures 32a, 42, 48, 50, 51,

52, 55, 58, 59).
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3.5 Bephore Chips

3.5.1 Fabrication

Silicon wafers (100 mm diameter, 0.525 mm thickness, prime grade; Siegert Wafer,

Aachen, Germany) with a 50 nm layer of dry thermal oxide were first cleaned via

an RCA procedure (water, ammonia solution NH3(aq) 30% and hydrogen peroxide

H2O2 30%, at a ratio 5:1:1), followed by thorough rinsing with DI water and drying

under a nitrogen stream. The wafer was then covered with a solution of 5 mg/ml

heterobifunctional PEG (Biotin-PEG-Silane, MW 5,000, Laysan Bio, AL, USA;

chemical structure in figure 65a in the appendix) in toluene, which resulted in the

formation of a biocompatible, biotinylated PEG layer on the wafer surface. The

wafer was rinsed with isopropanol and water, dried under a nitrogen stream and

stored in the dark until use.

Only few hours before lithography, chips of desired size were cut from the wafer and

covered for 1 h with the photo- and electron-sensitive mix of DNA and streptavidin

(1 µM streptavidin, 1.5 µM PC strands, 7.5 µM PH, in 1×PBS buffer; for details

see section 4.2; DNA sequences in the appendix, page 134). The photocleavable

DNA was handled only under yellow light. After washing the chip with 1×PBS,

the chip was passivated once more with BSA and unlabelled DIS strands (1 mg/ml

BSA, 10 µM DIS, in 1×PBS). This step strongly reduced the unspecific attachment

of DNA to unpatterned regions.

3.5.2 Electron Beam Patterning

For EBL, Bephore chips with immobilised photo- and electron-sensitive DNA-

streptavidin mix had to be dried. Therefore, the chip was first washed with 1×PBS

(by pipetting) in order to remove any unbound DNA and streptavidin, followed by

thorough rinsing with ethanol using a wash bottle. It was left to dry under a cover,

e.g. in a closed pipette box, and was then transferred to the ebeam system (eline,

Raith). After lithography, a droplet of DIS strands in 1×PBS was placed onto the

patterned chip for at least one hour.
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3.5.3 Photolithography

Photolithography on Bephore chips was performed using an upright microscope

(Olympus BX51, Simmel lab) and a UV light source (EXFO X-Cite 120Q). Thereby,

masks could be inserted at the position of the field iris diaphragm and projected

onto the chip. In contrast to the ebeam process, UV lithography with a water

immersion objective was performed in liquid, i.e. without drying the biochips. Es-

pecially for Bephore chips, a procedure without drying led to significantly better

results regarding the signal-to-noise ratio.

After the UV exposure, DIS strands were added onto the chip for several hours or

overnight (depending on their concentration). For the “Tiger” (figure 24), consec-

utive lithography steps, incubations with DIS strands (10 µM, 3 h) and washing

steps were carried out without moving the chip nor the objective.

Figure 16: Mask-projection lithography. a, A chip is glued to a glass object holder
using double-sided adhesive tape. As an alignment mark for lithography we simply created a
scratch on the chip using a diamond cutter. Additionally, silicone glue (Picodent Twinsil R©)
was applied to the edges of the chip in order to prevent droplets from spreading out. This
procedure significantly reduced the required amount of DNA and facilitated washing steps.
b, For masked lithography, e.g. the “Tiger” (figure 24), we inserted masks into the field
stop holder. For multi-step lithography, marks (crosses) on the holder and on the masks
ensured the angular alignment. c, The mask holder was then inserted into the light path.
A red filter was used to align the projected mask with the alignment marks on the Bephore
chip. Eventually, we removed the red filter, slid in the UV filter and exposed the chip.
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3.5.4 Compartmentalised Gene Expression

Linear DNA fragments carrying the gene for a fluorescent protein were generated

by PCR from plasmid DNA. We used one primer with a fluorescent label, the other

primer with an additional DIS-strand sequence. The DIS sequence was separated

from the primer by a spacer, which prevented the DNA polymerase in the PCR from

extension into the DIS sequence (sequences on page 134 in the appendix). After

PCR, the DNA was purified using a kit (Wizard R© SV Gel and PCR Clean-Up Sys-

tem, Promega) and diluted to a concentration of ≈ 100 nM in a solution containing

1 M NaCl. The gene was then immobilised close to an alignment mark on a chip

following the procedure outlined in the previous section 3.5.3. Thereby, the chip

was already placed on a special holder (figure 17b).

Compartments were fabricated in polydimethylsiloxane (PDMS) following standard

procedures. Briefly, a master for PDMS moulding was created on silicon wafers

(100 mm diameter, 0.525 mm thickness, prime grade; Siegert Wafer, Aachen, Ger-

many) with a ≈30 µm thick layer of negative resist (Epocore20; micro resist technol-

ogy GmbH, Berlin, Germany) by masked photolithography in a maskaligner (MJB3,

Karl Suss). PDMS and curing agent were mixed at a ratio of 10:1 (Sylgard 184 Sili-

cone Elastomer Kit, Dow Corning Corporation) and degassed in a vacuum desicca-

tor. Next, the master was spincoated with PDMS at 100 rpm and transferred to an

oven, where the PDMS was baked at 70◦C for at least 1 h. Afterwards, the PDMS

was separated from the master and cut into smaller pieces containing the compart-

ments. The flat side of such a PDMS chip was then cleaned with isopropanol and

by oxygen plasma (42 s, 100 W; Femto, Diener), and bonded to a clean glass slide

in an oven (70◦C, 1 h). Shortly before an experiment, the PDMS chip on the glass

slide was rendered hydrophilic by oxygen plasma (42 s).

The Bephore chip carrying the immobilised genes was then covered with ≈100 µl of

transcription/translation mix (PURExpress R© [32], New England Biolabs; or E. Coli

extract [84] with 5 μM GamS protein [85], kindly provided by Ludwig Bauer). Next,

the compartments in the PDMS chip were aligned with the alignment mark on the

Bephore chip and pressed onto it with gentle force as shown in figure 17. Eventually,

the chip holder was transferred to a temperature-controlled microscope for imaging

(Nikon Ti2-E inverted microscope; light source: SOLA SM II, Lumencor; camera:

Neo5.5, Andor; temperature control: bold line, Okolab).
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Figure 17: Sample preparation for compartmentalised gene expression. a, Parts
used in the assembly of the sample holder (ruler unit: cm). b, After lithography and DNA
brush assembly close to an alignment mark, a Bephore chip is placed onto the bottom part of
the holder and covered with a TX/TL mix. Vacuum grease is here used as a weak adhesive
between the chip holder and the bottom plate. c, The PDMS chip is immobilised on the
top part of the holder. d-g, Chip and PDMS are brought into close proximity, so the chip
can be aligned with the PDMS chambers in the x-y-plane using the handle at the bottom
of the holder. Once aligned, the wingnuts are carefully turned to bring chip and PDMS in
tight contact. h, Finally, the holder is additionally enclosed in a box in order to reduce the
evaporation of the TX/TL mix.



4 Biochips: Daisy and Bephore

Biochips served as platforms for most of the experiments performed within this

project. Especially the Daisy chips, which were provided by the group of R. H.

Bar-Ziv, proved to be a versatile and robust system which we employed in our in-

vestigations of DNA condensation on a chip (section 5).

Here, on the one hand we expanded the patterning capabilities of the Daisy sys-

tem towards higher precision using electron beam lithography (EBL). Other groups

have demonstrated various PEG-based EBL patterning strategies, however mainly

based on electron-induced crosslinking of surface-bound PEG with a second layer

of modified, loose (e.g. biotinylated) PEG [86–89]. In contrast to the Daisy pat-

terning discussed in the following, such PEG patterns swell in water and therefore

heavily change the topography of the chip surface, making them unsuitable for the

characterisation of DNA structures formed by DNA condensation (section 5).

On the other hand we also considered alternatives to Daisy and developed a novel

type of resist which we termed “Biocompatible Electron and PHOtosensitive RE-

sist” (“Bephore”) and which allowed for multi-step photolithography.

4.1 Daisy Patterning by Electron Beam Lithography

The patterning of the Daisy resist by UV lithography, i.e. the specific cleavage

of the protecting headgroup at the secondary amine (see section 2.2 for details),

is comprehensible at the molecular level considering the ultraviolet excitation of

the photolabile NVOC headgroup [31]. Surprisingly, also electron beam writing

could strip the headgroup and therefore enable the patterned functionalisation of

the biochip surface (figure 18). Even though we did not thoroughly investigate the

mechanism of cleavage at the molecular level, secondary electrons (section 3.1) are

candidates for providing the required energy [90]. Compared to the energy of ul-

traviolet photons (3.4 eV at λ = 365 nm), secondary electrons (by definition 2-50

eV) have similar kinetic energies with their mean below 10 eV and a full width at

half maximum also < 10 eV. These secondary electrons are also responsible for the

local chemical modification in many other EBL resists, e.g. PMMA [73].

In order to characterise electron beam writing on Daisy, we carried out dose tests

for various acceleration voltages. For each voltage a matrix of squares was writ-

ten, each square with a distinct electron dose (charge per area). The patterns were
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then functionalised with biotin and visualised via fluorescently labelled streptavidin.

Two exemplary dose tests for acceleration voltages of 5 kV and 30 kV are shown in

figure 19a. The fluorescence data is quantified in figure 19c, including data sets for

additional acceleration voltages (fluorescence images of all dose tests are shown in

figure 64 in the appendix).

Apparently, at low doses the density of binding sites on the surface increases with

the dose. After reaching a peak value, the fluorescence intensity again drops until a

final level above the background intensity. This final level of intensity at high doses

is reached even without biotinylation and therefore hints at non-specific adsorption

of streptavidin in regions, where the Daisy resist was destroyed.

Further evidence for the destruction of the resist at high doses is shown in figure

20. Several stripes were written with different electron doses and then scanned by

AFM. The topography indicates that molecules in the exposed regions were cleaved

and removed from the surface. While the effect is barely visible for low doses, at

Figure 18: Electron beam lithography (EBL) on Daisy substrates. Daisy molecules
are immobilised on a surface, forming a photo- and ebeam-cleavable monolayer. By exposure
to UV light or an electron beam, the protective headgroup is cleaved, revealing a primary
amine for functionalisation with biotin. Streptavidin (SA, here represented by an elliptic
shape) can bind up to four biotin molecules and can therefore be used to attach additional
biotinylated molecules, e.g. biotinylated DNA. The chemical structure shown in this image
was written by EBL and visualised via fluorescently labelled streptavidin in fluorescence
microscopy. The illustration of EBL (inset) and orange labels were added afterwards. Scale
bar (orange): 10 µm.
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Figure 19: Electron beam lithography dose tests. a, Fluorescence images of two
exemplary matrices of squares, each square written at a different electron dose (charge per
area), after functionalisation with biotin and fluorescently labelled streptavidin. The left
matrix was written at an acceleration voltage of 5 kV, the right one at 30 kV. Apparently
the proximity effect is much more pronounced at the higher acceleration voltage. b, Dose
test written at 20 kV after the addition of streptavidin, but without a preceding biotiny-
lation. The adsorption of streptavidin to areas exposed to high electron doses hints at the
destruction of the PEG layer and therefore at the loss of surface passivation. c, Quantifica-
tion of the fluorescence intensities from dose tests written at various acceleration voltages.
Fluorescence intensities were first converted to signal to noise ratios (SNR) for each dose
test individually and then normalised to the maximum SNR measured in all of the dose
tests for comparison among them. The energy per area (x-axis) is calculated by dose ×
acceleration voltage. The solid lines represent a fitted model which accounts for a specific
cleavage of the Daisy headgroup and a non-specific degradation of the resist molecules (page
56). d, Proximity effect for various acceleration voltages characterised by the distance of
half the maximum fluorescence intensity from the edge of a square. Scale bars: 20 µm.



very high exposures the monolayer of a thickness of ≈ 1.5 − 2 nm was completely

removed (figure 20b).

Put together, the experiments suggest that the fluorescence intensities observed in

figure 19a are the product of two processes: 1) the specific cleavage of the Daisy

headgroup, enabling the functionalisation with biotin and streptavidin; 2) the degra-

dation of the Daisy molecule, i.e. the cleavage of molecular bonds between amine

and substrate, reducing the density of potential binding sites and allowing for non-

specific adsorption of streptavidin to the bare substrate. In order to check the

plausibility of this hypothesis, we created a simple model for the Daisy patterning

and examined whether it can fit the fluorescence data from the dose tests. The

model is based on the assumption that the intact molecules decay under electron

exposure with first order kinetics at rates k1 (specific cleavage of the headgroup)

and k2 (cleavage of any other bond along the Daisy backbone). Accounting for

only three species, i.e. the native Daisy molecules with surface density N , the

deprotected molecules A displaying primary amines, and the species of degraded

molecules D, we set up a system of first order reactions. In contrast to common

Figure 20: Degradation of the Daisy layer by EBL. a, AFM scan in air of a Daisy
surface after the patterning of several 200 nm wide stripes at various doses (indicated at the
top) and after washing the surface with water in order to remove possible debris. Both the
image and b, a section along the image indicate that at high doses the resist of a thickness
of typically ≈ 1.5− 2 nm was damaged and removed. Scale bar: 1 µm, height bar: 10 nm.
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time-dependent kinetics, the surface densities N(σ), A(σ), D(σ) are functions of

the electron dose σ.

N
k1−−−−→ A

N
k2−−−−→ D

A
k2−−−−→ D

These reaction equations yield a system of linear differential equations:

dN

dσ
= −(k1 + k2) ·N

dA

dσ
= k1 ·N − k2 ·A

dD

dσ
= k2 · (N +A)

with boundary conditions:

N(σ = 0) = 1

A(σ = 0) = 0

D(σ = 0) = 0

and the analytical solution:

N(σ) = e−(k1+k2)σ

A(σ) = e−k2σ − e−(k1+k2)σ

D(σ) = 1− e−k2σ

The solution was then used to fit the fluorescence Signal-to-Noise Ratio (SNR)

graphs in figure 19c for each acceleration voltage individually. Part of the sig-

nal thereby results from fluorescent streptavidin specifically bound to biotinylated

amines (hence ∝ A), another part from non-specific adsorption to degraded

areas (∝ D).

SNR(σ) = α ·A+ β ·D + 1

Here, α and β are proportionality factors, the addition of +1 results from the

calculation of the SNR. Since β is determined by the SNR at high doses, only the

three parameters α, k1 and k2 were used to fit the experimental data. While the
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parameter α mainly influences the amplitude of the peak, the two rate constants k1

(specific cleavage yielding an amine) and k2 (disintegration of the Daisy molecule)

can hint at the specificity of the headgroup cleavage. The ratio k1/k2 depends on

the acceleration voltage and drops from > 150 at 1 kV and 5 kV to ≈ 30 at 30 kV.

Considering the number of possible bonds to be broken along the (PEG)77 chain,

such high specificities for cleaving exactly the bond at the amine are also required

in order to achieve detectable surface patterning.

In spite of several simplifications and weaknesses of the model - for instance it

ignores the possibility of electron-induced cross-linking of the PEG - it qualitatively

agrees with the experimental data and therefore strengthens our basic hypothesis

on the patterning mechanism.

We further analysed the dose tests in figure 19a to characterise the impact of the

acceleration voltage on the proximity effect (see also section 3.1). While the first

matrix in figure 19a was written at 5 kV and displayed sharp edges, the array written

at 30kV appeared blurry with indistinguishable edges. In figure 19d the effect is

characterised for several acceleration voltages by displaying the distance from the

edge of a square to half of the maximum fluorescence intensity. As a compromise

in the requirements of high SNR and weak proximity effect, an acceleration voltage

of 5 kV and doses of 5− 30 µAs/cm2 were utilised in the experiments shown in the

following sections 5 & 6.

4.1.1 Daisy Patterning for DNA Immobilisation

The lithographic approach was mainly intended for the patterned immobilisation

of DNA and not of streptavidin alone. Therefore, we performed another dose test

for the 3.1 kbp DNA-streptavidin compound which we later used in our DNA con-

densation experiments. Figure 21a displays a matrix of squares patterned at an

acceleration voltage of 5 kV, revealing that despite the size of the compound, the

doses established for streptavidin alone (5 − 30 µAs/cm2) also worked well for the

patterning of DNA. In later experiments, we thereby preferred low over high doses

even at the expense of a non-maximum DNA density in order to avoid degradation

of the Daisy coating.

Furthermore, we compared DNA patterning by EBL and UV light (figure 21b). A

quantification of fluorescence intensities from labelled DNA in both UV and ebeam

(5 kV) dose tests is shown in figure 21c. The maximum intensities achieved via
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ebeam lithography were ≈25% lower than with UV, which can be attributed to the

degradation of the resist by the highly reactive electrons. While the cleavage of the

headgroup by UV is more specific compared to ebeam lithography, very high UV

doses eventually also degrade the resist (not shown in the graph). The requirement

of more energy for the UV lithography appears reasonable considering the amount

of light reflected by the silicon surface without any interaction with the resist.

Figure 21: Dose test for DNA patterning by ebeam and UV lithography.
a, EBL dose test written at 5 kV and subsequently functionalised with biotin and a DNA-
streptavidin complex (fluorescently labelled 3.1 kbp DNA). b, Matrix of squares exposed to
UV light for different periods of time (blue numbers) at a power density of 167 mW/cm2.
c, Quantification of fluorescence intensities of several dose tests like a&b for both ebeam
and UV lithography (separate x-axes). All values were normalised to the overall maximum
intensity. Scale bars: 20 µm.
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4.2 Biocompatible Electron- and Photosensitive Resist: Bephore

While Daisy indeed represents a useful tool for the patterned immobilisation of

biomolecules, its capabilities are limited especially with respect to multi-step lithog-

raphy, since the reactive NHS-biotin must be added after each step in high concen-

tration. Furthermore, Daisy is not commercially available and is not easily syn-

thesised without proper equipment and training. We therefore also investigated an

alternative to the Daisy system.

Here, we used DNA with a photocleavable, internal modification (based on a nitro-

phenyl moiety [91]; chemical structure in figure 65b in the appendix) as an integral

part of the resist. At UV exposure, this modification of the DNA backbone breaks,

thereby cutting single-stranded DNA in two pieces. Huang et al. already demon-

strated negative-tone photolithography on gold surfaces, with fluorescent DNA hy-

bridising only to non-illuminated, surface-bound photocleavable DNA [92]. Two

major disadvantages of this system are the UV cleavage efficiency, which reaches

only ≈90% even at long exposures and therefore results in a rather strong back-

ground fluorescence, and the non-biocompatible gold surface. Also Chirieleison et

al. applied photocleavable DNA modifications to create patterns in a gel matrix by

masked UV illumination [93].

In contrast to their work, we here specifically aimed at creating a positive-tone resist

on a PEG-based, biocompatible substrate.

4.2.1 Design

The working principle of the DNA component of our resist is illustrated in figure 22a.

The goal was to allow hybridisation of a photocleavable strand (“PC strand”) with

another strand (“DIS strand”) only upon UV illumination. The core element of

the system is the PC hairpin, which consists of a “stem” region, the photocleavable

modification, a “loop”, and a short region which is complementary to a toehold

sequence on the stem. The photocleavable modification is placed at the beginning

of the loop in order to avoid the distortion of double stranded DNA regions. The

PC strand further carries a biotin for immobilising the strand on a surface.

In its initial state, the stem region is hybridised to another strand, the “placeholder”

(“PH strand”). PH and the hairpin configuration of iPC ensure that the stem is

protected from toehold mediated strand displacement. Even though the double-
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Figure 22: Bephore: concept and characterisation in bulk. a, Concept of Bephore
patterning. Initially, the system is formed by two DNA strands: 1) the intact photocleavable
hairpin (iPC, sequence domains abcb* ) consisting of a 40 nt long stem region (ab), a 5 nt loop
(c) and an 8 nt self-complementary region (b* ), and 2) a 30 b long strand (“placeholder”,
PH, sequence domain (a* ) which prevents hybridisation of other strands to the stem, as
long as the hairpin is intact. UV light cleaves the PC strand, causing the dissociation of
the shorter fragment (cb* ) and leaving only the stem (cPC, ab) attached to the surface.
Now, another strand (DIS, b*a* ) can displace the PH strand via toehold mediated strand
displacement and stably hybridise to the stem (for the DNA sequences see page 134 in
the appendix). b, In order to verify the cleavage, PC strands were illuminated with a
UV handlamp (6 W electrical power, wavelengths: 254 nm, 365 nm) and analysed by gel
electrophoresis. c, Combinations of strands show that hybridisation of strands occurs as
designed (lanes: PC+PH, PC+DIS), and that strand displacement by DIS is blocked for
pre-mixed PC and PH (lane: PC+PH+DIS), unless PC and PH are exposed to UV (lane:
(PC+PH)+DIS). Gels: 15% native PAGE, TAE buffer, 100 V, b: 2.5 h, c: 3 h.



stranded toehold region of 8 bp is thermodynamically unstable, the hybridised state

is highly favoured, since the sequences are linked via the loop and therefore present

at very high local concentrations. UV illumination removes the link (figure 22b),

releasing the shorter fragment of PC to solution, and leaving the toehold region

of the stem single stranded. Next, a “displacer strand” (DIS) is added, potentially

carrying e.g. additional chemical modifications or a gene. The DIS strand hybridises

with the stem by toehold mediated displacement of the PH strand. We verified by

gel electrophoresis that the system actually worked as intended (figure 22c) and

then moved on to immobilise it on a chip.

4.2.2 Single- and Multi-Step Photolithography

In order to obtain a chip which provides biocompatibility and the possibility to im-

mobilise the photocleavable DNA, we coated our silicon/silicon dioxide chips with

a layer of heterobifunctional PEG (5,000 Da, chemical structure in figure 65a in the

appendix). On one side the PEG carried a silane for the attachment to the SiO2

surface, on the other side a biotin. Next, we mixed streptavidin with the biotiny-

lated PC strand and the PH strand at a ratio of 1:1.5:7.5. A lower ratio than 1:1.5

of streptavidin to PC strand can result in a low surface density of PC DNA, while

a higher ratio can saturate the streptavidin molecules with biotin and therefore

prevent their attachment to the surface. The PH strand was simply added in large

excess to ensure hybridisation with the PC strand. After washing, we illuminated

the surface through the objective of a microscope with a UV filter in the beam path

and an almost entirely closed field iris diaphragm, and then added a fluorescently la-

belled DIS strand (figure 23a). Fluorescence images (inset in figure 23b) for several

exposure times were used as a UV dose test (figure 23b). Furthermore, we repeated

the lithography step and incubated the chip each time with a differently labelled

DIS strand. Depending on the UV exposure times, exposed regions were filled ei-

ther exclusively by a single type (red, green or blue) of DIS strand (figure 23c) or

by combinations of them (figure 23d). The overlay of the fluorescence images using

the RGB colour model then yielded an image with primary and secondary RGB

colours, black and white.
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Figure 23: Photolithography on a Bephore chip. a, Illustration of the patterning
process. A silicon dioxide surface is first coated with biotinylated PEG and then incubated
with pre-mixed streptavidin and photosensitive DNA. Next, masked photolithography is
performed and DIS strands (green) are added onto the chip, so they can bind to the UV-
exposed areas. If necessary, the lithography step can be repeated in order to attach a
different type of DIS strand (red) to another region on the chip. b, Quantification of
fluorescence signal to noise ratio (SNR) from ATTO 532 labelled DIS strands bound to
patterned regions. The vertical lines indicate the exposure times used in images c&d. The
solid line represents the same fitted model as for EBL on Daisy (page 56), but without
degradation. Inset: fluorescence image of DIS strands bound to an area previously illumi-
nated with UV light through the field iris diaphragm of a microscope (120 s exposure, 60×
water immersion objective). c, Overlay of fluorescence images after a three-step lithography
(120 s UV exposures) with DIS strands labelled with ATTO 425 (blue), ATTO 532 (green)
and Alexa Fluor 647 (red). The coloured regions do not overlap, because the long exposure
times activated all binding sites and left none for subsequent lithography steps (blue first,
then green and eventually red). d, In contrast, short exposure times of only 5 s allowed
for the attachment of different DIS strands in the same region. Applying the RGB colour
model to the overlay of the fluorescence images, overlapping regions appear in additional
colours (yellow, cyan, magenta) and in white. Scale bars: b-d, 50 µm.



We further explored the capabilities of our multi-step lithography technique by

reproducing a famous painting - the “Tiger” by Franz Marc1 - in a miniaturised

fluorescent replica. Figure 24 shows the original picture, the design of the pho-

tolithography masks and the final RGB fluorescence image. The image not only

demonstrates our ability to create regions filled with different types of DNA strands,

but also their precise alignment on the micrometer scale.

Figure 24: RGB lithography - The Tiger. a, Oil painting “Tiger” (1912, size:
109 × 99 cm2) by the artist Franz Marc. b, In order to reproduce the “Tiger” using
our RGB three-step lithography, we first simplified the picture and reduced the colours to
primary and secondary colours, black and white. From the resulting image we obtained
three masks (bottom left), one for each lithography step. c, Placed at the position of the
field iris diaphragm, the UV projection of the masks onto a Bephore chip defined the areas
for red, green and blue DIS strands (bottom right). Merging the three fluorescence images
yielded an RGB fluorescence image of the “Tiger” (top). With a side length of ≈ 250 µm,
this DNA-based replica represents a 4, 000× miniaturisation of the original painting. Scale
bars: c, 20 µm.

1Born in Munich in 1880, Franz Marc became a member of an expressionistic art movement
called “Der Blaue Reiter”. The painting “Tiger” (figure 24a) displays mainly primary and secondary
RGB colours and clearly shows a cubistic influence, especially in its well-defined edges. These
elements made it an excellent template for a demonstration of our multi-step lithography technique.
The painting is part of the collection of the Lenbachhaus art gallery in Munich. Franz Marc died
in 1916 in World War I.
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4.2.3 Electron Beam Patterning of a Bephore Chip

After the successful demonstration of ebeam patterning on Daisy, we also investi-

gated potential EBL capabilities of Bephore. The photocleavable chemical groups

in Bephore and Daisy are very similar and an EBL dose test indeed revealed that

similar electron doses enable the patterning of both types of resist. Also here, the

maximum fluorescence intensities achieved via EBL were ≈ 30% lower than via pho-

tolithography. The results from an area dose (electrons per area) test in figure 25 are

well described by the simple model we applied to fit the Daisy dose test (page 56).

In contrast to Daisy however, already much lower electron doses considerably de-

creased the binding of DIS strands, probably since the DNA strands and the longer

PEG chain (MW 5,000) of Bephore are more susceptible to electron-induced molec-

ular damage than the smaller Daisy molecule (MW 3,400). The stronger rate of

degradation (k2) explains the lower specificity (k1/k2 ≈ 10) of Bephore patterning

by EBL compared to Daisy (k1/k2 ≈ 100).

Figure 25: Electron beam lithography on a Bephore chip. a, Fluorescence image
of an ebeam-patterned chip after incubation with DIS strands (ATTO 532 labelled). Top:
illustration of an electron beam writing an arbitrary pattern (map of geographical Europe)
onto a chip surface. Bottom: line (see also figure 26) and area dose tests. Numbers on the
left give the dose used to write the first square in a row, the bars at the bottom indicate
the dose factors along a row. b, Quantification of fluorescence intensities from area dose
tests on a Bephore chip (red) and a similar chip without the photocleavable DNA (blue).
Solid lines represent a fitted model which we also used to fit the Daisy dose tests (page 56).
Scale bar: 10 µm.
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Additionally, on Bephore we performed a dose test for single pixel lines (electrons

per length, figure 26). In contrast to the area dose test, here the fluorescence inten-

sity steadily increased even at high doses. We hypothesise that this observation is

mainly owed to the proximity effect and the limited resolution in optical microscopy

(for details see figure 26c).

Figure 26: Single pixel line dose test. a, Fluorescence image of a line dose test.
b, Fluorescence intensities along the red line in a. Red numbers indicate the doses used
to write the corresponding lines. c, While the area dose test in figure 25 clearly indicates
degradation at high doses, here fluorescence intensities continue to increase even at high
doses. We assume that the high electron doses degrade Bephore molecules along the beam
path, but that at the same time areas to both sides of the path are activated due to the
proximity effect, similar to the contours of the degraded squares in figure 25. In fluores-
cence microscopy, the two resulting bright lines however cannot be distinguished because
of the optical resolution limit (for the microscopy setup used here: ≈ 400 nm, Rayleigh
criterion [74]). Scale bar: 10 µm.
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4.2.4 Gene Expression

Finally, we also demonstrated the biocompatibility of Bephore, i.e. gene expression

from an immobilised DNA brush. Therefore, we first amplified a 1.4 kbp DNA

fragment coding for a fluorescent protein (YPet) by PCR with modified primers

(figure 27) and then attached it to a lithographically patterned, triangular region

on a chip, as illustrated in figure 28a. Next, a droplet of a transcription/transla-

tion mix was placed onto the chip which immediately afterwards was covered with

chambers fabricated in polydimethylsiloxane (PDMS). Thereby, one chamber en-

closed the triangular DNA pattern and developed a strong fluorescence signal from

protein expression (figure 28b-d). Unfortunately, unspecific binding of the DNA to

the surface could not be entirely prevented. Therefore, low-level gene expression

was also observed in control chambers without DNA pattern. Repeated protein

expression from the same DNA brush proved that the DNA was not removed from

the chip.

Figure 27: Immobilisation of a gene on Bephore. a, Amplification of a DNA sequence
coding for a fluorescent protein by PCR. One primer (Rev) was labelled with a fluorophore.
The second primer (Fwd) was modified with a triethylene glycol spacer which blocked DNA
polymerases during PCR, and a DIS sequence to allow for the attachment of the gene to a
cleaved PC strand on a chip surface (b). The DNA sequences are shown in the appendix
on page 134.
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Figure 28: Gene expression on Bephore. a, Illustration of a Bephore chip with PDMS
chambers (300 µm in diameter) and a transcription/translation (TX/TL) mix. One cham-
ber contains a triangular region with immobilised DNA coding for the fluorescent protein
“YPet”, while the other chamber acts as a control. Channels (20 µm in width) connect the
chambers to a large reservoir of TX/TL mix in order to allow for a sustained expression
of YPet. b, Brightfield image of two such chambers, where the left chamber contains the
triangular DNA field. c, The fluorescently labelled (Alexa Fluor 647), triangular DNA field
is located in the left chamber (red-coloured image). Both chambers were filled with a recon-
stituted TX/TL mix (PURExpress R©), but only the left chamber shows a strong increase
in YPet fluorescence (green-coloured images and graph). After ≈ 240 min at 37◦C, the
PURE system typically stops producing proteins. d, A similar experiment demonstrated
that gene brushes are also expressed in E. Coli extract [84] at 29◦C, if the linear DNA is
protected from degradation by the protein GamS. Here, the stronger fluorescence in the
control chamber is probably a result of a less thorough passivation (compared to c: without
BSA, see also section 3.5.1) and the development of autofluorescence in the extract over
time. Scale bars: b-d, 300 µm.



To demonstrate the potential of the system towards the realisation of genetic cir-

cuits on a chip, we applied our multi-step lithography approach to immobilise genes

coding for three different fluorescent proteins in separate compartments on a chip

(figure 29a, DNA sequences on page 135). Figure 29b shows gradients of the ex-

pressed, freely diffusing proteins in the channels between the compartments.

In summary, Bephore allows for photo- and ebeam-patterning of DNA molecules

and can be assembled entirely from commercially available materials. Furthermore,

we demonstrated its biocompatibility via the expression of immobilised genes. It

therefore represents an option for future, chip-based investigations of gene expres-

sion systems or processes like DNA condensation.

Figure 29: Multi-colour gene expression. a, Brightfield image of three chambers con-
nected by channels, in which b, DNA brushes coding for cyan (DNA-C, ATTO 532), yellow
(DNA-Y, Alexa Fluor 647) and red (DNA-R, ATTO 425) fluorescent proteins were immo-
bilised. The figure shows a coloured overlay of the brightfield image and the fluorescence
images of the DNA brushes at the beginning of gene expression (t=0 min). c, Overlay
image of cyan (mTurquoise), yellow (YPet) and red (mScarlet I) fluorescent proteins after
150 min of expression. Scale bars: 300 µm.
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5 DNA Condensation on a Biochip

So far, DNA condensates were limited to few morphologies, namely to spheres, rods

or toroids condensed from solution, or to dendritic structures formed by conden-

sation of extended DNA brushes on surfaces (see also sections 2.3.2 & 2.3.3). In

the high resolution of ebeam lithography we found the means to create conden-

sates of arbitrary shape on a surface by forcing the condensation to proceed along

thin lines (figure 30) without the uncontrolled splitting of dendritic bundles. The

characterisation of DNA bundle morphology and condensation dynamics will be

discussed in the following sections based on results from fluorescence, electron and

force microscopy.

5.1 One-Dimensional DNA Condensates

Dimensionality defines the properties of various physical systems. For instance, a

defect in a linear (1D) chain always disrupts the whole chain, while (2D) chain

mail can still hold, even if a single ring is missing. Examples from physics include

nanowires, often also called 1D wires, whose discrete conductance values are de-

fined by the quantum confinement of electrons [94]. Also the predictions of the

Ising model for phase transitions in ferromagnetic materials depend on the dimen-

sionality of a system of spins [95].

Figure 30: One-dimensional DNA condensation. Electron beam lithography allows
for the generation of very fine patterns (here: lines of width W= 100 nm), along which
DNA strands can be immobilised at high salt concentrations. The DNA is then stretched
by a change to a low salt concentration (“osmotic stretch”) and condensed by the addi-
tion of spermidine3+. Condensation starts at a nucleation site and proceeds similar to a
domino effect, as additional DNA strands join the DNA bundle (≈ 20 nm in width) at the
condensation front.
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Here, we investigated the effect of confining the size of a DNA brush with length l

and width w from an extended 2D brush to a quasi-1D line with l � w and es-

pecially to a width much smaller than the contour length of the DNA used in our

experiments (≈1 µm for 3.1 kbp). Since the required resolution of ≈100 nm can-

not be achieved by (conventional) photolithography, we applied the EBL patterning

approach demonstrated in section 4.1. We created DNA brushes of various widths

and added spermidine at a critical concentration to initiate condensation (figure 31).

After few minutes nucleation sites emerged, from which condensates grew. After the

completion of the process, the chips were dried and imaged in SEM (figure 32). In

wide brushes (' 2 µm) we observed dendritic bundles which split in order to collect

all of the available DNA. At brush widths below twice the contour length of the

DNA (/ 2 µm), all DNA strands could, in principle, reach one central condensate.

For intermediate widths (e.g. 1.5 and 1.0 µm) the main bundle meanders within

the boundaries of the brush pattern, presumably due to the stochasticity of growth

speed and direction. It occasionally splits into two equivalent bundles, before one

of them again establishes itself as the main bundle by gathering all the DNA in a

cross section of the brush. At even smaller widths (/ 1 µm) a single bundle easily

attracts all the surrounding DNA, therefore forming a single main bundle without

Figure 31: Condensation of DNA brush stripes. a, Fluorescence image of a DNA
brush patterned via ebeam lithography. b, Upon addition of spermidine, nucleation sites
appeared (bright spots highlighted by white arrows). c, DNA bundles grew along the
brush stripes away from the nucleation site until d, they encountered another condensation
domain or the edge of the brush. Two domain walls (see also section 5.4) are highlighted
by white circles. Scale bar: 5 µm.
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Figure 32: Morphological transition from dendritic to 1D condensates. a, SEM
image of DNA brushes of various widths defined by EBL and condensed with spermidine.
The confinement of the stripes in width suppressed the dendritic growth, resulting in a
bundle which meandered within the boundaries of the stripe, and - at very small widths -
in a one-dimensional condensate. b, Montage of several SEM images showing two thin
condensed brushes connected to dendritic bundles on the left. The image illustrates the
“straightening” of DNA bundles at small widths. While the lower condensate (0.2 µm
brush) is bending within its constraints, the upper bundles (0.1 µm brush) appear very
straight. The sample imaged for a was dried using the “fast” procedure, b more gently (see
section 3.2). In the montage b linear grey filters were applied to compensate for charging
effects in SEM. Scale bars: 1 µm.



major protrusions. Eventually, at a width of ≈ 100 nm a straight, one-dimensional

condensate forms.

The confinement of brush width not only influenced the micron-scale morphology,

but also the dimensions of DNA bundles at the nano-scale (figure 33a). Measure-

ments of the diameters of DNA bundles following a “gentle” drying procedure (see

section 3.2) are displayed in figure 33b.

We further analysed AFM scans to estimate the number of DNA strands in these

bundles (figure 34a). We assumed that the DNA strands are aligned in parallel and

in cylindrical close packing with a lattice constant of 29 Å [63]. Then, the number

of DNA strands is proportional to the cross-sectional area of a bundle, i.e. the

area under a topographic profile perpendicular to the orientation of a bundle (see

figure 34b&c). We hence estimated the number of strands to ≈ 35 in bundles from

100 nm wide brushes and to over 100 in bundles from more extended 2D brushes

(figure 34d). In AFM we also noticed a flattening of the bundles due to the tapping

of the AFM tip (figure 66 in the appendix). This flattening however does not affect

the cross-sectional area of a bundle and hence also not our estimation.

Finally, we deduced the density of DNA anchoring sites on a patterned Daisy sur-

face from the number of strands in the bundles. In order to contribute to the

cross-sectional area of a bundle at a certain position, DNA strands must be an-

chored in a region from which they can physically reach said position (figure 34e).

For thin brushes, this region is restricted by the patterned width w of the brush

and a radius r from which a bundle typically gathers DNA. Additionally, the region

is bisected, since DNA strands usually bundle only towards the nucleation center.

This region can therefore be written as the area A(w, r) which is proportional to

Figure 33: DNA bundle widths in SEM. a, DNA bundles (bright) condensed from
brushes of various widths (0.1−2.5 µm). b, Quantification of bundle widths versus patterned
brush width. Error bars show the standard error of the mean. Scale bars: 100 nm.
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the number of strands N(w, r) in a cross-section. The proportionality factor is the

anchoring density σ. Fitting this simple model (with fitting parameters r and σ) to

the data in figure 34d yields the anchoring density σ = 350/µm2. This anchoring

density is roughly in agreement with a previous estimation for UV-patterned Daisy

(1100/µm2 for 2 kbp DNA, from UV absorption [1]), considering the generally lower

anchoring site density with EBL (≈ 60% at 5 µAs/cm2, see figure 21c) and the dif-

ferent lengths of immobilised DNA (3.1 kbp here versus 2 kbp in reference [1]).

Figure 34: Number of strands in DNA bundles. a, Montage of several AFM scans of
condensed DNA brushes of various widths. b, Schematic illustration of DNA (green rods)
bundled to a 1D condensate. The red curve indicates a topographic AFM profile of a DNA
bundle used to estimate the number of DNA strands constituting the bundle. c, Ten AFM
profiles (dots) for DNA bundles from 1.0 µm (orange) and 0.1 µm (blue) wide brushes. The
(approximately) average profiles are given by spline fits (solid curves). d, Estimation of the
number N(w) of DNA strands in a bundle cross-section (error bars indicate the standard
error of the mean). e, Estimation of the DNA anchoring density σ. Only strands (blue
lines) anchored in the red region A(w, r) can contribute to the bundle cross-section (red
line). Scale bars: 1 µm, height bar: 20 nm.
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5.2 Condensation Dynamics

Aside from the morphology, the reduction of brush width also affected the conden-

sate growth. We tracked the propagation of condensation fronts via fluorescence

microscopy in brushes of various widths (figure 35a) and found a deceleration of

growth with reduced brush width (figure 35b).

Additionally, 1D growth displayed a greater variation compared to 2D condensa-

tion (figure 36). This stochasticity of the condensation process emphasises the low

dimensionality of the the thin brushes, which makes bypassing defects, e.g. areas

with a lower DNA grafting density, more difficult.

Without insight into the condensation process at a single-molecule level, for now

we can only speculate about the mechanisms responsible for the width-dependency

of bundle growth. We hypothesise that the condensation of a DNA strand, whose

negative charge has been mostly neutralised, occurs in two steps: first, the diffu-

sive motion of the strand until it finds a nearby bundle and establishes a stable

connection to it; second, the alignment of the strand with the bundle, stabilising

the adhesion and promoting the accretion of additional strands. Both processes

might simply speed up with the amount of nearby, condensed DNA, which is obvi-

ously higher for wider patterns. As we will show in the following section, a model

Figure 35: Width-dependent condensation speed. a, Fluorescence images of stripe-
shaped DNA brushes (1.5, 1.0, 0.5, 0.2 and 0.1 µm in width) connected to a large, nucleation-
prone region (top). After nucleation, the condensates (bright) grow along the stripes at
different speeds (time intervals ∆t = 300 s). The condensation fronts are highlighted by
white ellipses. b, At brush widths below twice the contour length of the DNA (≈2 µm),
the condensation front velocity decreases. Scale bar: a, 5 µm.
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based on the hypothesised mechanism is in principle able to reproduce dynamics

and structures shown so far.

Figure 36: Growth speed variation in 1D and 2D DNA condensation. a, Flu-
orescence images of a condensing, extended 2D DNA brush at time intervals ∆t = 90 s.
b, Growth of 1D bundles displaying variation in speed, clearly observable e.g. in the two
stripes at the bottom (time intervals ∆t = 500 s). c, Front propagation in time for several
1D and 2D bundles (data from fluorescence videos like a&b) revealing a rather continuous
growth in 2D in contrast to varying speeds in 1D. The light red and blue lines indicate the
mean growth. d, Histogram of front propagation speeds for 1D bundles for time intervals
of 60 s. e, 1D growth shows a higher relative variation in speed (2D and 1D growth speeds
normalised to their average). Fits to the data are Gaussians. Scale bars: a, 10 µm; b, 5 µm.
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5.3 Simulation

In order to check the plausibility of the assumptions made above (at the end of sec-

tion 5.2), we simulated the condensation of a lattice of DNA strands in a simplistic

model. Specifically, the scope of the simulation was not to model diffusion and

electrostatic interactions of DNA, but rather to test whether the width-dependent

dynamics and structures can be reproduced without detailed molecular considera-

tions. The simulation consists of two main parts, the modelling of the condensation

dynamics based on a Gillespie-like algorithm, and the simulation of dendritic and

1D bundle formation.

Simulation of Dynamics

We simulated the time evolution of condensation using elements of a “Gillespie

algorithm” [96], which represents a standard procedure for stochastic simulations of

chemical reactions. We based our method on an idealised, hypothetical condensation

process:

• DNA strands in a brush are anchored on a square lattice. This simplification

is mainly owed to the technical handiness of matrix calculations, even though

random anchoring sites would probably yield a more accurate representation

of the reality.

• After nucleation, condensation proceeds by adsorption of strands at the con-

densation front, i.e. only strands with at least one condensed neighbour can

join a bundle.

• The probability of a strand for condensation depends on the amount of nearby,

condensed DNA and therefore on the width of the DNA brush and on the

position of the strand within the brush. For instance, a strand at the edge of

a wide brush has less neighbouring strands and is hence generally less likely

to “encounter” a nearby condensate than a strand in the center of the same

brush.

• Once a strand is condensed, it does not revert back to the brush (no backreac-

tions). Due to the stability of DNA bundles, in condensation experiments we
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did not observe any significant de-condensation processes (without changing

the salt conditions).

The implementation of this model is illustrated in figure 37a and is realised in several

steps:

1. Setup: A binary matrix is generated which saves the state - condensed or non-

condensed - for each strand. Except for the position of nucleation, at the start

of the simulation (time t = 0) all strands are set to “non-condensed”. The

dimensions of this “state matrix” are set to agree with the estimated DNA

surface density (section 5.1) and the desired width and length of the simulated

brush. Another matrix of the same dimensions (“time matrix”) saves the time

of condensation of each strand.

2. Condensation front: The algorithm looks for all non-condensed strands at the

condensation front, which in figure 37a correspond to all red strands with a

green neighbour. Not only the four horizontal or vertical, but also diagonal

neighbours are considered (8-connected neighbourhood).

3. Condensation probabilities: Depending on its position in the cross-section of

a brush, e.g. at the center or an edge, each candidate strand is attributed a

condensation probability, which determines the “type” of a strand. Here, we

assumed that this probability depends on the amount of nearby accessible,

condensed DNA. The amount of nearby DNA increases with the patterned

area A which overlaps with the exploration range of the strand (red areas in

figure 37b). However, much of that DNA may be concealed inside a DNA

bundle and may therefore not contribute to increasing the condensation prob-

ability. We therefore set the probability proportional to the surface of the

bundle, which is formed by DNA strands anchored in the region A. The

bundle’s surface is roughly proportional to the square root of the number of

constituting strands, which in turn is proportional to the area A in which

they are anchored (hence probability ∝
√
A). Due to the square lattice there

is only a finite number of vertical positions and therefore only a finite set of

probabilities.

In the context of a standard Gillespie simulation, the “types” of strands would

correspond to chemical species with different reaction probabilities. Here,
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Figure 37: Simulation of condensation dynamics. a, A matrix contains the states
(condensed or non-condensed) of all strands in a simulated brush. The algorithm looks for
all non-condensed strands (red) with a condensed neighbour (green) at the condensation
front (blue), assigns those candidate strands a probability of condensation and picks one of
them according to the Gillespie algorithm. Furthermore, the algorithm determines a time
interval ∆t, during which the chosen strand will condense. Now the algorithm updates
the time and the strands’ states, and proceeds to the next iteration. b, Illustration of the
concept which determines the condensation probability of a strand based on its vertical
position in a brush. For instance, a strand S in the center (red dot) on average has more
potential attachment sites (condensed DNA) in reach (red area A) than a strand at the
edge of the brush. c, Comparison of experimental and simulated data sets of condensation
speeds depending on brush widths. Simulated brushes had a length of 10 µm. All data sets
were normalised to their maximum.



strands S of types µ “react” with probability cµ to form the reaction product,

i.e. a condensed strand Sc:

Sµ
cµ−−−−→ Sc

4. Picking (Gillespie): First, one type of strand is selected for condensation ac-

cording to the Gillespie algorithm. Thereby, the algorithm takes into account

the numbers of strands associated with the various types of strands. Second,

one distinct strand associated with the selected type is picked at random to

condense.

5. Timing (Gillespie): Again accounting for the numbers of candidate strands

and their condensation probabilities, a time interval ∆t is calculated, during

which the picked strand will condense.

6. Update: Finally, state and time matrices are updated. The simulation, now

at time t+ ∆t, proceeds to the next iteration (step 2). It is noteworthy that

in each iteration of the procedure we always execute only the first step of a

typical Gillespie simulation.

7. Termination: The simulation terminates as soon as all strands are condensed

and returns the time matrix.

The condensation times can then be used to calculate an average condensation

speed depending on the simulated brush width. Figure 37c compares simulated

speeds with experimental data sets. The shapes of the normalised graphs agree for

a wide range of brush widths, except for deviations mainly at very small widths.

Apart from the simplifications in the model, these deviations may be caused by

the proximity effect, which can significantly widen very thin brushes (6 100 nm)

compared to their originally designed widths (x-coordinates in the graph).
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Simulation of Structure

The simulation of bundle formation relies on the time matrix and on a set of rules

which are outlined in the following:

1. A matrix of the same size as the time matrix is generated, which represents the

patterned stripe (figure 38a, top) and serves to count the number of strands

condensed in a certain region.

2. The strands condense one by one in the order given by the time matrix.

3. A condensing strand (red circle in figure 38a, center) establishes a stable

adhesion to a nearby bundle (orange circle) and from there it aligns with the

largest bundle (figure 38a, bottom) towards the nucleation site. The radius

of the exploration range was limited to ≈ 600 nm, since several experiments

(section 6.2.1) indicated that even at low salt concentrations the fully stretched

configuration of DNA is rather unlikely. To account for the directionality of

the bundling observed in SEM and AFM, we excluded circular growth and

alignment against the direction of growth.

Figure 38b compares the structure of real condensates (top) to simulated DNA

bundles (bottom). While there clearly are differences, the simulation still reproduces

some main features of the DNA condensates, for instance the dendritic growth

in wide patterns, the maximum number of “parallel” bundles per width or the

competition of two “parallel” bundles for additional DNA at the transition from 2D

to 1D.
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Figure 38: Simulation of condensate structure. a, Based on the matrix of condensa-
tion times (top), the structure of condensates is constructed strand by strand following a
set of rules. A matrix of the same size is used to store the number of strands condensed in
a certain region. Each strand (e.g. the red strand in the central schematic) attaches to a
bundle (orange circle) in its proximity (red area, radius corresponding to ≈ 600 nm). From
this point of first stable attachment the rest of the strand aligns with the largest nearby
bundle. All matrix elements (positions) connecting the anchoring site and the point of first
stable attachment, and all positions of the subsequent alignment are added +1 before the
condensation of the next strand. b, DNA bundles imaged in SEM (top) are compared
to simulated DNA condensates (bottom). Similarities include the dendritic structure, the
number of “parallel” bundles per stripe width and the competition between “parallel” bun-
dles at intermediate widths, i.e. the alternation of regions with a single main bundle or
with multiple bundles. Scale bars: 5 µm.



Discussion of the Model

The simulation involves several assumptions and simplifications, some of which are

substantiated by experimental data, while for some others we can only provide plau-

sible motivations. Specifically, we here ignore possible cooperative effects and the

condensation of DNA strands which are not located immediately at the condensa-

tion front. Also, we disentangled the simulation of dynamics from the structure

formation process, thereby disregarding possible effects of actual bundle morphol-

ogy on condensation kinetics. Furthermore, this coarse-grained method obviously

cannot shed light on the internal structure of the DNA bundles, which might allow

for a prediction of additional material properties.

However, the main objectives of the simulation were to provide a possible explana-

tion for the width-dependent behaviour, and to investigate whether this explanation

necessarily requires an electrostatically and thermodynamically precise description

or if a kinetic model would suffice to roughly reproduce our experimental observa-

tions. Similar to the reasoning of Hud & Vilfan [57] (see also section 2.3), we also

found that it is indeed in principle possible to model dynamics and structures formed

by DNA condensation mainly based on stochastic kinetics and additionally on a pos-

itive feedback mechanism in bundle formation (strands align with the largest bundle

nearby). In general, fundamental mechanisms such as diffusion-limited aggregation,

are also responsible for the recurrence of some dendritic patterns in nature, for ex-

ample in electric discharges (“Lichtenberg figures”) or crystal growth.
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5.4 Domain Wall Formation and Length of 1D Condensates

The extension of 1D bundles or dendritic condensates is typically restricted either

by the size of the patterned DNA brush or by the emergence of additional conden-

sates. Nucleation is a stochastic process and can therefore occur at any position

along a non-condensed brush. In order to steer condensation along a brush in a

certain direction and to minimise the number of nucleations, in many experiments

we connected thin brushes to “nucleation-prone” regions which were simply large

brushes with a high number of DNA strands and therefore with a high probability

for early nucleation. Especially in very long 1D brushes however, additional nucle-

ation sites could not be avoided, which resulted in counterpropagating condensation

fronts (figure 39a). Wherever the two fronts met, the DNA strands joined one of

the two possible condensation domains, similar to hair at a part. Such regions, in

the following called “domain walls”, are detectable in fluorescence microscopy, since

the fluorescent labels at the end of the DNA strands are stretched in either one of

the two possible directions, leaving a dark area of approximately twice the DNA

contour length between fluorescent bundles. Also, these regions display a lower

Figure 39: Domain wall formation. a, Illustration of DNA condensation from two
nucleation sites, one on the left (not shown) and another one spontaneously emerging on
the right. The counterpropagating growth fronts lead to the formation of a “domain wall”,
a region which separates two condensate domains. Since all DNA strands in a domain
are stretched towards their nucleation site, the domain wall results devoid of fluorescent
labels. The fluorescence image at the bottom shows a configuration similar to the last step
in the schematic, with a nucleation site on the right and a dark domain wall in the middle.
b, Time lapse fluorescence images showing the formation of a domain wall. Domain walls
can furthermore be visualised by SEM (image at the bottom), since they are regions of
lower DNA density. Scale bars: 5 µm.
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Figure 40: Length of 1D condensates. a, Fluorescence image (stitched from four indi-
vidual images) of condensed DNA brushes of 100 nm width and 190 µm length, connected to
a nucleation-prone region on the left. Condensation domains are clearly separated by dark
domain walls, allowing for a measurement of bundle lengths. The green rectangle highlights
a bundle which grew from the nucleation-prone region all the way to the end of the brush
on the right side. b, Histogram of condensate lengths (blue circles, n = 656) with a mean
length of 68 µm. The elevation of the last data point is related to the finite length of the
DNA brushes. The solid line results from a simulation (see figure 41). Scale bar: 10 µm.



DNA density compared to the condensed bundles around them, which is why they

are observable in SEM (figure 39b).

In order to determine the distribution of 1D condensate lengths, we created 100 nm

wide and 190 µm long brushes connected to a nucleation-prone region. After nucle-

ation and condensation, the lengths of bundle domains, reaching from one domain

wall to another or to an end of a line, were measured in fluorescence microscopy

images (figure 40a). The distribution of lengths from several images is shown in

figure 40b. The mean length of the bundles was 68 µm, while approximately 1%

of the bundles spanned the whole patterned length of 190 µm. Interestingly, the

length distribution of bundles connected to the nucleation-prone region was found to

agree with the unconnected condensates. Here, the benefit from an early nucleation

seemed just to make up for the disadvantage of monodirectional growth. It should

be noted that the measured lengths are strongly associated with the experimental

conditions. For instance, the concentration of condensing agent affects nucleation

and condensation rates. If a change in concentration favours nucleation, smaller

bundles will be observed. Otherwise, bundles can grow longer without interference

from other domains.

The observed length distribution was reproduced in silico by a simple simulation

of 1D condensation based on random nucleation and constant bundle growth. Us-

ing an experimentally measured growth rate of 20.5 nm/s and a nucleation rate of

15 nucleation sites per hour and millimetre of uncondensed brush, we generated

a length distribution (solid line in figure 40b) which agrees with the experimental

data.
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Figure 41: Simulation of condensate lengths. a, Visualisation of a simulation result
(compare with the corresponding experiment in figure 40a). Several lines were “condensed”
at a constant rate v1D = 20.5 nm/s from a stripe on the left, representing a nucleation-prone
region. Additionally, nucleation sites (bright spots) emerged at random locations along the
lines at a rateKnuc = 15 hr−1mm−1. The resulting distribution of bundle lengths is depicted
as solid line in figure 40b. b-d, Variation of nucleation rate and DNA brush length leads
to changes in mean condensate length and the percentage of bundles grown over the full
brush length. The graphs show that the simple model of random nucleation and constant
growth reproduces all experimental observations (dotted lines) fairly well.



5.5 Resolution of DNA Brush Condensation

In science and technology the term “resolution” typically refers to the precision of a

measurement technique, e.g. the minimum distance at which two point-like objects

can be distinguished in optical microscopy [74, 75], or it can also indicate preci-

sion in fabrication, for instance the minimum distance between two droplets of ink

(“printing resolution”) or two lines created by ebeam lithography. The resolution

of 1D condensation discussed in this section is related to the latter case, raising the

question of how close two DNA brushes can be created and still yield two separate

bundles. Since the answer is not easily found in a single value, we here refrain from

a strict definition of resolution and instead look at two examples and their impact

on the design of DNA brush networks.

Figure 42 shows SEM images of DNA brush lines condensed in parallel from a

nucleation-prone region. At distances larger than 0.7 µm, two separate bundles

form. At slightly smaller distances (≈0.7 µm) bundles appear, which occasionally

bridge the distance between the lines. At even smaller separation (<0.6 µm), the

Figure 42: Resolution of DNA condensation. Parallel DNA brush lines (100 nm
width) were written at a distance d and connected to a nucleation-prone region on the left
side (not shown) in order to ensure that condensation would occur simultaneously on both
lines. At large distances two separate condensates formed, while bridging bundles were
observed below a distance of 0.8 µm. Bridging increased with the overlap of DNA strands
from the two brush lines. Scale bar: 1 µm.
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brushes constituted by DNA of 1 µm length can overlap constantly, thereby fre-

quently forming bridges and eventually even preventing the emergence of two par-

allel condensates. These observations gave indications on the minimum distances in

DNA brush designs, where parallel brushes should condense simultaneously without

bridging, e.g. in the parallel arrangement of stochastic switches in section 6.2.2. If

however brushes are not condensed at the same time, also larger distances up to

one DNA contour length can be bridged (see section 6.2.1 for details).

A conceptually similar experiment is shown in figure 43, where ring-shaped brushes

of various diameters were placed in contact to a nucleation-prone region. Again, the

images show that at large diameters a bifurcation forms with two separate bundles,

while the brush collapses into a single condensate at small diameters (60.6 µm).

These results helped to set the lattice constant for the honeycomb-shaped brushes

of our DNA mazes (section 6.1).

Finally, both experiments also show that the resolution of condensation is mainly

affected by the interaction range of the DNA brush, which depends on the DNA

length, grafting density and salt concentrations. Compared to the resulting resolu-

tion (> 500 nm), in our experiments the precision of ebeam lithography (< 100 nm)

played only a subordinate role.

Figure 43: Condensation of ring-shaped brushes. Ring-shaped brushes of diameter ∅
were connected to nucleation-prone regions in order to determine whether condensates bi-
furcate (gaps highlighted by orange arrow) or collapse into a single bundle (yellow X). Scale
bar: 2 µm.
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5.6 Electrostatic Force Microscopy of DNA Bundles

Condensed DNA bundles consist of only few types of molecules: DNA as a nega-

tively charged polyelectrolyte, trivalent spermidine, monovalent ions (sodium and

chloride ions) and uncharged, but polar water molecules. The condensates are

therefore structures with very high positive and negative charge densities. As de-

scribed in section 3.3, Electrostatic Force Microscopy (EFM) probes basic electro-

static properties of a surface (figure 44a), revealing structures which display net

charges or polarisability. Figure 44b shows EFM scans of two DNA brushes. Both

were patterned, assembled and dried the same way, one however was condensed

before drying. The compaction of the DNA by spermidine yielded a strong EFM

phase shift for the vertical and the thin horizontal brush. Thicker bundles, e.g.

from dendritic condensation of a large square brush (figure 45a&b), yielded an even

higher contrast.

Without spermidine (figure 44b), DNA strands from the thin, horizontal brush lay

scattered around their anchoring area and did not yield any EFM phase signal [97].

The thick, vertical brush gave only a weak signal, presumably due to aggregation

of DNA in the drying process.

Figure 44: Electrostatic Force Microscopy (EFM) of DNA Bundles. a, Schematic
illustration of EFM. First, a conductive tip performs a line scan of the surface in intermittent
contact mode. Next, a voltage is applied between sample and tip, the oscillating tip is lifted
(here: 50 nm) up from the surface and scans the same line again, but this time at constant
height above the surface without touching it. Electrostatic interactions between tip and
surface induce changes in the phase shift between the tip oscillation and its drive. These
changes in phase shift give the EFM signal. b, Topographic and EFM scans (voltage: 10 V)
of dried DNA brushes, both consisting of a thick, vertical brush and a thin, horizontal brush.
Images at the top (“no spermidine”) show a brush which was not condensed before drying
and therefore only the thick brush gives some contrast in EFM. In contrast, the high charge
densities in the condensed brush (bottom, “spermidine”) show clear signs of polarisability.
Scale bars: 1 µm; height bar: 20 nm; phase bar: 8◦.
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Swapping the sign of the voltage did not affect the sign of the phase contrast, indi-

cating that the contrast is caused by the polarisability of the DNA bundles and not

by a net over- or undercharge of the condensate. Together with results from liter-

ature [43], the polarisability suggests that the condensates are not entirely static,

but that the retained water layer around the DNA allows for the rearrangement of

ions and polar molecules in response to an external field.

Figure 45: Electrostatic Force Microscopy of Dendritic Condensates. a, Topog-
raphy and b, EFM scans of a part of a 10× 10 µm2 condensed brush. At a voltage of 10 V
the thick bundles gave a strong EFM signal, while the control measurement at 0 V did not
reveal any structure. c, As a reference sample we created lines of gold (by ebeam lithogra-
phy and evaporation of titanium and gold), which d, gave a very strong EFM contrast due
to the generally high polarisability of metals. Scale bars: 1 µm; height bars: 20 nm.
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5.7 Nucleation Sites

High resolution imaging of DNA condensates using SEM and AFM allowed us to

investigate not only the structure of DNA bundles, but also the morphology of nu-

cleation sites. Similar to condensates formed in solution [14, 47], we found toroidal

and rod-shaped nucleations. If only few DNA strands were involved in the formation

of a condensate, e.g. few strands in an unpatterned region, we observed isolated

toroids and rods (figure 46a). Thereby, the rods’ length of only 100-200 nm and

their rounded shape suggest that they are not formed by strands aligned in parallel,

but also by wound or coiled DNA. Eickbush & Moudrianakis observed very simi-

lar rods, when dilute DNA (in 0.5 M ammonium acetate, 1 mM Tris, pH 7.5) was

collapsed by 95% ethanol [47]. Therefore, some isolated rods might not originate

in the condensation by spermidine, but instead they might be a byproduct of the

drying process.

Other rod-like structures acted as nucleation sites for large dendritic or 1D conden-

sates (figure 46b) and are therefore clearly spermidine-induced. The appearance

of both toroidal and rod-shaped condensates indicates that the energy cost for

continuous bending of DNA in a torus is similar to kinking the DNA at the end

of a rod [98]. The toroidal nucleation sites displayed in figure 46b are deformed

due to protruding DNA bundles. Depending on the number of connected bundles,

the toroids were distorted to shapes resembling the eye of a needle, triangles or

rectangles.

In order to verify that the structures observed in SEM are actually toroidal, i.e.

that the apparent hole is not a mere imaging artefact, we also scanned them in AFM

(figure 46c). Furthermore, from this data we could roughly determine the amount of

DNA in a toroidal nucleation site. The section of a toroid shown in figure 46d allows

for the estimation of toroid dimensions, i.e. the mean radius of the donut R = 37 nm

(mean of inner and outer radius) and the radius of the two circular, cross-sectional

areas r = 27 nm. Dividing the volume of the torus (VT = 2πr2R) by the volume

of a basepair, thereby considering a lattice constant of 2.8 nm (Vbp = 1.42π · 0.34

nm3) and hexagonal packing in the cross section, we calculated that the toroid

contained roughly 75,000 bp. The size therefore approximately agrees with toroids

condensed from solution under various conditions (≈60,000 bp, [98]), even though

the mechanisms limiting the growth are presumably different for toroids condensed

from solution and from a brush.
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Figure 46: Nucleation sites. a, Toroidal (left) and rod-shaped (right) condensates formed
by few DNA strands outside large brushes. b, Nucleation sites deformed by the growth of
bundles. The first line of images shows this effect for 1, 2, 3 and 4 major bundles protruding
from a single toroid. c, AFM images revealing that many nucleation sites are indeed of
toroidal shape, i.e. with a hole in the center. d, Section along the red line in the inset
image. From the section we estimated the dimensions of an ideal torus of comparable
size (right) with the two radii r = 27 nm and R = 37 nm. Such a torus can contain
approximately 75,000 bp of DNA. Scale bars: a-d, 100 nm; height bars: c&d, 100 nm.



Eventually, we also measured the frequency of toroidal and rod-shaped nucleation

sites in arrays of condensed, small DNA brushes. By imaging several lines of the

arrays in SEM, we found that under our experimental conditions both types of

nucleation sites occur with only a slight preference towards toroids (figure 47). In

contrast, spermidine-induced condensation of DNA in solution was found to yield

mainly toroids, with only less than 10% rods [56]. In solution, higher amounts of

rods were only achieved with methylated spermidine. From the present data we can

only speculate that rod formation might be promoted by the high DNA density in

a brush.

Figure 47: Frequency of toroids and rods. a, Fluorescence image of arrays of condensed
DNA brushes (squares of 3×3 µm2 (left) and 1×1 µm2 (right)). Several lines of the arrays
were scanned in SEM (images in figure 46b) to determine the type of nucleation site for
each brush. b, Frequency of toroidal and rod-shaped nucleations (n = 43), showing that
both types occur. Furthermore, we did not find a significant influence of brush size on the
type of nucleation. Scale bar: 10 µm.
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6 Condensation of DNA Brush Networks

The characterisation of 1D condensation now allowed for the design of more inter-

esting patterns and networks like the two examples shown in figure 48a&b. One

compares dendritic bundles to the condensation of a grid-like brush, the other shows

the coastline of parts of Europe with some major cities connected by condensed

lines. Such patterns of interconnected lines resemble mathematical structures called

“graphs” (figure 48c). Graphs are collections of “vertices” and their connections

(“edges”), which in the context of our DNA brushes will correspond to node po-

sitions and brush lines connecting them. In a weighted graph, edges additionally

have a weight, which in the following will correspond to the length of a brush line.

The origins of graph theory lie in Leonhard Euler’s resolution of a mathematical

Figure 48: DNA brush networks. SEM (large, greyscale) and fluorescence (top left,
coloured) images of interconnected, condensed brush lines. a, The condensation of two
brushes of similar width, one continuous (left), the other one patterned like a grid (right,
500 nm wide stripes), reveals the impact of internal brush structure on the condensate
morphology. While the continuous brush yields dendritic bundles, condensates from the
brush on the right follow the lines and branch only at node positions. b, Condensed brush
representing parts of the European coastline and some major cities connected by DNA
bundles. c, Visual representation of a graph consisting of vertices (numbered circles) and
edges (lines with letters). This example shows an undirected (edges have no direction) and
disconnected (vertices 6 & 7 are isolated from the rest) graph. Scale bars: a, 1 µm; b, 5 µm.
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problem called “Seven Bridges of Königsberg” [99], which involves path routing and

topological questions. Since then, mathematicians and computer scientists have in-

vestigated efficient algorithms to solve problems in graph theory - with widespread

applications, for instance in the determination of shortest paths by navigation sys-

tems (e.g. via Dijkstra’s algorithm), in the optimisation of complex production

workflows (e.g. by topological sorting based on depth-first search), or in the rout-

ing of wires on an electronic circuit board (minimum spanning tree) [100].

In the following sections we apply DNA condensation in unconventional approaches

to computational problems. First (section 6.1), we use condensation to determine

the shortest path through a graph representation of a maze, and discuss the pro-

cedure’s relation to common path-finding and maze-solving algorithms. Second

(section 6.2), we regulate condensation propagation based on a computer science

model of so-called “stochastic circuits”.

98



6.1 Mazes

The task of finding a way or even better - the fastest way - through a maze has

intrigued humans since ancient times. Whether by using a ball of thread during the

hunt of the monstrous minotaur [101] or by taking advantage of greedy computer al-

gorithms, people have come up with creative solutions to the problem. In the past

decades, several approaches relying on physical, chemical or biological processes,

were demonstrated to aid in determining the shortest path through a maze. For

instance, the amoeba-like slime mould Physarum polycephalum found the shortest

path connecting two nutrient blocks in a small maze [102]. After filling the maze

with tube-like projections called pseudopodia, contact to a nutrient source increased

the frequency of local periodic contractions of the pseudopodia. The contraction

waves propagated through the cell and triggered the retraction of pseudopodia with

lower contraction frequencies, until only the pseudopodia on the shortest path were

left.

Also some physical processes are suited for the task. Glow discharge in a gas medium

between two electrodes takes the path of lowest resistance, i.e. typically the short-

est path. Applying a high voltage to electrodes positioned at entrance and exit of

a microfluidic maze therefore yields an electric arc tracing the shortest path [103].

Similarly, liquid flowing through a filled microfluidic maze takes the path of the

lowest fluidic resistance. Hence, pumping a coloured liquid through a pre-filled

maze with homogeneous channel geometry, again visualises the shortest path to the

exit [104].

Yet another approach involves the initiation of a chemical wave (Belousov-

Zhabotinsky reaction) at the entrance of a maze, followed by its propagation through

the whole maze to the exit [105]. By tracing the propagation of the wave and exclud-

ing paths with counterpropagating waves, the shortest path can be found. Similar

to this concept, we here designed several types of maze-shaped DNA brushes and

showed how their condensation can facilitate the determination of the shortest path

between an entrance and an exit.
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6.1.1 Design

Before creating a DNA maze, it was necessary to decide on the type of maze,

the routing of paths and to consider nucleation and the spacing of lines. In gen-

eral, there are various types of mazes, e.g. the ancient and medieval depictions

of labyrinths consisting of a single unbranched, wound path, or also logic mazes

or three-dimensional ones. We here chose to design a two-dimensional maze with

branching paths, dead ends and loops, one entrance and one exit. In contrast to tra-

ditional representations of mazes depicting walls which limit movement (figure 49a),

our design - which was later written via ebeam lithography - consisted of the paths

and therefore resembles a graph formed by lines interconnected at node positions

(figure 49c).

Regarding the routing of paths, we opted for a regular structure based on a hexag-

onal lattice. In such a maze, we considered the junction of three lines as a node.

In this configuration, lines at a node fan out at a large angle of 120◦ relative to

each other, reducing the probability of bridging close to the node. In order to avoid

bridging between unconnected lines even in the case of some unspecifically bound

DNA, we set the length of a path element (side length of a hexagon) to 1.2 µm (see

also sections 5.5 & 6.2.1).

Figure 49: Traditional and graph representation of a maze. a, Traditional repre-
sentation of a maze with lines representing walls, an entrance at the top (red hexagon) and
an exit at the bottom (red arrow). b, Paths (light grey, aligned with a hexagonal lattice)
added to the traditional representation. The red line indicates the shortest path connecting
entrance and exit. c, Design written via ebeam lithography for a DNA condensation exper-
iment. This representation resembles a graph constituted by nodes (or “vertices”) at the
junctions of lines (“edges”). In the following we only considered the junctions of three path
elements as nodes (inset), whereas several consecutive path elements between two nodes
were considered a single edge.
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We also investigated whether the branching of condensation at a node influenced

the dynamics of front propagation. We therefore created and condensed the two

types of brushes shown in figure 50, which consisted of a loop and a stem protrud-

ing from a nucleation-prone region. The loop of the brush shown in figure 50a was

asymmetric with two branching points on the right side, while the symmetric brush

in figure 50b acted as a control. After condensation, the position ∆x of the domain

wall in the loop was measured in several such structures to determine whether or not

branching introduced a bias towards one of the two sides. We found a distribution

of ∆x which was caused by the general variation of growth speeds (see section 5.2),

but on average no significant deviation of domain walls from the central position

(figure 50c). At least for the purpose of this work, we hence neglected potential

effects of branching on condensation dynamics.

Yet another decision in the designing process concerns nucleation-prone regions.

Our maze experiments required the condensation to start from a single, spatially

defined position (“the entrance”) and to propagate to the exit without the emer-

gence of additional nucleation sites within the maze. Figure 51 shows two possible

options for the positioning of the nucleation-prone region, either as a large patterned

area outside the maze, or at the center of it. Figure 51a shows the latter option,

Figure 50: Influence of branching on condensation dynamics. To test whether the
branching of condensation fronts influences the propagation speed, we designed a brush
which consists of a loop region connected to a nucleation-prone region via a “stem”. a, In
the asymmetric design, one side of the loop contained two branching positions. A shift ∆x of
the location of the domain wall away from the central position (opposite of the stem) would
indicate an influence of the branching on condensate growth. b, The symmetric design acted
as a control. c, The normalised histograms of ∆x gained from several replicas (n = 35)
revealed no significant effect of branching on the growth speed (asymmetric (branched):
∆x= (−0.12 ± 0.10) µm; symmetric (unbranched): ∆x= (0.11 ± 0.13) µm; values are
mean ± standard error of the mean; fitted curves to the histograms are Gaussian). SEM
images, scale bar: 2 µm.
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however also the only such maze (out of several tens of replicas) with a single nucle-

ation site at the designated position. In this design, undesired nucleation along the

paths was not surprising, considering that only one seventh of all DNA was located

in the nucleation-prone region2. In contrast, another type of maze, which consisted

of a total path length of ≈ 250 µm with a large, nucleation-prone region at the top

(figure 51b), yielded approximately 25% of correct condensates. The remaining 75%

of these mazes displayed additional nucleation sites (figure 51c). Due to the better

performance of the latter design, external nucleation-prone regions were utilised in

all other mazes displayed in this section.

Figure 51: Nucleation-prone regions for mazes. The size and positioning of
nucleation-prone regions strongly influences the portion of mazes with a single nucleation
at a designated location. a, A small area in the center (highlighted in green) is unlikely to
yield correct nucleation. The maze shown here was the only successful one, out of several
tens of replicas. b, With a large nucleation-prone region (not fully shown, green) connected
to the entrance of a maze we were able to achieve correct nucleation in 25% of the examined
replicas (n = 56). c, The remaining 75% displayed one or more nucleation sites directly
on the maze, making the structures useless in the determination of the shortest path from
entrance to exit. The maze displayed here was condensed from the entrance and another
nucleation site (presumed location highlighted by red circle). The red line separates the
two condensation domains. SEM images, scale bars: 5 µm.

2Even though we could not use this type of maze in our studies, coloured versions of the SEM

image in figure 51a were successful after all - as cover image of Nature Nanotechnology (Dec 2016,

Vol. 11) [106], as image of the month in Nature News (Aug 2016) [107], Bild der Wissenschaft (Oct

2016) [108] and Wired UK (Feb 2017). Additionally, one of the mazes shown in figure 52 appeared

in a feature on the occasion of Nature Nanotechnology’s tenth anniversary [109].
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6.1.2 Large Mazes - Finding the Shortest Path

When condensation fronts propagate through a maze starting from its entrance,

they branch at each node, proceed on both branches and stop only at dead ends,

domain walls or the exit. Without additional nucleation sites, bundles fill the whole

maze, establishing a bundle which connects entrance and exit. Assuming an ap-

proximately constant bundle growth speed, the condensation front which reaches

the exit first, must have taken the shortest route. Furthermore, since bundles only

split, but never merge (section 5.4), the condensation of all loop-shaped brushes

leads to the formation of domain walls and it is therefore impossible that multiple

condensation fronts reach the exit. Therefore, the continuous bundle connecting en-

trance and exit indicates the shortest path. Figure 52a displays a condensed maze

(design shown in figure 49c) with such a bundle (highlighted in green) connecting

entrance and exit.

As discussed in section 5.2, bundle growth is however not constant, but varying

stochastically, making each condensed maze unique (figure 52b&c). Here, the dif-

ference in path length between shortest and second shortest path was large enough

that the bundle on the shortest path was always faster. Mazes with paths of very

similar lengths are discussed in the following section 6.1.4.

The most convenient way of actually determining the shortest path by condensation

consists in acquiring a fluorescence video of the condensation. Then, the conden-

sation front which reached the exit can be tracked back to the entrance by playing

the video in reverse.

Looking only at the outcome of condensation (figure 52a), finding the shortest path

is apparently only facilitated, since the path connecting entrance and exit must still

be determined in the tree-like structure. While finding this path in small condensed

mazes is a quite easy task, it can be much more tedious for large ones. It is therefore

interesting to see whether or not the simplification of the maze by condensation can

aid algorithms in finding the shortest path.
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Figure 52: Large mazes. a, SEM image of a condensed maze. Red circles and the
inset in the lower left corner highlight domain walls, where counterpropagating condensa-
tion fronts met. The green path indicates the only continuous bundle connecting entrance
(top) and exit (bottom), which also corresponds to the shortest path through the maze.
b, Fluorescence images of replicas of the maze shown in a. c, Due to fluctuations in growth
speed, the positions of domain walls are unique in each condensed maze. The right inset
shows the same magnified area in several replicas. Despite the variation, in all 14/56 cor-
rectly nucleated mazes we observed a continuous bundle on the shortest path (green), while
the second shortest (orange) was never realised. Scale bars: a, 2 µm; b&c, 5 µm.



6.1.3 Condensation and Path-Finding Algorithms

Comparing the maze as an uncondensed brush to the condensed pattern, we note one

major topological difference. While the designed graph G contains circular paths

(“cycles”), the condensed pattern corresponds to a spanning tree, i.e. a connected

graph which contains the same vertices as G, but edges do not form cycles. This

change in topology can simplify the identification of the shortest path from entrance

to exit, but also the determination of an escape path from within the maze.

Finding a Path through or out of a Condensed Maze

Without cycles, the condensed maze forms a “simple” maze, i.e. a maze from which

it is very easy to escape by following two rules: Starting at any position in the maze,

1) consistently turn left (or right) at any junction. 2) Only when reaching a dead

end, turn around 180◦, then continue walking (figure 53a). The reason for this

algorithm to work is that - due to the lack of loops - there are no “isolated” walls,

which also means that all walls are “outer” walls. Consistently following the outer

wall in one direction will inevitably lead you to a breach, in our case to the entrance

or the exit. Furthermore, if one starts at the entrance of our condensed maze and

follows this algorithm, the first breach will be the exit. Especially when starting

from within the maze, this strategy might not work in the presence of closed loops,

since one might end up running in circles (figure 53a). The simplification of the

maze therefore allows for a very simple determination of a solution, which for now

however does not necessarily correspond to the shortest one.

Inspired by the way Theseus navigated the labyrinth of the Minotaur in Greek

mythology, an algorithm can be devised to find the shortest path through the con-

densed maze (in terms of graph theory, the algorithm corresponds to a depth-first

search). Theseus (or also a very simple-minded robot) immobilises one end of Ari-

adne’s thread at the entrance and looks for a way through the unknown maze.

Keeping the thread tight at all times and again following the two simple rules, he

will eventually find the exit. Additionally to determining the exit (location of the

Minotaur), the thread now traces the shortest path back to the entrance, which

might be useful as a fast escape route (figure 53b). In mazes containing loops, the

algorithm does not necessarily yield the shortest path.
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Figure 53: Paths through a maze. Escaping “simple” mazes such as the condensed ones,
can be achieved by following two rules: 1) Consistently turn left (or right), 2) turn around
at dead ends, then proceed. a, Starting from within the maze (red circle) and following this
simple algorithm, it is easy to find an exit from the condensed maze (blue maze), while one
might end up running in circles in a maze containing loops (grey maze). b, Starting from
the entrance (red circle), the method reliably leads to the exit in both types of mazes. In
a condensed maze (blue) it is possible to determine the shortest path simply by attaching
one end of a thread at the entrance and holding the thread tight at all times. Once the exit
is found via the algorithm, the shortest path is traced by the thread (highlighted in green).
This procedure does not work in the case of the non-condensed maze (grey).

Condensation and Dijkstra’s Algorithm

The shortest path between two vertices in a graph (or two cities on a road map)

can be exactly computed by “Dijkstra’s algorithm” [110]. This greedy algorithm

operates on a graph which contains only edges with non-negative weights (here:

distances between nodes). In the following we will discuss how it can be related to

the condensation-based determination of the shortest path through a maze. In this

context, we defined a node as a junction of three path elements. Consecutive path

elements connecting two nodes are considered a single edge.

Figure 54 illustrates how the following steps are executed in order to find the shortest

path between a starting node and a destination:

1. Mark the starting node as the current node and as visited, determine the

distances to all neighbouring nodes and remember them in a list. Then find the

closest neighbour, mark it as current and visited node, and delete its distance

from the list. Remember the parent node (in this case the starting node), i.e.

the previously visited node which is now closest to the current node.
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2. Determine the distance between each non-visited neighbour of the current

node and the starting node, and add the distances to the list. Set the node

with the shortest distance in the list as current and visited node and delete

the distance from the list. Remember the parent node.

3. Repeat step 2 until the destination is marked as current node.

4. The shortest path can now be traced back following the parent nodes.

In the case that in steps 1 or 2 the list contains two or more equally long, shortest

distances, one corresponding node can be selected at random as the next current

node.

In order to compare Dijkstra’s algorithm with the condensation-based method, we

first establish a defined procedure for finding the fastest route by condensation.

We thereby consider path junctions in the DNA maze as nodes and neglect the

stochasticity of growth.

1. The maze is condensed from the entrance (starting node) and the process is

recorded in a fluorescence microscopy video.

2. Acquisition of the video is terminated, when a condensation front reaches the

exit (destination).

3. To identify the shortest path, play the video in reverse and trace back the

condensation front from the exit to the entrance.

We can identify several similarities between the two approaches. Until their termi-

nation, both processes visit (or condense) all nodes which are closer to the starting

node than the destination. Here, one difference lies in the serial visiting of Dijkstra’s

algorithm versus the parallel propagation of condensation. Another common char-

acteristic is that nodes are only visited once and that connections between visited

nodes are excluded from further considerations, since Dijkstra’s algorithm ignores

all visited nodes in the search for the next current node and condensation between

visited nodes yields domain walls. Also the backtracking of condensation fronts in

a video resembles the determination of the shortest path via parent nodes. Due to

the strong similarities, the condensation-based method can be roughly regarded as

a physical implementation of Dijkstra’s algorithm.
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Figure 54: Dijkstra’s algorithm. Demonstration of the algorithm on a graph consisting
of several nodes, a starting node, a destination and paths connecting them. Step by step, it
thereby searches for the next node to visit, which, among the neighbours of already visited
nodes, is closest to the starting node (for details, see page 107). Blue numbers and lines
indicate the distances to nodes which could be visited next. The list keeps track of these
distances. The node corresponding to the smallest distance in the list, is visited next, i.e.
set as the current node in the next step. The algorithm terminates, when the destination
is visited. Remembering the parent node (indicated by the red arrows) at each step, allows
for tracing the shortest path (green).



6.1.4 Stochastic Mazes - Ranking Several Paths

In contrast to the large mazes shown previously, we also designed smaller versions

with paths of very similar lengths connecting entrance and exit (figure 55a). Due to

stochastic variations in bundle growth speed (see also section 5.2), we expected to

observe not only the shortest path, but a small ensemble of solutions. As displayed

in figure 55b&c, the condensation indeed proceeds at varying speeds through iden-

tically patterned mazes, thereby yielding two individual condensed patterns.

Figure 55: Condensation of stochastic mazes. a, SEM image of a condensed maze
with several paths of similar length. The coloured lines highlight the solutions which were
observed experimentally in replicas of this maze. b, Time-lapse fluorescence images (time
intervals of ∆t = 9 min, condensation fronts highlighted by white circles) of two identically
patterned mazes. Due to stochastic fluctuations in bundle growth, the condensates are
however not identical. In the left maze, the bundle on the shortest path reaches the exit
first, resulting in a domain wall on the right side of the exit (highlighted by a white arrow).
In the right maze a slightly longer solution is realised (domain wall on the left side of the
exit). c, SEM image of mazes like the ones shown in b. Scale bars: a&c, 2 µm; b, 5 µm.
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In order to observe and quantify the frequency of different solutions, we designed

three types of small mazes and patterned several hundred replicas on a chip, of

which ≈70% displayed correct nucleation. Figure 56a shows a symmetric type of

maze with two main paths of the same length. As expected, left and right solutions

were observed with approximately the same frequency. Another version (figure 56b)

with very different path lengths showed only a single, i.e. the shortest, solution,

analogously to the large mazes in section 6.1.2. The third type (figures 55&56c)

contained several potential solutions of similar lengths, four of which were observed

experimentally. In 157 correctly nucleated mazes, the shortest path was observed

most often by far (85%), while the other three solutions were found in less than

10% each. The analysis of such an ensemble of stochastic mazes therefore provides

a means to find not only the shortest path, but also to determine the probabilities

of realisation for several other, slightly longer solutions.

Figure 56: Competing solutions in stochastic mazes. Three designs of mazes with
competing solutions: a, symmetric, b, with one short and one long solution, c, with sev-
eral paths of similar lengths. Coloured paths were observed experimentally as solutions of
the maze. Coloured numbers indicate additional path segments compared to the shortest
solution. The fluorescence images show examples of condensed mazes for each design with
the realised solution highlighted by a white arrow. n gives the ratio of correctly nucleated
mazes and patterned brushes. For the correctly condensed mazes, the bar graphs next to
each design indicate the observed frequency of solutions (colours of bars and paths in the
design correspond). Grey bars with standard deviation as error bars display simulated data
(for details see page 111). Scale bar: 5 µm.
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The distributions of solutions (bar graphs in figure 56) are readily reproduced in

silico based on a simple algorithm. For the mazes with only two competitive paths

(figure 56a&b), two competing bundles were simulated with the position of the con-

densation front x(t) determined by x(t+τ) = x(t)+τx′, x(0) = 0, where x′ denotes

a growth rate taken from a normal distribution with a mean rate of 840 nm/min

and a standard deviation of 240 nm/min, and τ=1 min. Mean growth rate and de-

viation were determined experimentally specifically for these mazes, since the lines

investigated in figure 36 in section 5.2 were written at a different electron dose.

Whichever condensation front reached the end first (or advanced further in the last

step), was picked as the solution.

For the maze in figure 56c, 4 competitive paths were considered. Here, two paths

each shared a part of their route. Therefore, a pre-selection was performed to deter-

mine which of two paths (green (5 path segments) or blue (7); red (7) or yellow (7))

was faster on the separate track. Then, the two faster paths were compared to

determine the overall winner which reached the exit first.

In order to compare the simulation results to the experiment, we ran the simulation

of a single maze for the same number of times as the number of mazes analysed in the

experiment (n=97 (symmetric paths), n=37 (2 very different path lengths), n=157

(similar paths)). These simulated experiments were then repeated 1000 times to

determine the mean outcome (height of grey bars in the graphs in figure 56) and

the standard deviation (displayed as error bars). In spite of the simplistic nature

of this simulation, the results agree well with the experiment, indicating that the

condensation of DNA brush networks represents a robust and - within limits - pre-

dictable process.

In summary, we conclude that the condensation of a maze not only helps finding

the shortest path, but also - based on the stochasticity of the process - some of the

fastest routes.
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6.2 Stochastic Circuits

Apart from solving mazes, we also applied condensation in our interpretation of

“stochastic switching circuits”, a circuit model based on probabilistic components.

In contrast to deterministic switches, whose state (open or closed) is dictated ex-

ternally or by logic circuit components (figure 57a), the circuits proposed by Daniel

Wilhelm and Jehoshua Bruck contain stochastic switches [15], i.e. switches which

are open or closed with a certain probability (figure 57b). A few simple circuits are

shown in figure 57c, the first of which consists of a single switch with a probability

p = 0.25 for the closed state (in general: p ∈ (0, 1)). This means that out of a

large ensemble of circuits ≈25% are closed, while the rest is open. If two switches

with different probabilities p = 0.25 and q = 0.5 are placed in series, the probability

for finding a closed circuit drops to p · q ≈ 0.13. In contrast, a circuit containing

the same two switches in parallel is more likely to be closed than a single switch:

p + q − pq ≈ 0.63. Similar to combinations of resistors or capacitors in electronic

circuits, also many complicated stochastic circuits can be reduced to serial and par-

allel arrangements of sub-circuits and single switches, e.g. the last circuit shown in

figure 57c with the overall probability for closed circuits: p · (p+ q − pq) ≈ 0.16.

Interestingly, a serial arrangement of two switches can be interpreted as an AND

gate with stochastic inputs (the states of the two switches). Similarly, the parallel

circuit represents a “stochastic OR gate” (figure 57d). In their work, Wilhelm &

Bruck furthermore showed that more advanced circuits could be used to generate

probability distributions [15].

In the following sections we first show that condensation can bridge narrow gaps

between DNA brushes with a stochastic time delay. We then demonstrate how we

implemented these stochastically bridged gaps in systems inspired by the stochastic

circuits discussed above.

6.2.1 Gap Bridging

In sections 5.2 & 5.3, we investigated the propagation and the variability of DNA

bundle growth and modelled the process assuming that it is governed by stochastic

reaction-diffusion mechanisms. Here, we intensified and visualised the stochasticity

of bundle growth by creating brushes separated by gaps of various widths. When

a condensation front reached a gap larger than ≈ 0.6 µm, propagation temporarily
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Figure 57: Stochastic circuits. a, Illustration of a circuit containing a deterministic
switch in two different states (open and closed), drawn in analogy to electronic circuits.
Deterministic switches are typically controlled externally or by logic circuit elements. b, In
contrast, the state of a probabilistic switch is determined by its intrinsic stochasticity and
is only biased by the probability p towards the closed state. For instance, the repeated
observation of four switches with probability p = 0.25 yields - on average - one closed
circuit and three open ones. c, The combination of two or more stochastic switches with
probabilities p, q results in a circuit with an overall probability F for the closed state, which
depends on the type of arrangement (in series, in parallel) and on the probabilities p, q. The
numbers in brackets behind F relate them to the condensed stochastic circuits shown in
figure 60. d, Interpretation of serial and parallel arrangements as logic gates with stochastic
inputs. A circuit with switches in series is only closed (output: 1), if the two switches are
closed (both inputs: 1, “stochastic AND gate”). In contrast, a circuit with two parallel
switches is only open, if both switches are open (“stochastic OR gate”).



Figure 58: Gap bridging. a, Illustration of a condensation front reaching a gap of width d
and spontaneously bridging it after a delay time τ . b, Time-lapse fluorescence images of a
condensing brush (1 µm wide) with several gaps of 1 µm width. Even though the gaps were
of the same width, a variety of delay times was observed. c, Tracking the condensation fronts
in such brushes reveals a stepwise growth (blue and orange curves). In contrast, small gaps
(< 0.6 µm) result in a (relatively) constant bundle growth (red and green curves), probably
due to a continuous overlap of strands across the gaps. d, Normalised histogram (n = 160,
0.5 µm wide DNA brushes) of delay times for a gap of width d = 0.9 µm. The black line
represents an exponential fit, µ−1 exp (−τ/µ), to the data with an average bridging time
µ ≈ 13 min. This probability density function is the result of a bridging probability which
is constant in time - similar to radioactive decay. e, SEM images of bridged gaps (0.1 µm
brush width). Many bridges per gap again hint at a strong overlap of DNA strands, while
a singular bridge indicates a long delay time terminated by a spontaneous bridging event.
f, Gaps larger than the DNA contour length (> 1 µm) block the condensation process
(0.5 µm wide DNA brushes). The loops connecting both sides of the gaps prove that the
gaps are not bridged by bundles, which are too thin for SEM to resolve, since in that case
the loops would contain domain walls. Scale bar: b, 5 µm; e, 1 µm; f, 2 µm.



stopped, until the gap was spontaneously bridged by one or more strands from the

non-condensed side (figure 58a-c). The observation of many such bridging events

revealed that the delay times are exponentially distributed (figure 58d). Similar gaps

of 0.9 µm width were later used as stochastic switches with two states (“bridged”

or “not bridged”) for the construction of stochastic circuits. Small gaps (< 0.6 µm)

did not show a significant time delay, presumably due to a constant overlap of

DNA strands from both sides, resulting in the fast formation of several bridges

(figure 58e). Gaps larger than the contour length (> 1 µm) completely blocked the

propagation of condensation (figure 58f).

In contrast to the gap designs shown in figure 58, gaps can also be simply inserted

into linear brushes in order to regulate bundle growth. Figure 59 displays arrays of

small brush islands separated by gaps of various widths. Shortly after the complete

condensation of the line without gaps (figure 59c, top), the sample was dried and

imaged in SEM. The positions of the condensation fronts revealed that large gaps

considerably slow down the propagation of growth.

Apart from the interesting behaviour of gap bridging, the observations also support

our hypothesis that the dynamics of brush condensation is governed by reaction-

diffusion mechanisms and especially by the amount of condensed DNA in the vicinity

of still uncondensed strands (sections 5.2 & 5.3).

Figure 59: Condensed brush arrays. a, Condensation of an array of small brush
islands separated by gaps of width d. b, Fluorescence image of non-condensed brush islands
(diameter: 100 nm) separated by a distance d = 0.9 µm. c, SEM image of condensed arrays
with a nucleation-prone region on the left. The positions of the condensation fronts at the
time of drying suggest that large distances d considerably slow down the bundle growth.
d, Magnified images from c. When the condensing sample was dried, arrays with small
separating distances (e.g. d = 0.5 µm) had already formed long, continuous bundles. For
d = 1.0 µm this time was too short, yielding only a short bundle and leaving the remaining
islands uncondensed (black dots). Scale bars: b&c, 5 µm; d, 2 µm.
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6.2.2 Stochastic Circuits

Inspired by the stochastic circuits described at the beginning of this section (6.2),

we created DNA brushes resembling the circuits shown in figure 57c. Thereby,

the switches were replaced by 0.9 µm wide gaps acting as stochastic circuit ele-

ments (figure 60a). Condensation of many replicas of these brushes was initiated

at a nucleation-prone region and its progress could be tracked via fluorescence mi-

croscopy (figure 60b). Especially bridging events could be clearly observed in time-

lapse images. We found that - similar to the original concept - the state of a DNA

brush circuit (entirely “condensed” or “uncondensed”) at a certain point in time de-

pends on the arrangement of stochastic circuit elements. On average, circuits with

two gaps in parallel condensed faster than circuits with a single element (figure 60c).

A parallel arrangement in series with a single element was generally again slower,

while two gaps in series resulted in the slowest circuit out of the four types.

The main difference to the original stochastic circuits is the time evolution of the

condensing system. While the theoretical model treats all switches independently,

Figure 60: Condensed stochastic circuits. a, Fluorescence image (stitched) of four
types of circuits with gaps as stochastic elements, connected to a nucleation-prone region
(bottom): (1) two switches in parallel; (2) single switch; (3) two parallel switches in se-
ries with a single one; (4) two switches in series. The white arrow indicates a condensa-
tion bridge. b, Uncondensed brush (top) and condensing circuits (bottom, time interval
∆t = 30 min). The circuits were arranged in alternating fashion along a nucleation-prone
stripe in order to approximately synchronise their condensation. c, For each type of circuit
≈ 48 copies were analysed and for each of them the time of complete condensation was
determined. From these times we constructed the four cumulative histograms over time
(numbers (1)-(4) correspond to those in a). The propagation of condensation through the
circuits is indeed influenced by the arrangement of gaps, e.g. causing the parallel circuit to
condense fastest and the serial circuit slowest. The solid lines are fits to the data based on
the model described on page 117. Scale bars: a, 5 µm; b, 10 µm.
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our circuits condense in one direction, meaning that the second gap in a series

cannot be bridged before the first one. Also, the different behaviour of the four

types of circuits was only observable during a certain time window, because in the

beginning and in the end all of our circuits were in the same state: “uncondensed”

or “condensed”, respectively. Since the formulas given in figure 57c do not apply

to this dynamic system, we used the distribution of bridging times (figure 58d) to

describe the time evolution of the different types of circuits.

The propagation of condensation was modelled as a series of waiting processes with

their respective normalised waiting time distributions w(t) (the probability for an

event to occur in the time interval [t, t+ dt]).

The first waiting time corresponds to the initial nucleation and growth of con-

densates on the central stripe connecting the circuits and providing (approximate)

synchronisation. The time required for this growth process, which enables the con-

densation of the actual circuits, was assumed to follow a Gaussian distribution, since

multiple domains nucleate and grow simultaneously:

w0(t) =
1√
2πσ

e−
(t−µ)2

2σ2

The waiting time distribution for bridging a single gap is exponentially distributed

(confirmed experimentally; figure 58d):

ws(t) = λe−λt

Similarly, two gaps in parallel yield:

wp(t) = 2λe−2λt

In figure 58d not the probability densities of the waiting time distributions are

displayed, but their integrated (cumulative) forms W (t) (the number of circuits

condensed until time t).

W (t) =

t∫
0

w(x) dx

The functions W (t) that model the four different circuits investigated here (single,

parallel, serial, and combined) follow from the concatenation of two or three waiting

processes. For the single element (w1 = ws) and the parallel arrangement (w1 = wp)
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we thus used:

W (t) =

t∫
0

w0(x)

t−x∫
0

w1(y) dy dx

For the serial elements (w1 = w2 = ws) and the combined serial-parallel arrange-

ment (w1 = ws & w2 = wp) we used:

W (t) =

t∫
0

w0(x)

t−x∫
0

w1(y)

t−x−y∫
0

w2(z) dz dy dx

These cumulative functions were then used to simultaneously fit the four curves

obtained from a single experiment, resulting in a fitted parameter λ ≈ 0.1 min−1

(with only a slight variation among experiments), which corresponds to an average

bridging time of ≈ 10 min for a single gap and which roughly agrees with the anal-

ysis of single gaps (figure 58d).

If salt and buffer conditions were suitable for both DNA condensation and gene

expression, condensing non-coding DNA brushes between gene brushes might be

used for the spatiotemporal coordination of gene inhibition. Thereby, simple brush

lines would yield rather deterministic time delays, while the circuits described above

could contribute stochasticity to the regulation of genes. Adding stochasticity to

synthetic gene expression systems could enhance their capabilities in modelling ac-

tual biological systems.
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7 Conclusion and Outlook

In summary, we explored ways to generate biomolecular patterns on biochip surfaces

on the micron and the nanometer scale, specifically by direct lithographic pattern-

ing and by self-assembly via DNA condensation.

Regarding the development of biochips, we enhanced the patterning possibilities of

Daisy chips towards higher precision and presented the alternative method Bephore.

In future experiments, we will use the multi-step lithographic capabilities of Bephore

to spatially organise biomolecules and biochemical reactions on a chip, e.g. to sep-

arate transcription and translation of a gene, as illustrated in figure 61.

Our investigation of the condensation of linear DNA brushes resulted in the demon-

stration of a novel type of condensate that can be guided along arbitrarily shaped

pathways. We further explored potential computational capabilities of the process

towards the spatiotemporal coordination of gene expression.

A major hurdle towards this goal is the incompatibility of many biochemical pro-

cesses and the salt concentrations required for spermidine-induced condensation. A

potential remedy is the replacement of spermidine by protamines, histones or by a

condensing agent called “AzoTAB” [112].

AzoTAB is an azobenzene-based condensing agent which can be toggled

between a condensing and a non-condensing conformation by ultraviolet or blue

illumination [113], and was already demonstrated to switch transcription in a cell-

Figure 61: Concept for the spatial separation of transcription and translation on
a chip, based on a “toehold switch” [111]. A gene (TsTemp) coding for a fluorescent protein
(YFP) is immobilised in chamber 1. After the transcription (TX) of TsTemp to mRNA
(TsRNA), translation is inhibited by the secondary structure of the RNA, which hides the
ribosome binding site. The secondary structure is only opened by so-called “trigger-DNA”
(TrDNA), which is immobilised in chamber 2, allowing for the translation (TL) of the
fluorescent protein.
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free expression system. Furthermore, AzoTAB might help to locally trigger nucle-

ation and allow for the condensation of very large brushes from a single nucleation

region.

On the other hand, histones and protamines represent naturally occurring condens-

ing agents and might be expressed locally on a chip. Post-translational modifications

of histones, e.g. by phosphorylation or methylation, would additionally increase the

variety and specificity of condensation processes, potentially enabling the study of

epigenetic mechanisms on a chip. Next to histones, protamines may be interesting

candidates for protein-based condensation studies. They contain a large number

of positively charged amino acids, e.g. 21 arginines on a total of 32 amino acids

(salmon protamine [45]). In sperm cells, they condense DNA to partially ordered

phases [114] and thereby disable gene transcription. In vitro condensation of DNA

yielded toroidal structures similar to those formed from trivalent ions [55] and pre-

liminary data of protamine condensation on a Bephore chip shows that protamines

can form small dendritic structures even at high monovalent salt concentrations

(figure 62). Whether these alternative condensing agents can also yield extended

dendritic or one-dimensional bundles, remains to be explored in future experiments.

Eventually, we hope that investigations of DNA brush interactions via biological,

biophysical and biochemical processes will allow for the precise engineering of syn-

thetic, complex genetic circuits. In some aspects, such systems may display cell-like

behaviour and hence serve as precursors or testing ground towards the development

of artificial biological systems.

Figure 62: DNA brush condensed by protamines. SEM image of an extended DNA
brush on a Bephore chip, condensed by 1 ng/µl of protamine from salmon in a 1×PBS
solution. The image shows small dendritic domains and a toroidal nucleation site (inset).
Scale bars: 1 µm; inset: 100 nm.
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Appendix

Additional Figures

Figure 63: Passivation of Daisy before EBL. Fluorescently labelled DNA origami
structures attached to a Daisy chip patterned via EBL: a, without prior passivation, b, with
passivation using Methyl-(PEG)8-NHS Ester. Scale bar: 20 µm.

Figure 64: EBL dose tests on Daisy. Fluorescence images of Alexa Fluor 647-labelled
streptavidin bound to squares written via EBL at different acceleration voltages. The
numbers in the squares indicate the electron doses used for the dose tests (in µC/cm2).
Scale bar: 20 µm.
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Figure 65: Biotin-PEG-Silane and PC linker. a, Chemical structure of the heterobi-
functional PEG used to coat silicon dioxide surfaces as part of Bephore. b, Photocleavable
linker in the PC strand of Bephore.
a, Adapted from Laysan Bio, Inc.; http://laysanbio.com/index.php?src=directory&

view=products&category=BIO-SIL-5K&submenu=Products (accessed 4 May, 2017)
b, Adapted from Integrated DNA Technologies, Inc.; https://eu.idtdna.com/

pages/decoded/decoded-articles/oligo-modifications/decoded/2012/04/26/

modification-highlight-photo-cleavable-spacer (accessed 4 May, 2017); licensed
from Ambergen, Inc., Watertown, MA 02472, USA.

http://laysanbio.com/index.php?src=directory&view=products&category=BIO-SIL-5K&submenu=Products
http://laysanbio.com/index.php?src=directory&view=products&category=BIO-SIL-5K&submenu=Products
https://eu.idtdna.com/pages/decoded/decoded-articles/oligo-modifications/decoded/2012/04/26/modification-highlight-photo-cleavable-spacer
https://eu.idtdna.com/pages/decoded/decoded-articles/oligo-modifications/decoded/2012/04/26/modification-highlight-photo-cleavable-spacer
https://eu.idtdna.com/pages/decoded/decoded-articles/oligo-modifications/decoded/2012/04/26/modification-highlight-photo-cleavable-spacer


Figure 66: Flattening of DNA bundles by AFM scans. a, AFM scans of DNA bundles
prepared via the gentle drying procedure (montage of several scans). b, SEM image of the
same area as in a. c, Zoom-in images of the highlighted regions in a and b. Bundles
in the scanned region appear dark, similar to bundles dried via the fast procedure (see
section 3.4.5), indicating a degradation of the bundles by AFM scanning. Also a comparison
of bundle widths measured in AFM and SEM (figures 33b and 34c) suggests a flattening of
condensates by AFM. Scale bars: a&b, 1 µm; c, 500 nm; height bar: 20 nm.



DNA Sequences

Name 5'                                   Sequence                                      3' 
  
a) Bephore 

 
PC BTTGCCGGTTGATTGATTTAGGAGTAGTGAGCGCGATAGGC

PTTTTTGCCTATCG 

PH CGCTCACTACTCCTAAATCAATCAACCGGC 
DIS CTATCGCGCTCACTACTCCTAAATCAATCAACCGGC 
FL+DIS FL CTATCGCGCTCACTACTCCTAAATCAATCAACCGGC 

    
b) Primers 
Fwd (Primer) TGCCACCTGACGTCTAAGAA 

DIS+TT+S+TT+Fwd CTATCGCGCTCACTACTCCTAAATCAATCAACCGGCTTSTTT
GCCACCTGACGTCTAAGAA 

Rev (Primer) ATTACCGCCTTTGAGTGAGC 
FL+TT+Rev FLTTATTACCGCCTTTGAGTGAGC 

  B: Biotin 
 P: Photocleavable spacer, IDT 

S: Spacer 9, IDT (triethylene glycol spacer) 
FL: ATTO 425, ATTO 532 or Alexa Fluor 647 

Table 1: a, DNA strands used as components in Bephore. b, Primers for the generation
of linearised templates for fluorescent proteins. Modifications are coloured in red. DNA
strands were purchased from Integrated DNA Technologies Inc. (IDT) and biomers.net
GmbH (Ulm, Germany).
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Fwd Primer – T7  promoter – RBS (BBa_B0034) - mTurquoise2 – T7 Terminator – Rev 
Primer 
tgccacctgacgtctaagaaattcaggatcccttaatacgactcactatagggagagtttaaagtcagtaaagaggagaaatag
acatggttagcaagggtgaagaactgttcaccggcgtcgtgccgattctggttgagctggatggtgatgtcaacggtcacaagttta
gcgttagcggtgagggcgagggcgacgccacctacggtaaattgaccctgaagtttatctgcacgaccggtaagctgccggttcc
gtggccgaccctggtgacgactctgtcgtggggcgtgcaatgtttcgcgcgctatccggatcacatgaaacagcatgacttctttaa
gagcgcgatgccggaaggctacgttcaggaacgtacgatctttttcaaagacgacggtaactataagacccgcgcagaagtcaa
gttcgagggtgacacgctggtgaatcgtattgagctgaaaggtattgactttaaagaggacggtaacatcctgggtcacaaactgg
agtataattacttcagcgacaatgtgtacatcaccgctgataaacagaaaaacggcattaaagcaaacttcaagatccgtcacaat
attgaagatggcggcgtgcaattggccgatcactatcaacagaacaccccgattggcgatggtccggtcctgctgccagataatc
actacttgagcacgcaatccaaactgtccaaagatccgaacgaaaaacgtgaccacatggtcctgctggaatttgttaccgcggc
gggtatcacgctgggtatggacgaactgtacaagacccgtggtggcggcggcagcagcggtccgcgtcctcgtggtacccgcgg
taagggtcgtcgcattcgtcgttaataatggtacctactagcataaccccttggggcctctaaacgggtcttgaggggttttttggctca
ctcaaaggcggtaat 
 
 
 
Fwd Primer– T7  promoter – RiboJ - RBS (BBa_B0034) - YPet – Terminator 
(ECK120033737) - Rev Primer 
tgccacctgacgtctaagaaaccattattatcatgacattaacctataaaaataggcgtatcacgaggcagaatttcagataaaa
aaaatccttagctttcgctaaggatgatttctggaattcgagtaagcccctctagaggaccacgcatcgtgatgcctatgcgcggtag
tcccaccttgtccactagaatggaagattggcacgtatcaagactttggagtagtaccataacgccgtaatacgactcactataggg
tagcgcagcgctcaacgggtgtgcttcccgttctgatgagtccgtgaggacgaaagcgcctctacaaataattttgtttaatcatgag
aaagaggagaaaactagatgtctaaaggtgaagaactgtttacgggtgtcgtgccgattctggtcgagttggacggcgacgtgaa
cggtcacaaattcagcgtgagcggcgagggcgagggtgacgcgacgtacggtaagctgactctgaagctgctgtgcaccacgg
gtaaattgccggttccgtggccgaccctggtcacgacgctgggttatggtgtacaatgttttgcacgctatccggaccacatgaaac
agcacgatttcttcaagagcgcgatgccggaaggctatgttcaggaacgtaccatctttttcaaagatgatggtaattacaaaaccc
gcgcagaagtgaagttcgagggtgacaccctggtgaaccgtattgagctgaagggtattgacttcaaggaagatggcaatattctg
ggtcacaaactggagtacaactataacagccataacgtctacatcaccgcggataagcaaaaaaatggtatcaaagcaaatttc
aagattcgccacaacatcgaagatggcggcgtgcaactggccgatcattatcagcagaataccccaatcggtgacggtccggtg
ctgttgccggataaccactacctgagctatcaaagcgcgttgttcaaagacccgaatgaaaaacgtgaccacatggttctgctgga
atttctgaccgctgcgggcatcactgaaggcatgaatgaactgtacaagacgcgtggtggcggcggttcgatgagcaagactatc
gttttgtccgtcggcgaggctacccgtaccttgaccgaaattcaatccaccgcggaccgtcaaatttttgaggaaaaagtcggtcctc
tggtgggtcgtctgcgtctgaccgcgagcctgcgccagaacggtgccaaaacggcataccgtgttaatctgaaactggatcaggc
cgacgttgtggacagcggtctgccgaaagtccgctacacccaggtgtggagccacgatgtgacgatcgttgcgaatagcaccga
agcgagccgcaagagcctgtacgacctgaccaagagcctggtggcaacgtcccaagttgaagatctggttgttaacctggtgcc
gctgggtcgttaaagcatgccggaggaaacacagaaaaaagcccgcacctgacagtgcgggctttttttttcgaccaaaggggtg
catactagtagcggccgctgcagtccggcaaaaaagggcaaggtgtcaccaccctgccctttttctttaaaaccgaaaagattactt
cgcgttatgcaggcttcctcgctcactgactcgctgcgctcggtcgttcggctgcggcgagcggtatcagctcactcaaaggcggt
aat 
 

Table 2: Top: DNA sequence for the cyan fluorescent protein (CFP) mTurquoise2. Bottom:
Sequence for the yellow fluorescent protein (YFP) YPet.
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Fwd Primer - T7 promoter – RBS (BBa_B0034)– mScarlet - AAV- Terminator  
(ECK120033737) –Spacer – Rev Primer 
tgccacctgacgtctaagaaaaggaatattcagcaatttgcccgtgccgaagaaaggcccacccgtgaaggtgagccagtga
gttgattgctacgtaattagttagttagcccttagtgactcgaattctaatacgactcactatagggtactagagaaagaggagaaaa
tggtgtcaaagggagaggcggttatcaaggaatttatgcgctttaaagtccacatggagggcagcatgaacgggcacgagtttga
aattgagggggagggggagggccgtccttatgaaggtactcagactgctaaactgaaggtgacaaaaggtggccccttgcctttc
tcgtgggacatcctgtcgccacaattcatgtacgggagccgcgcctttatcaaacatcccgcagatattcctgattactataaacaat
ctttcccggaaggtttcaaatgggaacgcgtcatgaattttgaggacgggggcgctgtcacagttactcaggacacctccttggaag
acggcacattgatttacaaggttaagttgcgcggcacaaacttcccccctgacgggccagtaatgcaaaagaaaactatgggttg
ggaggcgtctacagaacgtttataccccgaagacggggtgctgaaaggtgacattaagatggccctgcgcctgaaggacggcg
gtcgctatcttgccgactttaaaactacttataaggctaaaaaaccagtccagatgccaggcgcctataatgttgaccgcaagttag
acatcacctcacataatgaagactataccgttgtagaacaatacgagcgcagcgagggtcgtcacagtaccggggggatggatg
aattatacaaacgtcctgctgcgaacgacgaaaattatgcggctgcggtttgataaggaaacacagaaaaaagcccgcacctga
cagtgcgggctttttttttcgaccaaaggttaattaaacctataggatcgtataggtttacgcaagaaaatggtttgttatagtcgaataa
acctaggccccccgaggagtagcacatgattgtgcaaatcggccgccgtgaggagttcgataaaaagctgcttggggaaatgca
taaacttcgtgctcaggtgttcaaggagcgtaaggggtgggatgtttccgttattgacgaaatggaaattgatgggtacgatgcattat
caccttactatatgctgattcaagaagacacacctgaggcccaggtattcggttgctggcgcatttttgacacgacggggccttacat
gttgaagaacacgtttcctgaattgttacacggcaaagaagctccctgctcaccccatatttgggaactgagccgtttcgctatcaatt
ccggtcaaaagggctccctgggcttttcggactgcacccttgaagccatgcgcgcacttgcccgttactccctgcaaaacgacattc
aaaccttagttactgttactaccgttggcgtagagaagatgatgatccgtgcgggtcttgacgtatctcgctttggaccgcatctgaag
attggaatcgagcgtgcggtggcgttgcgcatcgaattgaacgcaaaaacgcaaattgcgttatacggcggggtcttggttgaaca
gcgtttagccgtgagttgataatccggcaattaaaaaagcggctaaccacgccgctttttttacgtctgcactgcaggagtcactaag
ggttagttagttagattagcagaaagtcaaaagcctccgaccggaggcttttgactaaaacttcccttggggttatcattggggctca
ctcaaaggcggtaat 
 

Table 3: DNA sequence for the red fluorescent protein (RFP) mScarlet I.
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Abstract

The immobilisation of DNA on a solid substrate 
enables the in vitro observation of biochemical and 
biophysical processes under strictly defined condi-
tions.
First, we here assembled and characterised 
brushes of DNA on two types of biocompatible 
silicon chips. “Daisy”-biochips were developed in 
R. H. Bar-Ziv’s lab to investigate gene expression 
from lithographically patterned DNA brushes. We 
augmented the capabilities of the Daisy system with electron 
beam lithography, thereby increasing the patterning precision 
from the micrometer- to the nanometer-scale. Additionally, we 
developed an alternative resist termed “Bephore”, which is 
especially suited for multi-step lithography and assembled 
entirely from commercially available materials.
On Daisy chips, we applied electron beam lithogra-
phy to create thin DNA brush stripes and to investi-
gate DNA condensation by trivalent spermidine, i.e. 
the compaction of DNA from a brush-like conforma-
tion to a dense, bundled phase. DNA molecules of 
1 μm length were patterned as brush stripes of 
various widths and condensed by the addition of 
spermidine. Starting in a nucleation site, conden-
sates grew similar to a domino effect by adsorbing 
neighbouring DNA strands and forming elongated 
bundles. With decreasing brush width, we observed 
changes in morphology and condensation dynamics from 
two-dimensional, dendritic condensates to one-dimensional 
DNA bundles. In contrast to previously described DNA 
condensates, 1D bundles could be guided over tens of 
micrometers along arbitrary pathways.
Eventually, we explored the condensation of extensive 
DNA brush networks. We tracked bundle growth 
through a maze-shaped brush to determine the 
fastest route through the maze. Also, we tuned the 
propagation of condensation via delay elements 
inspired by a computer model of “stochastic 
switches”.
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