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Abstract—A variety of communication networks, such as
industrial communication systems, have to provide strict delay
guarantees to the carried flows. Fast and close to optimal quality
of service (QoS) routing algorithms, e.g., delay-constrained least-
cost (DCLC) routing algorithms, are required for routing flows
in such networks with strict delay requirements. The emerging
software-defined networking (SDN) paradigm centralizes the
network control in SDN controllers that can centrally execute
QoS routing algorithms. A wide range of QoS routing algorithms
have been proposed in the literature and examined in individual
studies. However, a comprehensive evaluation framework and
quantitative comparison of QoS routing algorithms that can
serve as a basis for selecting and further advancing QoS routing
in SDN networks is missing in the literature. This makes it
difficult to select the most appropriate QoS routing algorithm
for a particular use case, e.g., for SDN controlled industrial
communications. We close this gap in the literature by con-
ducting a comprehensive up-to-date survey of centralized QoS
routing algorithms. We introduce a novel four-dimensional (4D)
evaluation framework for QoS routing algorithms, whereby the
four dimensions correspond to the type of topology, two forms of
scalability of a topology, and the tightness of the delay constraint.
We implemented 26 selected DCLC algorithms and compared
their runtime and cost inefficiency within the 4D evaluation
framework. While the main conclusion of this evaluation is that
the best algorithm depends on the specific sub-space of the
4D space that is targeted, we identify two algorithms, namely
Lagrange relaxation based aggregated cost (LARAC) and search
space reduction delay-cost-constrained routing (SSR+DCCR), that
perform very well in most of the 4D evaluation space.

Index Terms—Delay-constrained least-cost (DCLC) routing,
performance evaluation framework, quality of service (QoS),
scalability, software-defined networking (SDN).

I. INTRODUCTION
A. Topic Area: Routing Algorithms for QoS Networking

Routing, i.e., determining a route (path) from a source
node to a destination node through a sequence of intermediate
switching nodes, is an elementary function of the network
layer in communication networks. Given the importance of
routing for communication networks, a diverse array of routing
algorithms have been designed. Many routing algorithms have
been specifically designed for specific network settings or
applications, see Section I-C.

Providing quality of service (QoS) is an important require-
ment for a wide range of communication network settings and
applications. For instance, multimedia network applications
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require QoS from the network service, as do many network
applications in industrial networks [1] and the smart grid [2]
as well as networked control systems [3]. The required QoS
is often in the form of delay bounds (constraints) for the
data packets traversing the network. Accordingly, extensive
research has developed routing algorithms that satisfy given
delay constraints while minimizing some cost metric, i.e., So-
called delay-constrained least-cost (DCLC) routing algorithms.
DCLC routing algorithms and similar routing algorithms that
support QoS networking are often referred to as QoS routing
algorithms.

Generally, the route determination (computation) is either
carried out in distributed nodes, e.g., the control modules in
individual distributed Internet Protocol (IP) routers, or by a
centralized controller, e.g., a Software-Defined Networking
(SDN) controller [4]-[8]. Distributed routing algorithms had
been intensely researched for traditional IP routing, e.g., [9]-
[11], and more recently for ad hoc networks, see e.g., [12]—
[16]. In the mid 1990s, the development of QoS paradigms
for the Internet, see e.g, [17]-[22], led to a renewed interest in
examining routing and spurred the development of a plethora
of QoS routing algorithms, which mainly targeted distributed
computation. In sharp contrast, the emergence of the Software-
Defined Networking (SDN) paradigm [23], [24] has shifted
the research focus to centralized network control, including
centralized routing computations [25]-[30]. The purpose of the
present survey is to provide a baseline for the use of existing
QoS routing algorithms in centralized SDN based network
control as well as for the further development of QoS routing
algorithms that focus on centralized computation.

B. Contributions of this Survey

This article presents a comprehensive up-to-date survey of
unicast QoS routing algorithms accompanied by a large-scale
evaluation based on a consistent re-implementation of all the
studied algorithms. We classify the unicast QoS routing algo-
rithms according to the underlying routing strategy into several
main categories, including priority queue based algorithms,
Bellman-Ford based algorithms, Lagrange relaxation based
algorithms, as well as algorithms that follow the least-cost
and least-delay paths. In order to facilitate a comprehensive
evaluation of QoS routing algorithms, we introduce a four di-
mensional (4D) evaluation framework, as illustrated in Fig. 1.
The first dimension corresponds to the type of topology. The
second and third dimensions correspond to the scaling of a
given type of topology into two dimensions that characterize
the “size” of the network. The fourth dimension corresponds
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Fig. 1: Illustration of four dimensions of performance evaluation framework
for delay-constrained least-cost (DCLC) routing algorithms: type of topology,
scaling of the network (topology) in two dimensions, and delay constraint.

to the tightness of the delay constraint. The comprehensive
evaluation of the existing QoS routing algorithms with this
novel 4D evaluation framework provides valuable insights into
the behaviors of the algorithms. Our evaluation has yielded a
very large data set; we only present the most significant and
insightful evaluation data in this article. We have made the
entire evaluation data publicly available at [31], an interactive
web interface that allows for convenient navigation through
the 4D evaluation space.

We have observed from our evaluations that it is not possible
to elect an algorithm as “the best QoS routing algorithm”.
Indeed, we show that the performance of the algorithms
strongly depends on the considered specific sub-space of the
4D evaluation space. Nevertheless, we identify two algorithms
(out of a total of 26 compared algorithms) that achieve the best
cost-runtime trade-off for most cases. Furthermore, we observe
the general trend that algorithms based on a shortest path
(SP) algorithm have shorter runtimes than algorithms based
on a shortest path tree (SP tree) algorithm, which in turn have
shorter runtimes than algorithms relying on a k shortest path
(kSP) algorithm to reach a given optimality level.

C. Relationships to Prior Surveys

Given the key importance of routing for communication
networks, routing algorithms have been extensively studied
for a wide range of network settings and applications. Several
prior survey articles have covered routing algorithms for
several different special network settings and applications.
Our focus in this survey is on routing algorithms that are
suitable for supporting quality of service (QoS) networking in
SDN networks. We proceed to contrast our present survey on
QoS routing algorithms from prior related surveys on routing
algorithms. Multicast routing algorithms for finding routes
from a source node to multiple destination nodes have been
surveyed in [32]-[34]; the closely related geocast routing to
a prescribed geographic area has been considered in [35]. In
contrast, we focus on unicast routing from a single source
node to a single destination node. Multipath routing has been

surveyed in [36]; we focus on routing algorithms for finding
a single path in this survey. Routing in wireless networks has
been covered by several prior surveys, e.g., [37]-[39]. Several
prior surveys have focused on specialized forms of wireless
networks. Specifically, routing in wireless mesh networks has
been surveyed in [40]-[42], while routing for wireless sensor
networks has been surveyed in [43]-[59]. Ad hoc network
routing has been surveyed in [60]-[63], while routing for mo-
bile ad hoc networks (MANETS) has been surveyed in [64]—
[74] and vehicular ad hoc network (VANET) routing has been
surveyed in [75]-[78]. Routing metrics for cognitive radio
networks have been covered in [79], while routing in delay
and disruption tolerant networks has been surveyed in [80]-
[82]. Routing and route optimization for mobile nodes has
been surveyed in [83], [84]. Routing algorithms that consider
the specific physical layer characteristics of optical (photonic)
networks have been surveyed in [85]-[90]. Our survey focuses
on routing for wired static networks without disruptions and
does not specifically consider physical layer photonics. A
few surveys have considered routing strategies for specific
networking contexts, such as locator/identifier split Internet
routing [91], traffic engineering and load balancing in the In-
ternet [92], [93], content-based publish/subscribe systems [94],
and green routing protocols with sleep scheduling [95]. In
contrast, we consider general QoS routing algorithms.
General QoS routing algorithms have been covered in a
few prior surveys that are less comprehensive than this survey.
General overviews of the area of QoS routing and its research
challenges has been provided in [96], [97]. A handful of sur-
veys have covered the QoS routing algorithms that have been
developed up to around the years 2002-2003 [98]-[103]. Our
survey is more up-to-date by covering QoS routing algorithms
that have been developed up to the present time. A recent sur-
vey focused on multi-constrained QoS routing algorithms has
been provided in [104]. Our survey is complementary to the
survey [104] in that we broadly cover QoS routing algorithms
satisfying a single or multiple constraints. Moreover, existing
surveys have been limited to qualitative comparisons of the
different QoS routing algorithms. In contrast, we introduce a
novel 4D evaluation framework for comparing the quantitative
performance levels of QoS routing algorithms and provide
extensive quantitative performance comparison results. For
completeness, we note that topology aggregation mechanisms
for QoS routing have been surveyed in [105], while routing
topology inference mechanisms have been surveyed in [106].

D. Survey Structure

Section II provides tutorial background on QoS routing
algorithms, including brief reviews of elementary shortest-
path algorithms that are utilized as underlying mechanisms in
QoS routing algorithms. Section III provides a comprehensive
up-to-date survey of the existing QoS routing algorithms.
This survey section is organized into subsections dedicated
to elementary algorithms, as well as algorithms that are based
on a priority queue, on Bellman-Ford, on Lagrange relaxation,
or on least-cost and/or least-delay paths in the network.
Section IV introduces the four dimensional (4D) evaluation



framework. Section V presents the results of the evaluation,
while Section VI gives interesting anecdotal insights gained
from our evaluations. Finally, Sec. VII summarizes the main
conclusions.

II. BACKGROUND

This section provides tutorial background on QoS routing
algorithms. First, Subsection II-A explains how QoS routing
algorithms operate as a component within the broader context
of a QoS networking framework. Then, Subsection II-B gives
a brief tutorial on the basic definitions and the terminologies
related to QoS routing algorithms and Subsection II-C outlines
the goals that good QoS routing algorithms should strive for.
Finally, Subsections II-D and II-E give brief overviews of
algorithms for computing one shortest path (SP) and multiple
(k) shortest paths (kSP), which are elementary mechanisms
for designing QoS routing algorithms.

A. QoS Routing as a Component of QoS Networking Frame-
work

1) QoS Networking Framework Overview: Generally,
a comprehensive network QoS management framework,
e.g. [107]-[117], is required for providing QoS to network
applications. A network QoS management framework con-
sists of and coordinates among several components, including
admission control [118]-[121], real-time scheduling [122],
and QoS routing. That is, the QoS routing algorithm is
one of several components required for achieving QoS in
a communication network. A comprehensive survey of QoS
networking frameworks is beyond the scope of this article. We
only briefly note that, broadly speaking, there are two types
of approaches for network QoS management, namely global
offline QoS networking and greedy online QoS networking.

Global offline QoS networking jointly considers the com-
plete set of network traffic flows and the various QoS network-
ing components, such as routing and scheduling, to holistically
determine the routes and schedules for all admissible flows.
Global offline QoS networking typically involves complex
optimization problems, such as integer or mixed integer linear
programs [123]-[127], or assumes that routing paths are given,
e.g., from a standard spanning tree protocol or unconstrained
shortest path routing, to then optimize the scheduling, see
e.g., [128], [129].

On the other hand, greedy online QoS networking considers
a network with a given set of already ongoing network traffic
flows and attempts to add (embed) a new flow to the network
while maintaining the QoS requirements of the already ongo-
ing flows as well as the new flow. We consider QoS routing
algorithms for greedy online QoS networking in this survey.
The surveyed routing algorithms require that the cost and QoS
metric values (e.g., delay) are known for each edge (link) in the
network graph prior to the execution of the routing algorithm.
The usage of the surveyed routing algorithms in a practical
network requires that the data plane forwarding behavior is
abstracted to the granularity of costs and QoS metric values per
edge of the network graph. Such abstraction can be achieved
through measurement based systems, e.g., [107], [108], [111],

that probe the link behavior to estimate the edge costs and QoS
metric values. The abstraction can also be achieved through
model based systems, e.g., [130]-[133], that calculate the edge
costs and QoS metric values based on a mathematical model
of the underlying link scheduling and traffic shaping. While
such mathematical models exist for some link scheduling and
traffic shaping approaches, such as priority scheduling [134],
[135], other emerging approaches, such as IEEE 802.1 Time
Sensitive Networking [136]-[141] and IETF Deterministic
Networking [142], require the development of new mathe-
matical abstraction models. We consider one example greedy
online QoS networking framework in the next section to
explain the concrete functioning of QoS routing in the context
of QoS networking in more detail.

2) Example Framework: Industrial QoS: In this section
we briefly explain the QoS networking framework [133] as
an example instance of a QoS networking framework. The
framework [133] is designed to provide strict delay QoS,
which is typically required for industrial communication sys-
tems [143]-[147], automotive networks [148], as well as some
types of smart grid communication [149], [150] and Internet
of Things communication [151]-[154]. Industrial communi-
cation systems carry critical messages, e.g., control signals
for large automated production facilities, which have to be
delivered with tight deterministic real-time quality of service
(QoS) [109], [155]-[157]. A wide gamut of proprietary indus-
trial communication technologies have emerged to provide this
strict QoS [143]. Nevertheless, these proprietary technologies
are typically costly and lack a uniformly accepted standardized
communication framework. To overcome these challenges,
the framework [133] has been based on Software-Defined
Networking (SDN) [158]-[165]. SDN enables packet switches
with a centralized control interface, e.g., OpenFlow [166],
to provide deterministic real-time QoS guarantees. In order
to satisfy the end-to-end deadline of each connection, the
framework [133] encompasses four modules running on a
centralized controller (see Fig. 2):

e The cost function transforms the network state, charac-
terized for instance by data rates, buffer consumption,
and already embedded flows, into a cost metric for each
edge. The cost metric should maximize the number of
flows that the network can serve.

o The resource allocation module adapts the allocation of
resources (e.g., data rates) to the different queues in
order to maximize the total number of flows that can
be accepted in the network.

o The network resource model implements access control
and worst-case delay computation based on the resources
allocated to the different queues in the network. The net-
work resource model tracks the consumption of resources
by the embedded (already accepted) flows. To achieve
a deterministic system behavior, the resource model is
based on a mathematical traffic model, thus avoiding
measurements of the actual network utilization. Since
the scheduling delay experienced by a flow at a node
depends on the queue at which it is buffered, worst-
case delays are computed per queue. More specifically,
the maximum (worst-case) delay per queue is bounded
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Fig. 2: Overview of the different function blocks of QoS networking frame-
work [133]. The network resource model provides, through detailed queue
modeling, deterministic delay bounds and implements access control that
guarantees isolation of flows. The cost function indicates which edges should
preferentially be used to maximize the probability of future flows to be
accepted. The resource allocation adapts the allocation of resources to the
different queues in order to maximize the probability of future flows to be
accepted. QoS routing is then responsible for routing incoming requests on a
path satisfying the end-to-end delay requirement of the request.

TABLE I: Conceptual comparison of QoS routing problem types.

Number of | Number of
Problem Type (Acronym) Optimized | Constrained
Metrics Metrics
Shortest Path (SP) 1 0
Constrained Shortest Path (CSP) 1 1
Multi-Constr. Shortest Path (MCSP) 1 M
Multi-Constrained Path (MCP) 0 M

through deterministic network calculus modeling [134],
[135]. The resource allocation pre-allocates worst-case
delay budgets to the priority queues, which are scheduled
according to the non-preemptive static priority policy.
This ensures that the models of the different priority
queues at a given link (hop) are independent [133]. Thus,
admission decisions of low-priority queues do not have
to be recalculated every time a flow is added to a high-
priority queue.

o The QoS routing, e.g., delay-constrained least-cost
(DCLC) routing, finds the least-cost path satisfying the
end-to-end delay requirement of a connection request.
The network resource model in [133] provides delays per
queue, thus, routing has to be performed on a so-called
queue-link topology illustrated in Fig. 3, where a given
edge (link) of the physical topology is modeled by as
many queue links as it has distinct QoS queues. In such
a way, routing chooses both the links followed by a flow
and the queues at which the flow will be buffered.

B. Basic Definitions for QoS Routing Algorithms

Unicast QoS routing refers to the problem of routing a flow
from a single source to a single destination so as to fulfill
the QoS requirements of the flow. Depending on the QoS
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Fig. 3: Illustration of the queue-link topology concept [133]: A queue link
models the outgoing queue (buffer) for an actual physical link. For instance,
the bi-directional physical link between nodes 1 and 4 has two distinct QoS
queues (e.g., with different delay bounds) in each direction; correspondingly
there are two queue links from node 1 to node 4 and two queue links from
node 4 to node 1.

requirements, different problems can be defined. The most
commonly encountered problems are defined as follows and
contrasted in Table L.

o Shortest Path (SP): The route has to minimize a unique
end-to-end QoS metric.

o Constrained Shortest Path (CSP): The route has to min-
imize an end-to-end QoS metric while keeping another
metric below a prescribed bound.

o Multi-Constrained Shortest Path (MCSP): CSP problem
with multiple end-to-end metrics that are constrained by
individual bounds.

o Multi-Constrained Path (MCP): MCSP problem without
optimization metric, i.e., the route only has to keep end-
to-end QoS metrics below prescribed bounds.

These problems can be extended to k path versions that find
k distinct paths. We refer to these extended problems as kSP,
kCSP, kMCSP, and kMCP, respectively. It is also possible to
define multi-objective problems that optimize more than one
metric [104], [167]-[170]. These multi-objective problems are
beyond the scope of this article.

We refer to the metrics that have to be optimized (or
minimized) by the routing algorithm as the costs. On the
other hand, we refer to the metrics that have to be kept below
prescribed bounds as the constraints. The maximum end-to-
end values below which these constraints have to be kept are
then referred to as the constraint bounds. Note that the term
metric can refer to either a cost or a constraint. Any metric is
always associated to all the individual edges of the network.
Depending on how an end-to-end QoS metric is computed
from the metric values for individual links, three different
categories of end-to-end QoS metrics can be defined: additive,
multiplicative, and concave metrics. The end-to-end values of
these three metric categories are, respectively, the sum, the
product, and the minimum (or the maximum) of the metric
values for the individual links. Delay, packet loss probability,
and bandwidth are examples of additive, multiplicative and
concave metrics, respectively.

Consider routing to be performed on a network graph G =
{V, E}, whereby V is the set of vertices (network nodes) and
E is the set of directed edges (with |F| denoting the number
of edges in the network). The vector of costs of the edges
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The SP, CSP, and MCSP problems correspond to the cases
M =0, M =1, and M > 1, respectively.

An optimal algorithm is an algorithm that always finds the
optimal path with cost z,p¢. A heuristic is an algorithm that
finds a possibly sub-optimal path, i.e., a path with cost 2’ >
Zopt- The cost inefficiency (CI) of an algorithm, measured in
%, is defined as
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An optimal algorithm therefore always has a CI of 0 %. An
algorithm is said to be complete if it always finds a feasible
solution if one exists. Completeness does not imply optimality.

QoS networking contexts (including the QoS networking
framework [133], see Section II-A2) typically require the QoS
routing algorithm to find a least-cost path satisfying an end-
to-end delay constraint. This corresponds to a CSP problem
with two additive metrics. This subset of CSP problems is also
commonly referred to as delay-constrained least-cost (DCLC)
routing problem. For this reason, we will often refer to the
optimized QoS metric as cost and to the constrained metric
as delay. The routing algorithm for QoS networking has to
be complete. Indeed, if a connection request can actually be
accommodated in the network, then the request should not be
rejected.

In this article, we survey existing unicast CSP routing algo-
rithms for additive metrics. Moreover, since MCSP algorithms
can be used for solving CSP problems, we also present MCSP
algorithms. While MCP algorithms can find feasible solutions
for CSP, MCP algorithms do not optimize the cost metric and
we therefore do not consider MCP algorithms in this survey.

C. Goals of QoS Routing

We proceed to summarize the key goals of a good QoS
routing algorithm for centralized execution within the SDN
paradigm:

o The algorithm should be complete. Indeed, we do not
want to reject a connection request if it can actually be
accepted.

o Generally, the DCLC problem is NP-complete [171].
Therefore, there is a fundamental trade-off between cost
inefficiency and low runtime. Thus, a QoS routing algo-
rithm should achieve a short runtime as well as a low
cost inefficiency. Indeed, since routing is triggered upon
receipt of a connection request and cost minimization

leads to a network that can accept more flows, both short
runtime and low cost inefficiency are important for good
and fast request handling.

o The algorithm should be able to accommodate real values
for the metrics and should not be based on value space
reductions. Algorithms that only accommodate integer
values for the cost metric may incur quantization errors
and the evaluation of the impact of this quantization on
the cost inefficiency is outside the scope of this study.

o The algorithm should not be restricted to the hop count
as the only possible cost function. Furthermore, the
hop count should not be considered in addition to the
cost function for optimization. Indeed, we are primarily
interested in low resource usage, which is completely rep-
resented by the cost function. Further, in dense networks
there are typically many paths with the same hop count;
hence the hop count is typically not a useful additional
optimization criterion.

« The algorithm has exact up-to-date knowledge of the state
of the network, which can be readily acquired with the
SDN paradigm.

o The algorithm does not exploit any relationship between
the cost and delay metrics. This assumption ensures that
the algorithm can run with any arbitrary cost function.

o Cost and delay values may change during the runtime of
the real system. Thus, results of computations for prior
QoS routing runs, e.g., SP trees, cannot be stored and
re-used for future QoS routing runs.

« The constraint must be guaranteed by the algorithm. We
strive for strict requirements. Soft constraints that may
be violated with a small probability are an interesting
direction for future work.

e The connections are unicast connections. Multicast is
outside the scope of this survey.

D. Overview of Shortest Path (SP) Algorithms

DCLC algorithms often make use of underlying SP and kSP
algorithm mechanisms; therefore, we briefly review SP and
kSP algorithms in this section and in Section II-E. Shortest
path algorithms have been studied for a long time and the best
algorithms are now well-known [172]. The Dijkstra algorithm
[173] is a centralized algorithm that computes the SP from a
single source node to all other nodes (i.e., an SP tree) in a
graph with non-negative edge costs.

The Dijkstra algorithm is a priority queue based algorithm.
That is, it maintains a queue containing a set of partial
paths, i.e., paths starting from the source node and reaching
an intermediate destination node which is not the ultimate
destination. At each iteration, it takes the least-cost path among
the paths in the queue and generates n new paths by extending
this partial path with the n outgoing edges of the node at which
the given path terminates. Among those paths, only paths with
lower cost than the current least-cost path in the queue towards
the same destination are added back to the queue. That is, the
Dijkstra algorithm relaxes based on the cost values. In other
words, the Dijkstra algorithm performs a breadth-first search
and maintains the current best path found to each destination



node. Nodes with least-cost distance from the source node are
expanded first, thereby ensuring that any node has to be visited
only once.

The Bellman-Ford algorithm (BF) [174]-[178] is a dis-
tributed algorithm that computes an SP tree in a graph,
including graphs with negative edge costs. The algorithm
maintains the current best path found to each node and runs
|[V| — 1 (where |V| is the number of nodes in the network)
iterations updating, for each node, the current best path to all
neighbor nodes based on the current best path to the presently
considered node. Since the path to any node is at most |V|—1
hops long, all SPs will eventually be found. Note that, in the
case of a centralized implementation, if an iteration yields
no update, the algorithm can be immediately terminated, as
subsequent iterations will not lead to any change. Also, as
proposed by Yen [179] for centralized implementations, if the
cost of the current best path to a node has not changed since
the last iteration, then the outgoing edges of this node can be
skipped since they will not lead to any new changes.

Both the Dijkstra and the Bellman-Ford algorithms can be
used for finding the SP to a single destination. In such a
case, the Dijkstra algorithm can be stopped as soon as the
destination node is reached. In contrast, the Bellman-Ford
algorithm cannot be stopped earlier than in the SP tree case
(when SPs to all network nodes are found). Both algorithms
can be adapted to compute the SP from any node to a single
destination. These versions are called the Reverse Dijkstra and
Reverse Bellman-Ford algorithms, respectively, and are simply
obtained by considering incoming edges rather than outgoing
edges when going from one node to the next node(s).

Hart et al. [180] proposed an improvement to the Dijkstra
algorithm, the A* algorithm, for finding a single-destination
SP by introducing a so-called guess function. At each node,
this guess function provides a guess for the cost of the SP
from this node to the destination node. Paths out of the priority
queue with least projected cost (i.e., sum of the current cost to
the last node of the path and of the guess value at this node)
are expanded first. To ensure the correctness and optimality
of the A* algorithm, the guess values have to be lower than
the real values. The closer the guess values are to the real
values, the faster the A* algorithm will reach the destination.
At one extreme, the A* algorithm with an exact guess function
will directly traverse the SP to the destination. At the other
extreme, the A* algorithm with a guess function of zero
corresponds to the original Dijkstra algorithm. The overhead
introduced by computing the guess function and the benefit of
this guess function constitute the trade-off introduced by the
A* algorithm. A straightforward guess function corresponds to
the least-hop count multiplied by the cost of the least-cost edge
in the graph. Such a guess function has to be recomputed upon
any topology change. In our evaluations, we do not consider
topology changes. Thus, the guess function can be computed
offline, ensuring that the A* algorithm is, in any case, at least
as fast as the Dijkstra algorithm.

We note that some more complex improvements for cen-
tralized implementations of the Bellman-Ford algorithm exist,
e.g., [179], [181]. However, the centralized Dijkstra algorithm
performs generally better for finding an SP tree than dis-

tributed algorithms [182]. Similarly, the A* algorithm per-
forms generally better than distributed algorithms for finding
an SP. Therefore, we only consider the Dijkstra algorithm for
finding an SP tree and the A* algorithm for finding an SP
as underlying algorithms for the QoS routing algorithms in
Table II. A detailed quantitative comparison that includes the
Bellman-Ford algorithm, its other improvements, SP heuris-
tics [183], and other A* guess functions [184] are left for
future research.

E. Overview of k Shortest Paths (kSP) Algorithms

A very well known kSP algorithm, which is also one of
the initial proposals for the kSP problem, is Yen’s algorithin
[185]. Yen’s algorithm consists of two main parts. First, the
SP is found using a traditional SP algorithm. Then, subsequent
SPs are found based on the knowledge of this initial path.
The (k+ 1)th SP is found by starting at intermediate nodes of
previously found paths, blocking the next edge in the path to
force the algorithm to find another path, and running an SP
algorithm from there. The LC path out of all these new paths
is the (k + 1)th SP.

Yen’s algorithm does not need to know the value of k£ when
starting. We refer to this type of kSP algorithms as iferative
kSP (ikSP) algorithms. In contrast, Chong’s algorithm [186]
requires k£ to be known in advance. The algorithm is then
identical to the Dijkstra (or A* in our case) algorithm, but
keeps, at each node, the current k best paths found. Once the
destination(s) has (have) been visited k times, the algorithm
can stop. We refer to kSP algorithms which have to know the
value of k in advance as static kSP (skSP) algorithms. Note
that any ikSP algorithm can also be used as a skSP algorithm.

We will see that for dense topologies with many edges (e.g.,
queue-link topologies with an edge for each outgoing QoS
queue, see Section II-A2), algorithms using an underlying ikSP
algorithm have poor performance. Indeed, while they could
possibly perform well for sparse topologies, the high number
of edges in dense topologies increases the number of paths that
have to be traversed to reach the desired optimality. Conse-
quently, we only consider Yen’s algorithm as ikSP algorithm.
The study of the possible performance increase introduced by
the usage of other ikSP algorithms, e.g., [187]-[190], is left for
future work. We are not aware of skSP algorithms other than
Chong’s, and will therefore only consider Chong’s algorithm
as an skSP algorithm.

III. SURVEY OF UNICAST (MULTI-)CONSTRAINED
SHORTEST PATH (CSP AND MCSP) ALGORITHMS

This section provides a comprehensive up-to-date survey of
unicast constrained shortest path (CSP) and multi-constrained
shortest path (MCSP) algorithms which can be employed
for QoS routing. We categorize these unicast QoS routing
algorithms according to the underlying algorithm strategy into
five main categories: /) elementary algorithms, 2) algorithms
based on a priority queue, 3) algorithms based on Bellman—
Ford, 4) algorithms making use of the Lagrange relaxation
optimization technique, as well as 5) algorithms making use
of the knowledge of the least-cost (LC) and least-delay (LD)



paths in the network. These five main categories of QoS
routing algorithms are summarized in Table II.

A. Elementary Algorithms

Joksch [191] provided the initial integer linear programming
(ILP) formulation of the CSP problem along with a proposal
to solve it optimally using dynamic programming based on
the delay constraint value. Unfortunately, this algorithm can
therefore only be used with integer delay metric values and is
hence not suitable for real-valued delays. On the other hand,
note that dynamic programming approaches based on the hop
count, e.g., the Bellman-Ford algorithm, which is by definition
integer valued, can be readily used with real-valued metrics.

Aneja et al. [192] presented an optimal solution for the
MCSP problem. Their algorithm performs pre-processing and
is based on an implicit enumeration of all possible paths and
is therefore computationally complex.

An elementary algorithm to find a feasible solution to the
DCLC problem is to return the least delay (LD) path, which
can be found with a single SP algorithm run. We will refer to
this algorithm as the least-delay path (LDP) algorithm. The
LDP algorithm does not consider the cost parameter; thus, the
cost inefficiency may be high.

A way to take the cost into account while still keeping the
algorithm simple has been proposed by Lee et al. [193] as the
Fallback (FB) algorithm. The FB algorithm first computes
the least-cost (LC) path using an SP algorithm and checks
if it is feasible. If yes, then it can be returned. If not, then
the LD path is computed and returned. The algorithm can be
extended for solving the MCSP problem by running the SP
algorithm successively with the different metrics (first with
the cost and then with the different constraints) as cost until
a feasible path is found. While the algorithm is complete for
the CSP problem, it is not anymore for the MCSP problem.
Indeed, for the CSP problem, running an SP algorithm with
the constraint as cost will ensure finding a path satisfying the
bound of this constraint (if one exists). On the other hand, for
the MCSP problem, minimizing one of the constraints does
not ensure that the other constraint bounds will be met.

Another simple idea utilizes LC paths as follows. Rather
than switching to the LD path if the LC path is not feasible,
search for the subsequent LC paths (using an ikSP algorithm)
until a feasible path is found. Such an algorithm can also be
applied for the MCSP problem and, since it discovers paths in
order of increasing cost, is optimal in both cases. We will refer
to this algorithm as the kSP Multiple Constraints (KSPMC)
algorithm. Obviously, by continuing its search after finding
the first feasible path, this algorithm is also able to solve the
kCSP and kMCSP problems.

B. Algorithms Based on a Priority Queue

A widely considered algorithm for optimally solving the
CSP problem is due to Widyono [194], who proposed the Con-
strained Bellman-Ford (CBF) algorithm. Despite its name,
the algorithm is not similar to the original Bellman-Ford
algorithm. CBF performs a breadth-first search. While keeping
track of the LC path to each visited node, CBF discovers

paths in increasing order of delay, stopping once the constraint
is violated. As the algorithm is actually an extension of the
Dijkstra algorithm, it is also sometimes referred to as the
Constrained Dijkstra (CD) algorithm. Indeed, similar to the
Dijkstra algorithm, the CD algorithm is based on a priority
queue and relaxes based on the cost values. However, paths
are retrieved from the priority queue in increasing value of
delay, instead of cost. The discovery process can stop when
the delay of the paths to further discover is higher than the
deadline, since then no additional feasible paths can be found.
Since the relaxation is done based on the cost, the LC path with
delay lower than the deadline was found, i.e., the algorithm is
optimal.

Liu and Ramakrishnan [195] proposed the A*Prune algo-
rithm for solving the MCSP problem. As its name suggests, the
A*Prune algorithm is in principle similar to the A* algorithm
(see Section II-D). The A*Prune algorithm assumes that a
guess function is available for each metric (i.e., for the cost
and all the constraints), discovers paths (i.e., takes paths out
of its priority queue) by increasing value of projected cost
(see Section II-D), and prunes (i.e., removes from the set of
paths to further extend) those paths for which a projected
constraint value exceeds the corresponding end-to-end bound.
Once the destination node is reached, the MCSP has been
found. Note that, unlike the Dijkstra, A*, and CBF algorithms,
the A*Prune algorithm does not keep a single path per node. In
other words, its way of reducing the number of paths to further
extend is not based on the destination node of these paths but
on their projected constraint values. The A*Prune algorithm
has the additional feature of being able to solve the kKMCSP
problem. Indeed, the extension of paths can be continued after
the destination has been reached. Once the destination node
is reached for the kth time, the optimal kth MCSP has been
found. The A*Prune algorithm also solves the CSP and MCSP
problems optimally.

C. Algorithms Based on Bellman-Ford

Jia and Varaiya [196] combined the search strategy of the
Bellman-Ford algorithm with the delay-constrained unicast
routing (DCUR) algorithm (which is based on LC and LD
paths and will be reviewed in Section III-E) to define the
delay-constrained Bellman-Ford (DCBF) algorithm. DCBF
first computes a reverse LD tree. Then, it runs the Bellman-
Ford algorithm, but updates the best path at a node only if it
has a lower cost and if the sum of (i) the delay of the path
built so far, (ii) the delay of the next edge, and (iii) the delay
of the LD path from the terminal node of the next edge (i.e.,
the node reached via the next edge) to the destination is lower
than the delay bound. We will refer to this test as the projected
delay test. Jia and Varaiya also propose an extension to this
algorithm, kDCBF, keeping track of the kg best paths for the
reverse LD tree run and keeping the best k. paths at each node
for the forward Bellman-Ford run.

DCBF and kDCBF are complete, but not optimal. The
reason for the sub-optimality of DCBF and kDCBEF is as
follows. DCBF may be sub-optimal if it “relaxes too much”.
DCBF relaxes a node when (i) the cost of the new path is



lower, and (4i) the new path satisfies the projected delay test.
Two cases are possible: Case 1: The cost of the new path
is lower and its delay is also lower than the current path at
the node. The relax operation is hence justified. Case 2: The
cost of the new path is lower and its delay is higher, but still
satisfies the projected delay test. Since the new path has a
higher delay than the older path, it can happen that DCBF then
has to take a higher cost path to satisfy the delay constraint
until the destination. Therefore, although at the current node,
the path was cheaper, because of its higher delay, DCBF then
has to follow a higher cost path to reach the destination in
time. This is the DCBF sub-optimality scenario, where DCBF
is not optimal anymore because the final path would have
been cheaper by keeping the original path (which was more
expensive at one node).

Cheng and Ansari [197] proposed the dual extended
Bellman-Ford (DEB) algorithm, an algorithm for the CSP
problem similar to FB (see Section III-A). Instead of running
an SP algorithm for the LC and LD searches, DEB runs a so-
called extended Bellman-Ford (EB) algorithm which is able
to find, for every possible hop count %, the optimal h-hop
constrained path. For both runs, the path considered is then
the best path among all those found. As FB, DEB is complete,
but not optimal.

D. Algorithms Based on the Lagrange Relaxation

1) Background on Lagrange Relaxation: In mathematical
optimization, the Lagrange relaxation technique allows to
remove some constraints of the original problem and to
introduce them in the optimization objective [171], [198],
[199]. For example, the Lagrange relaxation of problem (1)—
) is

L(u)= min c'x+u'(Dx—d), 4

x€Psq

where u € Rﬂf is called the Langrangian multiplier. The
minimized function is called the Lagrange function of path
x and is also denoted as L(u,x). It can be shown that, if the
original problem is feasible, then there is an optimal solution

to
zr, = max L(u), ®)

ueR}

which is a feasible solution of the original problem. Problem
(5) is referred to as the Lagrangian dual of the original problem
(1)—(2), which is then referred to as the primal problem. Be-
cause solving the dual problem does not necessarily optimally
solve the primal problem, we say that there is a duality gap.
2) Lagrange Relaxation based Aggregate Cost (LARAC)
without and with Gap Closing (GC): Solving the dual problem
requires to solve the relaxed problem (4) several times. The
interesting aspect of this procedure is that, for the CSP
problem, the relaxed problem corresponds to an SP problem
with a modified cost function ¢, = ¢ + ud. This concept is
illustrated in Fig. 4. Each line in Fig. 4 corresponds to the
Lagrange function of a path in the network. Lines with null or
negative slopes correspond to feasible paths while lines with
positive slopes correspond to infeasible paths. The intercept
of a line corresponds to the cost of the path. In our example,

L(u,x)

2LD

0 ULU3 U2 u

Fig. 4: Illustration of Lagrange functions L(u,x) of paths in a network as a
function of Lagrange multiplier u. The LARAC algorithm [200]-[203] finds
the maximum of the lower boundary of this set of curves through a binary
search, always keeping track of a best feasible (negative slope) and a best
infeasible (positive slope) path. The search starts with the LD and LC paths,
found by simple SP searches, and continues with further SP searches with a
modified cost function ¢, = c+ud, where u is obtained as the intersection of
the current best feasible and infeasible paths. From mathematical optimization
theory, this is an approximation of the optimal solution of the original DCLC
problem.

the optimal path (with cost z,pt) is highlighted in red. Since
L(u) is a piecewise-linear concave function [204], the u value
maximizing L(u) can be found using a binary search and
always keeping track of a best feasible and a best infeasible
paths, starting with the LC and LD paths (shown in blue in
Fig. 4). As these two paths have slopes of different signs',
they intersect at a point u;. This point is then used as the
Lagrange multiplier for the next SP run. This run will find a
new path. If the path is primal feasible (resp. infeasible), it
replaces the current best feasible (resp. infeasible) path. The
new pair of best feasible and infeasible paths defines a new
point uy. The procedure then continues until the Lagrange
multiplier does not change. The stored best feasible path at
this point is then returned. In the example of Fig. 4, we can
see that the found path (which corresponds to 2z’ and u3) is
sub-optimal (2" > zopt).

Aneja and Nair [200] initially proposed this algorithm as
an optimal algorithm. They did not notice the duality gap.
Later, Handler and Zang [201] proposed to close the gap as
follows. At the end of the execution of the algorithm [200], the
Lagrange value z;, of the found path is a lower bound on the
optimal cost zpt. Similarly, the cost 2’ of this path is an upper
bound of the optimal cost z,,¢. The gap can then be closed by
running an ikSP algorithm with the last Lagrange multiplier,
i.e., ug in our example. Figuratively speaking, the intersections
are not relevant for the gap closing; rather, the gap closing
traverses the vertical line at ug from bottom to top. For
each path found by the ikSP algorithm, the upper and lower
bounds on the optimal cost are updated with, respectively, the
Lagrange value of the new path found and the cost of the best
path found so far. When the lower bound gets greater than the

UIf this is not the case, either the problem is infeasible (both paths have
positive slopes) or the LC path is optimal and can be returned (both paths
have negative slopes).



upper bound, i.e., when the Lagrange value of the new path is
greater than the cost of the best path found so far, it is ensured
that no better path can be found. The best feasible path found
so far is then the optimal solution. In the example of Fig. 4,
the ikSP algorithm finds the optimal path as the third SP for
ug and has to find the fifth SP (which is actually the LD path)
to notice that no better path exists.

Handler and Zang [201] also introduced a parameter J to
stop the gap closing when the relative distance between the
lower and upper bounds is less than §. As this relative distance
is an upper bound on the cost inefficiency (CI), the § parameter
allows to ensure that the cost inefficiency of the algorithm is
always lower than §. Blokh and Gutin [202] also proposed
the algorithm without gap closing. Finally, Jiittner et al. [203]
proposed again the same algorithm (without gap closing) and
gave it a name: Lagrange Relaxation based Aggregate Cost
(LARAC). They also introduced a maximal difference (MD)
parameter. The binary search is then stopped when the relative
distance between the cost of the current best feasible path and
the cost of the current best infeasible path is less than MD.
We will refer to the LARAC algorithm with gap closing as
LARACGC. As elaborated, LARACGC with § = 0 is optimal
and LARAC is not. Since they find at least the LD path, both
are complete.

3) LARAC Variations and Extensions: Santos et al. [205]
proposed an algorithm similar to LARACGC. The difference
is that, after having computed the LC and LD paths, Santos et
al. directly close the gap without performing the binary search.
In particular, Santos et al. use a specific Lagrange multiplier
computed based on the knowledge of the delay bound as well
as the costs and delays of the LC and LD paths. From the
name of its authors, we will refer to this algorithm as SCRC.
The algorithm has the same stopping condition as LARACGC
and is therefore also optimal.

Jia and Varaiya [196] then proposed kLARAC, an extension
of LARAC that uses a kSP algorithm at each iteration, instead
of an SP algorithm. The set of k paths found for a given
either contains only feasible paths, only infeasible paths, or
a mix of both. As long as only feasible and infeasible sets
are found, the new Lagrange multiplier is computed as for
LARAC using the LC paths of the two sets. Once a mixed set
is found, the LC feasible path of the set is returned. Jia and
Varaiya show that the algorithm is always at least as good as
LARAC in terms of cost inefficiency. Since k is a parameter
of the algorithm, an skSP algorithm can be used. KLARAC is
not optimal.

The LARAC algorithm can also be visualized in the delay-
cost space, see Fig. 5, where a point corresponds to a given
path in the network. At each iteration, the Lagrange multiplier
defines the search direction of the SP run to be perpendicular
to the line connecting the current best feasible and infeasible
paths. This is shown by the small arrows perpendicular to the
solid lines in Fig. 5. An SP run in a given direction finds the
first point that the corresponding solid line would hit if pushed
in this direction starting from point (0, 0).

In the example of Fig. 5, LARAC will find the LD and
LC paths, then a, then b, and the algorithm will then stop
and return a. We see that the optimal path, shown in red,

Dx

0

Fig. 5: Illustration of operation of LARAC algorithm in the delay (Dx)-cost
(%) space: At each iteration, LARAC runs an SP search in the direction
defined by the Lagrange multiplier. Here, the algorithm will first find LC and
LD. Then, based on the Lagrange multiplier computed with these two paths
(which corresponds to the normal to the line connecting these two paths),
a will be found. Similarly, b will then be found. Then, a or b will again
be found, meaning that the Lagrange multiplier will not change. Hence, the
algorithm will stop and the best feasible path, i.e., a, will be returned.

is missed. Korkmaz and Krunz [206] argued that this is due
to the fact that the search direction is linear in the delay-
cost space (Fig. 6a). They hence proposed an algorithm called
Heuristic for Multi-Constrained Optimal Path (H_MCOP)
which tries to search simultaneously in the delay and cost
directions (Fig. 6¢). To do so, the algorithm first finds the
LD paths from any node to the destination using a reverse
SP tree algorithm. Then, it runs an LC forward SP search but
updates the best path at a node only when the new path is
feasible or has a lower delay than the previously stored best
path. The feasibility of the new path is checked using the
LD paths stored from the reverse SP tree run. A new path is
then considered feasible if it passes the projected delay test.
The best path is hence sometimes updated based on the delay
and sometimes based on the cost, which is how the algorithm
tries to simultaneously follow the search directions shown in
Fig. 6¢c. The algorithm is nevertheless not optimal because
this depends on how fast the delay and cost directions are
respectively explored.

As its name suggests, the H_MCOP algorithm is also valid
for the MCSP problem. While the explanation of the algorithm
for the MCSP problem is more complicated (and is not
included because we focus on the CSP problem in this article),
the algorithm still tries to scan the multi-dimensional cost-
constraints space simultaneously in all directions. However,
to do so, an additional parameter A\ has to be introduced and
is defined as the power value used to combine the original
constraints into an aggregated cost. A = 1 corresponds to
a linear search direction (Fig. 6a) and increasing A towards
infinity leads to the search direction shown in Fig. 6¢. Besides,
in the MCSP case, the algorithm is not complete anymore
[206], [207]. Korkmaz and Krunz [206] then also proposed to
use Chong’s skSP algorithm for the forward run in order to
continue searching in both directions until £ paths have been
found, thereby possible finding better paths. We will refer to
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Fig. 6: When running an SP (or kSP) algorithm with an aggregated cost, the type of aggregation of the initial metrics influences the search direction of the
SP algorithm. In the case of two metrics, linearly combining the metrics leads to the linear search direction shown in Fig. 6a. In some cases, including DCLC
routing, one may want to explore the delay-cost space simultaneously in both directions. To do so, the initial can be combined in a non-linear fashion. For
example, if the aggregated cost is computed by combining each metric to the power of two, a search direction similar to Fig. 6b is obtained. By increasing the
power used to combine the metrics, one can reach the desired search direction shown in Fig. 6¢. Unfortunately, once the metrics are not linearly aggregated,
the optimal sub-structure property does not hold anymore; thus, classical SP and kSP algorithms (e.g., Dijkstra, A* [180], and Yen [179]) are not optimal

anymore.

this algorithm as kH_MCOP. Clearly, this does not solve the
incompleteness problem of the algorithm in the MCSP case
[206] and the algorithm is still not optimal.

H_MCOP can be used to solve the MCP problem by
observing the directions of all the constraints simultaneously
and returning the first path found [206], [207]. It is then
referred to as H_MCP and is incomplete [206]. Feng et al.
[208] proposed NR_DCLC, a CSP algorithm using H_MCP as
underlying MCP algorithm, although NR_DCLC works with
any other MCP algorithm. The LC and LD paths are first
computed to check for infeasibility or for LC as elementary
solution. Then, the cost of the LD path is set as first cost bound
and the delay bound is the one of the original DCLC problem.
Then, H_MCP finds an MCP path within these constraints.
The cost of the path found is then used as new cost bound.
This process is repeated until H_MCP does not find any path.
To avoid H_MCP to return the path found at the previous
iteration, the cost bound for the next iteration is always set
to a value a little bit smaller than the actual cost of the
found path. Because NR_DCLC finds at least the LD path,
it is complete. Since the underlying H_MCP algorithm is
incomplete, NR_DCLC is not optimal.

Feng et al. [207] then proposed a variation of NR_DCLC.
Instead of running H_MCP with the cost of the LD path
as bound, H_MCP is run with the cost of the path found
by H_MCOP as bound. As this algorithm improves on the
solution found by H_MCOP, the authors refer to it as Mod-
ified_ H_MCOP (MH_MCOP). The authors also introduce
a parameter to limit the amount of MCP iterations. We
will refer to this parameter as H. For the same reasons as
for NR_DCLC, MH_MCOP is complete, but not optimal.
MH_MCOP can additionally solve the MCSP problem but, as
it is based on H_MCOP, is not complete for it. On the other
hand, NR_DCLC cannot solve the MCSP problem. Indeed, its
initial LD search can only deal with one constraint.

Feng et al. [207] additionally proposed an optimal al-
gorithm, E_MCOP, similar to SCRC. E_MCOP first runs
E_MCP, a complete MCP algorithm. E_MCP first runs an

SP search for each constraint. If one of them cannot be met,
it terminates. Otherwise, it runs an ikSP algorithm with the
sum of the individual constraints, individually divided by the
difference between their bound and their least value, as an
aggregated cost. E_MCP returns the first feasible path found or
stops once a path with an aggregated cost higher than the cost
obtained by considering that each constraint reaches its bound
is found. If E_MCP found no path, E_MCOP concludes that
there is no solution. Otherwise, E_ MCOP considers the found
path as the current solution, uses its cost to define a cost border
and runs an SP search for the cost to find its least value. From
these two values, E_ MCOP restarts an E_ MCP search with the
cost added to the aggregated cost (also divided by difference
between its bound and its least value). The algorithm returns
the current solution once the ikSP algorithm finds no path
or when it finds a path with an aggregated cost higher than
the cost obtained by considering that each metric reaches its
bound. When a path is found by the ikSP algorithm, it replaces
the current solution if it is feasible and has a lower cost. This
algorithm is optimal for both the CSP and MCSP cases [207].

Guo and Matta [209] elaborated on the idea of using an
underlying MCP algorithm in their delay-cost-constrained
routing (DCCR) algorithm. DCCR behaves similarly to
NR_DCLC, but runs the MCP algorithm only once. For this
to be effective, they use an MCP algorithm that takes the costs
of paths into account. This MCP algorithm can hence also be
viewed as a DCLC algorithm which needs a cost bound. The
algorithm runs an SP search where the cost of a path is defined
as

delay of the path

11— original cost of the path ’ (6)
cost bound

which also tries to emulate the simultaneous scan of the
delay-cost space in both directions. Nevertheless, with such a
function, the cost of a path is not anymore the sum of the cost
of its constituting edges and classical SP algorithms cannot
solve the problem optimally. Therefore, Chong’s algorithm
is used to increase the probability of keeping track of good



solutions. DCCR is complete, but not optimal. Instead of
using the cost of the LD path as cost bound, Guo and Matta
propose to use the cost of the path found by LARAC. This
algorithm is then referred to as search space reduction DCCR
(SSR+DCCR). Since the algorithm improves the solution
returned by LARAGC, it is closing the duality gap, similarly
to LARACGC, but only partially. In order to provide a cost
bound, LARAC does not have to run until the end. Therefore,
Guo and Matta define a parameter, which we will refer to as
L, that limits the number of iterations (i.e., the number of SP
runs excluding the LC and LD searches) of the LARAC run.
SSR+DCCR is also complete, but not optimal.

Agrawal et al. [210] proposed E-LARAC, an extension
of LARAC that additionally considers a constraint on the
maximum number of hops by using a modified Bellman-Ford
subroutine. Because the number of hops is not a constraint
in many QoS networking scenarios, we do not consider E-
LARAC in our evaluation.

The Lagrange relaxation has also been used by Ribeiro
and Minoux [211] for solving the double-sided constrained
SP problem, i.e., the problem of finding an SP whose delay
(or any other metric) is lower than a upper bound but also
greater than a lower bound. We do not consider this double-
sided problem in our evaluation.

E. Algorithms Following the LC and LD Paths

Instead of computing a delay-constrained path from SP
searches with modified costs, Salama et al. [212], [213]
proposed to solve the DCLC problem from the knowledge of
the LC and LD trees towards the destination. The algorithm
builds the path node by node. At each node, the algorithm
chooses between the edge belonging to the LC path towards
the destination and the edge belonging to the LD path towards
the destination. The LC edge is chosen if it satisfies the
projected delay test; otherwise, the LD edge is chosen. It
can happen that a loop is created. In such a situation, the
algorithm backtracks to a node that chose the LC edge and
then chooses the LD edge instead. Salama et al. show that this
backtracking ensures the removal of the loop. This algorithm
is called delay-constrained unicast routing (DCUR). Since
DCUR can always find the LD path (by backtracking), it is
complete. However, DCUR is not optimal.

Fig. 7 shows an example graph with the corresponding LC
(red) and LD (yellow) trees towards the destination node d.
Starting from the source node s, DCUR chooses, at each
node, between the red and yellow outgoing edges of the node
depending on the result of the projected delay test. In this
example, with the delay constraint set to 10, DCUR would
choose LC-LD-LC-LC (no loop occurs), thereby finding the
path s-2-3-6-d with cost 9 and delay 10. Indeed, when at node
2, DCUR cannot follow the LC edge. If it did, it would reach
node 5 with a delay of 7. Since the LD path from node 5
to the destination has a delay of 5, it would not be possible
anymore to reach the destination with a delay lower or equal
to 10. Note that this is sub-optimal as the optimal path (that,
e.g., CBF would find) in this example is s-3-6-d with cost 8
and delay 8.

cost/delay

Fig. 7: Least-cost (LC) and least-delay (LD) paths from any node to a given
destination in an example graph with links denoted by cost/delay. DCUR,
DCR, and TAK are algorithms combining these paths in order to find a delay-
constrained least-cost path (DCLC). In this example, with a deadline of 10,
DCUR, which alternates between using the LC and LD edges, finds the path s-
2-3-6-d with cost 9 and delay 10. DCR, which follows LD edges and switches
once to the LC edges, finds the path s-3-6-d with cost 8 and delay 8. Finally,
TAK, which follows LC edges and switches once to the LD edges, finds the
path s-2-3-4-d with cost 11 and delay 8.

Sun and Langendorfer [214] then proposed a solution, called
distributed delay constrained routing (DCR), to avoid the
creation of loops and hence to prevent the algorithm from
having to backtrack, thereby reducing runtime. DCR follows
the LD path until the sum of (i) the delay of the path so far
and (ii) the delay of the LC path from the current node to the
destination is lower or equal to the delay bound. Starting from
this point, the algorithm then follows the LC path until the end,
since it is ensured that it will satisfy the delay constraint. Since
the LD path is only followed from the source node, it can be
computed by a simple SP run. DCR is also complete, but not
optimal.

In the example of Fig. 7, still with the delay constraint
of 10, DCR follows the LD edge until node 3 as the sum
of the delay of the path so far (no path and hence delay of
0) and the delay of the LC path from the current node (s)
to the destination (path s-2-5-6-d with delay 15) is greater
than the delay bound (0 + 15 > 10). Indeed, following the
LC edges already from node s would lead to an infeasible
path. Then, starting from node 3, DCR switches to the LC
path as the sum of the delay of the path so far (path s-3
with delay 3) and the delay of the LC path from the current
node (3) to the destination (path 3-6-d with delay 5) is lower
than the delay bound (3 + 5 < 10). Indeed, DCR is now
sure that following the LC edges until the destination will
lead to a feasible solution. Hence, DCR finds the path s-3-
6-d, which is actually the optimal path. This example shows
that, while DCR is simpler than DCUR, it can still provide,
in some circumstances, a path closer to optimality.

Ishida et al. [215] then proposed the opposite strategy, i.e.,
to first follow the LC path and to switch to the LD path as
soon as following the LC path would lead to a node from
which the delay constraint cannot be satisfied anymore. For
the same reason as for DCR, the LC path can be computed
by a simple SP run. Based on the author names of [215], we



refer to this algorithm as JAK. TAK is also complete, but not
optimal.

In the example of Fig. 7, still with the delay constraint of
10, TAK follows the LC edge until node 2 as this edge has a
delay of 4 and the LD path from node 2 to the destination has
a delay of 4, thereby ensuring that the delay constraint can
still be met. From node 2, for the same reason as for DCUR,
IAK cannot follow the LC edge anymore. Indeed, it would
not be possible anymore to reach the destination with a delay
lower or equal to 10. Hence, IAK switches to the LD edges
and finds the path s-2-3-4-d with cost 11 and delay 8.

DCUR, DCR, and IAK have been proposed with a dis-
tributed implementation in mind and allow only a limited
range of choices at each node. Two algorithms have been
proposed with the objective of enlarging the set of paths that
can be found. First, Sriram et al. [216] proposed that each
node maintains a list of ordered preferred output links. When
path construction reaches a node, it selects its preferred output
link for which the delay of the new path satisfies the delay
constraint and that does not introduce a loop. A node may not
have a preferred output link that satisfies these constraints.
Then, path construction is backtracked to the previous node,
which then selects its next preferred output link. If all preferred
output links have been exhausted, then path construction is
also backtracked to the previous node. Once the destination
is reached, the algorithm terminates. Based on the author
names of [216] we will refer to this algorithm as SMS. The
list of preferred link is computed according to a heuristic
function. In order to reduce runtime, the algorithm allows to
limit the size of the list of preferred links at each node to a
given parameter p. Nevertheless, depending on the heuristic
function, this makes the algorithm incomplete. The algorithm
is complete only if p is, at each node, greater or equal to
the degree® of the node, thereby ensuring that all links are
considered. If A(G) denotes the maximum degree of the nodes
in graph G, the algorithm is complete if

p = AG). (N
Sriram et al. [216] define three heuristic functions: (1) residual
delay maximizing (RDM), ordering links by their cost divided
by the delay constraint minus the projected delay of the
link (and ensuring that the edges belonging to the LC and
LD paths towards the destination are included in the list),
(2) cost delay product (CDP), ordering links by their cost times
their projected delay, and (3) partition-based ordering (PBO),
ordering links by cost value. RDM requires one SP tree run
(LD), CDP two, and PBO none.

If the heuristic function is not efficient, the algorithm could
explore an excessive number of paths before reaching the
destination. This is especially true for dense topologies with
many possible paths. To avoid this, Liu et al. [217] proposed
SF-DCLC, an algorithm similar to SMS. At each node, instead
of computing a list of links and trying them one after the other,
the algorithm chooses one output link based on a selection

’In a graph, the degree of a node corresponds to the number of edges
connected to this node. In our scenario, we define the degree of a node as the
number of outgoing edges the node has.

function (SF) which is proven to avoid loops and to lead to a
solution if one exists. The links are assigned a weight equal
to their cost plus (i) the cost of the LC path to the destination
if the latter passes the projected delay test, or, if not, (ii) the
cost of the LD path. Links for which the LD path is infeasible
are not considered. The least-weight link is then chosen. SF-
DCLC is complete, but not optimal.

F. Other Approaches

For completeness, we briefly review in this section other
QoS routing approaches that we do not include in our evalua-
tion for the various reasons noted for the following algorithms.
In order to the reduce the runtime of optimal algorithms, sev-
eral fully polynomial e-approximation algorithms have been
proposed, e.g., [218]-[224]. The e-approximation algorithms
ensure to find a path whose cost is at most (1 + €) times
higher than the cost of the optimal path. Unfortunately, e-
approximation algorithms consider only integral costs and/or
delays and are therefore not suitable for QoS routing with
real-valued costs and/or delays.

Several algorithms have been proposed to accommodate im-
precise state information, e.g., [12], [225]-[229]. In centralized
network architectures, such as SDN, is it reasonable to assume
that the state is well-known and we hence do not consider
the class of algorithms for imprecise state information. Also,
note that algorithms considering imprecise information cannot
provide strict (hard) QoS guarantees, rather these algorithms
can only provide soft QoS guarantees. Similarly, algorithms
based on probing techniques, e.g., [12], [226], [229]-[231],
or relaxing the constraint, e.g., [232], can also only provide
soft QoS guarantees. Our focus is on QoS routing algorithms
that can provide strict QoS guarantees and we do therefore
not consider the algorithms for imprecise state information,
probing, or relaxed constraints in detail in this survey.

Algorithms based on genetic algorithm (GA) [233], [234]
and on artificial bee colony optimization techniques [235]
have also been proposed. Such randomized algorithms have
typically a fairly high runtime and are therefore not well suited
for online routing decisions. Our focus is on QoS routing
algorithms that are suitable for online routing decisions and we
do therefore not cover these randomized algorithms in detail.

Pornavalai et al. [236], [237] simplify the bandwidth-jitter-
delay constrained problem into an SP problem with maximum
number of hops (i.e., a problem that can be solved in polyno-
mial time) by using relationships between bandwidth, delay,
jitter, and buffer capacity in weighted fair queuing (WFQ) set-
ups. Our focus is on QoS routing algorithms that accommodate
independent optimization and constraint metrics and we do
therefore not consider [236], [237] in detail.

IV. FOUR-DIMENSIONAL (4D) EVALUATION FRAMEWORK

Generally, the performance of an algorithm depends on the
specific scenario in which it is executed. In order to evaluate
the behaviors of the different algorithms across a wide set of
scenarios, we introduce an evaluation framework that evaluates
QoS routing algorithms along four critical dimensions. First,
we define four fopologies which we describe in Sec. IV-A.
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Fig. 8: The four topologies considered in the evaluation are based on three
different base topologies which can be scaled in two different directions.

A topology describes both the underlying structure of the
network and the nodes that communicate with each other in the
network. Second and third, we scale these topologies in two
directions. Fourth, we distinguish requests based on the level
of strictness of the delay constraint, see Sec. IV-B. Sec. IV-C
presents the evaluation procedure and the metrics used, while
Sec. IV-D identifies the evaluated algorithms.

A. Topology and Scaling

As first dimension of our evaluation framework, we define
four topologies (shown in Fig. 8) based on three different
base topologies. Although our survey is generic and all the
algorithms can be applied to any CSP problem, we focus on
industrial topologies where we expect centralized QoS routing
to be extensively employed [133]. Nevertheless, the topologies
we define are also common in and representative of data
center, metro, grid, and enterprise networks. On the contrary,
wide-area (star topology) networks are not covered, as strict
centralized QoS routing in such environments is unlikely. All
topologies can be scaled according to two scale parameters
m and n that represent the size of the topology layout, as
illustrated in Fig. 8 and defined in detail in the following for
the four different topologies. The second and third dimensions
of our evaluation framework correspond to varying the two
scale parameters m and n from 4 to 13, thereby defining 100
different scalability levels. The four topologies are referred to
as One Ring Bottleneck (ORB), Two Ring Bottleneck (TRB),
Two Ring Random (TRR) and Grid Random (GR).

e ORB: The ORB topology consists of a base ring of
m + 1 switches. A so-called programmable logic con-
troller (PLC) is connected to one switch of this ring. A
branch composed of a series of n remote input/output
nodes (I/Os), e.g., sensors, is connected to each of the
other m switches of the ring. Thus, there are a total of
mn I/Os. Remote I/Os have an internal switch allowing
traffic to flow along the branches. Thus, remote I/Os act
as traffic sources as well as traffic forwarders, which is
common in sensor networks and industrial networks [51],
[144], [145], [147]. Traffic is only considered from the
remote I/Os to the PLC.

o TRB: The TRB topology extends the ORB topology with
an additional ring consisting of m + 1 switches. The

m + 1 switches connect the loose (bottom) ends of the
m branches of remote I/Os (of the ORB topology) to the
PLC. Traffic is still considered only from the remote I/Os
to the PLC.

o TRR: The TRR topology is the same as the TRB topology,
but traffic is now considered between any pair of remote
1/0s. As the remote I/Os, the PLC is able to forward
traffic not destined for it.

e GR: The GR topology is a grid of width m and height
n. In the GR topology, traffic is considered between any
pair of nodes.

We do not consider random topologies generated based on
models, such as the Waxman model [238]. Instead, striving for
a fair and reproducible evaluation, we only use deterministic
topologies.

Each directed link is considered to have four output priority
queues and routing is then performed on the correspond-
ing queue-link topologies. For each physical link, the costs
of the four queue-link edges with priority levels p, p =
1 (high priority), 2, 3,4 (low priority), are set to the values
14 1/p so as to favor the usage of low priority queues.
The delay values are obtained with Schmitt’s formula [135].
Thus, the costs and delays of the four queue-link edges are
respectively set to 2 and 0.48 ms, 1.5 and 1.26 ms, 1.33 and
2.83 ms, as well as 1.25 and 7.55 ms.

Clearly, the number of queues as well as the cost and delay
settings influence the performance of the algorithms and could
be defined as additional comparison dimensions. However, in
order to keep the evaluation tractable, we keep them static.

B. Delay Constraint Tightness

The delay constraint of routing requests can range from
loose values for which the LC path is feasible to tight values
for which no feasible path exist. Within this range, we define
seven subranges of equal size, which we refer to as delay
levels. The fourth dimension of our evaluation framework
corresponds to varying the delay constraint of routing requests
between these different delay levels.

C. Evaluation Procedure and Metrics

Each algorithm is evaluated along the four dimensions of
our evaluation framework. For each particular topology and
combination of the scale parameters m and n, we sequentially
simulate 20,000 routing requests. The first 1000 requests
are used as warm-up for the Java HotSpot optimizer and
their results are not considered. For each request, the source
and destination are generated uniformly randomly from the
possible set of combinations defined by the topology and
scale parameters. The delay constraint is distributed uniformly
randomly among the seven delay levels [and then uniformly
randomly within the selected delay level (delay constraint
subrange)] so as to prevent the Java HotSpot optimizer from
optimizing for a specific delay level. (If all test runs for a
specific delay level are run successively, the Java HotSpot
optimizer could exploit the consideration of a particular delay
level in successive runs.)



For a given algorithm under test (AUT) and request, we
run three algorithms. First, we run CBF in order to obtain
the cost zyp of the optimal solution. Second, we run the
AUT to determine the AUT cost z’. The cost inefficiency
(CD of the AUT is then evaluated in % compared to the cost
of the optimal path according to Eqn. (3). Third, we run an
LD search using A* (which is then equivalent to an LDP
search). We define the runtime of the AUT divided by the
runtime of the LD search as the runtime ratio of the AUT. This
normalization allows to filter out runtime variations due to the
varying runtime behaviors of the testing machines (caused by
operating system tasks or Java garbage collector execution).
Indeed, both algorithms are run one after the other, i.e., within
a short time window during which the runtime behavior of the
testing machine can be assumed to be constant.

D. Algorithms Selection

Table II summarizes the algorithms that we have identified
as suitable for the considered unicast QoS routing in Sec. III.
We implemented all these 26 algorithms in Java 8° and,
for each of them, ran our evaluation procedure. The specific
parameter settings for parameterized algorithms will be given
in Sec. V. We will identify parameterized algorithms by the
name of the original algorithm to which we append the dash-
separated parameter values in the same order as in Table II.
For example, LARACGC with § = 25% will be referred to
as LARACGC-25. We omit the A\ parameter of H_MCOP and
kH_MCOP since it has no influence in the CSP case.

V. EVALUATION RESULTS

Sec. V-A presents the evaluation results for the fourth
dimension, i.e., the behavior of the algorithms for the dif-
ferent delay levels. Sec. V-B then focuses on the three first
dimensions. Due to the high number of algorithms and the
highly detailed results on how they behave and perform,
it is not possible to present and discuss all results for all
algorithms in detail in this article. Therefore, we only present
the most interesting algorithms and discuss the most im-
portant conclusions. We have made the entire set of raw
results and graphs for all the algorithms publicly available at
http://www.lkn.ei.tum.de/lora [31].

We found that kSPMC, A*Prune, LARACGC, SCRC,
E_MCOP, and the three SMS variations were not able to com-
plete the evaluation in a reasonable amount of time compared
to CBF. This leads to our first observation that algorithms
using an ikSP algorithm to reach optimality have a very
long runtime. Indeed, the considered queue-link topologies are
dense with high numbers of possible paths. Thus, the number
of paths to discover until reaching optimality is also high,
yielding intractable runtimes for kSPMC, LARACGC, SCRC,
and E_MCOP. A*Prune and SMS are not based on an ikSP
algorithm but their structure is such that, if their initial search
direction is not the correct one, they have to explore a high
number of paths to reach the destination. The negative impact

3We acknowledge that the results may be subject to our specific imple-
mentations; however, we tried to be fair and optimize all implementations as
much as we could.

of this approach is accentuated by the high density of the
considered queue-link topologies.

A. Fingerprints: Influence of the Delay Constraint Tightness

We analyze the fourth dimension using so-called fingerprint
graphs (Fig. 9). The fingerprint graph for a given combination
of topological and scale parameters m and n, shows the
distribution of the runtime ratio (left, in red) and CI (right,
in yellow) of an algorithm for the seven different delay levels
(loose levels on the left and tight levels on the right). Since
we have four different topologies with 100 different scalability
levels (combinations of m and n values), each algorithm has
400 fingerprint graphs. Nevertheless, we observed that the
shapes of all fingerprint graphs for a given algorithm are
similar; Fig. 9 shows fingerprints for the grid (GR) topology
with scale parameters m = n = 10. Since the shapes of
these graphs characterize the different algorithms we refer to
these graphs as fingerprints: they nearly uniquely identify an
algorithm based on its behavior and are (nearly) always the
same for a given algorithm. Only the absolute values vary
depending on the topology and its scaling. These variations
will be discussed in Sec. V-B.

1) Elementary Algorithms: Since the elementary LDP al-
gorithm (see Section III-A) does not take cost into account,
its CI is the benchmark for the worst acceptable CI (Fig. 9a).
As expected, the CI of LDP gets better for tighter constraints
since the LD path becomes closer to the optimal solution. In
terms of runtime, as LDP is compared with itself, the LDP
fingerprint shows that the accuracy of our runtime metric is
reasonable (the 0.5 and 99.5 percentiles are close to one and
the median is approximately one). In additional evaluations,
which we cannot include due to space constraints, we observed
that FB exhibited, as expected, exactly the same CI behavior
as LDP; except when the LC path is feasible, where FB is
optimal, at the cost of one additional SP run for all other
cases.

2) Priority Queue Based Algorithms: The benchmark for
the highest acceptable runtime ratio is given by CBF, an
optimal algorithm based on a priority queue (Section III-B)
(Fig. 9b). CBF was the fastest optimal algorithm. Since CBF
terminates when the paths it expands have delays higher than
the constraint, it terminates earlier for tighter constraints and
its runtime therefore improves as the delay constraint gets
tighter. The CI of CBF is always zero since CBF is optimal.

3) Algorithms Based on Bellman-Ford: The Bellman-Ford
based DCBF algorithm (Fig. 9¢) has a CI fingerprint with
slightly decreasing runtimes and increasing CI for increasingly
tight delay constraints. For tight delay constraints, the delay
test during the Bellman-Ford run fails more often and hence
allows Bellman-Ford to terminate earlier (as it stops when
no relaxation occurs in an iteration) and DCBF therefore
gets faster as the delay constraint gets tighter. In additional
evaluations we have observed that kDCBF (not included in
Fig. 9) has similar shapes, however which much lower CIs
and longer runtimes. For example, kKDCBF-2, divides the CI
by a factor of approximately two, but increases runtime by a
similar factor.
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Fig. 9: Fingerprints for selected QoS routing algorithms. These graphs show, for the grid (GR) topology with m = n = 10, i.e., 10 X 10 switching nodes, the
runtime ratio (runtime of algorithm normalized by runtime of LD search, plotted in red on left) and cost inefficiency (in yellow on right) of the algorithms
for the seven different delay levels ¢ (delay constraint subranges, whereby loose delay constraints are on the left and tight delay constraints are on the right).
tp,, and tp, denote the delays of the LD and LC paths, respectively. Since the rightmost delay level corresponds to an infeasible problem (delay constraint
ty lower than the delay tp,, of the LD path), no cost inefficiency value is shown and the runtime then corresponds to the time required to detect that the
problem is infeasible. While the cost inefficiency scale is the same for all the algorithms, the runtime scales have to differ because of the high variability
between the algorithms. The lower and upper whiskers of the boxplots, respectively, correspond to the 0.5% and 99.5% percentiles.
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TABLE II: Comprehensive list of constrained shortest path (CSP) and multi-constrained shortest path (MCSP) algorithms, which can be employed for delay-
constrained least-cost (DCLC) QoS routing. The algorithms are categorized according to the underlying algorithmic strategy into algorithms based on priority
queues, Bellman-Ford, Lagrange relaxation, as well as least-cost (LC) and least-delay (LD) paths. For each algorithm, we indicate the type(s), i.e., CSP or
MCSP or k path versions thereof, as well as other key characteristics, including optimality property and the accepted parameters. We indicate the number of
underlying algorithm runs, e.g., iterative kSP (ikSP) and static kSP (skSP) algorithms (see Section II-B for definitions). When the exact number of runs depends
on the specific scenario, the possible numbers of runs are indicated through a comma-separated list or a range (with the arrow (—) symbol) within parentheses.
Unbounded numbers of runs are indicated with the greater or equal (>) sign. We note that an algorithm using a skSP algorithm can be implemented with an

ikSP algorithm.

. Number of runs of underlying algorithms . .
Algorithm Type Optimal Complete Distr. Param.
ikSP  skSP tree skSP SP tree SP
Elementary Algorithms (Sec. I11I-A)
LDP CSP 1 v if SP is
FB [193] CSP, MCSP (11— M+1) if CSP
kSPMC (k)CSP, (k)MCSP 1 v v
’ Priority Queue Based Algorithms (Sec. 11I-B)
CBF [194] CSP v v
A*Prune [195] (k)CSP, (k)MCSP v v
’ Algorithms Based on Bellman-Ford (Sec. III-C)
DCBF [196] CSP 1 v v
kDCBF [196] CSP 1 v v kg, ke
DEB [197] CSp v
Algorithms Based on the Lagrange Relaxation (Sec. 11I-D)
LARAC [200]-[203] CSP >1 v MD
LARACGC [201] CSP ©, 1) >1 itd=0 v
SCRC [205] CSp 0, 1) (1, 2) v v
kLARAC [196] CSP >1 v
H_MCOP [206] CSP, MCSP 1 ©, 1) if CSP A
kH_MCOP [206] CSP, MCSP 0, 1) 1 if CSP Ak
NR_DCLC [208] CSP >0 >1 v
MH_MCOP [207] CSP, MCSP 1—-H+1) O—=H+1 if CSP H
E_MCOP [207] CSP, MCSP 0 —2) 1—-M+1 v v
DCCR [209] CSp 0, 1) (1, 2) v
SSR+DCCR [209] CSP O, 1) 1—=L+2 v L, k
Algorithms Based on LC and LD Paths (Sec. III-E)
DCUR [212], [213] CSp (1, 2) v v
DCR [214] CSP O, 1) 1 v v
TAK [215] CSP 1 0, 1) v v
SMS-RDM [216] CSp if p > A(G) v P
SMS-CDP [216] CSP 2 if p > A(G) v p
SMS-PBO [216] CSP if p > A(G) v P
SE-DCLC [217] CSp (1, 2) v v

4) Algorithms Based on Lagrange Relaxation: Similar to
FB, LARAC (Fig. 9d) can find the optimal solution with one
LC search when the LC path is feasible. Fig. 9d (for the left-
most, i.e., loosest delay constraint level ¢;) shows that this
run is roughly two times faster than an LD search. This is
due to the fact that the delay and cost values have ranges of
different absolute sizes and the guess function of A* is better
for the costs because the costs have a smaller range size than
the delay values, i.e., have a range size closer to the one of the
least-hop count used for the guess (which is zero). When the
problem is infeasible, LARAC notices the infeasibility with an
additional LD search. For intermediate delay levels, LARAC
requires a few additional SP runs, hence leading to slightly

higher runtimes. Nevertheless, these additional runs are worth
it as we can observe that the CI of LARAC stays then much
lower than 10 % in most cases.

While LARACGC did not complete the evaluation within
a reasonable amount of time, LARACGC with § = 25 %
(Fig. 9¢) did. As LARAC has a CI higher than 25% only for
the tightest feasible delay level, LARACGC-25 only behaves
differently than LARAC for this tightest feasible delay con-
straint. As expected, LARACGC-25 then brings the CI to less
than 25% but at a high runtime cost even for such a small gap
closing (as the CI of LARAC is at most 30%). This indicates
that the gap closing is expensive in terms of runtime and
probably not worth it. The high runtime is likely due to dense




queue-link topology structures of our evaluation networks and
confirms that algorithms based on an ikSP algorithm are not
efficient for dense network topologies.

We observe from Fig. 9f that kKLARAC with £ = 3 has
the same shape as LARAC, however with longer runtime and
lower CI. This is expected, since KLARAC runs an skSP at
each iteration, allowing to find lower cost paths but with longer
runtime. We nevertheless observe that this cost reduction
comes with a much less pronounced runtime increase than
for LARACGC.

The fingerprint of H_MCOP (Fig. 9g) shows the difference
in runtimes between SP searches and SP tree searches. Indeed,
for detecting an infeasible problem, H_MCOP first computes
a reverse SP tree. As can be seen, this has a much longer
runtime than the single LD search of LDP. More precisely,
the H_MCOP median runtime is only slightly longer, but
the 99.5% percentile of the runtime is much higher than for
LDP. This shows that comparing the runtime of algorithms in
terms of “Dijkstra runs” independently of whether these are
SP or SP tree runs, as done in some papers, is not a valid
metric. For all other cases, H_MCOP requires an additional
forward SP search. The H_MCOP runtime for these delay
levels is hence always similar and slightly higher (by 0.5
since it is an LC search) than for the infeasible delay level. In
terms of CI, H_MCOP interestingly presents a fingerprint of
different shape than LARAC, LARAGC-25, and kLARAC-
3. While the different LARAC versions have a U-shaped
CI fingerprint, H_MCOP reaches higher CI for problems
with tighter constraints but improves again for the tightest
feasible delay level. In terms of absolute values, the CIs of
H_MCOP are usually slightly worse than for the different
LARAC versions, except when the delay constraint is loose,
where H_MCOP and LARAC perform similarly. When using
Chong’s algorithm with k£ = 10 (Fig. 9h), we see that the
runtime is only slightly increased while the CI is substantially
improved. Indeed, kH_MCOP-10 reaches optimality in nearly
50% of the cases.

In additional evaluations we found that NR_DCLC (which
is not shown in Fig. 9) has a similar, but slightly better,
CI fingerprint compared to H_MCOP; which is expected
since NR_DCLC uses H_MCP (i.e., H_MCOP) as underlying
algorithm. On the other hand, the NR_DCLC runtime is much
longer, except in the cases where the LC path is feasible or
where the problem is infeasible, in which cases NR_DCLC
uses SP runs to detect these situations. Within the feasible
delay levels, the runtime of NR_DCLC gets shorter as the
delay constraint gets tighter. Indeed, NR_DCLC starts with
an LD search and then improves on this path. When the delay
constraint gets tighter, the LD path is closer to the optimal
solution and NR_DCLC hence has less work to do. Additional
evaluations have shown that MH_MCOP (which is not shown
in Fig. 9) improves the CI of H_MCOP by a factor of around
two at the expense of a twofold runtime increase. The H
parameter can then be used to tweak the Cl/runtime trade-
off. While the CI fingerprint of MH_MCOP is similar to the
one of H_MCOP, the MH_MCOP runtime fingerprint exhibits
a Gaussian bell curve shape. This is due to the fact that
MH_MCOP improves on the solution of H_MCOP. Hence,

the amount of work it has to perform depends on the CI of
H_MCOP, which is similar to a Gaussian bell curve.

In additional evaluations we also found that DCCR-3 (which
is not shown in Fig. 9) has a high CI (between 20% and
45% in most cases). On the other hand, SSR+DCCR (9i
and Fig. 9j ) is interesting. Since SSR+DCCR improves
the LARAC solution or one of the intermediate LARAC
results, SSR+DCCR has a similar CI fingerprint as LARAC.
Interestingly, SSR+DCCR especially improves the solution of
LARAC when the delay constraint is tight but still feasible. We
observe that SSR+DCCR is, similar to LARACGC, closing the
gap of LARAC. Nevertheless, SSR+DCCR appears more pow-
erful than LARACGC for our dense network scenarios since
SSR+DCCR runtimes stay relatively low compared to those
of LARACGC-25. As expected, SSR+DCCR-2-5 reduces the
runtime compared to SSR+DCCR-4-10; whereas the CI is
not strongly affected. Hence, the tuning of the SSR+DCCR
parameters requires additional evaluations and is left for future
research.

5) Algorithms Based on the LC and LD Paths: The studies
on this type of algorithms usually assume that the LD and
LC trees can be computed once and then reused for each
request, thereby leading to a low request provisioning time.
However, in our scenario, we assume that the delay and cost
of the edges can change inbetween requests and we therefore
have to recompute the tree for each request. DCUR, DCR,
and TAK always follow edges belonging to the LC and LD
paths towards other nodes. For our specific queue-link cost
and delay settings, which are identical for each physical edge,
we have observed that all these algorithms either follow the
LC path and then switch to the LD path until the end, or vice
versa. This results in the same cost and these four algorithms
hence present exactly the same CI behavior. Although this
shows that further study is required with different queue-
link cost and delay settings to specifically research the subtle
differences in the DCUR, DCR, and IAK dynamics, it also
highlights that features of algorithms do not always bring some
benefit. Indeed, while DCR and IAK only switch once between
following the LC and LD paths towards the destination, DCUR
can switch any number of times. Since DCUR executes several
SP tree runs, it is slower than IAK and DCR which only run
one SP search and one SP tree search. However, these extra
computations appear to be useless in our scenario. Because
the SP tree search is the most expensive search and because
DCR runs an LC SP tree search which enjoys a better guess
function than an LD SP tree search, DCR is on average slightly
faster than IAK. We show therefore only DCR in Fig. 9k. The
fingerprint of DCR again shows the difference between SP
and SP tree runs. While DCR detects an infeasible problem
fast with an LD SP search, the following LC SP search for
the other cases is much more time consuming, at least in the
worst-case.

The runtime ratio of SE-DCLC (Fig. 91) corresponds to two
SP tree searches, except for the infeasible problem where one
is enough. As SF-DCLC has more options at each hop, it
achieves a better CI fingerprint than DCUR (which is the same
as DCR, as noted above), but still with a similar shape. More
precisely, on average, the DCUR CI is approximately twice



the SF-DCLC CI. Interestingly, we observe that SF-DCLC
and H_MCOP have very similar CI fingerprints, although they
are very different in terms of implementation. Examining the
output of the algorithms closely, we noticed that, for identical
requests, they always returned paths with identical costs. In
particular, we observed that SF-DCLC and H_MCOP both
prefer one path over the other either based on the cost or on
the delay metric depending on whether these paths are feasible
or not. Even though SF-DCLC proceeds node by node and
H_MCOP within an SP search, both algorithms find typically
the same paths (i.e., they nearly always find identical paths
and in the rare cases where the paths are different, the paths
have identical costs), at least for our specific delay and cost
distributions.

6) Summary: In general, it is interesting to note that most
algorithms exhibit a higher variability of the CIs when the
delay constraint is tight (but still feasible). This can be
explained by the fact that there are relatively few possible
paths. Hence, if the best one is not chosen, the cost can quickly
increase. Interestingly, Chong’s algorithm [186] appears to be
a good tool to resolve this issue, as has been demonstrated by
kH_MCOP, and SSR+DCCR. In additional evaluations (not
included in Fig. 9), we found that DCCR and kDCBF also
show this behavior.

B. Heatmaps: Impact of Network Topology and Scale

In order to observe the behaviors of the algorithms for
the different topologies and scalability levels, we collapse the
fourth dimension (delay constraint tightness) of our evaluation
framework by retaining only the average runtime ratio and
CI over all delay constraint levels*. This yields the heatmaps
shown in Fig. 10. Specifically, each cell of each sub-figure
in Fig. 10 corresponds to a fingerprint plot, whereby the
fingerprint plots for the grid (GR) topology with n = m = 10
have been shown in Fig. 9, the other fingerprints are available
at [31]. While observing the scalability of the different algo-
rithms with these heatmaps, the reader should pay attention
that the scalability of the algorithm is compared to an LD
search. That is, if an algorithm presents the same runtime
ratio for all the scalability levels of a topology, that does not
mean that its runtime is always the same but rather that the
considered algorithm has similar scaling behavior as an LD
search.

Due to the vastly different cost inefficiencies (CIs) and
runtime ratios of the different algorithms, Fig. 10 has differ-
ent scales for the different algorithms. In order to facilitate
comparisons, Figs. 11 and 12 show boxplots of the values of
the heatmaps of the different algorithms from Fig. 10 on a
common scale.

1) Elementary Algorithms: LDP as Runtime Benchmark:
The lower four plots for the LDP runtime, see Fig. 10a,
confirm that our runtime metric has, on average, an inaccuracy
of less than 6%. These inaccuracies are mainly due to mea-
surements errors and side-effects from the operating system
and Java. This indicates that our LDP based runtime metric

4For both the runtime ratio and the CI, only values between the 1% and
99% percentiles were considered for the computation of the average.

provides a valid runtime reference benchmark across the three
evaluation dimensions of topologies and scale parameters m
and n.

2) Priority Queue Based Algorithms: The heatmaps of CBF
(Fig. 10b) illustrate the limitation of CBR: the CBF runtime
grows exponentially with the size of the network, which is
consistent with the observations in [194].

3) Algorithms Based on Bellman-Ford: The DCBF CI
(Fig. 10c) is only slightly affected by the size of the topology.
Interestingly, the DCBF CI is much better, i.e., lower by a
factor of two, in the GR topology compared to the other three
considered topologies. These DCBF results can be intuitively
explained with the DCBF sub-optimality behavior of “relaxing
too much”, see Sec. III-C. The DCBF sub-optimality scenario
occurs more frequently when paths have to share nodes,
because only one path is kept at each node. The grid topology
has a lot of diversity (dense graph), thus DCBF sub-optimality
arises only rarely. In the other topologies, paths frequently
share nodes (because of the branches in the topologies), which
leads to frequent DCBF sub-optimality scenarios and therefore
to a higher CL

In additional evaluations that are not included in Fig. 10,
we observed that DEB has a high CI (between 12 % and
35 % on average). The high DEB CI is due to the fact that
DEB tries to reduce the CI by checking paths of different hop
counts. Nevertheless, in our queue-link topologies, we have
many paths of identical length and the CI can be dramatically
changed simply by choosing different queues at each hop and
hence without changing the path length.

4) Algorithms Based on Lagrange Relaxation: As already
observed for the fingerprints, we observe that the runtime
increase of LARACGC-25 (Fig. 10e) compared to LARAC
(Fig. 10d) is not worth the slight CI reduction achieved with
LARACGC-25. The runtime increase we observe here is not
substantial since it only happens for one of the seven delay
levels (as observed in the fingerprints, see Section V-A).
Interestingly, while LARAC and LARACGC-25 behave better,
in terms of CI, for the GR topology, kKLARAC-3 (Fig. 10f)
behaves better for the TRB topology. Fig. 10d, Fig. 10e,
and Fig. 10f indicate an interesting property of LARAC
algorithms: in terms of runtime, they scale better than an
LD search, but only in the m scale direction; the n scale
dimension affects them as it affects an LD search. In additional
evaluations we observed that different M D parameters for
LARAC do not affect the LARAC scalability behavior, but
only change the absolute values [31].

The H_MCOP runtime (Fig. 10g) scales worse than an LD
search in both directions (m and n) for the ORB and TRB
topologies. On the other hand, the H_MCOP runtime exhibits
much better scaling behavior for the two other topologies
(TRR and GR). While H_MCOP reaches low CI for small
topologies, we observe that the H_ MCOP CI grows quickly
for larger topologies. Fig. 10h shows that using Chong [186]
with H_MCOP does not change its scalability. Indeed, while
kH_MCOP-10 is then able to reach optimality for small
topologies, its CI grows quickly as the topology sizes increase.
Nevertheless, this dramatic CI reduction only leads to a slight
increase in runtime (by roughly 1 unit). In additional eval-
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Fig. 10: Heatmaps showing the behaviors of selected QoS routing algorithms for different topologies and scalability levels. For a given algorithm, the four
upper heatmaps show the cost inefficiency (CI) for the four different topologies, and the four lower heatmaps show the runtime ratio. A given heatmap shows
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99% percentiles are considered for computing the average. Unfortunately, because of the high variability between the algorithms, the scales are different for
each algorithm.
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heatmaps of Fig. 10) of the different algorithms shown in Fig. 10 over the
different topologies and scalability levels.

uations, MH_MCOP exhibited an identical scaling behavior,
though still improving the CI by a factor of around two at the
expense of approximately doubling the runtime.

SSR+DCCR (Fig. 10i and 10j), scales similarly to the
underlying LARAC algorithm.

5) Algorithms Based on the LC and LD Paths: DCR
(Fig. 10k) and SF-DCLC (Fig. 101) present a similar scaling
behavior, in terms of runtime, as H_ MCOP. Thus, the similar
H_MCOP, DCR, and SF-DCLC runtime scaling behaviors
appear to indicate the scaling behavior of an SP tree search
compared to an SP search. DCR, and hence DCUR, and
IAK, exhibit the interesting behavior that their CI improves
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Fig. 13: Absolute runtime [ms] of an LD search (each cell is an average over
the different delay levels, analogous to Fig. 10) for the different topologies
and scalability levels. The runtime was measured on an Intel Core i7-3770 @
3.40GHz.

as the topology scales up. This is unfortunately not true for
the runtimes of DCR, DCUR, and IAK. These are the only
algorithms showing this behavior. SF-DCLC and H_MCOP
show the exact same cost (CI) behavior, hence confirming our
observation that they actually always return equal cost paths
(see Section V-AS).

6) General Impact of Topology: We conclude the discus-
sion of the heatmaps in Fig. 10 by briefly summarizing the
general impact of the type of topology. We observe from
Fig. 10 that most algorithms have a better CI for the GR
topology than the other three topologies, except DCR (and
DCUR and TAK) whose CI behavior is opposite to all the
others. This observation appears to indicate that switching
between LC and LD paths brings improvements for large
topologies.

Another common observation is that all algorithms have
generally shorter runtime for the TRR topology than the TRB
topology. The only difference between the TRB and TRR
topologies is the set of communicating nodes. Nevertheless,
we observe that this small difference has a major impact on
the runtime of most algorithms (though similar in that they
get faster in TRR).

C. Absolute Runtime in Practice

While the runtime ratio facilitates the relative comparison
of the algorithms in different setups, the absolute runtime
is also a relevant metric for networking practice. Fig. 13
shows heatmaps of the absolute runtimes (averaged over the
delay constraints considered for Fig. 10) of an LD search for
the different topologies and scalability levels. The runtime
measurements were performed on an Intel Core i7-3770 @
3.40 GHz. Fig. 13 indicates that the runtimes for LD search
scale worse in the TRR and GR topologies than in the ORB
and TRB topologies. As the LD search runtimes are mainly
on the order of milliseconds, most algorithms of Figs. 9
and 10 have average absolute runtimes on the order of tens
of milliseconds. On the other hand, CBF can reach average
runtimes of up to 500 ms, which justifies the need for faster
algorithms.

D. Which Algorithm is Best?

After analyzing the behaviors of all the algorithms, we are
in a position to address the question: which algorithm is the



best? From our observations, the answer is: it depends. Indeed,
none of the algorithms is better than all others in terms of both
runtime and CI for all topologies, scalability levels, and delay
levels.

The first “it depends” consideration is in regard to the
relative importance of cost and runtime. While kLARAC,
kH_MCOP, and all optimal algorithms are good solutions if
the cost is the most important criterion, algorithms, such as
LDP, FB, or H_MCOP, should be preferred if a very short
runtime is critical. LARAC and SSR+DCCR are algorithms
that achieve relatively good performance for both the cost and
runtime performance metrics.

Secondly, the selection of the best QoS routing algorithm
depends on the specific region in the 4D evaluation space
where the algorithm is supposed to operate. Indeed, we have
seen that for small topologies and/or tight delay constraints,
CBF remains a very good candidate. As the topology grows,
algorithms with better scalability are needed. In terms of cost,
DCR, DCUR, and IAK are the only algorithms with decreasing
CI for large topologies and these algorithms are therefore good
choices for very large topologies. In terms of runtime, only
the different LARAC and SSR+DCCR variations scale better
than an LD search and are therefore also good candidates for
large topologies. Therefore, the only way of selecting the best
QoS routing algorithm for a given scenario is to consider the
evaluation for the specific planned usage scenario.

Nevertheless, we can identify LARAC and SSR+DCCR as
being among the best QoS routing algorithms at any point
of the 4D evaluation space. That is, for any topology, and
topology scale, and delay level, LARAC and SSR+DCCR are
among the best performing algorithms. Indeed, on average,
for the simulated topologies and network scales, both LARAC
and SSR+DCCR keep their runtime ratio lower than four and
their CI lower than 4 %. While LARAC and SSR+DCCR scale
well in terms of runtime, their CI grows only slightly for large
topologies. Moreover, their behavior on the fourth dimension,
i.e., for the different delay levels, is quite stable. Last but not
least, both LARAC and SSR+DCCR accept several parameters
that allow to tailor them to specific usage scenarios.

VI. LESSONS LEARNED

Besides the results that directly followed from the evalu-
ations, this work allowed us to discover and learn anecdotal
facts that are interesting to mention.

We sometimes observed particularly good runtime behaviors
when not expected. It turned out that the optimizations done by
Java can have a strong impact on the runtime. For example,
when running an algorithm twice in a row, the second run
can be up to two times faster than the first run because of
the Java HotSpot optimizer. We also noticed that introducing
a sequence number for ordering equal elements in priority
queues (instead of having their order undefined) reduced the
runtime of the algorithms by a factor of up to two. We note
that this sequence number does not influence our comparison
since all algorithms benefited from this enhancement. While
we could not find the exact cause of this sequence number
effect, we suspect that the sequence numbering facilitates Java
optimizations.

22

We noticed that the pseudo-code of CBF [194], which
is the optimal algorithm referenced by many studies in the
field, includes an unnecessary iteration. Indeed, the commonly
referenced CBF pseudo-code stores a list of paths at the
destination and terminates when the last expanded path has
a delay higher than the deadline. If this last path (which is,
by definition, infeasible) actually reaches the destination and
has a lower cost than the current best path at the destination
(which happens rarely, typically once in 1000 runs), it will
be stored in the list of paths at the destination. The algorithm
then solves this issue of having an infeasible path in the list by
saying “fo find a constrained path, take the first path in the list
that meets the constraint” [194]. It is actually possible to avoid
to check if the paths in the list are feasible by terminating the
algorithm before expanding the first path with a delay higher
than the deadline. In such a way, one iteration is avoided and
it is unnecessary to do a feasibility check on the final list.
We considered CBF without the unnecessary iteration in our
evaluation study.

Interestingly, one of the best algorithms, LARAC, is actually
the oldest (initially proposed in 1978) of all the compared
algorithms. This shows that, even in modern research, old
approaches should not be ignored during literature research.
Curiously, the LARAC algorithm has been proposed four times
in (nearly) identical forms. The authors of the original LARAC
proposal [200] later proposed another algorithm which is based
on an implicit enumeration of all possible paths [192]. This
later proposed approach [192] is computationally much more
demanding than their original proposal [200], especially for
dense topologies such as queue-link structures. They actually
made this second proposal when they noticed that their initial
proposal was not optimal (because of the duality gap). We have
seen that their initial proposal is quite close to optimality. This
illustrates that hunting for optimality does not always result
in better algorithms and that consistent extensive benchmark
evaluations are required to assess the performance of QoS
routing algorithms.

VII. CONCLUSIONS AND FUTURE WORK

Many communication networks and applications have strin-
gent Quality of Service (QoS) requirements, including indus-
trial communication networks and multimedia applications.
For instance, industrial communication networks carry critical
messages which have strict end-to-end delay requirements.
Similarly, many multimedia applications require timely packet
arrivals in order to continue media playback. QoS routing
algorithms that support the finding of paths that meet delay
constraints while minimizing a cost metric, i.e., so-called
delay-constrained least-cost (DCLC) routing algorithms, can
greatly help networks in meeting QoS requirements. Due to
the distributed control in Internet Protocol (IP) networking,
routing research for communication networks has generally
focused on distributed computation in the past. The centralized
control in Software-Defined Networking (SDN) presents a
fundamental paradigm shift in the control of communication
networks—including the control of routing—towards central-
ized control mechanisms. In order to facilitate the selection



and further development of QoS routing algorithms for SDN
based networks, this article provided a comprehensive up-
to-date survey of QoS routing algorithms, including their
quantitative performance characteristics, from the perspective
of centralized computation.

More specifically, this survey article first presented a com-
prehensive review of the state-of-the-art in unicast QoS DCLC
routing algorithms and identified algorithms suitable for a wide
range of centralized network scenarios, including demanding
dense and large network topologies. We introduced a novel
four-dimensional (4D) evaluation framework for QoS routing
algorithms, which includes the type of topology (including the
sets of communicating nodes), the scale (size) of the network,
and the tightness of the delay constraint. We evaluated all
identified unicast QoS routing algorithms with centralized
computations within this 4D evaluation framework.

We observed that the performance of the different algo-
rithms is highly dependent on the specific scenario and that
there is no one universal best QoS routing algorithm for
all scenarios. Indeed, all algorithms have different behaviors
depending on the considered region of the 4D evaluation space.
Therefore, the selection of the best algorithm depends on the
considered evaluation space region. Hence, in order to select
the most appropriate algorithm for a given scenario, a specific
evaluation is required. Nevertheless, we observed some general
trends. First, algorithms using an iterative k shortest path
(ikSP) algorithm to reach optimality or a given optimality
level, have a very long runtime. Algorithms making use of
shortest path tree (SP tree) computations have much shorter
runtimes, but are outperformed by algorithms that use only the
results of single-source single-destination shortest path (SP)
runs. That is, evaluating the runtime of an algorithm in terms of
number of Dijkstra SP tree runs is not a valid runtime metric,
as the runtime of an SP tree Dijkstra run can be much longer
than the runtime of an SP Dijkstra run. Second, we identify
two algorithms, LARAC and SSR+DCCR, that achieved rela-
tively good performance in most of the 4D evaluation space.
Moreover, these two algorithms accept parameters that allow
to tweak their behavior to a specific usage scenario.

Although we included the most critical dimensions in our
evaluation framework, other dimensions can be considered in
future work. For instance, a varying number of multiple con-
straints could be an additional evaluation dimension. Another
future work direction could be to survey and evaluate multicast
and multipath QoS routing algorithms. Furthermore, future
work could examine the surveyed QoS routing algorithms in
the context of frameworks that seek to reduce the complexity
of SDN routing, e.g., [239]-[242].
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