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1 Abstract

The Hahn echo experiment is one of the most common building blocks in magnetic
resonance spectroscopy. It consists of an excitation and a refocusing pulse. Conventional
approaches to improve the performance of echo experiments focused on the optimization
of individual pulses. Here we present an approach to concurrently design both pulses such
that they also compensate each others imperfections. Due to mutual error compensation
Hahn echo performance is improved compared to conventional approaches.

Das Hahn Echo Experiment ist einer der gebräuchlichsten Pulsblöcke in der Magnetre-
sonanzspektroskopie. Es besteht aus einem Anregungs- und einem Refokussierungspuls.
Herkömmliche Anstze zur Optimierung der Transfereffizienz beschränkten sich auf die
Optimierung einzelner Pulse. Hier beschreiben wir einen Ansatz zur gleichzeitigen Op-
timierung beider Pulse, deren Fehler sich gegenseitig kompensieren, sodass die Transfer-
effizienz verglichen mit herkömmlichen Ansätzen steigt.
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3 Introduction

Magnetic resonance spectroscopy is an analytic technique developed in the mid 20th
century. Observations, that electrons and specific atomic nuclei possess a magnetic
moment, were attributed to a property called spin, which is comparable to an intrinsic
angular momentum. [1] In magnetic resonance spectroscopy, spin related properties of
particles are examined, with or without the presence of an external magnetic field [2–5]

Experimentally magnetic resonance spectroscopy is implemented as either continious
wave (cw) or pulsed spectroscopy. Here we focus on pulsed NMR experiments, where a
sample is brought into a homogeneous magnetic field and exposed to a series of Radiofre-
quency (RF) pulses in Nuclear Magnetic Resonance (NMR) spectroscopy or MicroWave
(MW) in Electron Paramagnetic Resonance (EPR) spectroscopy, whereupon a signal is
acquired and analyzed.

Electromagnetic wave induced transfer between spin states is subject to apparatus
limitations and imperfections and sample dependent. For example, in solution NMR,
the sample is put into a glass tube and irradiated by an RF coil. Composition and
thickness of the glass tube affects the field experienced by the sample. Furthermore,
the field generated by the RF coils is not spatially homogeneous and local field densities
and directions depend on the coil design. [6] The chemical environment influences spin
dynamics as well.

Robust rf pulses steer spin systems from a given initial to a desired target state with
close to ideal transfer efficiency for a broad range of the aforementioned conditions.
Several approaches were employed to optimize robust individual pulses separately that
tolerate said effects (see section 4.4). These individually optimized pulses are suitable
for single pulse experiments as well as in multipulse experiments. However, in many
multipulse experiments it is not necessary for each individual pulse to be perfect. The
sequence as a whole has to provide sufficient transfer efficiency. Each of the individual
pulses that make up the pulse sequence can be imperfect as long as their imperfections
compensate each other.

In 2014, Braun et al. presented a method for optimizing a pulse train, where the errors
of the individual pulses cancel each other. [7] The approach was applied to the Ramsey
sequence with two π/2 pulses. We adapted the procedure for the nigh ubiquitious Hahn
echo building block, which consists of a π/2 and a π pulse. Even though a corresponding
numeric optimization scheme was successfully implemented, in contrast to said Ramsey
sequence optimizations, the procedure got stuck in local maxima frequently. A heuristic
approach was developped that allows for significantly faster convergence (c.f. section
6.2.3 and 7.1.2).

It is possible to incorporate effects of free evolution into a pulse. This has been applied
to both individually as well as cooperatively optimized pulses and yielded substantial
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3 Introduction

gains in pulse performance both for individually optimized broadband excitation pulses [8]

and concurrently optimized Ramsey sequences. [7] Inclusion of an auxiliary free evolution
delay δ into Hahn echo sequences was investigated. Here, minor improvements of pulse
sequence performance were found.

At a given radio frequency amplitude, the ideal ratio of pulse durations in a sequence of
standard rectangular pulses can be determined analytically. For example, in a broadband
Hahn echo experiment with a fixed maxmimum RF amplitude, the second pulse is twice
as long as the first one. The duration of the first pulse is one third, the duration of the
second pulse two thirds of the duration of the entire sequence. For concurrently optimized
pulse trains the ideal ratio is a priori unknown. We suspected that the ideal ratio is
tied to the amount of effective evolution into the pulse. Our findings are summarized in
sec. 7.1.6.

We measured the performance of cooperatively optimized Hahn echo sequences against
standard rectangular pulses as well as Hahn echoes comprised of individually optimized
pulses of the same rf amplitude and pulse duration. The latter one include adiabatic
chirp pulses according to the Böhlen-Bodenhausen scheme (sec. 4.3.3) and individually
optimized pulses.

We found a slight gain in signal amplitude as well as massive improvements in phase
adjustments for cooperatively optimized pulses (see section 7.1.6). Tests on a NMR
spectrometer are in agreement with theoretical predictions.

Interpreting amplitude and phase modulated pulses is not straightforward in most
cases. Joint time-frequency representations are intuitively interpretable representations
for frequency-swept pulses. [9] Even though the amplitude and phase modulation of pulses
optimized with a GRAPE algorithm in general are not simple frequency sweeps, spectro-
grams are generally more accessible than the intricate amplitude and phase modulations.
In section 7.1.11 and 7.2.9 we provide joint time-frequency representations of cooperative
sequences. An even simpler representation based on effective evolution times obtained
from Euler angle decomposition is introduced in sections 6.2.5 and 6.3.5. which facilitates
understanding pulse effects and cooperativity.

Some experiments require a Hahn echo building block complemented by a π/2 pulse,
i.e. a π

2 − π− π
2 sequence. Among them is the common Insensitive Nuclei Enhancement

by Polarization Transfer (INEPT) building block in NMR for transferring magnetization
from one spin to another as well as EPR echo experiments conducted by the group of
M. Brandt, where final z-magnetization is detected. π

2 − π − π
2 experiments could be

conducted combining a cooperatively optimized Hahn echo sequence with an individually
optimized pulse, however additional performance gains are expected if the entire sequence
is optimized a whole.

For optimized π
2−π− π

2 pulse trains, similar analysis compared to Hahn echo sequences
is conducted. The ideal ratio of pulse duration is examined as well as the performance
compared to trains of conventional rectangular and individually optimized pulses. For
application in experiments by our collaborators from the group of M. Brandt, pulse
distortions by transient effects were considered and band-selective pulses were optimized.
Findings are presented in section 7.2.

14



4 Theory

4.1 Basics of Magnetic Resonance Experiments

The discovery of nuclear spin started with the discovery of the hyperfine splitting in
1881. [10] In 1924, Wolfgang Pauli attributed them to an intrinsic angular momentum of
the nuclei, which, as nuclei are charged particles, gives rise to a magnetic moment. [1,11]

This intrinsic angular momentum is called spin. Pauli’s findings are backed up by the
Stern-Gerlach experiments conducted three years earlier. Otto Stern and Walther Ger-
lach sent atomic beams through an inhomogeneous magnetic field and observed, that
the beam trajectories were altered by the magnetic field. In addition, the beam hit a
detector at specific positions only. This confirmed that

1. atomic nuclei possess a magnetic moment.

2. The moment is quantized.

In 1946, Bloch and Purcell reported the observation of nuclear magnetic resonance
through a current in an induction coil. [12,13] This technique, which was awarded a Nobel
prize in 1952, is commonly used in NMR spectrometers nowadays.

4.1.1 Spectrum Acquisition

In the early days of magnetic resonance spectroscopy, continuous wave spectroscopy was
heavily used for spectrum acquisiton in NMR and is still commonly employed in EPR
today. However, in NMR spectroscopy, most experiments are pulsed experiments, and
in EPR, pulsed spectroscopy is becoming more popular. [14] A short rf (or mw) pulse is
applied to the system; in the case of NMR, thereupon a free induction decay is detected
by a receiver coil.

4.1.2 Physical Background of NMR Transitions

4.1.2.1 Energy Levels in the Presence of an External Magnetic Field

In section 4.1, we established that particles possess a quantized intrinsic angular mo-
mentum called spin which gives rise to a magnetic moment. Projections of the angular
momentum on cartesian axes are observable, commonly the z axis is chosen. For spin
1/2 particles, the projection can be −1/2 or 1/2.

In the presence of an external magnetic field, the corresponding spin states undergo
Zeeman splitting. The strength of the splitting depends on the strength of the external
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4 Theory

magnetic field B0 and on the gyromagnetic ratio γ of the particle in the field. The
following condition specifies the allowed energy levels:

E = ±1

2
~γB0. (4.1)

In magnetic resonance spectroscopy, transitions between states are induced by photon
(RF) irradiation.

4.1.2.2 Transition Rates

0
∆E

tr
a
n
s
it

io
n
 r

a
te

Figure 4.1: Here we show transition rates between states of energies E1 and E2 in the
presence of an oscillating field with a frequency ν. ∆E satisfies ∆E = E2 −
E1 + 2π~ν.

During a magnetic resonance experiment, a sample is exposed to an oscillating mag-
netic and electric field. Quantum mechanical treatment of the interaction through time-
dependent perturbation theory is well described in standard textbooks. [15] Transition
rates between states of different energies E1 and E2 in the presence of an oscillating field
are approximated by Fermi’s golden rule:

wkm(ω) ∝ ei(ωkm±ω)τ − 1

(ωkm ± ω)

Transitions occur between state k and state m. ωkm denotes the corresponding energy
difference in multiples of ~, τ refers to the interaction time and ω to the angular velocity
of the interacting oscillating field.

For sufficiently large interaction times τ , this can be rewritten as

wkm(ω) ∝ δ(ωkm ± ω)

where δ denotes the delta function. When the frequency of the oscillating field matches
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4.1 Basics of Magnetic Resonance Experiments

the energy difference between two states, transition rates increase by orders of magnitude
(Fig. 4.1).

4.1.3 Quantum Mechanical Treatment of the Dynamics of a System

A formalism for treating spin dynamics is required to conduct pulse sequence optimiza-
tion. Here we briefly sum up the results, further in-depths treatment is provided in
standard textbooks. [3,16,17] Bloch equations are a classical description and limited to
uncoupled spin-1

2 systems. Coupled systems are considered in section 7.1.9. Therefore,
a general quantum mechanical treatment for both coupled and uncoupled systems is
briefly reviewed.

4.1.3.1 Quantum Mechanical Description of the State of a Spin System

According to the first postulate of quantum mechanics, the state of a system is fully
characterized by a wave function |Ψ〉. This wave function is a function of all spatial and
spin coordinates of all particles, i.e. nuclei and electrons, that constitute the observed
system. In magnetic resonance spectroscopy, it is not necessary to consider all these
DOF. Calculations are restricted to a reduced space with operators acting exclusively
on spin variables. The remaining interactions are treated as generalized lattice. [3] This
vastly reduces the demand for computational power.

For a spin-1
2 particle, there are two basis states: spin up (|α〉) and spin down (|β〉).

The corresponding wavefunction |Ψ〉 is made up of a linear combination of these basis
states:

|Ψ〉 = c1 |α〉+ c2 |β〉 , (4.2)

where c1 and c2 correspond to the projection of the whole wavefunction onto the
respective basis state, i.e. the probability of finding the system in the respective state.

While some EPR experiments work with single spins, [18] most applications in NMR
consider samples with ≈ 1018 spins. A common description of spin ensembles is given
by the density operator formalism, which is employed in the thesis at hand. A densitiy
matrix ρ is given by the outer product of the wave function

ρ = |Ψ〉 〈Ψ| . (4.3)

When (4.2) is used in (4.3), we obtain:

ρ = |Ψ〉 〈Ψ|

=

(
c1c
∗
1 c1c

∗
2

c∗1c2 c2c
∗
2

)
(4.4)

For an ensemble of spins, the averaged density operator ρensemble describes the state
of the system:

17



4 Theory

ρensemble = ρ (4.5)

It is useful to employ a hermitian bases B = {1
21, Ix, Iy, Iz}, where the basis states

have real eigenvalues. The terms Ix, Iy, Iz refer to Pauli matrices.

Ix =
1

2

(
0 1
1 0

)
Iy =

1

2

(
0 −i
i 0

)
Iz =

1

2

(
1 0
0 −1

) (4.6)

In the concurrent pulse optimization, raising and lowering operators I+ and I− are
employed, which are constructed from the Ix and Iy matrices:

I+ = Ix + iIy =

(
0 1
0 0

)
I− = Ix − iIy =

(
0 0
1 0

) (4.7)

In analogy to wave functions, each state can be decomposed into its bases states. This
is achieved by projecting on a basis state ψb. A scalar product can be defined as

〈ψb|ρ〉 = Tr{ψ†bρ}. (4.8)

The projection of ρ onto basis states Ix, Iy and Iz equates to the magnitude of the
components of the corresponding magnetization vector.

4.1.3.2 Quantum Mechanical Description of the Dynamics of a Spin System

In section 4.1.3.1 we established a description of the states of a spin system. Here,
the dynamics of a spin system characterized by free evolution contributions and radio
frequency irradiation are laid out.

The interactions within a spin system are defined by a Hamiltonian H. Radio fre-
quency terms are referred to as Hrf, offset as Hoff and coupling terms as Hcoupl.

H = Hrf +Hoff +Hcoupl (4.9)

The time evolution of a spin system characterized by a state ρ under a Hamiltonian
H is given by the Liouville-von Neumann equation:

ρ̇ = − i
~

[H, ρ] (4.10)

18



4.1 Basics of Magnetic Resonance Experiments

Note that from hereon we drop ~ of the HamiltonionH. The solution to this differential
equation is given by the Heisenberg formalism:

ρ(t+ ∆t) = e−iHtρ(t)eiHt (4.11)

for time-constant Hamiltonians.

The components of the Hamiltonian H (c.f. 4.9) can be expressed in matrix represen-
tation:

Hrf ∝ cos(ωrft)Ix (4.12)

Hoff = ΣiωiIiz (4.13)

Hcoupl = 2πΣk<lJk,lIk ⊗ Il (4.14)

ωrf represents the transmitter frequency at which the sample is irradiated. ωi the reso-
nance frequencies of spin i and Jk,l the coupling constant between spin two spins I with
axial vector components k and spin l.

Couplings (Hcoupl) and, at a constant external field B0, offset (Hoff) are constant
properties of a system and time independent; the expression for radio frequency irradi-
ation (Hrf) is based on a linearly polarized wave. It corresponds to either continuous
wave or a rectangular pulse with constant amplitude and phase. For simplicities sake,
this example was chosen, later an expansion to shaped pulses is shown. The systems
treated here require irradiation of a single spin only. For the uncoupled homonuclear
and coupled heteronuclear systems that we consider here, further contributions to the
radio frequency hamiltonian Hrf are ignored.

Eq. (4.11) requires that the hamiltonian H is time independent. A time independent
description is provided by choosing a frame of reference that oscillates at the transmitter
frequency ωrf. For the applications optimized for the thesis at hand, coupling contribtu-
ions with i 6= z in (4.14) are neglected. The time-dependent Hamiltonian H transforms
as

Hrot = UHU † (4.15)

Hrot
rf ∝ Ix + cos(2ωt)Ix − i sin(2ωt)Iy (4.16)

Hrot
off = −ωIz + ΣiωiIiz (4.17)

Hrot
coupl = 2πΣlJz,lIz ⊗ Il (4.18)

and is denoted Hrot in the rotating frame, where the transformation matrix U is given
by

U = e−iωtIz .

The rf Hamiltonian contains a time dependent contribution oscillating at twice the
speed of the transmitter frequency. As demonstrated in section 4.1.2.2, these contribu-
tions are negligibly small and may be disregarded. Therefore we find that
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4 Theory

Hrot
rf ∝ Ix,

i.e. all contributions to the hamiltonian are time independent in case of constant
amplitude and frequency of the emitter.

For shaped pulses, the emitter frequency and amplitude changes throughout the irra-
diation period. However, frequency changes can be translated into a phase modulation.

t t

φ

Figure 4.2: Graphical representation of the implementation of shaped pulses: an ampli-
tude and frequency modulated pulse is expressed in terms of a time dependent
amplitude (A) and phase (ϕ). The phase and amplitude shapes (or the cor-
responding x and y shapes) are discretized and approximated by piecewise
constant time slices. This approximation is valid assuming time digitization
is reasonably fine.

Figure 4.2 demonstrates how such a time dependent phase and amplitude modulation
is treated: The shape is discretized into timeslices with a piecewise constant amplitude
and phase. The Heisenberg formalism is applicable for computing the time evolution
in each timeslice, For a shaped pulse discretized in n timesteps, the final state ρf is
characterized by the propagation of the initial state ρ0 under Utot:

ρf = Utotρ0U
†
tot (4.19)

The overall propagator Ueff is the product of the individual propagators at timeslice i
up until the final slice n:

Utot = UnUn−1 . . . U2U1 (4.20)

4.2 Rotations in NMR

The transformations in NMR can be described as tensor transformations under rota-
tions. [19] For the uncoupled spin 1

2 case, in the absence of couplings, this includes the
effects of rf pulses and offset and is equivalent to rotations of a vector on the Bloch sphere.
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Here we summarize the transformation of the SU(2) rotation matrices into Euler angles
and angle-axis parameters. [20–22]

Euler angles can be used to describe rotations in cartesian space. [19] Three successive
rotations are carried out around cartesian axis, with no consecutive rotations around the
same axis. Here, active rotations are used, where the magnetization vector is rotated
as opposed to passive rotations which describe rotations of the coordinate system. [23]

With three distinct cartesian axis, 12 unique active rotation descriptions exist. The
most common decompostion in magnetic resonance spectroscopy is a zyz decomposition
about the respective Euler angles γ, β and α.

The corresponding rotation matrix can be written as

U =

 cos
(
β
2

)
e−i

α+γ
2 − sin

(
β
2

)
e−i

α−γ
2

sin
(
β
2

)
ei
α−γ
2 cos

(
β
2

)
ei
α+γ
2

 (4.21)

Angle axis parameters are characterized by the x, y and z components nx, ny and nz
of a rotation axis and a corresponding flip angle Φ. [21]

U =

(
cos
(

Φ
2

)
− inz sin

(
Φ
2

)
(−ny + inx) sin

(
Φ
2

)
(ny − inx) sin

(
Φ
2

)
cos
(

Φ
2

)
+ inz sin

(
Φ
2

) ) . (4.22)

Here nx, ny and nz correspond to the components of the rotation axis normalized such
that

n2
x + n2

y + n2
z = 1.

4.3 Pulse Types

4.3.1 Motivation

In magnetic resonance spectroscopy and quantum computing, a spin system has to be
driven from a given initial state ρ0 into a target state ρt. Parts of the Hamiltonian
may be known, i.e. the coupling Hamiltonian Hcoupl or the chemical shift Hamiltonian
Hcs, or just a specific range these values might cover even though the exact property is
unknown. These properties are sample inherent and cannot be changed at measurement
time, i.e. they cannot be controlled. They are referred to as a drift part or free evolution
Hamiltonian. [3,24]

Shaped pulses can compensate free evolution during a pulse. In the following the
properties of rectangular and shaped pulses are briefly reviewed.

4.3.2 Rectangular Pulses

Rectangular pulses are the workhorse of magnetic resonance spectroscopy. A constant
field is applied at a constant frequency for a short time. The flip angle β in radian is
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Figure 4.3: Excitation profile of a rectangular π
2 −x pulse as a function of offset νrelz

relative to the amplitude. Plot A depicts x-magnetization, plot B y-
magnetization and plot C z-magnetization. In each plot, the solid black
line signifies the actual magnetization after the rectangular pulse, the solid
red line refers to magnetization after an ideal δ pulse.

computed as

β = τp · ω
where ω refers to the radio frequency amplitude in Hz and τp the pulse duration. The

pulses are straightforward to implement on modern spectrometer hardware.

For broadband applications, it is desirable that the pulse mimics the behaviour of an
ideal δ pulse with infinite amplitude ω and infinitely short duration τp. It is, however,
not possible to create ideal δ pulses. Pulse power P is proportional the square of the
amplitude A:

P ∝ A2τp

and is experimentally limited by the rf coil and in case of protein samples the temper-
ature at which the structure of the biomolecule changes.

Broadband capabilities of a rectangular pulse are limited. Figure 4.3 shows the ex-
citation profile of a rectangular pulse with a flip angle π

2 and a phase of −x. Ideally,
for broadband applications, the excitation should be uniform across the entire observed
bandwidth. Instead, a sinc shaped excitation profile with a full width half maximum at
twice the pulse amplitude is created instead.

Within this region, considerable phase distortions are experienced, which results in
dispersive line shapes in multidimensional spectra. [25]

For certain applications it is desirable to employ selective pulses, which affect only a
certain bandwidth. The bandwidth of rectangular pulses can be tuned by adjusting the
pulse duration. However, rectangular pulses generate side bands (c.f. Fig. 4.3). [25]

4.3.3 Shaped Pulses

The term ’shaped pulses’ refers to amplitude and frequency modulated pulses, and
spans a large variety of approaches. Feasible pulse shapes were extensively reviewed
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4.3 Pulse Types

before, [25–27] here we sum up properties of composite pulses which also apply to nu-
merically GRAPE (GRadient Ascent Pulse Engineering) optimized pulses, pulse shapes
obtained from closed function expressions, commonly used frequency swept pulses and
pulses obtained through numeric optimization with GRAPE.

4.3.3.1 Composite Pulses

Composite pulses consist of a small number of subsequent rectangular pulses. Ampli-
tude, phase and duration of each rectangular pulse differ. Design and use of composite
pulses was first reported by Levitt et al. [28] This composite pulse consists of a π pulse,
which is preceded and followed by a π

2 pulse, i.e. consists of three subpulses. Later, a

composite pulse with nine subpulses was described by the same group. [29] For uncoupled
spin 1

2 systems, they are comparatively easy to model and understand. [30] Analytical
expressions for the equation of motion are available: the dynamics consist of rotations
on a (Bloch) sphere and can be modeled by Euler angles or quaternions. [20,31] This pulse
class is robust to field inhomogeneities [29,30,32–40] and noise. [41]

They are implemented in the standard library of most modern NMR spectrometers.
In addition, due to their relatively simple appearance, experimentalists are more inclined
to employ them in their daily work.

Multipulse experiments that employ composite pulses include spin echoes, [32] Carr-
Purcell-Meiboom-Gill (CPMG) sequences [42] and the Incredible Natural-Abundance DoublE-
QUAntum Transfer Experiment (INADEQUATE) experiment. [43]

4.3.3.2 Arbitrarily Shaped Pulses

In section 4.1.3.2 it was mentioned that a shaped pulse is approximated by a series
of rectangular pulses,i.e. arbitrary pulse shapes can be modeled by a composite pulses
composed of sufficiently many subpulses. Many shapes are reported, sometimes with
only slight variations of parameters. [26,27] Examples include, but are not limited to:
sinc shapes, hermite shapes, Lorentians, gaussian pulses, hyperbolic secans, or Hanning
shapes. [44]

4.3.3.3 Adiabatic Pulses

Adiabatic Pulses are a subclass of frequency swept pulses. [45] The adiabaticity criterion
has to be met to classify pulses as adiabatic:

dθ

dt
� |γ|Beff(ωres, t). (4.23)

Beff refers to the effective field a spin at resonance frequency ωres experiences at a
time t, and θ corresponds to the tangens of the angle between the effective field and
the z axis. [27,46] Its time-derivative in (4.23) reflects the sweep rate. As long as the
adiabaticity criterion is met, the flip angle is largely independent from the B1 field
strength, which makes this category of pulses appealing for systems with considerable
B1 inhomogeneities. [47]
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Amplitude modulations corresponding to the aforementioned Lorentz, Hyperbolic Se-
cant, Gauss, Hanning or constant windows are reported by Tannus and Garwood. [44]

The corresponding phase modulation depends on the on the function chosen for the
amplitude modulation. [14]

Here we focus on Wideband, Uniform Rate, Smooth Truncation (WURST) pulses
first designed by Kupce et al. [48] This pulse class is commonly used in pulsed EPR
experiments today which employ Hahn echo type transfer. [14]

The amplitude modulation of WURST pulses corresponds to chirp pulses with a linear
frequency sweep. Their amplitude is modulated with a function of the form

ω1(t) = ωmax · (1− | sin(βt)|n) (4.24)

The frequency offset ∆ω is given by

∆ω(t) = kt (4.25)

n reflects the sharpness of the cutoff function, βt is set between −π
2 and π

2 .

Chirp π/2 pulses generate a quadratic phase which cannot be compensated by setting
the receiver phase or additional evolution. Böhlen and Bodenhausen showed that a
second pulse with twice the sweep rate of the first pulse compensates the quadratic
term. [49] Although this scheme creates a linearly offset-dependent phase over a range of
offsets, it is susceptible to B1 field inhomogeneities. [14] A three pulse sequence to mitigate
these effects was developped by Shaka et al., however the increased pulse duration partly
offsets the performance gains through increased robustness.

4.4 Pulse Optimization

4.4.1 General Remarks

In 4.1.3 we introduced shaped pulses as a series of subsequent rectangular pulses whose
amplitude and phase are modulated to approximate the shapes introduced in section
4.3.3. When creating these shapes, we are tasked with the challenge to find suitable
values for shape parameters. Here, suitable refers to robust pulses and pulse sequences
and in case of π

2 − π − π
2 sequences for EPR applications, band-selectivity.

Band-selective pulses can be optimized through linear response theory. Linear re-
sponse theory states that the response y of a system to an input x is linear. For small
flip angles we can identify y with the acquired signal and x with the pulse. [27]

For small flip angles and sufficiently off-resonant frequencies the approximation is valid
and has been used in GRadient Ascent Pulse Engineering (GRAPE)-based pulse shaping
to create selective pulses. [50] This approximation is not valid in the frequency range that
should be excited.
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4.4 Pulse Optimization

Creating robust pulse shapes can be formulated as an optimal control problem. Here
a control function u(t) is optimized which steers a spin system from a given state x(0)
at time t = 0 into a specific target state x(tf ) at a final time tf . [51]

Optimal control problems are characterized by a cost functional J which is minimized.
The cost functional J consists of a sum of a final cost functional φ and a running cost
functional

∫ tf
0 L:

J = φ(x(tf ), tf ) +

∫ tf

0
L(t, x(t), u(t))dt (4.26)

The optimization problem is constrained in that the dynamics are governed by the
Liouville-von Neumann or the Bloch equations.

i constraints gi, i.e. satisfaction of the Bloch equations or the Liouville-von Neumann
equation are recognized in the Hamilton functional H: [52]

H = J −
∑
i

λigi, (4.27)

where λi denotes the ith Lagrange multipliers and gi the ith constraint. The op-
timization procedure is subject not only to constraints imposed by the physics of the
system, but to technical constraints such as pulse power limits as well, which introduces
additional Lagrange multipliers.

A suitable control has to fulfill the Pontryagin Minimum Principle:

H(λ, u, x) ≥ H(λ, uopt, x) (4.28)

i.e. the Hamilton functional is minimized with respect to the controls u. Various strate-
gies have been applied to find a pulse shape that satisfies (4.28). [27] In most cases a trial
shape is assessed through the excitation profile obtained by the Bloch or the Liouville-von
Neumann equation. An optimization algorithm is applied to improve the trial shape. The
range of algorithms include standard optimization procedures such as the simplex algo-
rithm, gradient based methods, [27] simulated annealing, [27] artificial neural networks, [27]

genetic algorithms [53–56] or differential evolution. [57]

These types of optimization problems are generally well behaved, i.e. searches for local
maxima end up in local maxima close to the ideal value. In the following we focus on
gradient methods that work on pulse shapes that were discretized in n time slices, whose
amplitude and phase modulation is characterized e.g. by one of the functions mentioned
in section 4.3.3 with i free parameters ki or by a set of i Fourier coefficients ki.

1. Guess initial values for ki.

2. Evaluate the final cost φcurrent for the current set of controls.

3. If a stop criterion is met, break.

4. For each index i increment ki by a small δ and evaluate the corresponding fidelity
φi.
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Table 4.1: Types of composite pulses described by Malcolm Levitt [29]

type rotation state-to-state transfer uniform target phase

a X X X
b X X X
c X X X
d X X X

5. For each index i evaluate dφ
dki
≈ φi − φcurrent .

6. For each index i, update ki based on the gradient computed in 5.

7. Go to 2.

This algorithm is known as steepest descent and is linear in both i and n. [58] When i
is increased, the amount of free parameters is increased; when n is increased, the time
resolution is improved.

The thesis at hand focuses on optimizations of ux and uy for each individual time
slice, i.e. where

i = 2n

and correspondingly a scaling O(n2).

A linearly scaling gradient based optimization scheme based on Bloch equations was
developed by Skinner and Glaser in 2003. [52] A general approach for arbitrary systems
is presented in chapter 4.4.3 and 4.4.4.

4.4.2 Optimization Types

Levitt described four distinct types of robust composite pulses: [29]

• composite pulses whose corresponding effective rotation matrix matches a target
rotation matrix (c.f. section 4.4.4), that carry out a specific rotation for all basis
vectors.

• composite pulses that are optimized for the transformation of a single basis vector.
(c.f. section 4.4.3)

In addition, he distinguished between uniform and non-uniform target phases (c.f.
table 4.1).

Similar distinctions were made by Khaneja et al [59] for pulses optimized with the
GRAPE algorithm. For robust broadband pulses a uniform target phase is required.
Optimization of single pulses corresponding to case a and c are discussed in section
4.4.4 and 4.4.3 respectively.
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4.4.3 State-to-State Optimization

Here we briefly review the optimization procedure provided by Khaneja et al. [59] for
optimizations corresponding to Levitt’s type c case, henceforth called Point-to-Point
(PP) pulses. The transfer of a single basis vector is optimized, the behaviour of other
states under the PP pulse is not considered in the optimization procedure and undefined.

Here a final state ρf is achieved by a pulse with an effective propagator Utot from a
given initial state ρ(0):

ρf = Utotρ(0)U †tot (4.29)

A figure of merit Φ is given by the projection of the final state ρf onto the desired
target state or costate λf :

Φ = 〈λf |ρf 〉 . (4.30)

A corresponding gradient is calculated as

∂Φ

∂ux(t)
= −〈λ(t)|i∆t[Ix, ρ(t)]〉

∂Φ

∂uy(t)
= −〈λ(t)|i∆t[Iy, ρ(t)]〉 .

(4.31)

ux(t) and uy(t) refer to the radio frequency components at at time t, λ(t) to the costate
at time t and ρ(t) to the state at time t. ρ(t) corresponds to the forward trajectory of
the initial state and λ(t) to the backward trajectory of the final state.

The computationally intensive time propagation of the initial and the final state need
to be carried out once for the state ρ and once for the costate λ, i.e. the computational
demand scales linearly with the number of timeslices n.

The GRAPE algorithm presented here implies updating all controls concurrently. In
contrast, Krotov-type algorithms update them sequentially. Differences between the two
were reviewed by Machnes et al. [60] Here we employ the former and do not elaborate on
the latter.

Applications of PP pulses include excitation BEBOP and inversion Broadband Inver-
sion By Optimized Pulse (BIBOP) pulses, [61–63] the former ones both without and with
an auxiliary delay δ [8] in Inherent Coherence Evolution Broadband Excitation Result-
ing in constant phase Gradient (ICEBERG) pulses. Spin system parameters such as
broad spin distributions [52,64] and relaxation effects were considered. [65–67] Individually
optimized PP pulses were successfully employed as part of multipulse experiments. [68]

Pulses for excitation of maximum quantum coherence, used in structure determination
of large coupled systems, [69,70] were optimized with GRAPE by Köcher et al. [71]
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4.4.4 Universal Rotation Optimization

Universal Rotation (UR) pulses correspond to Levitt’s type a case. Whereas PP pulses
are well defined for the transformation of a single state, UR pulses fix the transformation
matrix, i.e. the transformation of all basis states is defined. Optimization was first
conducted by Emsley and Bodenhausen, [72] here we review the method introduced by
Khaneja et al. [59]

In the optimization of UR pulses, the fidelity Φ is given by the projection of the total
propagator Utot onto a target propagator Ut corresponding to the costate λ(tf ):

Φ = 〈Utot|Ut〉 = 〈Utot|λ(tf )〉 . (4.32)

A gradient is computed as

∂Φ

∂ux(t)
= −Re{〈U(t)|i∆tIxλ(t)〉}

∂Φ

∂uy(t)
= −Re{〈U(t)|i∆tIyλ(t)〉}.

(4.33)

Properties and performance limits for broadband Broadband Universal Rotation By
Optimized Pulse (BURBOP) were systematically studied by Kobzar et al. [73] UR pulses
are more widely applicable than PP pulses at the expense of transfer efficiency at a given
pulse duration.

In principle, broadband universal rotation pulses can also be constructed from broad-
band PP pulses, [74] however, individual optimization is more efficient.

Similar to ICEBERG pulses, coherence evolution can be included into the pulse, as has
been examined by Köcher et al. [75] For the thesis at hand, π pulses have to be considered
as refocusing pulses, for these, no gains were found for constant offset-dependent effective
evolution.

In 2017, van Damme et al. presented an analytic solution for both broadband B1

robust UR and PP pulses without considering an effective delay. [76]

4.4.5 Cooperative Optimization

Most NMR experiments consist of multiple pulses and data acquisition carried out over
multiple scans. The signal is recorded after the last pulse, the data employed in the
spectrum is a combination of the data of each scan. The overall fidelity is not directly
dependent on the fidelity of each individual pulse, but on the entire sequence. Recently,
general approaches for the concurrent optimization of cooperative pulses using optimal
control methods were introduced. [7,77–81] Such cooperative pulses can exploit additional
DOF which are provided by the fact that the individual pulses do not need to be perfect,
provided the overall performance of the pulse sequences is optimized. It is useful to
distinguish two types of cooperative pulses:

Multi Scan COOPerative pulses (ms-coop) pulses [78,80] are designed to provide close
to ideal performance for the signal averaged over several scans and hence can be viewed
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as a generalization of phase cycling and difference spectroscopy. [3]

s2 COOP [7,77,79,81] are designed to compensate each others imperfections in a single
scan and are the focus of this thesis. Singlescan COOP sequences can be optimized by
inserting suitable filter elements between (composite or shaped) pulses, which depend on
the specific application. For example, in the case of Ramsey-type sequences consisting
of two 90◦ pulses, a single-quantum filter is used after the first pulse and a zero-quantum
filter after the second pulse. [7,77]

The filters affect the dynamics of the system, i.e. the state ρ(t) and the costate λ(t).
The algorithm presented in section 4.4.3 in Eq. (4.31) is directly applicable.

4.4.6 Optimization Procedure

The algorithm for gradient computation laid out in sections 4.4.3 and 4.4.4 is a first
order approximation. [59] De Fouquières et al. demonstrated how to compute higher order
gradients [82] and obtain convergence in less iterations at the expense of computational
cost.

Convergence is also improved by turning from steepest descent to (pseudo-) Newton
methods. The optimizations conducted here employed the L-BFGS-B algorithm imple-
mented in IPOPT. [83]

Anand et al. and Goodwin et al. describe approaches to obtain the full Hessian with
linear scaling. [84,85] Note that linear scaling refers to the regime where computation of
forward and backward trajectory is computationally cheaper than computation of the n2

elements in a Hessian with n controls. This may be the case at a few hundred timeslices
with two controls each. For the optimizations conducted here we consider a few hundred
time slices. Since no significant gains in wallclock time were expected, we chose not to
implement analytic Hessians in the optimization procedure.

4.4.7 Compensation of transient effects

When spectrometer hardware is asked to generate e.g. a rectangular shape, the generated
modulation does not strictly resemble the desired shape. The spectrometer does not
switch from zero field strength to full rf (or mw) amplitude within an instant; it may
overshoot and oscillate before reaching the desired rf power, i.e. the input controls uin

are distorted by the apparatus. This behaviour is characterized by an impulse response
(IR). Assuming the distortions are linear, the output controls uout can be characterized
by folding with the IR:

uout(t) = uin(t) ∗ IR(t)

=

∫ ∞
−∞

uin(τ)IR(t− τ)dτ
(4.34)

where the time dependent controls u(t) are treated as complex array:

u(t) = ux(t) + iuy(t) (4.35)
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In the frequency domain, a convolution becomes a multiplication:

f ∗ g = IFFT{FFT(f) · FFT(g)} (4.36)

Spindler et al. [86] suggested an optimization scheme for pulses that accomodate pulse
distortions by the apparatus. Unfortunately, even though we tested the optimized pulses
mentioned by Spindler et al., we were not able to reproduce their results. A more
elaborate discussion is found in the methods section 6.3.7. We ultimately adapted the
approach by Hincks et al. [87] Here, a distortion operator φ is constructed from the impulse
response (IR), that transforms the input controls into the output controls:

uout = φuin (4.37)

The corresponding input gradient is obtained by

∇uin = φT∇uout (4.38)

4.4.8 Software Packages that implement GRAPE

By now (October 2017) GRAPE is implemented in a variety of free open source soft-
ware packages. The list includes (but is not limited to) Simpson [88] (written in C),
QuTIP [89,90] (written in Python), DYNAMO [60] and Spinach [91] (both written in Mat-
lab).

For the thesis at hand, the non-public optimization program OCTOPUS/Spinne was
employed which is considerably faster for the examples considered here. The program
was adapted to be capable of both individual as well as cooperative pulse optimization.

4.5 The Hahn Echo Experiment in Magnetic Resonance
Spectroscopy

In 1950, Hahn discovered that two equally long rectangular pulses separated by an
interpulse delay τ (1,2) generated a signal, an echo, at

τ sequence + τ (1,2)

where τ sequence corresponds to the duration of the pulse sequence.
Spin echo can be created through gradient echos popular in Magnetic Resonance

Imaging (MRI), three-pulse echoes and the two-pulse Hahn echo. The latter one consists
of a PP excitation pulse and a UR π pulse.

It became a common building block in magnetic resonance spectroscopy and imaging.
In nuclear magnetic resonance spectroscopy, it is employed e.g. in Pulsed Gradient Spin
Echo (PGSE) experiments for diffusion measurements, [92–95] and in any experiment that
contains an INEPT building block. [4,96–99]

Individually optimized (shaped) pulses have been applied in Hahn type experiments to
supplant common rectangular pulses, e.g. composite pulses in Hahn echo experiments, [32]
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CPMG [42] or an INADEQUATE experiment. [43]

Adiabatic chirp pulses generate a quadratic offset-dependent phase, Boehlen and Bo-
denhausen developped a scheme for broadband chirp excitation and refocusing pulse such
that the quadratic phases of excitation and inversion pulse compensate each other. [49]

Later on, Shaka et al. presented a sequence of chirp pulses that are robust towards B1

inhomogeneities. [100] These were successfully applied in EPR. [101,102] Sets of GRAPE-
optimized pulses for application in multidimensional NMR including Hahn-type transfers
were successfully implemented and experimentally tested. [68]

In nuclear magnetic resonance imaging, the Hahn echo and the gradient echo are the
basis of most experiment types. [103–107] For these applications, gradients are employed
to phase- and frequency-encode spatial information. In turn slice selective pulses are
required, as optimized by optimal control. [50,108] Applications include mostly soft tissues
such as the liver, [109–114] the lung, [115] the brain [116,117] joints such as the knee [118–120]

or the shoulder, [121] or blood vessels. [122]

In addition, Hahn type transfers are found in (pulsed) EPR spectroscopy. [123,124] The
dynamics of electron spins occur on a different time scale than NMR transitions, but
are guided by similar dynamics. As such, apparatus requirements are stricter, but some
experiments resemble its NMR counterpart closely. [125–127]

Similar to NMR, Hahn echoes were used in conjunction with gradients for e.g. diffu-
sion measurements in PGSE experiments. [128–130] Similar pulse and gradient trains are
required for EPR imaging [131–134]

Further echo experiments that employ Hahn type transfers are Electron Spin Echo
Envelope Modulation (ESEEM), [135,136] Pulsed ELectron DOuble Resonance (PELDOR)
experiments for distance measurements in proteins, [137–140] or Electron Nuclear DOuble
Resonanc (ENDOR) experiments for structure determination. [124,141]

Note that shaped pulses were employed in EPR for such experiments as well [101,142]

Different subclasses of Hahn-type experiments can be distinguished and impose differ-
ent conditions for the cooperative optimization of the entire echo sequence. In some ap-
plications, such as dead time compensation or diffusion measurements with varying mag-
netic field gradients, only a single fixed delay is required. However, in many important
applications, such as in the measurement of transverse relaxation [3] or in ESEEM, [124]

it is desirable to have the ability to choose an arbitrary delay between the excitation
and refocusing pulses, without the need to reoptimize the pulses. Furthermore, Hahn
echo experiments can be performed with or without the application of crusher gradients
or EXORCYCLE coherence transfer pathway selection. [2,103,143] Finally, Hahn-type se-
quences consisting of an excitation and refocusing pulse are also applied in heteronuclear
spin systems to remove the effects of chemical shifts and/or couplings. Here, we focus
on Hahn echo building blocks for uncoupled spins with variable delays in the presence
of crusher gradients or EXORCYCLE coherence transfer pathway selection. In the fol-
lowing, we discuss the design of single-scan cooperative Hahn sequences and compare
their performance to conventional echo sequences based on rectangular pulses and to
echo sequences based on individually optimized excitation and refocusing elements.
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As outlined in section 4.5, the Hahn echo experiment is a widely applied building block in
magnetic resonance spectroscopy. Due to its abundant occurrence in pulse sequences, it
was chosen as a target for optimization. Even though an optimized Hahn echo sequence
could be obtained combining individually optimized pulses, exploiting cooperativity pro-
vides additional degrees of freedom in the pulse sequence optimizaton, allowing for better
performance at a given duration τ sequence or by shorter pulse durations at a given fidelity
compared to individually optimized pulses.

We show that as opposed to Ramsey-type sequences optimized with a similar approach,
the algorithm presented in section 4.4.3 gets frequently stuck in local maxima. We
suggest a pre-optimization scheme that shows improved convergence.

In a standard Hahn echo experiment with rectangular pulses at a given maximum
amplitude, the π-refocusing pulse is twice as long as the excitation pulse. These relations
do not necessarily hold up when investigating shaped pulses. Therefore we investigate
the ideal ratio systematically.

It is possible to include the effect of external evolution into the pulse. Standard
rectangular pulses inherently encompass effective evolution of 2/π · τp. [144] Gershenzon
et al. demonstrated that PP excitation pulses significantly improved including effective
evolution into GRAPE-optimization. [8] Braun et al. included similar approaches for co-
operatively optimized Ramsey-type sequences. [7] Köcher et al demonstrated, that no
gain was to be expected for individually optimized refocusing pulses. [75] Cooperative
Hahn echoes contain both PP as well as UR pulses. We systematically investigate the
dependence of the transfer efficiency Φ as a function of both effective evolution as well
as total pulse duration T tot and the duration of the excitation pulse T (1) (and the corre-
sponding duration of the refocusing pulse, which is fixed at a given total pulse duration
T tot).

Initial optimizations are conducted for uncoupled spin systems. The behaviour of
shaped pulse sequences in the presence of coupling is not a priori known. Studying
the effects of coupling on the pulse, assuming strong enough couplings that their effect
during the irradiation period is non-negligible, is in order.

The spin dynamics in NMR and EPR are guided by similar principles. Hyperfine
couplings in EPR, however, are described by more terms J-coupling in NMR in the weak-
coupling limit. We further investigated the requirements in the optimization procedure
for Hahn echo applications in EPR experiments and systematically studied sequences
that were optimized for Ising coupling.

EDMR applications require π
2 − π − π

2 type transfers. The first two pulses of this
sequence constitute a Hahn echo, and supplanting these with cooperatively optimized
broadband excitation pulses is a valid approach. However, larger gains are to be expected
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when the entire sequence is optimized in a cooperative manner. We therefore conduct
similar studies for the cooperatively optimized π

2 − π − π
2 building block. It is not clear

whether the properties of cooperative π
2 − π − π

2 sequences are similar to cooperative
Hahn echoes. For example, the ideal ratio of pulse durations within a cooperative Hahn
echo might or might not be different from standard rectangular pulses, the ration of

the ideal durations T
(1)
π
2
−π−π

2
, T

(2)
π
2
−π−π

2
and T

(3)
π
2
−π−π

2
of the three pulses that constitute

a cooperative π
2 − π − π

2 experiment might differ from the ideal ratio of T
(1)
Hahn echo and

T
(2)
Hahn echo.
We therefore conduct an indepth study of the properties of π2 −π− π

2 sequences similar
to the analysis for Hahn echoes.
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6 Methods

6.1 Computational Methods and Concepts

6.1.1 Computation of Euler angles

In section 4.2 we established that the unitary transformations which constitute NMR
transitions can be expressed as Euler rotations. Here a scheme is lined out to obtain the
Euler angles γ, β and α for a zyz rotation scheme with fixed axes, that acknowledges
the inherent 4π-perodicity [145] of the underlying SU2 rotation matrices.

(4.21) established the relation between Euler angles and the SU2 rotation matrix: [21]

U =

 cos
(
β
2

)
e−i

α+γ
2 − sin

(
β
2

)
e−i

α−γ
2

sin
(
β
2

)
ei
α−γ
2 cos

(
β
2

)
ei
α+γ
2


The matrix elements are identified by the complex-valued Caley-Klein parameters a

and b as

U =

(
a b
−b∗ a∗

)
(6.1)

We introduce the phases ϕa and ϕb corresponding to the arguments of the Caley-Klein
parameters:

ϕa = arg{a} (6.2)

ϕb = arg{b} (6.3)

The Euler angles γ corresponding to first z-rotation, β to a y-rotation and α to the
final z-rotation are given as

α = −ϕa − ϕb + π (6.4)

β = 2 acos(|a|) (6.5)

γ = −ϕa + ϕb − π. (6.6)

In order to map Euler angles into the ranges 0 ≤ α < 4π, 0 ≤ β ≤ π, and 0 ≤ γ <
2π, [146] we adjust the obtained results as follows:

• if −π ≤ α < 0, adjust α→ α+ 2π and γ → γ + 2π.
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Figure 6.1: effect of unwrapping procedure on Euler angles γ (no unwrapping (A), step
1 (B) and step 3 (C)), β (no unwrapping (D), step 1 (E) and step 3 (F))
and α (no unwrapping (G), step 1 (H) and step 3 (I)) for a rectangular pulse
with a pulse duration τp = 40 µs at an amplitude νrf = 10 kHz.

• if α > 2π, adjust α→ α− 2π and γ → γ − 2π.

• if γ < 0, adjust γ → γ + 4π.

Note that any of these changes adjust α+γ by 4π and α−γ by 0. As such, the phase
factor of the rotation matrix is maintained. β is not adjusted, since the acos function is
positive and smaller than π

2 for arguments larger than 0.

As outlined in section 6.1.2, offset-dependent smoothly-varying Euler angles are re-
quired to determine effective evolution times. With the above scheme and confining Euler
angles to the aforementioned intervals, phase jumps occur. We present an unwrapping
procedure that maintaints the global phase of the propagator.

1. use a standard function (such as numpy.unwrap for python or unwrap in matlab)
to unwrap the functions α(ν) and γ(ν) by integer multiples of 2π

2. a) starting from the smallest offset (or from the last offset for which a disconti-
nuity by π was detected), iterate through α until a discontinuity by π is found
at a corresponding offset ωj . If there are none, break.
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b) adjust α(ω > ωj)→ α(ω > ωj)− π
c) adjust β(ω > ωj)→ 2π − β(ω > ωj)

d) adjust γ(ω > ωj)→ γ(ω > ωj)− π
e) go to 2(a)

3. use a standard function (such as numpy.unwrap for python or unwrap in matlab)
to unwrap the functions α(ω), β(ω), and γ(ω) by integer multiples of 2π

4. for one offset (e.g. ω : k = ωmin), compare the pulse propagator U(ωk) and the
propagator U ′(ωk) = exp{−iα(ωk)Iz} exp{−iβ(ωk)Iy} exp{−iγ(ωk)Iz}. If U(νk) =
−U ′(ωk), α(ω)→ α(ω) + 2π for all ω.

This procedure is motivated by the occurrence of two types of phase jumps:

1. phase jumps about 2π in α(ω) and γ(ω)

2. simultaneous phase jumps about π in α(ω) and γ(ω) and change of the curvature
of β

Type 1 phase jumps are removed by step 1, the type 2 by step 2. However step 2 is not
guaranteed not to introduce phase jumps of type 1. They are removed by step 3.

Step 4 is necessary because the information about the global phase of the pulse prop-
agators U ′(ω) is not preserved by steps 1 and 3 and hence U ′(ω) can be either U(ω) or
−U(ω). Assuming the considered offset increments are small enough to provide smooth
functions, α(ω), β(ω), and γ(ω) after step 4, it is guaranteed that there is no discon-
tinuity in the global phase factor of the pulse propagator and hence it is sufficient to
consider only a single offset ωk for the comparison of U ′(ω) and U(ω).

Figure 6.1 demonstrates the effects of the unwrapping procedure on a rectangular
pulse, leaving out the (trivial) step 3.

6.1.2 Computation of Effective Evolution Times

Effective evolution periods are calculated from Euler angles. As outlined in section 4.2,
in the zyz Euler decomposition commonly used in magnetic resonance spectroscopy, for
a given offset ω the effect of any (rectangular, composite or shaped) pulse on (uncoupled)
spins can be decomposed into a rotation γz(ω) around the z axis, followed by a rotation
βy(ω) around the y axis, followed by a rotation αz(ω) around the z axis. Here, we rein-
terpret the offset-dependent angles γ(ω) and α(ω) in terms of offset-dependent effective
evolution periods τγ(ω) and τα(ω) and offset-independent constant rotation angles γ0

and α0. For simplicity, here we focus on the Euler angle α(ω), but the same arguments
apply analogously to γ(ω). The angle α(ω) can always be expressed in the form

α(ω) = α0 + α̃(ω).

The offset-independent angle
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6.1 Computational Methods and Concepts

α0 = α(0)

is given by the Euler angle α at offset ω = 0 and the offset-dependent angle α̃(ω) =
α(ω)− α0 can be expressed in the form

α̃(ω) = ω τα(ω).

Conversely, we can define

τα(ω) =
α̃(ω)

ω
for ω 6= 0. (6.7)

Note that this definition is not unique, because the angle α̃(ω) is equivalent to α̃(ω) +
n2π, where n is an integer, c.f. supplementary material. For simplicity, here we disregard
this subtlety. The definition of τα(ω) in Eq. (6.7) is valid, except for ω = 0. This gap
can be closed by interpolation of τα(ω) between ω = −ε and ω = ε for a small ε, i.e.
0 < ε� 1. Equivalently, τα(0) can be defined as

α̃(ω) = ωτα(ω)

dα̃

dω
=
dωτα(ω)

dω

= ω
dτα(ω)

dω︸ ︷︷ ︸
=0 for ω=0

+ τα(ω)
dω

dω︸ ︷︷ ︸
=τα(ω)~www�

τα(0) =
dα̃(ω)

dω
|0

(6.8)

Similarly, for the Euler angle γ we define

γ(ω) = γ0 + γ̃(ω)

γ0 = γ(0)

τγ(ω) =
γ̃(ω)

ω
for ω 6= 0,

(6.9)

and

τγ(0) =
dγ̃(ω)

dω
|0. (6.10)
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Table 6.1: EXORCYCLE pulse and receiver phases to select ±2 coherence transfers

step phase of S(2) receiverphase

1 0 0
2 90 180
3 180 0
4 270 180

6.2 Hahn echoes

6.2.1 Euler angle analysis of Hahn echo sequences

A thorough understanding of the degrees of freedom in a Hahn echo sequence is important
for the design of optimal pulse sequences. Braun et al. analyzed Ramsey-type sequences
(consisting of two 90◦ pulse blocks separated by a delay) in detail based on the Euler angle
decomposition of the pulse blocks, which resulted in a lucid classification of Ramsey-type
sequences. [7] Here we use a similar approach for the analysis of Hahn echo sequences
consisting of a 90◦ excitation pulse and a 180◦ refocusing pulse block separated by a
delay. The first and second pulses are denoted S(1) and S(2), respectively. The duration
of the first pulse is T (1), the duration of the second pulse is T (2), and the total pulse
duration is denoted

T tot = T (1) + T (2). (6.11)

We call the delay between the end of the first pulse (S(1)) and the beginning of the
second pulse (S(2)) τ (1,2). The delay between the end of the second pulse S(2) and the
time where the echo has its maximum is denoted τ echo (c.f. 6.4).

The offset-dependent effect of the pulses S(k) (with k ∈ {1, 2}) can always be repre-

sented by three subsequent Euler rotations γ
(k)
z (ω), β

(k)
y (ω), α

(k)
z (ω), around the (fixed)

rotation axes z, y, and z, [20,21] as shown schematically in 6.3 A. In order to simplify
the following derivations, here we assume that the offset-dependent Euler angles have
been unwrapped such that they vary smoothly in the considered offset range of inter-
est, see section 6.1.1 for a more detailed discussion of the unwrapping algorithm for the
excitation and refocusing pulses.

During the delay between the two pulses, a spin with offset ω experiences a rotation
by the angle ωτ (1,2) around the z axis (represented as (ωτ (1,2))z in Fig. 6.3). After
the end of the second pulse, the spin is rotated by (ωt)z. Coherence transfer pathway
selection based on crusher gradients or EXORCYCLE (c.f. table 6.1) corresponds to the
application of a +1-quantum filter (+1QF) after the excitation pulse S(1) and a −1-
quantum filter (−1QF) before detection, c.f. dashed vertical lines in Fig. 6.2. (Note that
the coherence order does not change during a delay without rf irradiation and hence a
multiple-quantum filter has the same effect if it is applied at the beginning or at the
end of a given delay). Using standard transformation rules for the operators Iz, I

+ and
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Figure 6.2: Schematic representation of the forward evolution of the magnetization vec-
tor M and the backward evolution of the co-state vector λ on which the
GRAPE algorithm is based [7,59] for the case of a vanishing inter-pulse delay
τ (1,2). Here, the components of the vectors are the expectation values 〈I+〉,
〈I−〉, and 〈Iz〉. [147] S(1) and S(2) represent the propagators of the excitation
and refocusing pulses to be optimized and Uδ = exp(−iδIz) corresponds to
the propagator of the auxiliary delay δ. (A dark grey font was used for the
propagator Uδ to indicated that this step can be omitted in the optimization
of the COOP0 echo sequences of Fig. 1B. The dashed lines labeled ”+1QF”
and ”−1QF” represent +1 and −1 quantum filters, respectively.

I− under rotations around the z and y axis, [3] the transfer function s representing the
transfer

2Iz
γ
(1)
z−→ β

(1)
y−→ α

(1)
z−→ +1QF−→ (ωτ (12))z−→ (6.12)

γ
(2)
z−→ β

(2)
y−→ α

(2)
z−→ -1QF−→ (ωt)z−→ s I−

between the initial state 2Iz before the first pulse and the −1-quantum filtered state
at time t after the second pulse can be calculated in a straightforward way (c.f. 6.2.2)
and results in

s(t, ω) = − sinβ(1) sin2 β
(2)

2
e−i(α(1)+ωτ (1,2)+γ(2)−α(2)−ωt), (6.13)

with the offset-dependent Euler angles γ
(k)
z (ω), β

(k)
y (ω), α

(k)
z (ω). Note that we have

chosen the initial density operator ρ(0) = 2Iz (rather than ρ(0) = Iz) in transformation
(6.12) in order to normalize s(t, ω) such that it can reach a maximum value of 1.

For a given offset ω, the detected NMR signal at a given time t is proportional to this
offset-dependent transfer function s(t, ω). The transfer function s(t, ω) is independent

of the Euler angle γ(1), because the γ
(1)
z rotation has no effect on initial z-magnetization.

This is indicated schematically in Fig. 6.3 A by a darker box for the γ
(1)
z (ω) rotations.

Fig. 6.3 shows the equivalent simplified scheme of Euler rotations for the two pulses and

39



6 Methods
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Figure 6.3: Characterization of general Hahn echo sequences based on the offset-

dependent Euler angles of the excitation and refocusing pulses S(1) and S(2)

and the offset-dependent z rotations during the delays τ (1,2) and t. To guide

the eye, the Euler rotations β
(1)
y and β

(2)
y are represented by black rectangles.

(A) The first Euler rotation γ
(1)
z (indicated by a dark grey rectangle) has no

effect on initial z-magnetization and has been dropped in the simplified se-
quence of rotations shown in (B). This sequence can be further simplified by
replacing the Euler angles γ(2) and α(2) by the Euler angles α′(2) = α(2)−γ(2)

and γ′(2) = 0 (not shown), resulting in (C). Sequences (B) and (C) are equiv-
alent in the presence of the +1 quantum filter before and a 1quantum filter
after S(2) (or if β(2) = π). Finally, in the presence of the ±1-quantum filters
(or for β(2) = π), sequence (C) can be transformed to the equivalent sequence
(D) by replacing the Euler angles α(1) and α′(2) by α′′(1) = 0 (not shown)
and α′′(2) = α′(2) − α(1).
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6.2 Hahn echoes

of the z rotations during the delays. Due to the coherence order selection scheme, the
transfer function s(t, ω) depends only on the difference γ(2)(ω)−α(2)(ω), i.e. the scheme
of Fig.6.3 B can be further simplified to the scheme of Fig. 6.3 C, where the Euler angles
γ(2)(ω) and α(2)(ω) were replaced by the modified Euler angles

α′(2) = α(2) − γ(2) and γ′(2) = 0 (6.14)

and (6.13) can be rewritten in the form

s(t, ω) = − sinβ(1) sin2 β(2)

2
e−i(ω(τ (1,2)−t)+α(1)−α′(2)). (6.15)

This can also be written in the form

s(t, ω) = sinβ(1) sin2 β(2)

2
e−i(ω(τ (1,2)−t)+α(1)−α′(2)+π), (6.16)

where the minus sign has been absorbed in the exponential function by adding π in
the exponent.

For a given range of offset frequencies −ωmax ≤ ω ≤ ωmax, the total signal stot(t) is
given by integrating over the individual signals at each offset:

stot(t) =

∫ ωmax

−ωmax

s(t, ω)dω, (6.17)

(assuming for simplicity a constant spin density as a function of offset). An echo
is formed at t = τ echo if the signals s(t, ω) add up constructively. This is the case
if the phase factor exp{−i(ω(τ (1,2) − τ echo) + α(1)(ω) − α′(2)(ω) + π} in Eq. (6.15) is
offset-independent. Hence, the following echo condition must be fulfilled:

ω(τ (1,2) − τ echo) + α(1)(ω)− α′(2)(ω) + π
!

= const = ϕecho, (6.18)

where ϕecho is the phase of the echo. For example, if the echo is formed along the
x or −x axis, ϕecho is 0 or π, respectively. (Note that the left and right sides of Eq.
(6.18) only need to be identical up to multiples of 2π. For simplicity the corresponding
modulus operator is suppressed and is assumed to be taken implicitly into account).

Without restriction of generality, for simplicity we assume in the following that we
want to form the echo along the −x axis, i.e. ϕecho = π. Based on (6.18), an auxiliary
offset-dependent echo delay τ echo(ω) can be defined as

τ echo(ω) = τ (1,2) +
α(1)(ω)− α′(2)(ω)

ω
. (6.19)

Following the approach by Braun et al., [7] this expression can be further simplified by
decomposing the offset-dependent Euler angles in

α(1)(ω) = α(1)lin(ω) + α(1)nl(ω) (6.20)

and
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α′(2)(ω) = α′(2)lin(ω) + α′(2)nl(ω), (6.21)

where the linear parts α(1)lin(ω) and α′(2)lin(ω) are proportional to ω and the propor-
tionality factors can be interpreted as effective delays defined as

τ (1)lin
α =

α(1)lin

ω
, (6.22)

τ ′(2)lin
α =

α′(2)lin

ω
. (6.23)

The remaining terms α(1)nl(ω) and α′(2)nl(ω) consist of terms with non-linear depen-

dence on ω and possible offset independent terms α
(k)
0 and γ

′(k)
0 . With these definitions,

the general expression for the offset-dependent delay τ echo(ω) can be written based on
(6.19) in the form

τ echo(ω) = τ (1,2) + δ + ε(ω) (6.24)

with the offset-independent auxiliary delay

δ = τ (1)lin
α − τ ′(2)lin

α (6.25)

and the offset-dependent delay

ε(ω) =
α(1)nl(ω)− α′(2)nl(ω)

ω
. (6.26)

For an ideal Hahn echo, an offset-independent echo delay τ echo is required, and hence
the echo condition of Eq. (6.18) can be reduced to the condition ε(ω) = 0.

This analysis forms the basis for a classification of different families of Hahn echo
sequences with different constraints imposed on the Euler angles of the excitation and
refocussing pulse.

Before we proceed to consider these sequence families, we summarize the conditions
for ideal Hahn echo sequences:

β
(1)
ideal(ω) =

π

2
, (6.27)

β
(2)
ideal(ω) = π, (6.28)

εideal(ω) = 0. (6.29)

Conditions (6.27) and (6.28) maximize the terms sinβ(1) and sin2 β(2)

2 in Eq. (6.16),
respectively. The general echo condition (6.29) requires that the difference of the non-
linear terms α(1)nl(ω) and α′(2)nl(ω) vanishes, which guarantees that the exponential
function in Eq. (6.16) has the same value of −1 (corresponding to an echo phase ϕecho =
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6.2 Hahn echoes

π) for all offsets if the duration t after the refocusing pulse is set to the offset-independent
Hahn-Echo delay

τ echo = τ (1,2) + δ, (6.30)

c.f. Eqs. (6.24-6.26) and Eq. (6.29).

In the following, we also consider the relative auxiliary delay

δ

T tot
=

δ

T (1) + T (2)
, (6.31)

i.e. the duration of δ relative to the total pulse duration T tot, i.e. (6.31). It is impor-
tant to note that in the absence of relaxation, diffusion and couplings, the shape and
amplitude of the echo is independent of the delay τ (1,2) between the excitation and the
refocusing pulse due to the selected coherence-order pathway. This is a result of the fact
that for

t′ = t− τ (1,2),

c.f. (6.16),

s(ω, t′) = sinβ(1) sin2 β(2)

2
ei(ωt′−α(1)+α′(2)−π) (6.32)

which is independent of the inter-pulse delay τ (1,2) because during the delays τ (1,2)

before and after the refocusing pulse the phase factors acquired by +1 quantum and −1
quantum coherences cancel each other in these two time periods. [3] As this is the case
for each individual offset frequency ω, also the total signal

stot(t
′) =

∫
ω
a(ω) s(t′, ω)dω

= sinβ(1) sin2 β(2)

2
e−i(α(1)−α′(2)+π)∫

ω
a(ω)ei(ω(t′)dω

(6.33)

produced by the spins of all offsets with distribution a(ω) is independent of τ (1,2). In
the following we assume that the spin density a(ω) is constant in order to design pulse
sequences that work for arbitrary resonance frequency distributions.

6.2.2 Derivation of transfer function

Figure 6.2 and transformation (6.12) illustrate the selected coherence transfer pathway.

In order to derive the complete transfer function s(t, ω) we first consider for simplicity
the case where τ (1,2) = 0. The initial state is
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ρ(0) = 2Iz,

which is transferred by the first pulse to

ρ1 = 2U1IzU
†
1 . (6.34)

Note that all propagators U are offset-dependent, for simplicities sake we leave out
this sublety in the following. In the zyz convention, the propagator U1 of the excitation
pulse S(1) can be decomposed into three successive Euler rotations:

U1 = Uα
(1)

z Uβ
(1)

y Uγ
(1)

z (6.35)

with Uα
(1)

z = exp{−iα(1)Iz}, Uβ
(1)

y = exp{−iβ(1)Iy}, and Uγ
(1)

z = exp{−iγ(1)Iz},
corresponding to a rotation around the z axis about γ(1), followed by a rotation around
y about β(1), followed by a rotation around z about α(1).

Inserting Eq. 6.35 in Eq. 6.34 and using the fact that the initial state ρ(0) is propor-
tional to Iz, which is invariant under the first rotation around z about γ(1), we find

ρ1 = 2 Uα
(1)

z Uβ
(1)

y Uγ
(1)

z Iz U
γ(1)†
z Uβ

(1)†
y Uα

(1)†
z

= 2 Uα
(1)

z Uβ
(1)

y Iz U
β(1)†
y Uα

(1)†
z

(6.36)

The second rotation around y about β(1) transforms I1z to

Uβ
(1)

y Iz U
β(1)†
y = cosβ(1)Iz + sinβ(1)Ix

= cosβ(1)Iz + sinβ(1) I
+ + I−

2
.

(6.37)

Inserting Eq. (6.36) in Eq. (6.37) and applying the final rotation around z about α(1)

results in

ρ1 = 2 Uα
(1)

z {cosβ(1)Iz + sinβ(1) I
+ + I−

2
}Uα(1)†

z

= 2 cosβ(1)Iz + sinβ(1)(e−iα
(1)
I+ + eiα

(1)
I−).

Applying the +1 quantum filter by projecting ρ1 onto the +1 quantum operator I+

results in

ρ+1QF
1 = f1 I

+

with the prefactor

f1 = sinβ(1)e−iα
(1)
. (6.38)
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After the inter-pulse delay τ (1,2), the density operator is given by

U (ωτ (1,2))
z ρ+1QF

1 U (ωτ (1,2))†
z = f1 e

−iωτ (1,2) I+, (6.39)

with

U (ωτ (1,2))
z = e−iωτ

(1,2)Iz .

The same approach could be applied to the second pulse S(2) as well. However, we
prefer the (slightly shorter) direct computation via the rotation matrix.

The transfer function (6.13) can be expressed as

s(t, ω) =
〈
I−
∣∣∣U2

〈
I+
∣∣∣U1IzU

†
1

〉
I+U †2

〉
eiωt

=
〈
I+
∣∣∣U1IzU

†
1

〉
︸ ︷︷ ︸

f1(ω)

〈
I−
∣∣∣U2I

+U †2

〉
︸ ︷︷ ︸

f2(ω)

eiωt (6.40)

(6.39) corresponds to expression f1(ω) from (6.40).

f2(ω) can be rewritten as

f2(ω) =
〈
I−
∣∣∣U2I

+U †2

〉
=Tr{I−†U2I

+U †2}
=Tr{I+U2I

+U †2}

(6.41)

In order to simplify notation, we introduce a few abbreviations:

c = cos

(
β

2

)
s = sin

(
β

2

)
p =

α+ γ

2

m =
α− γ

2
.

(6.42)

The expression for the rotation matrix (Eq. 4.21) is given by

U =

(
ce−ip −se−im
seim ceip

)
. (6.43)

The curly brace in (6.41) is split into two subsequent matrix multiplications:
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I+U2 =

(
0 1
0 0

)(
ce−ip −se−im
seim ceip

)
=

(
seim ceip

0 0

) (6.44)

I+U †2 =

(
0 1
0 0

)(
ceip se−im

−seim ce−ip

)
=

(
−seim ce−ip

0 0

) (6.45)

We substitute the results from (6.44) and (6.45) in (6.41) and obtain

f2(ω) =Tr

{(
seim ceip

0 0

)(
−seim ceip

0 0

)}
=− s2e2im

(6.46)

We resubstitute with the left side of (6.42) and get

f2(ω) = − sin2 β

2
eα

(2)−γ(2) (6.47)

The product of (6.47) and (6.38) equals the transfer function (6.15).

6.2.3 Pre-optimization method

The pre-optimization of cooperative seed sequences is an iterative process and schemat-
ically outlined in the following. It is based on the gradient of the PP quality factor ΦPP

for the excitation pulse S(1) of duration T (1) and the gradient of a UR quality factor ΦUR

for the refocusing pulse S(2) of duration T (2). In each iteration, these two gradients are
calculated using the following steps, where steps 1-6 are repeated for all offsets that are
considered in the chosen discretization of the desired bandwidth of the echo sequence.

1. Calculate the forward evolution of the initial density operator ρ(0) = 2Iz under
the excitation pulse S(1) yielding ρ(t) for 0 ≤ t ≤ T (1) and calculate the projection
of ρ(T (1)) onto I+, i.e. apply a +1-quantum filter to ρ(T (1)) to yield ρ̃(T (1)) =
〈I+|ρ(T (1))〉I+.

2. Calculate the forward evolution of the propagator U (2)(t) for the refocusing pulse
S(2), starting with U (2)(T (1)) = 1 and yielding U (2)(t) for T (1) ≤ t ≤ T (1) + T (2).

In the following, we use the short-hand notation U
(2)
tot := U (2)(T (1) + T (2)) for the

total propagator of the refocusing pulse S(2).
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3. Determine the ideal rotation axis of the refocusing pulse S(2) based on the density
operator ρ(T (1)) (obtained in step 1) and the target density matrix ρtarget. In
the case where the desired offset-independent auxiliary delay δ is zero, the target
density matrix is simply given by ρtarget = I−. For δ 6= 0, the target operator is
offset-dependent and is defined as ρtarget = I− exp{−iωδ}. It is straightforward
to extract from ρ̃(T (1)) and from ρtarget the orientations of the corresponding real
magnetization vectors and the phases ϕ(T (1)) and ϕtarget. Note that the phases
ϕ(T (1)) and ϕtarget are only defined up to integer multiples of 2π. This can result
in discontinuities of the phases as a function of offset, which can be remedied by
a standard phase unwrapping procedure, resulting in smooth functions ϕ(T (1))
and ϕtarget. The offset-dependent azimuthal angle ϕref of the rotation axis of the
ideal 180◦ refocusing pulse that maps ρ(T (1)) to ρtarget in an optimal way is given
by ϕref = (ϕ(T (1)) + ϕtarget)/2. This provides the target propagator Utarget =
exp{−iπ(Ix cosϕref + Iy sinϕref)} for the refocusing pulse, which by construction
varies smoothly as a function of offset and hence does not have any sudden changes
of the global phase factor, which could cause the algorithm to be trapped in local
maxima.

4. Set the co-propagator Λ(T (1) +T (2)) = Utarget and evolve it backward to yield Λ(t)
for T (1) ≤ t ≤ T (1) + T (2). [59,73]

5. The target density operator ρtarget is calculated backward under the action of

the refocusing pulse S(2) yielding λ(T (1)) := {U (2)
tot }† ρtarget U

(2)
tot and the co-state

λ̃(T (1)) is obtained by applying a +1-quantum filter to λ(T (1)).

6. Calculate the backward evolution of the co-state λ̃(T (1)) to yield λ̃(t) for 0 ≤ t ≤
T (1).

7. To improve the refocusing pulse S(2), we consider a universal rotation (UR) quality
factor

ΦUR = Re〈Utarget|U (2)
tot 〉

for this iteration. Note that ΦUR is sensitive to the global phase of the propagator

U
(2)
tot . [59] Based on the first-order gradient of ΦUR, [59] the following simple updating

scheme is used for the refocusing pulse S(2):

ux(t)→ u′x(t) = ux(t)− εRe〈Λ(t)|iIxU (2)(t)〉
and

uy(t)→ u′y(t) = uy(t)− εRe〈Λ(t)|iIyU (2)(t)〉

for T (1) < t ≤ T (1) +T (2), where the overscore indicates the average over all offsets
ω of the desired bandwidth of the echo sequence and ε is a step size.
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8. To improve the excitation pulse S(1), we consider a generalized point-to-point (PP)
quality factor

ΦPP = Re〈λ̃(T (1))|ρ(T (1))〉

for this iteration. Based on the first-order gradient of ΦPP, [59] the following simple
updating scheme is used for the excitation pulse S(1):

ux(t)→ u′x(t) = ux(t)− ε′ Re〈λ̃(t)|i[Ix, ρ(t)]〉
and

uy(t)→ u′y(t) = uy(t)− ε′ Re〈λ̃(t)|i[Iy, ρ(t)]〉

for 0 ≤ t ≤ T (1), where the overscore indicates the average over all offsets ω of the
desired bandwidth of the echo sequence and ε′ is a step size.

9. Optimize the step sizes in ε and ε′ in steps 7 and 8 to maximize the actual global
quality factor Φ defined in Eq. (4.30) in this iteration.

The optimization starts with a random pulse [59] (or a judiciously chosen pulse) and
Steps 1-9 are repeated iteratively until a predefined stop criterion is reached, such as a
desired quality factor, a chosen maximum number of iterations or a maximally allowed
duration of the optimization.

This pre-optimization algorithm was implemented using the IPOPT package, [83] which
requires a function that provides an expression for a gradient and a function that provides
a figure of merit. In the pre-optimization, the gradients for the excitation and for the
refocusing part of the echo sequence are obtained in steps 6 and 7, respectively. The
quality factor Φ (c.f. Eq. (4.30) was calculated as the figure of merit for IPOPT.

Note that this approach should only be used as a pre-optimization of COOP echo
sequences because the used gradients of ΦPP for the excitation pulse S(1) and of ΦUR for
the refocusing pulse S(2) are not the actual gradients of the echo quality factor Φ to be
optimized. Therefore, the pre-optimized sequences should be subject to a final optimiza-
tion based on Φ (c.f. Eq. (4.30) and its gradient, c.f. Eq. (4.31). However, even without
such a final optimization step, on average the results obtained by this pre-optimization
algorithm are significantly better than the results obtained if the optimization is directly
performed based on Φ and its gradient. Despite the fact that in the simple approach used
here for the pre-optimization, where we effectively separate the gradients for S(1) and
S(2), it is important to note that the outlined pre-optimization algorithm is cooperative
and not equivalent to the individual optimization of a PP excitation pulse and of a UR
refocusing pulse: The costate λ̃(t) used in step 8 to calculate the gradient for the exci-
tation pulse S(1) depends on the refocusing pulse S(2) (c.f. steps 5 and 6). Conversely,
the costate Λ(t) used in step 7 to calculated the gradient for the refocusing pulse S(2)

also depends on the effect of the excitation pulse S(1) (c.f. steps 1, 3, and 4).
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6.2 Hahn echoes

6.2.4 Families of Hahn echoes

In order to compare the performance of optimized COOP echo sequences with conven-
tional approaches, it is helpful to define the following families of echo sequences. For
all families of echo sequences considered below, the Euler angle β(1)(ω) of the excitation
pulse S(1) is assumed to approach the ideal value of π/2 and the Euler angle β(2)(ω) of
the refocusing pulse S(2) is assumed to approach the ideal value of π according to con-
ditions (6.27-6.28). Furthermore, it is assumed that the general echo condition (6.29) is
fulfilled. However, the different families of echo sequences impose different constraints on
the Euler angles γ(1)(ω), α(1)(ω) and α′(2)(ω) (c.f. Eq. 6.14) and the echo family with the
largest number of degrees of freedom is expected to provide the best echo performance
in the desired range of offset frequencies (c.f. Tab. 6.2).

Ideal echo sequence based on hard pulses

The idealized echo sequence

(π/2)y - τ (1,2) - (π)x - τ echo

consists of infinitely strong delta pulses of negligible durations and τ echo = τ (1,2). In
this limiting case, the Euler angles are offset-independent and given by β(1)(ω) = π/2,
β(2)(ω) = π and γ(1)(ω) = α(1)(ω) = α′(2)(ω) = 0 (c.f. Fig. 6.4F and sequence F in Table
6.2).

Echo sequence based on rectangular pulses

The most widely used conventional echo experiments consist of rectangular pulses. It is
well known that during a rectangular excitation pulse of duration T (1) offset evolution
takes place during an effective duration of 2T (1)/π. [144] For example, for a pulse ampli-
tude of 10 kHz and a corresponding duration T90 = 25 µs of the rectangular 90◦ pulse,
this results in a non-zero auxiliary echo delay of δ = 2T90/π = 15.9 µs.

Echo sequence based on universal rotation (UR) pulses

A naive approach to realize the ideal echo sequence would be to implement both the
excitation pulse and the refocusing pulse as a universal rotation (UR) pulse [73] with
finite durations T (1) and T (2), respectively:

UR(π/2)y - τ (1,2) - UR(π)x - τ echo.

The UR pulses approximate all the Euler angles of the ideal echo sequence based on
hard pulses for a desired range of offset frequencies, i.e. γ(1)(ω) = α(1)(ω) = α′(2)(ω) = 0
and τ echo = τ (1,2) (c.f. Fig. 6.4E and sequence E in Table 6.2).
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Figure 6.4: Pictorial representation of the different families of Hahn echo sequences dis-
cussed in the text. A, B: s2 COOPδ echo sequence based on cooperative exci-
tation and refocusing pulses (denoted S(1) and S(2), respectively) with aux-
iliary delay δ 6= 0 (A) and δ = 0 (B). C-E: Echo sequences based on univer-
sal rotation UR(π)y

[73] refocusing pulses. In sequence C, ”Iceberg(z →⊥)”
denotes a so-called ICEBERG excitation pulse [8] which transforms initial z-
magnetization to transverse magnetization with a linear phase as a function
of offset. In sequence D, ”PP(z → x)” represents a point-to-point (PP) [62]

excitation pulse that transforms initial z-magnetization to x-magnetization
(i.e. transverse magnetization with an offset-independent phase of 0◦). In
sequence E, S(1) is a UR (π/2)y pulse. Sequence F depicts the ideal Hahn
echo sequence consisting of (π/2)y and (π)y hard pulses of negligible dura-
tion. The delay between the end of the excitation pulse and the beginning of
the refocusing pulse is denoted τ (1,2). Sequences (A)-(F) are drawn such that
the ends of the refocusing pulses are aligned, as indicated by the first verti-
cal dotted line, which marks the origin of the evolution time t after the last
pulse. The second vertical dotted line is shifted relative to the first vertical
dotted line by τ (1,2) to guide the eye. The echo has its maximum amplitude
at t = τ echo = τ (1,2) + δ with δ 6= 0 for sequences A and C.
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Table 6.2: Echo delay τ echo and degrees of freedom of the Euler angles characterizing

the excitation pulse S(1) and the refocusing pulse S(2) for different Hahn echo
sequence families

echo sequence family τ echo γ(1) α(1) α′(2)

A s2-COOPδ: S
(1) - τ (1,2) - S(2) - τ echo τ (1,2) + τ

(1)
α + τ

′(2)
α • •a •a

B s2-COOP0: S(1) - τ (1,2) - S(2) - τ echo τ (1,2) • • α(1)

C Iceberg(z →⊥) - τ (1,2) - UR(π)x - τ echo τ (1,2) + τ
(1)
α • •b 0

D PP(z → x) - τ (1,2) - UR(π)x - τ echo τ (1,2) • 0 0

E UR(π/2)y - τ (1,2) - UR(π)x - τ echo τ (1,2) 0 0 0

F (π/2)y - τ (1,2) - (π)x - τ echo τ (1,2) 0 0 0

S(1) excitation pulse,

τ (1,2) delay between the end of the excitation pulse and beginning of the refo-
cusing pulse

S(2) refocusing pulse,
τ echo delay between the end of the refocusing pulse and the echo signal, c.f.

Fig. 6.4
s2-COOPδ represents single-scan cooperative Hahn echo sequences with τ echo =

τ (1,2) + δ, where δ = τ
′(2)
α − τ (1)

α′ for sequence A (c.f. Eq. 6.24) and δ = 0
for sequence B (c.f. Eq. 6.26) and 6.31, respectively.

The effective delays τ
(1)
α , τ

(2)
γ , and τ

(2)
α are defined as τ

(k)
α = α(k)lin/ω = R

(k)
α T (k) and

τ
(k)
γ = γ(k)lin/ω = R

(k)
γ T (k) for k ∈ {1, 2}, c.f. Eq. (6.22, 6.23).

The ideal Euler angles β(k) for the Hahn echo sequences considered here (where the delay τ (1,2)

between the pulses can be arbitrarily varied) are β(1) = π/2 and β(2) = π. Note that for an
Euler angle β = π only the difference γ − α
is defined, i.e. the individual Euler angles γ and α are arbitrary. [148] Therefore, in the last
column of the table only
the difference angle α′(2) = α(2) − γ(2) (c.f. Fig. 6.4 C and Eq. 6.14) is considered for the
refocusing pulse (assuming β(2) ≈ π).

• the corresponding parameters are not fixed, i.e. they constitute important de-
grees of freedom in pulse optimizations.

•a For sequence A, the corresponding parameters are arbitrary, but their non-

linear components are related through the condition α(1)nl+(γ(2)nl−α(2)nl)
!
= 0,

c.f. Eq. 6.18.

•b For sequence C, the nonlinear part of the Euler angle α(1) vanishes,i.e. α(1)nl !
= 0

(c.f. Eq. 6.18).
0 the corresponding parameter should have a fixed value of zero.

For sequence B, the difference angle α′(2) = α(2) − γ(2) must be identical to α(1).
Case F corresponds to the case of ideal (π/2)y and (π)x hard pulses of negligible duration.
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Echo sequence based on point-to-point (PP) excitation and UR refocusing pulses
without auxiliary delay δ

As discussed above, the Euler angle γ(1)(ω) is irrelevant for the Hahn echo sequence
starting with initial z-magnetization (c.f. Fig. 6.3B). Hence, the excitation pulse can be
implemented by a point-to-point (PP) pulse [62] with arbitrary γ(1)(ω) that is designed
to bring initial z-magnetization to the x axis for a desired range of offset frequencies:

PP(z → x) - τ (1,2) - UR(π)x - τ echo.

The remaining conditions α(1)(ω) = α′(2)(ω) = 0 imply both δ = 0 (c.f. Eqs. 6.22, 6.23
and 6.25) and ε(ω) = 0 (c.f. Eq. 6.26) and hence τ echo = τ (1,2) (c.f. Eq. 6.24) as in the
ideal echo sequence, (c.f. Fig. 6.4D and sequence D in Table 6.2).

Echo sequence based on Iceberg excitation and UR refocusing pulses with auxiliary
delay δ 6= 0

The condition α(1)(ω) = 0 can be relaxed by using PP excitation pulses that are not
restricted to create only x-magnetization (i.e. transverse magnetization with an offset-
independent initial phase of zero). Instead, so-called Iceberg pulses [8] can be used that
transform initial z-magnetization to transverse magnetization with a non-zero but linear
phase dependence as a function of offset:

Iceberg(z →⊥) - τ (1,2) - UR(π)x - τ echo.

In this family of Hahn echo sequences, the condition α(1)(ω) = 0 is relaxed to the
condition α(1)nl(ω) = 0, i.e. only the non-linear term of the Euler angle α(1)(ω) has to
vanish. The use of a UR refocusing pulse still requires α′(2)(ω) = 0. The general echo
condition ε(ω) = 0 (Eq. 6.13) still needs to be fulfilled but according to Eq. (6.22)

the non-zero linear term α(1)lin(ω) implies a non-zero effective delay τ
(1)
α and hence a

non-zero auxiliary delay δ 6= 0 (c.f. Eq. 6.25). Therefore, according to Eq. (6.24), the
echo delay τ echo = τ (1,2) + δ is not identical to the inter-pulse delay τ (12) (see Fig. 6.4C
and sequence C in Table 6.2).

Note that for offsets that are small compared to the rf amplitude, the commonly
used standard echo sequence based on rectangular excitation and refocusing pulses is an
example of this class of Hahn echo sequences, because a rectangular 180◦ pulse approxi-
mates a UR pulse and a rectangular 90◦ pulse creates transverse magnetization with an
approximately linear phase dependence that is given by 2T90ω/π, c.f. section 6.2.4. [144]

s2 COOP0 echo sequence based on cooperative excitation and refocusing pulses
without auxiliary delay (δ = 0)

The conditions for the angle α(1)(ω) and the difference angle α′(2)(ω) can be further
relaxed if the excitation and refocusing pulses are concurrently optimized such that in-
dividual pulse errors can be mutually cancelled. The family of cooperative echo sequences
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with a vanishing auxiliary delay δ = 0 (corresponding to τ echo = τ (1,2)) is denoted s2

COOP0 (c.f. Fig. 6.4B and sequence B in Table 6.2). Based on Eq. (6.19), only the
condition

α(1)(ω)− α′(2)(ω)
!

= 0. (6.48)

has to be fulfilled. Hence, the linear or non-linear components of the individual Euler
angles are not restricted as long as they mutually cancel, i.e. if

α′(2)lin(ω)
!

= α(1)lin(ω) (6.49)

and

α′(2)nl(ω)
!

= α(1)nl(ω). (6.50)

Broadband s2 COOP0 echo sequences can be optimized based on the filter-based
global quality factor Φ described in section 4.4.3. Alternatively, it is possible to directly
optimize for conditions (6.27, 6.28 and 6.48).

s2 COOPδ echo sequence based on cooperative excitation and refocusing pulses
with auxiliary delay δ 6= 0

In general, it is not necessary to require τ echo = τ (1,2). In this case, condition (6.49)
for the linear terms α(1)lin(ω) and α′(2)lin(ω) can also be dropped. This finally leaves
us only with condition (6.50), which requires the sum of the non-linear terms α′(2)nl(ω)
and α(1)nl(ω) to be zero. The echo delay is given by τ echo = τ (1,2) + δ with the auxiliary

delay δ = −τ (1)
α + τ

(2)
α′ , c.f. Fig. 6.4 A and sequence A in Table 6.2. Broadband s2

COOPδ echo sequences can also be optimized based on the filter-based global quality
factor Φ described in section 4.4.3. However, in this case the propagator U (2) for the
refocusing pulse S(2) is replaced by the U ′(2) = exp{−iωδIz}U (2) which represents the
overall propagator of S(2) followed by the auxiliary delay δ. Alternatively, it is also
possible to directly optimize the conditions (6.27 - 6.29) for the Euler angles.

6.2.5 Effective evolution time representation of Hahn echo sequences

The offset-dependent evolution periods τ
(k)
φ (ω) introduced here can be regarded as a

generalization of offset-independent evolution periods that were introduced to approxi-
mate the effect of a pulse for a limited range of offsets by a first constant delay, an ideal
pulse, and a second constant delay. [149,150]

A number of different (but equivalent) graphical representations of these offset-dependent

effective evolution periods τ
(k)
φ (ω) are possible. In the following, we focus on four spe-

cific representations, that are helpful in a graphical and intuitive analysis of Hahn echo
sequences, see Figs. 6.6 and 6.5.

Each individual (composite or shaped) pulse is represented by a black rectangle (c.f.
Fig. 6.6). The upper and lower edges of each rectangle correspond to the limits of the
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Figure 6.5: Graphical representation of the effective evolution periods for a Hahn Echo
sequence. Panels I to IV show plot types introduced in section 6.2.5.

considered frequency range. Left and right edges mark the beginning and the end of

the RF pulse. Note that positive values of effective evolution periods τ
(k)
φ (ω) are plotted

from the corresponding edge of the pulse towards the pulse center, whereas negative
effective evolution periods are plotted in the opposite direction (c.f. Fig. 6.6). Hence,

positive values of τ
(k)
γ (ω) are plotted towards the right (relative to the leading edge of

pulse k) and negative values of τ
(k)
γ (ω) are plotted towards the left. Conversely, positive

values of τ
(k)
α (ω) are plotted towards the left (relative to the trailing edge of pulse k) and

negative values of τ
(k)
α (ω) are plotted towards the right. Blue and red curves correspond

to τ
(k)
γ and τ

(k)
α respectively. Here and in the following figures, we use the convention

that for blue (red) curves the positive time axis points to the right (left). Fig. 6.5 shows a
schematic representation of an echo sequence (with crusher gradients or EXORCYCLE)

consisting of two pulses. Here, τ
(1)
γ is not shown because the initial state Iz is invariant

under z rotations. Based on the Euler angles α(1), γ(2), α(2) and the derived angles α′(2)

(Eq. 6.14 and Fig. 6.3 C) and α′′(2) (Eq. 6.52 and Fig. 6.3 D), effective evolution periods

τ
(1)
α , τ

(2)
γ , τ

(2)
α , τ

′(2)
α , and τ

′′(2)
α are defined below and are used in the following graphical

representations of echo sequences:

Type I

Type I plots separately depict τ
(1)
α (ω) at the end of the excitation pulse, τ

(2)
γ (ω) at the

beginning of the refocusing pulse and τ
(2)
α (ω) at the end of the refocusing pulse.
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Figure 6.6: Representation of the plotting direction of effective evolution times for a
single pulse (black rectangle). τα is plotted toward the left with respect to
the end of a pulse, τγ is plotted to the right with respect to the leading edge.
Here and in the following figures, we use the convention that for blue (red)
curves the positive time axis points to the right (left).

Type II

We define the effective evolution periods τ
′(1)
α , τ

′(2)
γ , and τ

′(2)
α as

τ ′(1)
α = τ (1)

α

τ ′(2)
γ = 0

τ ′(2)
α = τ (2)

α − τ (2)
γ .

In essence, compared to type I, for each offset the period τ
(2)
γ is moved from the leading

edge of the refocusing pulse to the trailing edge and merged (with inverted sign) with

τ
(2)
α to yield τ

′(2)
α . Note that the echo condition Eq. (6.48) and Eqs. (6.27- 6.29) imply

the condition

τ ′(1)
α (ω)

!
= τ ′(2)

α (ω) + δ (6.51)

for all offsets ω in the desired bandwidth of the COOP echo sequence.
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Type III

In the type III representation also the period τ
′(1)
α = τ

(1)
α is moved from the trailing edge

of the excitation pulse to the trailing edge of the refocusing pulse and merged (with

inverted sign) with τ
′(2)
α to yield τ

′′(2)
α :

τ ′′(1)
α = 0

τ ′′(2)
γ = 0

τ ′′(2)
α = τ ′(2)

α − τ (1)
α .

Correspondingly, the Euler angle α′′(2) is defined as

α′′(2) = α′(2) − α(1)

= α(2) − (α(1) + γ(2)),
(6.52)

c.f. Fig. 6.3 D. This is possible because the effects of τ
(1)
α and τ (1,2) commute and

hence, τ
(1)
α can be moved from the trailing edge of the excitation pulse to the leading

edge of the refocusing pulse and finally merged (with inverted sign) with τ
′(2)
α at the

trailing edge of the refocusing pulse to yield τ
′′(2)
α .

Type IV

Finally, in the type IV representation, we visualize the overall offset-dependent delay

τ0(ω) = τ (1,2) − τ ′′(2)
α (ω) (6.53)

after the end of the refocusing pulse, for which all transverse magnetization vectors
have the identical phase

φ0 = α
(2)
0 − (α

(1)
0 + γ

(2)
0 ) + π, (6.54)

which can be absorbed in the receiver phase ϕrec = φ0 of the echo experiment. Note
that φn(ω) = φ0(ω) + n2π is equivalent, resulting in multiple equivalent phase fronts at

τn(ω) = τ0(ω) +
n2π

ω
. (6.55)

Eq. (6.53) is best rationalized by first considering the effect of an ideal echo sequence

with τ
′′(2)
α (ω) = 0 for all offsets. In this case, the transverse magnetization vectors

of all offset frequencies would have the same phase at t = τ (1,2) after the end of the

refocusing pulse. If τ
′′(2)
α (ω) > 0, the effective evolution period τ0(ω) needs to be shorter

than τ (1,2) because part of the necessary evolution for refocusing effectively takes place

during the refocusing pulse. If τ
′′(2)
α (ω) < 0, the effective evolution period τ0(ω) needs
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6.2 Hahn echoes

to be longer than τ (1,2). In the following, we refer to the function τ0(ω) as the phase
front. If this phase front is a vertical line in type IV representation, i.e. if τ0(ω) is
offset-independent, the signal components coherently add up for all offset frequencies,
resulting in a maximum echo signal. Note that a given deviation ∆ of the phase front
from a vertical line has no effect on the magnetization phase for the on-resonance case
(ω = 0), whereas the resulting phase error ϕ∆ = ω∆ increases linearly with increasing
offset ω.

Although the display types III and IV clearly illustrate the overall phase front, display
type II is also very helpful to see how well the offset-dependent variations of the effective

evolution periods τ
(1)
α and τ

′(2)
α associated with the excitation and inversion pulses match

(up to an offset-independent auxiliary delay δ), c.f. Eq. (6.51).

6.2.6 Application to coupled spin systems

Here we describe the application of of s2 COOP Hahn echo sequences to systems with
couplings. The specific contributions to the Hamiltonian H originally introduced in sec-
tion 4.1.3.2 are briefly reviewed in the context of their application and efficient extensions
of the procedures for pulse optimization laid out in section 4.4.3 are presented.

Hitherto we treated ensembles of uncoupled spins. These ensembles are composed
of spins with different resonance frequencies what did not experience magnetic fields
generated by other spins in any form. In actual spin systems, these interactions occur in
different forms and strengths. In liquid state NMR, the two most common interactions
are weak and strong coupling due to Fermi contact interaction. [2,3] However, these are
usually in the order of a few Hz, i.e. evolution occurs on a timescale of tens or hundreds of
milliseconds and their evolution during the pulse can usually be ignored. In solid state
NMR or in EPR, dipolar (or hyperfine) coupling interactions occur; these are strong
enough that their contributions to the spin Hamiltonion H have to be considered.

We confine ourselves to two-spin 1/2 systems here, which consis of either heteronuclear
spins or an electron and a nuclear spin. Only one of the nuclear or the electron spin is
exposed to irradiation. In the following, we distinguish three cases:

1. the coupling hamiltonian contains only secular terms IzSz. For NMR, this corre-
sponds to the weak coupling case

2. the coupling hamiltonian contains secular (IzSZ) and pseudo-secular terms (IxSz
or IySz)

3. the coupling hamiltonian contains secular and pseudo-secular terms (case 2) and
the resonance frequency of the I-spin is non-zero

In case 1 the coupling Hamiltonian Hcoupl is simplified to

Hcoupl = 2πJ · I1zI2z = J · IzSz (6.56)

This description is accurate when the difference in resonance frequences ωres signifi-
cantly exceeds the strength of the coupling constant J .
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Case 2 is relevant to EPR applications with Hyperfine interactions, where the isotropic
parts can be neglected.

In case 2 Hcoupl has secular contributions Hsecular, which correspond to a sum of the
weak coupling hamiltonian (Eq. 6.56) and pseudo-secular terms

Hpseudosecular = 2πJxpseudosecularIxSz + 2πJypseudosecularIySz. (6.57)

The overall coupling hamiltonian is given by

Hcoupling = 2πJ · IzSz + 2πJxpseudosecularIxSz + 2πJypseudosecularIySz. (6.58)

Case 3 corresponds to case 2 with additional chemical shift evolution on the I-spin,
which is relevant in case the magnitude of the hyperfine interaction between nucleus
and electron spin does not exceed the resonance frequency of the nucleus vastly. The
coupling Hamiltonian corresponds to the coupling Hamiltonian in (Eq. 6.58). However,
in the overall Hamiltonian, the offset term has to be considered for both the I and the
S spin.

In section 4.1.3 we briefly reviewed treatment of the dynamics of a spin system:

• controls are described by Sx and Sy

• offset evolution is expressed as Sz

• The initial state is given by Sz(+Iz)

• The target state corresponds to S+ for Hahn echoes

• the propagator U is given by U = exp {−iHt}

However, the cases considered here can be treated in a simpler fashion. For case 1,
the Hamiltonian can be rewritten as

H =

( H2x2
uncoupled 0

0 H2x2
uncoupled

)
+Hcoupl

=

( H2x2
uncoupled + πJS2x2

z 0

0 H2x2
uncoupled − πJS2x2

z

)
=

(
H2x2

rf/mw + (ωz + πJ)S2x2
z 0

0 H2x2
rf/mw + (ωz − πJ)S2x2

z

)
.

(6.59)

The corresponding propagator Ucoupl can be expressed as

Ucoupl(ω) =

(
U(ω + πJ)2x2 0

0 U(ω − πJ)2x2

)
(6.60)

A set of broadband controls ui(t) is required that covers uncoupled spins with res-
onance frequencies ω + 2πJ and ω − 2πJ simultaneously. That sequence carries out
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the same transformation for coupled spins with a coupling constant J at a resonance
frequency ω.

Therefore, in case 1, it is not necessary to double the matrix size (and thus computa-
tional costs by a factor 8). If the strength of the coupling is large enough that it has to
be considered in the optimization procedure, it is sufficient to increase the bandwidth
from ∆ω to ∆ω+2πJ . In case that pseudosecular terms cannot be neglected (case 2), we
show in section 7.1.9 that Hahn echo sequences that are applicable in the weak coupling
regime tolerate pseudosecular terms in the Hamiltonian as well.

6.3 π
2 − π − π

2 sequences

6.3.1 Euler angle analysis of π
2
− π − π

2
sequences

In section 6.2.1, a detailed analysis of Hahn echo sequences in terms of Euler angles was
conducted. A similar approach is chosen for π

2 − π − π
2 sequences, which correspond to

Hahn echo sequences followed by a π
2 pulse. The ideal transfer pathways are identical to

Hahn echoes complemented by a third pulse.

The third pulse, henceforth also referred to S(3) pulse, has a flip angle of 90◦ and a
duration T (3). The total pulse duration T tot is given as

T tot = T (1) + T (2) + T (3). (6.61)

At the end of the S(3) pulse, a Zero Quantum Filter (ZQF) is appended (c.f. Fig. 6.7).
Experimentally, this is implemented by gradients or by combining the EXORCYCLE
with a CYCLOPS phasecycle.

The delay between the end of the second pulse S(2) and the third pulse S(3) is referred
to as τ (2,3). In section 6.2.1 we introduced a transfer function by representing the
transformation of each individual pulse S(k) by its corresponding Euler angles γz, βy
and αz. Here we use a similar approach (c.f. Fig. 6.8). The modified transfer is shown
in representation (6.62).

2Iz
γ
(1)
z−→ β

(1)
y−→ α

(1)
z−→ +1QF−→ (ωτ (1,2))z−→ (6.62)

γ
(2)
z−→ β

(2)
y−→ α

(2)
z−→ -1QF−→ (ωτ (2,3))z−→

γ
(3)
z−→ β

(3)
y−→ α

(3)
z−→ 0QF−→ sIz

The corresponding transfer function s3P is given by

s3P (ω) = − sinβ(3)eiγ(3)sHahn echo(τ (2,3))(ω) (6.63)

Note that the transfer function is time independent. The right-hand side of (6.15) can
be inserted to eliminate sHahn echo from (6.63):
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Table 6.3: CYCLOPS phase cycle employed in the π
2 −π− π

2 experiment and joint phase
cycle

step phase of S(3) [deg] receiverphase [deg]

1 0 0
2 90 90
3 180 180
4 270 270

step phase of S(2) [deg] phase of S(3) [deg] receiverphase [deg]

1 0 0 0
2 90 0 180
3 180 0 0
4 270 0 180

5 0 90 90
6 90 90 270
7 180 90 0
8 270 90 270

9 0 180 180
10 90 180 0
11 180 180 180
12 270 180 0

13 0 270 270
14 90 270 90
15 180 270 270
16 270 270 90
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(3)

(3)

Figure 6.7: Schematic representation of the forward evolution of the magnetization vec-
tor M and the backward evolution of the co-state vector λ on which the
GRAPE algorithm is based [7,59] for the case of a vanishing inter-pulse delays
τ (1,2) and τ (2,3). Here, the components of the vectors are the expectation
values 〈I+〉, 〈I−〉, and 〈Iz〉. [147] S(1), S(2) and S(3) represent the propaga-
tors of the three pulses to be optimized and Uδ = exp(−iδIz) corresponds to
the propagator of the auxiliary delay δ. (A dark grey font was used for the
propagator Uδ to indicated that this step can be omitted in the optimization
of the COOP0 echo sequences of Fig. 1B. The dashed lines labeled ”+1QF”,
”−1QF” and “0QF” represent +1, −1 and 0 quantum filters, respectively.

s3P = sinβ(1) sin2 β(2)

2
sinβ(3)e−i(ω(τ (1,2)−τ (2,3))+α(1)−α′(2)+γ(3) , (6.64)

In contrast to Hahn echoes, the transfer function presented for the π
2−π− π

2 experiment
does not correspond to a directly observable signal in NMR. An additional pulse is
required to transform 0-quantum coherence into detectable +1-quantum coherence.

When filters are used, it is possible to employ the same transformations for Euler
angles as for Hahn echoes (c.f. Fig. 6.8). 0-quantum coherence is invariant under z-

rotations. Therefore the final rotation about γ
(3)
z can be ignored. This is indicated

schematically in Fig. 6.8 A by a darker box for α
(3)
z .

Using coherence transfer pathway selection, it is possible to condense α(2) and γ(2)

into a single angle. Consecutive rotations about the z-axis are cumulative and can be
expressed as a single rotation (c.f. Fig. 6.8B–E). Transformations here are similar to
Hahn echoes (c.f. section 6.2.1). Note that in step D the Euler angle α′(2) was supplated
with α′′(2) to unite α′(2) and γ(3):

α′′(2)(ω) = α′(2)(ω) + γ(3)(ω)

γ′(3)(ω) = 0.
(6.65)

In accordance with the derivation for Hahn echoes, a total transfer function is given
by integrating over the individual signals at each offset (6.17).

It is maximized if the signals add up constructively, i.e.

ω(τ (1,2) − τ (2,3)) + α(1) − α′′(2)(ω)
!

= const = 0 (6.66)
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γ (ω) α (ω)(ωβ )
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γ (ω) (ωβ )z
(3)
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S
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S
(3)

S
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(ω )zτ(1,2)β(1)
y (ω) α (2)

z (ω)‚
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(ωβ )y

(3)

S
(3)

‚

E

(ωβ )y
(3)α(1)

z (ω)β(1)
y (ω)

Figure 6.8: Characterization of general π2−π− π
2 sequences based on the offset-dependent

Euler angles of the three pulses S(1), S(2) and S(3) and the offset-dependent
z rotations during the delays τ (1,2) and τ (1,2). To guide the eye, the Euler

rotations β
(1)
y , β

(2)
y and β

(3)
y are represented by black rectangles. (A) The first

Euler rotation γ
(1)
z (indicated by a dark grey rectangle) has no effect on initial

z magnetization and has been dropped in the simplified sequence of rotations
shown in (B). This sequence can be further simplified by replacing the Euler
angles γ(2) and α(2) by the Euler angles α′(2) = α(2) − γ(2) and γ′(2) = 0
(not shown), resulting in (C). Sequences (B) and (C) are equivalent in the
presence of the +1QF before and a -1QF filter after S(2) (or if β(2) = π). In
the presence of the ±1 quantum filters (or for β(2) = π), sequence (C) can be
transformed to the equivalent sequence (D) by replacing the Euler angles α(1)

and α′(2) by α′′(1) = 0 (not shown) and α′′(2) = α′(2)−α(1). Finally, Sequence
(D) can be collapsed into sequence (E) by replacing the Euler angles γ(3) and
α′′(2) by α′′′(2) = α′′(2) + γ(3).
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Similar to Hahn echoes, the rotations can be expressed as offset-dependent effective
evolution times, which can be split up into a linear and a non-linear part. For the
π
2 − π − π

2 sequence, similar to (6.24), we can write:

τ (2,3) = τ (1,2) + δ (6.67)

with the offset-independent auxiliary delay

δ = τ (1)lin
α − τ ′′(2)lin

α (6.68)

and the offset-dependent delay

ε(ω) =
α(1)nl(ω)− α′′(2)nl(ω)

ω
. (6.69)

The conditions for ideal π
2 − π − π

2 sequences can be summarized as :

β
(1)
ideal(ω) =

π

2
, (6.70)

β
(2)
ideal(ω) = π, (6.71)

β
(2)
ideal(ω) =

π

2
, (6.72)

εideal(ω) = 0. (6.73)

6.3.2 Derivation of transfer function

As outline in section 6.3.1, the transfer during the first two pulses of the π
2 − π − π

2
sequence is equivalent to the transfer during a Hahn echo sequence. Therefore, the
derivation is confined to the transfer carried out by the remaining pulse.

The state after the second pulse S(2) after the -1-quantum coherence filter is

ρ(T (1) + T (2)) = sHahn echo(τ (2,3))I− (6.74)

which is transformed by the third pulse to

ρ(T tot) = sHahn echo(τ (2,3))U3I
−U †3 (6.75)

The propagator of the third pulse can be decomposed into three successive Euler
rotations:

U3 = Uα
(3)

z Uβ
(3)

y Uγ
(3)

z (6.76)

As outlined in section 6.3.1, in the presence of a 0-quantum filter after the third pulse,
the rotation about α(3) can be neglected. In addition, sHahn echo is a prefactor and for
simplicity left out in the following, where states are annotated with an asterisk.

ρ(T tot)∗ = Uβ
(3)

y Uγ
(3)

z I−Uγ
(3)†

z Uβ
(3)†

y (6.77)

63



6 Methods

(6.77) can be rewritten as

ρ(T tot)∗ = Uβ
(3)

y eiγ(3)I−Uβ
(3)†

y (6.78)

When I− is expressed in a cartesian basis, we find

ρ(T tot)∗ = Uβ
(3)

y eiγ(3)(Ix − iIy)U
β(3)†
y

= cosβ(3)Ix − eiγ
(3)

(sinβ(3)Iz − iIy).
(6.79)

In the presence of a 0-quantum coherence filter, only the Iz term survives. Thus we
find

ρ(T tot) = − sinβ(3)IzsHahn echo(τ (2,3))

= e−iπsHahn echo(τ (2,3)) sinβ(3)Iz

= f3 · sHahn echo · Iz
(6.80)

We insert the right-hand side of (6.13 and obtain the transfer function (6.64).

6.3.3 Pre-optimization strategy

The pre-optimization of cooperative seed sequences is an iterative process and schemat-
ically outlined in the following. It is based on the gradient of the PP quality factor ΦPP

for the first pulse S(1) of duration T (1) and the third pulse S(3) of duration T (3) and the
gradient of a UR quality factor ΦUR for the second pulse S(2) of duration T (3). In each
iteration, these two gradients are calculated using the following steps, where steps 1-6
are repeated for all offsets that are considered in the chosen discretization of the desired
bandwidth of the echo sequence.

1. Calculate the forward evolution of the initial density operator ρ(0) = 2Iz under
the excitation pulse S(1) yielding ρ(t) for 0 ≤ t ≤ T (1) and calculate the projection
of ρ(T (1)) onto I+, i.e. apply a +1QF to ρ(T (1)) to yield ρ̃(T (1)) = 〈I+|ρ(T (1))〉I+.

Compute the effective propagator during the first pulse U
(1)
tot = T ∏t U(t) with

0 ≤ t ≤ T (1), where T denotes the Dyson time ordering operator. In case of pulses

with an auxiliary delay δ 6= 0, the final propagation U
(1)
f of the first pulse S(1) is

modified by free evolution about −δ, i.e. U
(1)
f → eiδωIzU

(1)
f .

2. Calculate the forward evolution of the propagator U (2)(t) for the refocusing pulse
S(2), starting with U (2)(T (1)) = 1 and yielding U (2)(t) for T (1) ≤ t ≤ T (1) + T (2).

In the following, we use the short-hand notation U
(2)
tot := U (2)(T (1) + T (2)) for the

total propagator of the refocusing pulse S(2).

3. Calculate the state ρ̃(T (1) + T (2)) after the second pulse S(2) using the total prop-

agator of the second pulse U
(2)
tot as ρ̃(T (1) + T (2)) = U

(2)
tot ρ̃(T (1))U

(2)†
tot and apply a
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-1-quantum filter to ρ̃(T (1) + T (2)) to yield ˜̃ρ(T (1) + T (2)). Compute the forward
evolution of of the density operator ˜̃ρ(T (1) +T (2)) under the third pulse S(3) yield-
ing ˜̃ρ(t) for T (2) < t ≤ T (3). Compute the effective propagator during the first

pulse U
(3)
tot = T ∏t U(t) with T (1) ≤ t ≤ T (3).

4. Determine the ideal rotation axis of the refocusing pulse S(2) based on the Euler

angle α(1) of the effective propagator U
(1)
tot of the first pulse S(1) and the Euler angle

γ(3) of the effective propagator of the third pulse S(3). We outlined a procedure
to obtain Euler angles from propagators in section 6.1.1. The Euler angle α(1)

corresponds to the phase of transverse magnetization acquired after the first pulse
S(1), π−γ(3) corresponds to the required phase of transverse magnetization before
the third pulse in order to maximize transfer to Iz. The ideal azimuth angle ϕ of
the respective in-plane π pulse S(2) is given by (π− γ(3)−α(1))/2. Discontinuities
of the phases as a function of offset are remedied by a standard phase unwrapping
procedure about π of the azimuthal angle ϕ. This provides the target propaga-
tor Utarget = exp{−iπ(Ix cosϕref + Iy sinϕref)} for the refocusing pulse, which by
construction varies smoothly as a function of offset and hence does not have any
sudden changes of the global phase factor, which could cause the algorithm to be
trapped in local maxima.

5. Set the costate λ(T (1) +T (2) +T (3)) to Iz and evolve it backwards to yield λ(t) for
T (2) ≤ t ≤ T (3) and apply the -1-quantum coherence filter to yield λ̃(T (1) + T (2))

6. Set the co-propagator Λ(T (1) + T (2)) = U
(2)
target and evolve it backwards to yield

Λ(t) for T (1) < t < T (2).

7. The costate λ̃(T (1) + T (2)) is propagated backwards about U
(2)
tot to yield λ̃(T (1)).

The +1-quantum coherence filter is applied to obtain
˜̃
λ(T (1)). If δ 6= 0, ensure that

the backward propagation at T (1) is preceded by a free backward evolution about
δ, i.e. the propagator at U †T (1) at T (1) is adapted: U †(T (1)) → U †(T (1))e−iωδIz .

Compute the backward evolution of
˜̃
λ(t) for 0 < t < T (1)

8. To improve the refocusing pulse S(2), we consider a universal rotation (UR) quality
factor

Φ
(2)
UR = Re〈U (2)

target|U
(2)
tot 〉

for this iteration. Note that ΦUR is sensitive to the global phase of the propagator

U
(2)
tot . [59] Based on the first-order gradient of ΦUR, [59] the following simple updating

scheme is used for the refocusing pulse S(2):

ux(t)→ u′x(t) = ux(t)− εRe〈Λ(t)|iIxU (2)(t)〉
and

uy(t)→ u′y(t) = uy(t)− εRe〈Λ(t)|iIyU (2)(t)〉
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for T (1) < t ≤ T (1) +T (2), where the overscore indicates the average over all offsets
ω of the desired bandwidth of the echo sequence and ε is a step size.

9. To improve the pulses S(1) and S(3), we consider a generalized point-to-point (PP)
quality factor

Φ
(3)
PP = Re〈λ̃(T (1) + T (2) + T (3))| ˜̃ρ(T (1) + T (2) + T (3))〉

and

ΦPP(1) = Re〈˜̃λ(T (1))|ρ̃(T (1))〉

for this iteration. Based on the first-order gradient of ΦPP, [59] the following simple
updating scheme is used for the S(3) pulse for T (2) ≤ t ≤ T (3)

ux(t)→ u′x(t) = ux(t)− ε′ Re〈λ̃(t)|i[Ix, ˜̃ρ(t)]〉

uy(t)→ u′y(t) = ux(t)− ε′ Re〈λ̃(t)|i[Iy, ˜̃ρ(t)]〉

and the S(1) pulse for 0 ≤ t ≤ T (1) and

ux(t)→ u′x(t) = ux(t)− ε′ Re〈˜̃λ(t)|i[Ix, ρ̃(t)]〉

uy(t)→ u′y(t) = ux(t)− ε′ Re〈˜̃λ(t)|i[Iy, ρ̃(t)]〉,

where the overscore indicates the average over all offsets ω of the desired bandwidth
of the echo sequence and ε′ is a step size.

10. Optimize the step sizes in ε and ε′ in steps 8 and 9 to maximize the actual global
quality factor Φ defined in Eq. (4.30) in this iteration.

A simplified scheme is schown in figure 6.9.

6.3.4 Families of π
2
− π − π

2
sequences

In order to compare the performance of optimized COOP π
2 − π − π

2 sequences with
conventional approaches, it is helpful to define the following families of echo sequences.
For all families of echo sequences considered below, the Euler angle β(1)(ω) of the first
pulse S(1) is assumed to approach the ideal value of π/2, the Euler angle β(2)(ω) of
the second pulse S(2) is assumed to approach the ideal value of π and the Euler angle
β(3) of the third pulse S(3) is assumed to approach the ideal value of π/2 according
to conditions (6.70-6.72). Furthermore, it is assumed that the general condition (6.73)
is fulfilled. However, the different families of π

2 − π − π
2 sequences impose different

constraints for the Euler angles γ(1)(ω), α(1)(ω), α′(2), γ(3)(ω) and α(3)(ω) (c.f. Eq.
6.14) and the echo family with the largest number of degrees of freedom is expected to
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backward PP
trajectory for S(1)

effective co-propagator
for S(2)

backward UR
trajectory for S(2)

ideal co-propagator
for S(2)

backward PP
trajectory for S(3)

forward PP
trajectory for S(1)

forward UR
trajectory for S(2)

forward PP
trajectory for S(3)

PP gradient
for S(1)

UR gradient
for S(2)

PP gradient
for S(3)

Figure 6.9: Here the computation steps during the pre-optimization procedure are shown
in a simplified scheme for the pre-optimization of π

2 − π − π
2 sequences.

provide the best echo performance in the desired range of offset frequencies (c.f. Table
6.4).

Ideal π
2 − π − π

2 sequence based on hard pulses

The idealized echo sequence

(π/2)y - τ (1,2) - (π)y - τ (2,3) - (π/2)y

consists of infinitely strong δ pulses of negligible durations and τ (2,3) = τ (1,2). In this
limiting case, the Euler angles are offset-independent and given by β(1)(ω) = π/2,
β(2)(ω) = π, β(3)(ω) = π/2, γ(1)(ω) = α(1)(ω) = α′(2)(ω) = γ(3)(ω) = α(3)(ω) = 0
(c.f. Fig. 6.10G and sequence G in Table 6.4).

π
2 − π − π

2 sequence based on rectangular pulses

The most widely used conventional π2 −π− π
2 experiments consist of rectangular pulses.

In case of π
2 − π − π

2 sequences, the effective evolution periods of 2Tπ/2/π cancel each
other, the auxiliary delay is 0.
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Figure 6.10: Pictorial representation of the different families of π2 −π− π
2 sequences discussed in

the text. A, B: s2 COOPδ
π
2−π− π

2 sequence based on cooperative π/2 and π pulses

(denoted S(1), S(2) and S(3), respectively) with auxiliary delay δ 6= 0 (A) and δ = 0
(B). C: s2 COOP Hahn echo sequence combined with a time reversed ICEBERG
pulse whose phase is shifted by π. The original ICEBERG pulse transforms initial
z-magnetization into transverse magnetization with a linear phase. A time-reversed
and phase-shifted ICEBERG pulse transforms initial transverse magnetization with
a linear phase into z-magnetization. D-E: π

2 − π − π
2 sequences comprised of

individually optimized pulses. In sequence E, ICEBERG pulses are combined with
a BURBOP π pulse and a time-reversed and phase-shifted ICEBERG pulse. In
sequence F, the first pulse S(1) corresponds to an excitation point-to-point pulse,
that transforms initial z-magnetization to x-magnetization. The third pulse is a
time-reversed and phase-shifted PP pulse. F: here two π/2 BURBOP pulses are
combined with a π BURBOP pulse G corresponding to the ideal π2−π− π

2 sequence
consisting of hard pulses with negligible pulse duration. The delay between the
end of the S(1) and the S(2) pulse is denoted τ (1,2), the delay between the end
of the S(2) and the S(3) pulse is referred to by τ (2,3). All sequences are drawn
such that the ends of the S(2) pulses are aligned, as indicated by the first vertical
dotted line. The second vertical dotted line is shifted relative to the first vertical
dotted line by τ (2,3) to guide the eye. For ideal sequences the signal is maximized
if τ (1,2) = τ (2,3).
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Table 6.4: Ideal τ (2,3) and degrees of freedom of the Euler angles for different families
of π

2 − π − π
2 sequences

π
2 − π − π

2 family τ (2,3) γ(1) α(1) α′(2) γ(3) α(3)

A S(1)–S(2)–S(3) (δ 6= 0) τ (1,2) + δ • •a •a •a •
B S(1)–S(2)–S(3) (δ = 0) τ (1,2) • • α(1) − γ(3) • •
C S

(1)
Hahn echo – S

(2)
Hahn echo – ICEBERG δHahn echo − δICEBERG • •a •a •b •

D ICEBERG – BURBUP – ICEBERG τ (1,2) • •b 0 −α(1) •
E BEBOP – BURBOP – BEBOP τ (1,2) • 0 0 0 •
F BURBOP – BURBOP – BURBOP τ (1,2) 0 0 0 0 0

G (π/2)y - (π)y - (π/2)y τ (1,2) 0 0 0 0 0

S
(i)
sequence ith s2 COOP pulse. In case s2 COOP pulses from experiments other than

π
2 − π − π

2 experiments are used, the subscript indicates the experiment
that was used to build the threepulse sequence

τ (1,2) delay between the first pulse S(1) and the second pulseS(2)

τ (2,3) delay between the second pulse S(2) and the third pulse S(3)

• the angle is not fixed, i.e. it constitutes a degree of freedom
•a the angle itself is not fixed, however a linear combination of all angles

in a row marked as •a is fixed
•b the nonlinear contributions to the angle have to be 0
0 the angle has a fixed value 0

π
2 − π − π

2 sequence based on universal rotation pulses

A naive approach to realize the ideal echo sequence would be to implement both the
excitation pulse and the refocusing pulse as a universal rotation (UR) pulse [73] with
finite durations T (1), T (2) and T (3), respectively:

UR(π/2)y - τ (1,2) - UR(π)y - τ (2,3) - UR(π/2)y.

The UR pulses approximate all the Euler angles of the ideal echo sequence based on
hard pulses for a desired range of offset frequencies, i.e. γ(1)(ω) = α(1)(ω) = α′(2)(ω) =
γ(3)(ω) = α(3)(ω) = 0 and τ (2,3) = τ (1,2) (c.f. Fig. 6.10 F and sequence F in Table 6.4).

π
2 − π − π

2 sequences based on point-to-point (PP) excitation and UR refocusing
pulses without auxiliary delay δ

As discussed above, the Euler angles γ(1)(ω) and α(3) are irrelevant for the π
2 − π − π

2
echo sequence starting with initial and final z magnetization (c.f. Fig. 6.8 B). Hence, the
excitation pulse can be implemented by point-to-point (PP) pulses [62] with arbitrary
γ(1)(ω) and α(3)(ω) that is designed to bring initial z-magnetization to the x-axis for a
desired range of offset frequencies and:

PP(z → x) - τ (1,2) - UR(π)x - τ (2,3) - PP(x→ z).
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The remaining conditions α(1)(ω) = α′(2)(ω) = 0 imply both δ = 0 (c.f. Eqs. 6.22, 6.23
and 6.25) and ε(ω) = 0 (c.f. Eq. 6.67) and hence τ (2,3) = τ (1,2) (c.f. Eq. 6.69) as in the
ideal echo sequence, (c.f. Fig. 6.10 E and sequence E in Table 6.4).

π
2 − π − π

2 sequence based on Iceberg excitation and UR refocusing pulses

The conditions α(1)(ω) = 0 and γ(3) = 0 can be relaxed by using ICEBERG pulses [8] (and
time-reversed and phase-shifted ICEBERG pulses) that transform initial z magnetization
to transverse magnetization with a linear phase dependence as a function of offset:

Iceberg(z →⊥) - τ (1,2) - UR(π)x - τ (2,3) - Iceberg(⊥→ z)

In this family of π
2 − π − π

2 sequences, the conditions α(1)(ω) = 0 and γ(3)(ω) = 0 are

relaxed to the condition α(1)nl(ω) = γ(3)nl = 0, i.e. only the non-linear term of the Euler
angles α(1)(ω) and γ(3)(ω) have to vanish. The use of a UR refocusing pulse still requires
α′(2)(ω) = 0. The general condition ε(ω) = 0 (Eq. 6.73) still needs to be fulfilled. In
analogy to Eq. (6.22) the non-zero linear term α(1)lin(ω) implies a non-zero auxiliary

delay of the first pulse S(1) of τ
(1)
α and which, after refocusing and time- and phase

inversion is completely cancelled by by γ(3) (c.f. Eq. 6.68). Therefore, according to Eq.
(6.67) the second interpulse delay τ (2,3) = τ (1,2) identical to the interpulse delay τ (12)

(see Fig. 6.4 D and sequence D in Table 6.2).

π
2 − π− π

2 sequences based on s2 COOP Hahn Echo sequences and ICEBERG pulses

The conditions for the angle α(1)(ω) and the difference angle α′(2)(ω) can be further
relaxed if the first pulse S(1) and second pulse S(2) are concurrently optimized such that
individual pulse errors can be mutually cancelled. Here, for the second delay τ (2,3) we
find that τ (2,3) = τ (1,2) + δHahn echo − δICEBERG, i.e. τ (2,3) = τ (1,2) only if the effective
evolution period introduced by the Hahn echo cancels the effective evolution period
introduced by the ICEBERG pulse. The DOFs in ICEBERG pulses were discussed
in section 6.3.4 and the ones of cooperative echoes were outlined in section 6.2.4 and
6.2.4. The DOFs in π

2 − π − π
2 sequence comprised of a s2 COOP Hahn echo sequence

and a time-reversed and phase-shifted ICEBERG pulse equal the joint DOFs of both
sequences.

π
2 − π − π

2 sequences based on cooperative pulses with equally long interpulse

delays τ (1,2) and τ (2,3)

Mutual cancellation of errors in s2 COOP sequences was introduced in section 6.2.4 and
employed in π

2 − π − π
2 sequences that contain a cooperative Hahn echo. However, it is

possible to incorporate further degrees of freedom by optimizing a π
2 − π − π

2 sequence
of cooperative pulses, where phase errors of all three pulses compensate each other. In
this section we reqire equally long interpulse delays, i.e. τ (2,3) = τ (1,2).

Based on (6.65), only the condition
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α′(2)(ω) + γ(3)(ω)− α(1)(ω)
!

= 0 (6.81)

has to be fulfilled. The nonlinear contributions to the respective Euler angles can be
non-zero as long as they mutually cancel. (c.f. Fig 6.10 B and table 6.4 B).

π
2 − π − π

2 sequences based on cooperative pulses with τ (1,2) 6= τ (2,3)

In general, it is not necessary to require τ (2,3) = τ (1,2). Therefore we obtain

α′(2)(ω) + γ(3)(ω)− α(1)(ω)
!

= ω(τ (2,3) − τ (1,2)) (6.82)

which requires the sum of the non-linear terms α′(2)nl(ω), −α(1)nl(ω) and γ3 to be zero.

The echo delay is given by τ (2,3) = τ (1,2) + δ with the auxiliary delay δ = −τ (1)
α + τ

(2)
α′ +

τ
(3)
γ , c.f. Fig. 6.10 A and sequence A in Table 6.4. Broadband s2 COOPδ

π
2 − π − π

2
sequences can also be optimized based on the filter-based global quality factor Φ in 4.30.
However, in this case the propagator U (2) for the refocusing pulse S(2) is replaced by the
U ′(2) = exp{−iωδIz}U (2) which represents the overall propagator of S(2) followed by the
auxiliary delay δ. Alternatively, it is also possible to directly optimize the conditions
(6.70 - 6.73) for the Euler angles.

6.3.5 Effective evolution time representation of π
2
− π − π

2
sequences

In section 6.2.5 we introduced graphical representation of offset-dependent effective evo-
lution periods for Hahn echo sequences. Here we introduce similar representations for
π
2 − π − π

2 sequences.

Fig. 6.11 shows a schematic representation of an π
2−π− π

2 (with gradient or phasecycle

coherence transfer pathway selection) sequence consisting of three pulses. Here, τ
(1)
γ and

τ
(3)
α are not shown because the initial and final state Iz are invariant under z rotations.

Based on the Euler angles α(1), γ(2), α(2), γ(3) and the derived angles α′(2), α′′(2) α′′′(2)

and (Eq. 6.65 and Fig. 6.8 C) and α′′(2) (Eq. 6.83 and Fig. 6.8 D), effective evolution

periods τ
(1)
α , τ

(2)
γ , τ

(2)
α , τ

′(2)
α , τ

′′(2)
α and τ

′′′(2)
α are defined below and are used in the

following graphical representations of echo sequences:

Type I

Type I plots separately depict τ
(1)
α (ω) at the end of the excitation pulse, τ

(2)
γ (ω) at the

beginning of the refocusing pulse, τ
(2)
α (ω) at the end of the refocusing pulse and τ

(3)
γ (ω)

at the beginning of the third pulse.

Type II

We define the effective evolution periods τ
′(1)
α , τ

′(2)
γ , τ

′(2)
α and τ

′(3)
γ as
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Figure 6.11: Graphical representation of the effective evolution periods for a Hahn Echo
sequence. Panels I to IV show plot types introduced in section 6.3.5.

τ ′(1)
α = τ (1)

α

τ ′(2)
γ = 0

τ ′(2)
α = τ (2)

α − τ (2)
γ

τ ′(3)
γ = τ (3)

γ .

In essence, compared to type I, for each offset the period τ
(2)
γ is moved from the leading

edge of the refocusing pulse to the trailing edge and merged (with inverted sign) with

τ
(2)
α to yield τ

′(2)
α .

Type III

In the third representation also the period τ
′(3)
γ = τ

(3)
γ is moved from the leading edge

of the third pulse to the trailing edge of the refocusing pulse and merged with τ
′(2)
α to

yield τ
′′(2)
α :
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τ ′′(1)
α = τ ′(1)

α

τ ′′(2)
γ = 0

τ ′′(2)
α = τ ′(2)

α + τ (3)
γ

τ ′′(3)
γ = 0.

Correspondingly, the Euler angle α′′(2) is defined as

α′′(2) = α′(2) + γ(3)

= α(2) + γ(3) − γ(2),
(6.83)

c.f. Fig. 6.8 D. This is possible because the effects of τ
(2)
α and τ (2,3) commute and

hence, τ
(3)
γ can be moved from the leading edge of the third pulse to the end of the

refocusing pulse and finally merged (with inverted sign) with τ
′(2)
α at the trailing edge of

the refocusing pulse to yield τ
′′(2)
α .

Type IV

In the type IV representation the period τ
′′(1)
α = τ

(1)
α is moved from the trailing edge

of the excitation pulse to the trailing edge of the refocusing pulse and merged (with

inverted sign) with τ
′′(2)
α to yield τ

′′′(2)
α :

τ ′′′(1)
α = 0

τ ′′′(2)
γ = 0

τ ′′′(2)
α = τ ′′(2)

α − τ (1)
α

τ ′′′(3)
γ = 0.

Correspondingly, the Euler angle α′′′(2) is defined as

α′′′(2) = α′′(2) − α(1)

= α(2) + γ(3) − (α(1) + γ(2)),
(6.84)

In order to maximize the signal, we require that

τ (2,3) = τ (1,2) − δ = τ (1,2) − τ ′′′(2)
α
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If τ
′′′(2)
α is a vertical line in type IV representation, i.e. if is offset-independent, the

signal components coherently add up for all offset frequencies, resulting in a maximum
signal.

Although the display type IV clearly illustrates the effective delay δ, display type III is
also very helpful to see how well the offset-dependent variations of the effective evolution

periods τ
(1)
α and τ

′′(2)
α associated with the excitation and inversion pulses match (up to

an offset-independent auxiliary delay δ), c.f. Eq. (6.67).

6.3.6 Selective s2 COOP sequences

Hitherto we describe general procedures for optimizing rf (or mw) controls to steer spin
systems from a given initial state to a target state. For application in MRI [108,149] and
for specific EPR systems [151] band-selective pulses are required.

An extensive review of all the techniques employed to generate selective pulses is
beyond the scope of this work. [152] Here we present a method that is used in conjunction
wit optimum control, which was introduced by Conolly in 1986 [153] and later expanded
by Janich et al. [108]

In the original approach by Connolly, the effect of the pulse was examined for a
specific offset range; a desired response D was defined which was set to y for the excited
offsets ω and z for the remaining offsets. However. the thusly obtained pulses exhibited
no selectivity beyond the scope the pulses were optimized for, i.e. when leaving the
optimized offset range ∆ω, the behaviour of the pulse was undefined.

Fermi’s golden rule and linear response theory can be applied here: Fermi’s golden
rule is the result of first order time-dependent perturbation theory and is most accurate
when the perturbation is small, i.e. the states of a system change little during interaction
with an external field. The equations governing the dynamics of a spin system, i.e.
Bloch equations and the Liouville-von Neumann equation are highly non-linear and the
response of a spin system to an rf field is only linear for small tip angles.

Outside the selected range and neighbouring transition regions, the flip angle of a band-
selective pulse is 0 and linear response theory and Fermi’s golden rule are applicable.
The desired frequency response of the system for the spins that are not to be excited is
0.

Therefore we apply a passband filter to the controls before computing fidelities and
matching of optimization constraints as well as to the gradient after it was obtained by
the algorithm laid out in section 4.4.3.

Note that the discrete Fourier transform which was employed in this procedure cor-
responds to a linear transformation of the controls. In theory it should be possible to
obtain the transformation matrix and introduce additional constraint functions λ.

6.3.7 Compensation of transient effects

The pulses optimized here were (partly) designed with application in EPR in mind.
Pulsed EPR spectroscopy occurs on a timescale three orders of magnitude smaller
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than nuclear magnetic resonance which makes the response time of the resonator non-
negligible compared to the duration of a single timeslice. In 2012, Spindler et al. [86]

suggested an algorithm that considers these transient effects, assuming the frequency
response (from which the impulse response can be computed) is known. We were unable
to perform successfull pulse sequence optimization with their algorithm due to weak
frequency deconvolution artefacts and adapted the algorithm by Hincks et al. outlined
in section 4.4.7 for multipulse sequences. [87] Here, a distortion operator is computed for
each individual pulse and separately applied to the corresponding controls and gradi-
ents.
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7 Results

7.1 Hahn echoes

7.1.1 Nomenclature

In this study, thousands of COOP echo sequences with different total duration, relative
durations of excitation and refocusing pulses and relative auxiliary delays were system-
atically optimized. In order to be able to refer to some specific pulse sequences that
are discussed in more detail in the following, a short-hand nomenclature is defined. We
use the acronym COBBLE (COoperative Broad-Band amplitude-Limited Echo) for op-
timized COOP echo pulses considered here. As a superscript, the total pulse duration
Ttot is indicated in units of µs and the auxiliary delay δ is indicated in units of µs
as a subscript. Furthermore, a prime indicates that the pulse sequence was optimized
without the pre-optimization approach discussed in section 7.1.2. For example, the se-
quence COBBLE500

50 corresponds to a COOP echo sequence of duration Ttot = 500 µs
and δ = 50 µs that was optimized including the pre-optimization approach, whereas the
sequence COBBLE′500

50 was optimized without pre-optimization.

7.1.2 Optimization strategies

In section 4.4.3, we discussed the optimization of the overall figure of merit Φ, c.f. Eq.
(4.30), representing the echo amplitude created by spins in the considered offset range
if a crusher gradient or an EXORCYCLE coherence selection phase cycle are applied.
However, if pulses are optimized directly based on the gradient of Φ (c.f. Eq. 4.31),
the optimization algorithm frequently is trapped in local maxima. In Fig. 7.1 A, this
is illustrated by a histogram of the achieved figures of merit Φ for 200 random initial
sequences, which were optimized for a maximum number of 3000 iterations. In this
example, the excitation pulse had a duration of 300 µs, the refocusing pulse had a
duration of 300 µs and and the auxiliary delay was δ = 0, c.f. Eq. (6.25).

If pulses are not optimized based on the gradient of Φ but using only the pre-
optimization algorithm described in section 6.2.3, the distribution of the resulting figures
of merit is much more narrow and skewed towards high values of Φ as shown in Fig. 7.1
B for the same number of 3000 iterations (and a similar computation time). In contrast
to the direct optimization based on the gradient of Φ, the global phase factor of the
propagator of the refocusing pulse is taken into account in the pre-optimization. As
shown previously, this strongly reduces the probability to get trapped in local maxima
in the optimization of propagators. [73,108]

Fig. 7.1 C shows the distribution of obtained Φ values if the initial sequences are
pre-optimized for 1500 iterations and if the resulting pulse sequences are then further
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Figure 7.1: Histograms of the achieved figure of merits Φ for 200 optimized echo se-
quences starting with random excitation and refocusing pulses with dura-
tions T (1) = T (2) = 300 µs using (A) direct optimization of echo sequences
based on the gradient of Φ for 3000 iterations, (B) pre-optimization of echo
sequences as described in section 6.2.3 for 3000 iterations, and (C) two-step
approach based on pre-optimization for 1500 iterations followed by optimiza-
tions using the gradient of Φ for 1500 iterations. N is the number of echo
sequences found in each bin.

optimized based on the gradient of Φ (c.f. Eq. 4.31) for 1500 iterations. This two-step
approach results in excellent convergence of the algorithm and in a sharp distribution
close to the maximum found quality factor of 0.99.

7.1.3 Magnetization at echo time

In section 6.2.1 we introduced a general definition of the transfer function for s2 COOP
Hahn echo sequences. This transfer function corresponds to an averaged x-magnetization
during an echo experiment using EXORCYCLE coherence transfer selection or crusher
gradients.

Figure 7.2 depicts x- and y-components of the magnetization vector for a COBBLE600
60

sequence that was optimized for an offset range of ±25 kHz with and without an addi-
tional delay of 1 ms.
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Figure 7.2: Here the offset-dependent x-component (solid curve) and y-component
(dashed curve) of magnetization of a COBBLE600

60 sequence are depicted at
echo time for the optimized range of ±25 kHz. Simulation was carried out
with an interpulse delay τ (1,2) = 0 (A and C) and τ (1,2) = 1 ms (B and D),
with (C and D) and without (A and B) an EXORCYCLE.

Figure 7.2 A and C show simulations without an additional delay τ (1,2) = 0 and B
and D with an additonal delay τ (1,2) = 1 ms.

In section 6.2.1 we showed that in the presence of EXORCYCLE coherence transfer
selection or crusher gradients the echo amplitude and phase is independent from the
delay. This is reflected in Figs. 7.2 C and D which are indiscernible.

Figs. 7.2 A and B demonstrate that even without explicit coherence transfer pathway
selection, given sufficiently high transfer efficiencies Φ, the optimized transfer pathway
is the predominant one and other transfer pathways, though present, can be neglected.

7.1.4 Quality factor landscapes

In conventional Hahn echo sequences based on rectangular pulses with equal rf ampli-
tude, the pulse duration of the 180◦ refocusing pulse is twice as long as the duration of
the 90◦ excitation pulse. However, for broadband COOP echo sequences, the optimal
relative durations of excitation and refocusing pulses are a priori unknown. Similarly,
the optimal relative auxiliary delay δ/T tot is a priori unknown. In order to determine
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Figure 7.3: For total pulse durations T tot = T (1) + T (2) of (A) 100 µs, (B) 200 µs, (C)
300 µs, (D) 400 µs, (E) 500 µs, (F) 600 µs, the quality factor Φ is shown
as a function of T (1)/T tot (x axis) and of the relative auxiliary delay δ/T tot.
A white cross indicates the location of the best quality factor for each T tot

(c.f. table 7.1). Contour lines are plotted at Φ levels between 0 and 1 with
increments of 0.1. The left white dashed curve indicates the duration of a
rectangular π/2 pulse with the same amplitude, the right white dashed curve
corresponds to the duration of a rectangular π pulse.
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Table 7.1: Durations T (1) of the excitation pulse and T tot of the refocusing pulse for

COBBLE sequences optimized for specific total durations T tot = T (1) + T (2).
The table also summarizes the relative durations T (1)/T (2), the relative du-
ration of the auxiliary delay δ/T tot and the achieved figure of merit Φ.

T tot[µs] T (1)[µs] T (2)[µs] T (1)/T tot δ/T tot Φ

100 25 75 0.25 0.1 0.55
200 95 105 0.48 0.1 0.78
300 150 150 0.50 0.1 0.91
400 175 225 0.43 0.1 0.96
500 215 285 0.43 0.1 0.98
600 255 345 0.43 0.1 0.99

the best values of relative pulse durations T (1)/T tot and T (2)/T tot and of the optimal
relative auxiliary delay, a large number of pulse optimizations for a set of total pulse
durations 100 µs ≤ T tot ≤ 600 µs, a range of relative pulse durations 0 ≤ T (1)/T tot ≤ 1
(corresponding to 0 ≤ T (2)/T tot = 1 − T (1)/T tot ≤ 1) and of relative auxiliary delays
−1 ≤ δ/T tot ≤ 1 were carried out.

In Fig. 7.3, plots of the figure of merit Φ are shown as a function of T (1)/T tot and
δ/T tot for Hahn echoes with a total duration T tot = 100, 200, 300, 400, 500 and 600 µs.
The optimal combination of T (1)/T tot and δ/T tot is indicated by a cross. Table 7.1
summarizes the best values for all considered pulse durations.

It is interesting to note that except for the shortest considered total pulse duration
T tot = 100 µs, the best COBBLE performance is found for T (1)/T tot ≈ 0.43, i.e. the
duration T (2) of the refocusing pulse is only about 30% longer than the duration T (1) of
the excitation pulse, in contrast to echo sequences based on rectangular pulses.

Note that the concurrent optimization of COBBLE sequences can only mutually can-
cel offset-dependent phase errors (given by the Euler angles α(1)(ν), γ(2)(ν), and α(2)(ν))
of the excitation and refocusing pulses, whereas errors in the Euler angles β(1)(ν) and
β(2)(ν) cannot be corrected. For excitation pulses shorter than the duration of a rect-
angular 90◦ pulse, it is impossible even for on-resonance spins to reach an Euler angle
β(1) of π/2, resulting in a sharp drop of Φ for T (1) < 1/(4νmax

rf ) = 25 µs. Furthermore,
short excitation pulses are able to bring a large portion of the magnetization vectors to
the transverse plane (corresponding to β(1)(ν) ≈ π/2), albeit with in general nonlinear
phase as a function of offset (at least for offsets that are large compared to the rf ampli-
tude). [86] However, the non-linear offset-dependent phase of the excited magnetization
vectors can be compensated by concurrently optimized refocusing pulses of sufficiently
long duration.

Conversely, for refocusing pulses shorter than the duration of a rectangular 180◦ pulse,
even for on-resonance spins it is impossible to reach an Euler angle β(2) of π, resulting
in a sharp drop of Φ for T (2) < 1/(2νmax

rf ) = 50 µs. Furthermore, the offset-dependent
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transfer function s (c.f. Eqs. 6.15-6.17) is only linearly dependent on sin(β(1)), whereas
it depends quadratically on sin(β(2)/2), i.e. a given error of β(2) results in a larger
reduction of the figure of merit compared to the same relative error of β(1). Overall,
these properties qualitatively explain the observed asymmetry with respect to T (1) and
T (2) in Fig. 7.3. The pulse shapes are discussed further in section 7.1.10.

The white dashed lines in Fig. 7.3 correspond to the durations of rectangular π/2
and π with an rf amplitude corresponding to the limit of 10 kHz in the optimization.
They reflect the minimum duration τmin required to achieve a flip angle β(1) = π/2 and
β(2) = π. At these boundaries a sharp drop of the fidelity is noticable. At approx.
2τmin, Fig. 7.3 shows the beginning of a plateau, where the quality factor landscape is
flat. Within this region, there is little difference between the optimized sequences with
respect to application in experiments.

Furthermore, note that slightly better performing pulses are found for positive val-
ues for δ/T tot. These findings are in agreement with systematic studies of pulses that
generate a linear phase slope:

• excitation pulses could be replaced with ICEBERG pulses, [8] optimization of ICE-
BERG pulses is strongly skewed towards negative values δ/τICEBERG.

• the refocusing pulse could be supplanted by a double-ICEBERG pulse, [75] an
α′(ω) = 0 · ω proved to be the best conditions.

In conclusion, the best performing COBBLE sequences were found for δ = 0.1 and
T (2) = 1.33 · T (1) with T (1) ≥ 50 µs and T (2) ≥ 100 µs.

7.1.5 Analysis of echo pulses in terms of effective evolution periods

In Figs. 7.4 and 7.5, plots of the effective evolution periods introduced in section 6.2.5
are shown. In each of these figures, panel I depicts a pulse sequence using plot type I,

where the effective evolution time τ
(1)
α is shown at the trailing edge of the excitation pulse

and τ
(2)
γ and τ

(2)
α are shown at the leading and trailing edges of the refocusing pulse,

respectively. Panel II corresponds to plot type II, where τ
(1)
α is unchanged,τ

′(2)
γ vanishes

and τ
′(2)
α is shown at the trailing edge of the refocusing pulse. Panel III corresponds

to plot type III, where all effective evolution information is condensed into τ
′′(2)
α at the

trailing edge of the refocusing pulse.
Panel IV corresponds to plot type IV, which shows the principal phase front of τ0(ω)

for a non vanishing interpulse delay τ (1,2) = 200 µs (c.f. section 6.3.5).
Fig. 7.4 shows a sequence of rectangular pulses for a total duration of 75 µs with

T (1) = 25 µs and T (2) = 50 µs (A) and a COBBLE100
10 sequence with a T (1) = 25 µs

and a T (2) = 75 µs (B) as well as the best combination of optimized ICEBERG [8] and
BURBOP [73] pulses (c.f. section 6.2.4) that was found for a total duration T tot = 500 µs
and an auxiliary delay δ = 56 µs (C), where the duration of the ICEBERG pulse is
T (1) = 80 µs and the duration of the BURBOP pulse is T (2) = 420 µs. Fig. 7.4 D
shows the best COBBLE′500

100 sequence with individual durations of the excitation and
refocusing pulses of T (1) = 250 µs and T (2) = 250 µs.
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Figure 7.4: Graphical representation of the effective evolution periods for a Hahn Echo
sequence composed of rectangular pulses with a total duration T tot of 75 µs
(A), a COBBLE100

10 sequence (B), a Hahn echo sequence with an ICEBERG
pulse and BURBOP pulse with a total duration T tot = 500 µs (C) and
a COBBLE′500

100 sequence (D). Panels I to IV correspond to the plot types
introduced in section 6.2.5.

Table 7.2: Parameters of the WURST pulses studied in Figs. 1-4.

pulse T [µs] B1 [kHz] n k

Hahn echo (T tot = 500µs) S(1) 333 3.8 2.89 · 101 1.35 · 109

Hahn echo (T tot = 500µs) S(2) 166 10 1.26 · 105 2.56 · 109

Hahn echo (T tot = 1000µs) S(1) 666 3.0 3.81 · 101 8.18 · 108

Hahn echo (T tot = 1000µs) S(2) 333 10 1.53 · 101 1.55 · 109

Fig. 7.5 shows effective evolution periods of optimized echo sequences with vanishing
auxiliary delay (δ = 0) and of WURST pulses optimized according to the Böhlen-
Bodenhausen scheme (parameters are listen in Table 7.2). Fig. 7.5 A corresponds to
the best combination of individually optimized BEBOP [62] and BURBOP [73] pulses (c.f.
section 6.2.4) that was found for a total duration T tot = 500 µs with T (1) = 177.5 µs
and T (2) = 330 µs. Fig. 7.5 B corresponds to the best COBBLE′500

0 sequence with
(T (1) = 250 µs and T (2) = 250 µs).

Fig. 7.5 (C) corresponds to an Echo experiment with WURST pulses according to the
Böhlen-Bodenhausen scheme with a total pulse duration T tot = 500 µs, (D) to one with
a total pulse duration T tot = 1000 µs.
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Figure 7.5: Graphical representation of the effective evolution periods for a Hahn echo
sequence comprised of a BEBOP excitation and a BURBOP refocusing pulse
with a total pulse duration T tot = 500 µs (A), a COBBLE′500

0 sequence (B),
and Böhlen-Bodenhause chirp echo sequences with a total pulse duration
T tot = 500 µs (C) and T tot = 1000 µs (D). Panels I to IV correspond to the
plot types introduced in section 6.2.5.

Note the good match of the effective evolution periods τ
(1)
α and τ

′(2)
α of the excitation

and refocusing pulses in the COBBLE sequences shown in panel II of Figs. 7.4 D and
7.5 B (c.f. condition 6.51), resulting in an overall phase front (c.f. panels III and IV of
Figs. 7.4 D and 7.4B) that is approximately offset independent, as desired.

7.1.6 Performance of different Hahn echo families

Here we compare the performance of the optimized COBBLE sequences with an echo
sequence based on rectangular pulses and with conventional families of echo sequences
discussed in sections 6.2.4-6.2.4.

In order to compare the performance of COBBLE sequences with the performance of
echo sequences consisting of combinations of

(A) individually optimized UR(π/2) excitation and UR(π) refocusing pulses (c.f. sec-
tion 6.2.4)

(B) individually optimized PP(z → x) excitation and UR(π) refocusing pulses (c.f.
section 6.2.4),

(C) individually optimized ICEBERG(z →⊥) excitation and UR(π) refocusing pulses
(c.f. section 6.2.4),
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Figure 7.6: Maximum quality factor Φ plotted on a logarithmic (A) and linear (C) scale
as a function of the total pulse duration T tot for the optimal relative duration
T (1)/T tot. The maximum quality factor for Hahn echo sequences with equal
durations of the excitation and the refocusing pulse, i.e. T (1) = T (2) is shown
on a logarithmic (B) and linear scale (D).

we determined the best combinations of individually optimized pulses with durations
T (1) and T (2) for the considered total pulse durations T tot. The COBBLE sequences
employed here were optimized with the pre-optimization algorithm discussed in section
6.2.3 and correspond to those discussed in section 7.1.10.

Fig. 7.6 shows so-called TOP (time-optimal pulse) curves, [59,154] which represent the
best performance (in terms of the global quality factor Φ, c.f. Eq. 4.30) of each family
of pulses as a function of total pulse duration T tot. For a given total pulse duration,
the combination of ICEBERG excitation and BURBOP refocusing pulses are the best
echo sequences based on individually optimized pulse, as expected based on the number
of degrees of freedom (c.f. Table 6.2). However, a significant further performance gain
is found for the COBBLE sequences for a given total pulse duration. Conversely, the
same echo performance can be achieved with shorter COBBLE pulses. For example, Fig.
7.6 shows that a figure of merit of 0.9 can be achieved by a COBBLE sequence with a
duration of about 280 µs, whereas the best sequence consisting of individually optimized
pulses is 40% longer. Furthermore, a more detailed analysis reveals that in contrast
to COOP echo sequences, where the excitation and inversion pulses have comparable
durations, the best sequences consisting of ICEBERG and BURBOP pulses have very
short excitation pulses but very long refocusing pulses (c.f. Fig. 7.7). In applications,
where long refocusing pulses are undesired (e.g. if coupling evolution during refocusing
pulses is to be minimized), the performance gain of COBBLE pulses is even larger.
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Figure 7.7: For total pulse durations T tot = T (1) +T (2) of (A) 100 µs, (B) 200 µs, (C) 300
µs, (D) 400 µs, (E) 500 µs, (F) 600 µs, the optimal quality factor Φ is shown
as a function of T (1)/T tot for arbitrary δ.• represent s2-COOP pulses, in-
dividually optimized excitation pulses with δ = 0 (BEBOP) combined with
individually optimized refocusing pulses (BURBOP), and individually op-
timized excitation pulses with δ 6= 0 (ICEBERG) combined with individually
optimized refocusing pulses (BURBOP).
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This is illustrated in Fig 7.6, which shows TOP curves as a function of T tot for echoes
comprised of excitation and refocusing pulses of the same duration (T (1) ≈ T (2)). In
this case, a figure of merit of 0.9 can be achieved by a COBBLE sequence with a total
duration of about 300 µs, whereas the best sequence consisting of individually optimized
pulses is more than twice as long.
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Figure 7.8: The figure shows the individual contributions to the offset-dependent local
quality factor φ(δ, ω) (A) for a standard Hahn echo sequence composed of
rectangular pulses with a total duration of 75 µs, (B) for the only slightly
longer COBBLE100

10 sequence shown in figure 7.21 A, (C) for an Echo sequence
consisting of an individually optimized ICEBERG and BURBOP pulse with
a total duration of 500 µs and (D) for an Echo sequence consisting of a
COBBLE′500

100 sequence. In panel I, the offset-dependent flip angles β(1) for
S(1) (solid curve) and β(2) for S(2) (dashed curve) are displayed. In panel
II, the absolute value |f1| = | sin β(1)| (solid curve) of the transfer efficiency
f1 (c.f. Eq. 6.38) of the excitation pulse S(1) and the absolute value |f2| =
| sin2(β(2)/2)| (dashed curve) of the transfer efficiency f2 (c.f. Eq. 6.41) of the
refocusing pulse S(2) are shown. In panel III, the absolute value of the overall
transfer efficiency |f1 · f2| (dashed line), the phase fidelity cosϕ (dotted line)
and the offset-dependent local quality factor φ(δ, ω) defined in Eq. (7.2) are
plotted.

Figs. 7.8 and 7.9 show the individual terms contributing to the offset-dependent local
quality factor φ(ω) for echo sequences of interest. In each of these figures, the top
panel depicts the offset-dependent Euler angles β(1)(ω) (solid curve) and β(2)(ω) (dashed
curve) of the excitation and refocusing pulses, respectively. The middle panel shows the
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Figure 7.9: The figure shows the individual contributions to the offset-dependent local
quality factor φ(δ, ω) (A) for an Echo sequence composed of an individually
optimized BEBOP and an individually optimized BURBOP pulse, (B) for
COBBLE′500

0 sequence, (C) an Echo sequence consisting of frequency chirped
pulses optimized according to the Böhlen-Bodenhausen scheme with a total
duration T tot = 500 µs and (D) an Echo sequence consituted by chirp pulses
optimized according to the Böhlen-Bodenhause scheme with a total duration
T tot = 1000 µs. In panel I, the offset-dependent flip angles β(1) for S(1) (solid
curve) and β(2) for S(2) (dashed curve) are displayed. In panel II, the absolute
value |f1| = | sin β(1)| (solid curve) of the transfer efficiency f1 (c.f. Eq.
6.38) of the excitation pulse S(1) and the absolute value |f2| = | sin2(β(2)/2)|
(dashed curve) of the transfer efficiency f2 (c.f. Eq. 6.41) of the refocusing
pulse S(2) are shown. In panel III, the absolute value of the overall transfer
efficiency |f1 · f2| (dashed line), the phase fidelity cosϕ (dotted line) and the
offset-dependent local quality factor φ(δ, ω) defined in Eq. (7.2) are plotted.

absolute values |f1(ω)| = sinβ(1) (solid curve) and |f2(ω)| = sin2(β(2)/2) (dashed curve)
of the partial quality factors defined in Eqs. (6.38) and (6.41). The bottom panel shows
the product |f1(ω)| · |f2(ω)| (dashed curve), which according to Eq. (6.13) is identical to
|s(t′, ω)|. The dotted curve represents the term cosϕ(ω)

ϕ(ω) = ωδ − α(1)(ω) + α′(2)(ω)− π, (7.1)

which is the offset dependent phase of the transfer function at the auxiliary delay δ.
The solid curve shows the resulting offset-dependent local quality factor, which according
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Table 7.3: Global quality factors Φ of different families of optimized pulses with a total
duration T tot ≈ 500 µs and of a standard echo sequence consisting of rect-
angular pulses with a total duration T tot of 75 µs. For comparison, chirp
pulses used in Böhlen-Bodenhausen-type experiments with total durations
T tot = 500 µs and T tot = 1000 µs were added as well.

echo sequence T tot [µs] Φ

rectangular 75 0.331
BURBOP/BURBOP 520 0.725
BEBOP/BURBOP 507.5 0.855
ICEBERG/BURBOP 500 0.944
chirp (Böhlen-Bodenhausen) 499 0.887
chirp (Böhlen-Bodenhausen) 999 0.981
COBBLE′500

0 500 0.969
COBBLE′500

100 500 0.970
COBBLE500

0 500 0.978
COBBLE500

50 500 0.979

to Eq. (7.2) is given by

φ(ω) = Re{ |s(t′, ω)| exp(iϕ(ω)) }
= |s(t′, ω)| cos(ϕ(ω)).

(7.2)

The corresponding total quality factors Φ are listed in Table 7.3. Fig. 7.8 A shows
the offset-dependent quality factor and its individual contributions for the standard echo
sequence based on rectangular pulses. Note that the grey area in Fig. 7.8 III represents
the global quality factor Φ.

During a rectangular echo, spins experience a non-zero auxiliary echo delay of δ =
2T (1)/π = 15.9 µs for small offsets, whereas for the rectangular 180◦ pulse the auxiliary
delay approaches the value of the ideal refocusing pulse.

Fig. 7.8 B corresponds to the COBBLE100
10 sequence shown in Fig. 7.21 A. Closer in-

spection reveals (c.f. Fig. 7.10) that the phase front of the COBBLE100
10 sequence switches

at an offset of ≈10 kHz from the branch n = 1 to the branch n = 0 (c.f. Eq. 6.55). At
this point, β(2)(ω), the phase fidelity and the overall fidelity φ(ω) degrade.

Fig. 7.8 C shows the performance of the best combination of individually optimized
ICEBERG [8] and BURBOP [73] pulses (c.f. section 6.2.4) that was found for a total
duration of 500 µs and an auxiliary delay δ = 56 µs, where the duration of the ICEBERG
pulse is T (1) = 80 µs and the duration of the BURBOP pulse is T (2) = 420 µs. Fig. 7.8 D
shows the performance of the COBBLE′500

100 echo sequence with individual durations of
the excitation and refocusing pulses of T (1) = T (2) = 250 µs.

Fig. 7.9 shows the offset-dependent quality factor and its individual contributions
for echo sequences with a total pulse duration of 500 µs and vanishing auxiliary delay
(δ = 0). Fig. 7.9 A corresponds to the best combination of individually optimized
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Figure 7.10: Typ IV (c.f. section 2.2) graphical representation of the effective evolution
periods for a COBBLE100

10 sequence. The solid black lines correspond to
different branches τn (c.f. Eq. 6.55) with n ∈ {0, 1, 2, 3}. The dashed black
lines correspond to τn with n ∈ {−1,−2,−3}.

BEBOP [62] and BURBOP [73] pulses (c.f. section 6.2.4) with T (1) = 177.5 µs and T (2) =
330 µs. Fig. 7.9 B corresponds to the best COBBLE′500

0 sequence with T (1) = 250 µs
and T (2) = 250 µs.

Here we also provide corresponding figures for combinations of frequency swept echo
sequences based on the Böhlen-Bodenhausen scheme with total durations of 500 µs (C)
and 1000 µs (D).

The conventional echo sequence based on simple rectangular 90◦ and 180◦ pulses has
a relatively low total figure of merit of only Φ = 0.33. The analysis of the corresponding
offset-dependent quality factor φ(ω) and of its contributions presented in Fig. 7.8 B
shows that the main reason for the poor performance is the limited bandwidth of the
refocusing pulse, for which the full width at half maximum of |f2(ω)| = sin2(β(2)/2) is
only about 16 kHz and hence only covers a small fraction of the desired bandwidth of
50 kHz.

As discussed above, for the COBBLE100
10 sequence shown in Fig. 7.21 A the excitation

pulse closely approaches a rectangular 90◦ pulse. Nevertheless, compared to the con-
ventional echo sequence, where both pulses are rectangular, the overall figure of merit is
increased by about 65% to Φ = 0.54 when replacing the rectangular refocusing pulse of
duration T (2) = 50 µs by a phase-modulated pulse with duration T (2) = 75 µs. As shown
in Fig. 7.8 A, this gain is due to the fact that β(2)(ν) is closer to the ideal value of π over
the optimized range of offsets. It is also interesting to note that even in the range 12 kHz
< ν < 25 kHz, the term cosϕ(ν) (dotted curve in the third panel) closely approaches 1,
although the blue curve in panel IV of Fig. 7.5 and 7.10 (representing the auxiliary delay
τ0 in which the phase is identical for all offsets) shows large deviations from the time δ
where the maximum of the echo is found. This is a result of the fact that a constant
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auxiliary delay τ
′′(2)
α (and hence constant τ0) is a sufficient but not a necessary condition

to achieve a constant signal phase over a given range of offsets. This is also the case if

τ
′′(2)
α (ν) has the form δ + n/ν, where n is an arbitary integer. As shown in Fig. 7.10,

in the range −25 kHz< ν < 10 kHz, the function τ
′′(2)
α (ν) ≈ δ (corresponding to the

regular case with n = 0), whereas in the range 12 kHz < ν < 25 kHz, τ
′′(2)
α (ν) ≈ δ+ 1/ν

(corresponding to the case n = 1). For offsets in the transition region between different
values of n, condition (6.13) cannot be fulfilled, resulting in a reduced quality factor.

The COBBLE′500
100 sequence has an excellent global quality factor of Φ = 0.97 (c.f. Fig.

7.8 D) and only a 0.05% reduced quality factor for δ = 0 µs. This quality factor is
significantly larger than the quality factor for the optimal ICEBERG-BURBOP (Φ =
0.94) and BEBOP-BURBOP (Φ = 0.86) combinations for T tot = 500 µs. For the
same total pulse duration, optimized combinations of frequency-chirped pulses achieve
a quality factor of Φ = 0.89 and for T tot = 1 ms a quality factor of Φ = 0.98 is achieved,
c.f. Fig. 7.9 C and D.

7.1.7 Experimental results

Optimized pulse sequences were tested on a Bruker Avance spectrometer with SGU
units for rf control and linearized amplifiers. A sample of 0.1% H2O in D2O, doped
with CuSO4, was placed in a Shigemi limited volume tube, mitigating effects of B1-
inhomogeneities. The maximum rf amplitude (10 kHz) of the optimized pulses was
calibrated using a shaped rectangular pulse of the same rf amplitude. The offset fre-
quency of the water signal was changed from scan to scan by stepping the irradiation
frequency of the pulses. An EXORCYCLE was applied to detect only single quantum
coherence for which the sign of the coherence order was inverted by the refocusing pulse.

Figure 7.11 depicts simulated (A) and measured (A′) spectra of rectangular pulses
with T (1) = 25 µs and T (2) = 50 µs, an individually optimized ICEBERG pulse (B and
B′ respectively) with a duration T (1) of 80 µs and δ = 56 µs, combined with a BURBOP
puls with T (2) = 420 µs as well as a COBBLE′500

100 echo (C and C′ respectively) with
T (1) = T (2) = 250 µs. Figure 7.12 shows simulated and measured spectra of Hahn echoes
consisting of an individually optimized BEBOP pulse (A and A′) with T (1) = 177.5 µs
and a BURBOP pulse with T (2) = 330 µs as well as a COBBLE′500

0 sequence (C and
C′) with T (1) = T (2) = 250 µs. A reasonable match is found between measured and
simulated spectra. An almost uniform excitation over the considered frequency range
was achieved by the COOP pulses. Although the improvement of the global quality
factor (corresponding to the maximum echo amplitude) from Φ = 0.86 for the BEBOP-
BURBOP sequence to Φ = 0.97 for the COOP echo sequence is relatively small, this
results in sigificantly reduced offset-dependent phase errors.

Figure 7.13 B shows experimentally measured echo traces. These were obtained by
performing Hahn echo experiments in the presence of a constant B0 field gradient which
created an inhomogeneously broadened linewidth > 50 kHz. The gradient was only
switched off during the relaxation delay between different scans. In each experiment
256 scans were acquired and a reasonable match between simulated (fig.7.13 A) and
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Figure 7.11: Simulated and measured spectra (primed) of a Hahn Echo experiment with
an auxiliary delay δ 6= 0 using rectangular (A and A′), individually op-
timized ICEBERG and BURBOP (B and B′) pulses and a COBBLE′500

100

sequence (C and C′). Each panel shows stacked plots of 1D spectra, where
the irradiation frequency is varied in equidistant steps between −30 kHz
and 30 kHz. The total pulse duration T tot for the shaped pulses is 500 µs.
The limits of the optimized offset range of ±25 kHz are depicted by black
lines.

experimental positions, amplitudes, and shapes of the echoes was found.

7.1.8 B1 inhomogeneities

The COOP echo sequences discussed in 7.1.6 were optimized without explicitly taking rf
inhomogeneity effects into account. Figs. 7.14 to 7.15 show the effect of both offset and
and a scaling of the rf amplitude. The simulations were performed for an offset range
of ±35 kHz and the white dashed lines indicate the offset range of ±25 kHz for which
the sequences were optimized. A scaling of the B1 amplitude between 70% and 130%
relative to the nominal amplitude Bnom

1 of 10 kHz was considered. The color of each
point indicates the phase of the magnetization at the time of the echo and the brightness
of each point reflects the magnitude of the magnetization.

Figure 7.14 shows the performance of Hahn echo sequences with an auxiliary delay
δ 6= 0. Subfigure A depicts the performance of a Hahn echo experiment based on rect-
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Figure 7.12: Simulated and measured (primed) spectra of a Hahn Echo experiment with
with an auxiliary delay δ = 0, using individually optimized BEBOP and
BURBOP (A and A′) pulses and a COBBLE′500

0 sequence (B and B′). Each
panel shows stacked plots of 1D spectra, where the irradiation frequency is
varied in equidistant steps between −30 kHz and 30 kHz. The total pulse
duration T tot for the shaped pulses is 500 µs. The limits of the optimized
offset range of ±25 kHz are depicted by black lines.

angular pulses. We observe a limited FWHM (full width at half maximum) bandwidth
of 16 kHz. Varying B1 scaling has little impact on phase alignment and bandwidth.
Subfigure B depicts the performance of the cooperatively optimized COBBLE100

10 se-
quence with a bandwidth of ±25 kHz which is only 33% longer than the rectangular
Hahn echo with a total duration T tot = 75 µs. The phase at echo time is independent
of B1, but the pulse covers a larger bandwidth than the rectangular pulse. For small
B1 fields, the achievable amplitude decreases stronger compared to a rectangular pulse.
Figure C shows simulations for a Hahn echo sequence comprised of an ICEBERG pulse
with T (1) = 80 µs, a BURBOP refocusing pulse with a duration of 420 µs and an aux-
iliary δ = 56 µs. Some phase distortions occur in the optimized region, which is in
agreement with our findings in section 7.1.7. The sequence tolerates stronger rf fields it
was optimized for, but not weaker ones.

Figure D shows data for a COBBLE′500
100 sequence. The sequence tolerates stronger B1

fields than the ones it was optimized for, but not substantially weaker ones. In agreement
with our findings in section 7.1.7, it shows less phase dispersion in the optimized range
compared to the individually optimized sequence analyzed in figure 7.14 B I.

Figure 7.15 shows the performance of Hahn echo sequences with an auxiliary delay
δ = 0 and chirped pulses. Subfigure A depicts the performance of a Hahn echo which
consists of an individually optimized BEBOP excitation and BURBOP refocusing pulse
with a total duration T tot = 507.5 µs. In agreement with our findings in 7.1.7 the
sequence shows some phase distortions in the optimized range. In addition, rf scaling
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0.0 0.5 0.0 0.5

Figure 7.13: Simulated (A) and measured (B) echo envelopes of a COBBLE′500
0 (I) and

a COBBLE′500
0 sequence (II), an individually optimized ICEBERG pulse

combined with an individually optimized BURBOP pulse (III), an indi-
vidually optimized BEBOP pulse combined with an individually optimized
BURBOP pulse (IV) and a rectangular pulse (V).
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Figure 7.14: Amplitude (brightness) and phase (the color map is shown at the bottom)
of a Hahn echo as a function of offset and B1 scaling for a sequence of
rectangular pulses (A), a COBBLE100

10 sequence (B), individually optimized
ICEBERG and BURBOP pulses with a total duration T tot = 500 µs and
an internal evolution δ = 54 µs (C), and a COBBLE′500

100 sequence (D).
The pulses were only optimized to be robust with respect to offsets. The
optimized region is depicted as a dashed white line.

creates further phase errors. In comparison, subfigure B depicts the performance of a
COBBLE′500

0 sequence. In agreement with our findings in section 7.1.7, the sequence
shows little to no phase dispersion over the optimized range. Figure 7.15 shows the per-
formance of WURST pulses optimized according to the Böhlen-Bodenhausen scheme [49]

with a total duration T tot = 500 µs (C) and T tot = 1000 µs (D). They are broadband,
but do not tolerate strong B1 inhomogeneities, which is in agreement with our findings
in figure 7.15 C and D. Cano et al. suggested a three-pulse chirp sequence that is both
broadband and B1 robust, however, a third pulse has to be introduced which prolongs
the sequence and partly offsets the gains obtained by using robust pulses.

Figs. 7.14 C and 7.15 B indicate that COBBLE sequences are robust to variations
of the rf amplitude in the range of about ±10%. For applications in which a larger
robustness with respect to rf scaling is required, it is possible to explicitly include this
robustness in the optimization as described in. [59,155] Based on results for individually
optimized pulses, [62,73,108,155] it is expected that the same total figure of merit can be
achieved for pulses with increased robustness with respect to rf scaling if the pulse
duration is increased.
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Figure 7.15: Amplitude (brightness) and phase (see color map in Fig. 7.14) of a Hahn
echo as a function of offset and B1 scaling for a sequence of individually opti-
mized BEBOP and BURBOP pulses with a total duration T tot = 507.5 µs
(A), a COBBLE500

0 sequence (B), individually optimized ICEBERG and
BURBOP pulses with a total duration T tot = 500 µs and an internal evolu-
tion δ = 54 µs (C) and sequences of WURST pulses optimized according to
the Böhlen-Bodenhausen scheme[38] with a total duration T tot = 500 µs (C)
and 1000 µs (D). The pulses were only optimized to be robust with respect
to offsets. The optimized region is depicted as a dashed white line.

We optimized COBBLE pulse sequences with the same durations of the excitation
pulse T (1) and of the refocusing pulse T (2) and the same auxiliary delay δ that proved
optimal without considering B1 inhomogeneity, this time taking into account ±7.5% and
±20% field inhomogeneity. Results are depicted in figure 7.16. As expected, when B1

inhomogeneity is considered in the optimization procedure, T tot has to be increased to
achieve the same fidelity compared to optimizations that do not account for B1 inhomo-
geneity.

In figure 7.17, we compare pulse sequences with different levels of B1 inhomogeneity
compensation. As previously established, if sequences of the same total pulse dura-
tion T tot were chosen, fidelities would vary. In order to demonstrate B1 compensation,
we choose pulse sequences with the same overall fidelity. A depicts a COBBLE400

40 echo
without B1 compensation. B depicts the effect of a COBBLE600

60 echo with a B1 compen-
sation of 40% B1. The B1 robust sequence achieves a near uniform phase and amplitude
within the considered frequency and B1 range.
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Figure 7.16: TOP (time-optimal pulse) curves for cooperative pulses in the absence and
presence of B1 inhomogeneities. We assumed an equal weighting of B1

scaling factors within the optimized range. The same data are shown for a
logarithmic (top panel) and a linear (bottom pannel) scale of the figure of
merit Φ.

7.1.9 Couplings

In section 6.2.6 we presented a treatment of spin systems in the presence of couplings and
distinguished between weak or Ising coupling, couplings including pseudosecular terms
and possibly off-resonant I spins.

A COBBLE′800
0 sequence was optimized and a weak coupling contribution of 30 kHz

included into the Hamiltonian (henceforth we call this sequence COBBLE-2S′800
0 ). The

performance of this sequence was compared to a COBBLE′800
0 that was not tuned to be

robust towards Ising coupling. Results are depicted in Fig. 7.18.

Fig. 7.18 A shows the x-component of the magnetization vector after a Hahn echo ex-
periment using an EXORCYCLE in the absence of Ising coupling using the COBBLE′800

0

sequence and 7.18 B using the COBBLE-2S′800
0 sequence. In both cases we observe that

magnetization is approximately aligned along the x-axis. However, the overall figure of
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Figure 7.17: Amplitude (brightness) and phase (see color map in Fig. 7.14) of a Hahn
echo as a function of offset and B1 scaling for a COBBLE400

40 sequence (A)
and a COBBLE600

60 sequence (B). The pulses were optimized to be robust
with respect to offsets (A and B) and ±20% field inhomogeneity (B only).
The optimized region is marked by a dashed white line.

merit Φ = 0.99 of the COBBLE′800
0 sequence exceeds the one of the COBBLE-2S′800

0

sequence (Φ = 0.97). The larger figure of merit corresponds to a more uniform phase
distribution and a larger echo amplitude.

Fig. 7.18 C depicts the x-component of the magnetization vector after a Hahn echo
experiment using an EXORCYCLE in the presence of 30 kHz Ising coupling using
the COBBLE′800

0 sequence and 7.18 D using the COBBLE-2S′800
0 sequence. Here the

COBBLE′800
0 sequence generates a linear phase distribution in the offset range minus

the coupling constant, i.e. in a range of 20 kHz with a total figure of merit Φ = 0.74.
The COBBLE-2S′8000 sequence on the other hand generates approximately uniform mag-
netization with a total figure of merit Φ = 0.97.

In Fig. 7.19 x-magnetization after a Hahn echo experiment with an EXORCYCLE in
the absence of Ising coupling is shown for an offset range ±65 kHz. The COBBLE-2S′800

0

sequences employed here were optimized for an offset range of ±25 kHz in the presence
of (A) 0 kHz, (B) 30 kHz and (C) 60 kHz Ising coupling.

The sequences achieve near uniform phase distributions and echo amplitudes close to
the maximum in an offset range of J/2 ± 25 kHz and −J/2 ± 25 kHz, i.e. in case (A)
at ±25 kHz, for (B) at ±40 kHz and for (C) between −55 and −5 kHz and between 5
and 55 kHz. For the offset range between -5 and 5 kHz, the target state is undefined.
Correspondingly, magnetization is not aligned along the x-axis here.

Fig. 7.20 displays the overall figure of merit Φ over an offset range of ±25 kHz for a
COBBLE-2S′800

0 sequence optimzed for 30 kHz weak coupling as a function of secular
(x-axis) and pseudosecular (y-axis) coupling contributions with an I-spin offset of 0
kHz (A), 100 Hz off-resonant (B), 1 kHz off-resonant (C) and 10 kHz. In case of an
on-resonant I-spin, sequences that compensate Ising coupling tolerate pseudo-secular
contributions in the Hamiltonian as well.

In section 6.2.6 an expression for the coupling hamiltonian was introduced (Eq. 6.58)
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Figure 7.18: Here simulations of x-magnetization are depicted for an offset range
±25 kHz after a Hahn echo experiment using an EXORCYCLE. (A) and (B)
correspond to dynamics without coupling, (C) and (D) to dynamics which
include a 30 kHz Ising coupling constant. The COBBLE′800

0 sequence used
in case (A) and (C) was not explicitly optimized to tolerate couplings, the
COBBLE′800

0 sequence employed in (B) and (D) was optimized including
30 kHz Ising coupling.

Hcoupling = 2πJ · IzSz + 2πJxpseudosecularIxSz + 2πJypseudosecularIySz.

which can be simplified to

Hcoupling = 2πJ · IzSz + 2πJ ′xpseudosecularIxSz (7.3)

in a proper rotating frame of reference. COBBLE-2S sequences tolerate average cou-
pling Jav of

Jav =
√
J2 + (Jxpseudosecular)

2. (7.4)

We suggest that in the case of Ising coupling, i.e. in case the coupling contribution is
described by the operator IzSz, including couplings into the optimization procedure is
equivalent to increasing the adopted offset range by the coupling constant, assuming a
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Figure 7.19: Here we show x-magnetization over an offset range of ± 65 kHz after a
COBBLE′800

0 sequence that was optimized for (A) 0 kHz Ising coupling,
(B) 30 kHz Ising coupling and (C) 60 kHz Ising coupling. Simulations were
conducted without considering couplings.

range of couplings between 0 and the desired J scaling are to be tolerated. In case that
a single coupling strength is supposed to be compensated, it is sufficient to consider the
two offset domains ν + J/2 and ν − J/2 (c.f. Fig. 7.19).

Resonance frequencies larger than 100 Hz of the I-spin have no impact in the presence
of Ising coupling alone (which is attributable to the fact that the corresponding operator
commutes with both the initial density matrix and the Hamiltonian). If pseudosecular
terms have to be considered, the overall figure of merit Φ is decreased significantly.

The optimizations here were carried out for application in EPR systems with hyperfine
couplings. There in many cases the external B0 field is weak enough, that the offset of the
nucleus is small compared to the resonance frequency of the electron and the hyperfine
coupling strength. Thus the optimizations conducted here should be applicable.

7.1.10 Pulseshapes

Fig. 7.21 shows amplitude and (colorcoded) phase for the best COBBLE sequences as a
function of total pulse duration for T tot = 100 µs I (A), T tot = 200 µs I (B), T tot = 300 µs
I (C), T tot = 400 µs I (D), T tot = 500 µs I (E) and T tot = 600 µs I (F).

It is interesting to note that for T tot = 100 µs, the excitation pulse of the best COBBLE
sequence converged to a simple rectangular 90◦ pulse with a duration T (1) = 25 µs and
approximately constant phase. The phase of the refocusing pulse of duration T (2) = 75 µs
is strongly modulated, resulting in β(2)(ν) angles closer to the ideal value of π over the
optimized range of offsets.

Figure 7.21 II shows the starting pulse and the pulse shape obtained after 1500 pre-
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Figure 7.20: Here we show the fidelity of a COBBLE′800
0 sequence that was optimized

for 30 kHz Ising coupling over an offset range for the S spin in the presence
Ising and pseudosecular coupling and (A) 0 Hz, (B) 100 Hz, (C) 1 kHz and
(D) 1000 kHz offset of the I spin. The dark blue color corresponds to a
fidelity Φ = 0, the dark red color to Φ = 1.
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Figure 7.21: Subplot I depicts excitation and refocusing pulses of COBBLE sequences

for T tot = T (1) + T (2) of (A) 100 µs, (B) 200 µs, (C) 300 µs, (D) 400 µs,
(E) 500 µs, and (F) 600 µs. An arbitrary inter-pulse delay τ (1,2) of 100
µs was inserted between the pulses in order to clearly separate them. The
maximum rf amplitude was 10 kHz and the pulse phase is color coded (x:
red, y: yellow, −x: green, −y: blue). The colormap is shown below the
pulse shapes. Subplot II shows phase and amplitude of starting shapes (A′,
B′, C′, D′, E′ and F′) and for the optimization and final shapes (A, B, C,
D, E and F).

optimization and 1500 final optimizations iterations for selected COBBLE300
0 sequences

(subplots A, B, C, D, E and F) with a duration T (1) = 135 µs and T (2) = 165 µs for
different random starting positions (A′, B′, C′, D′, E′ and F′). (Unwrapped) phases
of the refocusing pulses were shifted to an average of 0. The starting shapes A′, B′

and C′ converged to highly similar final shapes, likewise the starting shapes presented in
subfigure D′, E′ and F′. This is in agreement with our findings in section 7.1.2. Note that
Fig. 7.21 II does not provide a comprehensive representation of all found pulse shapes.
More solutions exist, however an extensive study of various pulse shapes is beyond the
scope of the thesis at hand and currently conducted elsewhere. [156]

7.1.11 Spectrogram representation of cooperative Hahn echoes

Amplitude and phase representation of pulse shapes obtained by GRAPE optimization
are highly modulated and rarely intuitively interpretable. Köcher et al. studied the
representation of shaped pulses by a joint time-frequency representation through a short-
time Fourier transform, [9] which provides time-resolved insight into the actions of a pulse.

Here we analyze a COBBLE600
60 sequence optimized for an offset range of ±25 kHz by

such a representation (Fig. 7.22). The first pulse S(1) has a duration T (1) = 255 µs, the
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Figure 7.22: Spectrogram representation of a COBBLE600
60 sequence optimized for a

bandwidth ±25 kHz, with an interpulse delay τ (1,2) = 600 µs and a final
delay with a duration of 600 µs (A). (B) shows the position of the maxima
extracted from the spectrogram of the S(1) pulse (red curve) and of the S(2)

pulse (blue curve) in the time dimension as a function of the frequency. The
dashed curves represent the boundaries of the optimized region.

second pulse S(2) has a duration T (2) = 345 µs. A delay of 600 µs was inserted before
and after the second pulse to clearly separate it in the spectrogram representation. The
spectrogram was computed for a frequency range of ±55 kHz with a frequency resolution
of 55 Hz and a Gaussian window with a FWHM of 300 µs.

The pulse depicted in Fig. 7.22 A contains frequency components outside the optimized
range. However, the amplitude of the spectrogram representation within the optimized
range is significantly more pronounced. The position of the maxima in the spectrogram
of S(1) pulse and the S(2) pulse (Fig. 7.22 B) are similar to an extent, albeit not an
exact match.The exact reason for this might be subject of future investigations.

7.2 π
2 − π − π

2 sequences

7.2.1 Nomenclature

In section 7.1.1 we defined a nomenclature for cooperatively optimized Hahn echo se-
quences. The acronym COBBLEmn was introduced to denote cooperatively optimized
Hahn echo sequences, where the superscript m reflected the overall pulse duration m in
µs and the subscript n the corresponding effective delay δ.

Henceforth π
2 −π− π

2 sequences are referred to as COBBLE3mn sequences, the meaning
of the subscript and the superscript is identical to Hahn echo sequences.
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7.2.2 Optimization strategies
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Figure 7.23: Histograms of the achieved figure of merits Φ for 100 optimized π
2 − π − π

2

sequences starting with random S(1), S(2) and S(3) pulses with durations
T (1) = T (3) = 140 µs and T (2) = 320 µs using (A) direct optimization of
π
2 − π − π

2 sequences based on the gradient of Φ for 3000 iterations, (B)
pre-optimization of π

2 − π − π
2 sequences as described in section 6.3.3 for

3000 iterations, and (C) two-step approach based on pre-optimization for
1500 iterations followed by optimizations using the gradient of Φ for 1500
iterations. N is the number of π

2 − π − π
2 sequences found in each bin.

In section 7.1.2 we discussed the performance of optimization strategies for Hahn
echo sequences. We presented results for COBBLE′ sequences, COBBLE sequences and
COBBLE without reoptimization. For π

2 −π− π
2 sequences we conduct a similar analysis

here.
The optimization algorithms for π

2 −π− π
2 sequences are outlined in section 4.4.3 and

6.3.3. Figure 7.23 A shows a histogram of the figures of merit Φ achieved for optimization
of 100 random initial sequences without pre-optimization over 3000 iterations. The pulse
sequences have a total duration T tot = 600 µs, where T (1) = 140 µs, T (2) = 320 µs and
T (3) = 140 µs and δ = 0. Similar to Hahn echo sequences, the algorithm is frequently
trapped in local maxima, which is reflected in an approximately equal distribution of Φ
ranging from 0.62 to 0.94, with an average Φ = 0.77.
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When the pre-optimization algorithm presented in section 6.3.3 is used, a narrower
distribution of fidelities is achieved (c.f. Fig. 7.23 B) with a minimum Φ = 0.53, a
maximum Φ = 0.95 and an average Φ = 0.94.

The best performance distribution is obtained for pre-optimization over 1500 iterations
and subsequent optimization according to the algorithm presented in section 4.4.3. Here
the minimum Φ = 0.87, the maximum Φ = 0.98 and the average Φ = 0.96.

7.2.3 Magnetization
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Figure 7.24: Here the offset-dependent z-component of magnetization of a COBBLE3600
0

sequence is depicted for the optimized range of ±25 kHz. Simulation was
carried out with an interpulse delay τ (1,2) = 0 (A and C) and τ (1,2) = 0.6 ms
(B and C), with (C and D) and without (A and B) phase cycle.

In section 6.3.2, a transfer function for π
2 − π − π

2 sequences was derived. The offset-
dependent transfer function s(ω) corresponds to the offset-dependent z-magnetization
after a π

2 − π − π
2 experiment using the phase cycle introduced in section 6.3.1.

Figure 7.24 depicts offset-dependent z-magnetization after a π
2 − π− π

2 sequence with

(A and C) and without (B and D) an additional delay τ (1,2) = τ (2,3) = 0.6 ms. Subplot A
and B show data obtained without phase cycling and C and D display z-magnetization
using the phase cycle introduced in section 6.3.1.

In all cases the z-magnetization amounts between 0.94 and 1 independent of the
offset. With coherence transfer pathway selection, the transfer function is independent
of the interpulse delays τ (1,2) and τ (2,3) (c.f. Fig. 7.24 C and D) as derived in section
6.3.2. Without coherence selection, artefacts occur (c.f. Fig. 7.24): the transfer function
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derived in section 6.3.2 is explicitly independent of the interpulse delays. Here we observe
oscillations whose frequencies increase with the duration of τ (1,2) = τ (2,3).

The findings are in agreement with the findings for COBBLE sequences presented in
section 7.1.3).

7.2.4 Quality factor landscapes

Here we examine the dependency of the quality factor Φ as a function of pulse duration
T (1), T (2) and T (3). In conventional π

2 − π − π
2 sequences, the duration of the π pulse is

twice as long as the duration of the two π/2 pulses. In section 7.1.4 we pointed out that
this does not apply to COBBLE sequences a priori. Empirically we found an optimal
ratio of 1 : 1.3. In addition, the optimal duration of the auxiliary delay is not a priori
known. Here we conduct similar studies for π

2 − π − π
2 sequences.

Figure 7.25 shows the figure of merit Φ as a function of T (1) and T (2) with a total
duration T tot = 600 µs. The optimal combination is indicated by a white cross. The
best value of Φ was found for a COBBLE3600

0 sequence, which we attribute to the fact
that equal phase evolution α of the S(1) and γ of the S(3) add up to 0 due to the
refocusing pulse. In addition, in contrast to COBBLE sequences, the highest figure of
merit for COBBLE3 sequences was obtained for a ratio T (1) : T (2) : T (3) = 1 : 2 : 1. This
corresponds to the ratio expected for conventional rectangular pulses. Note that this is
true for δ/T tot = 0. For δ/T tot 6= 0 the ratio changes, the changes are symmetric with
respect to the sign of δ/T tot = 0. The pulse durations associated with the best quality
factor lie on a flat plateau. Deviations from the ideal position have little impact on the
overall fidelity.

In Fig. 7.25 the area that corresponds to minimum pulse durations T
(1)
min = T

(3)
min =

25 µs and T
(2)
min = 50 µs is indicated by a white triangle. These minimum pulse durations

are required to achieve a flip angle β = π/2 and β = π. Note that the figure of merit
decays most strongly with decreasing T (2) and least strongly with decreasing T (3). The
asymmetry with respect to T (1) and T (2) may be of interest in future investigation.

7.2.5 Analysis of π
2
− π − π

2
sequences in terms of effective evolution periods

In section 7.1.5 Hahn echo sequences were analyzed in terms of effective evolution peri-
ods. Here we perform similar analysis on π

2 − π − π
2 sequences.

In Figs. 7.26 and 7.27, plots of the effective evolution periods introduced in section
6.3.5 are shown. In each of these figures, panel I depicts a pulse sequence using plot type

I, where the effective evolution time τ
(1)
α is shown at the trailing edge of the excitation

pulse, τ
(2)
γ and τ

(2)
α are shown at the leading and trailing edges of the refocusing pulse and

τ
(3)
γ is shown at the leading edge of the third pulse, respectively. Panel II corresponds

to plot type II, where τ
(1)
α is unchanged, τ

′(2)
γ vanishes and τ

′(2)
α is shown at the trailing

edge of the refocusing pulse. Panel III corresponds to plot type III, where τ
′′(2)
α is shown

at the trailing edge of the refocusing pulse and τ
′′(3)
γ vanished.
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Figure 7.25: For an auxiliary delay δ/T tot of (A) -0.3, (B) -0.15, (C) 0, (D) 0.15, (E)

0.3, the quality factor Φ is shown as a function of T (2)/T tot (x axis) and
T (2)/T tot (y axis). A white cross indicates the location of the best quality
factor for each δ/T tot. Black contour lines are plotted at Φ levels 0.5, 0.9,
0.95 and 0.98. The left white dashed triangle indicates the region that

satisfies the requirement T
(1)
min = T

(3)
min = 25 µs and T

(2)
min = 50 µs, which

corresponds to the durations of rectangular π/2 and π pulses with the same
amplitude. The plot employs a logarithmic color scale.
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Figure 7.26: Graphical representation of the effective evolution periods for a π
2 − π − π

2
sequence composed of rectangular pulses with a total duration T tot of
100 µs (A), COBBLE500

50 echo and time-reversed and phase-shifted ICE-
BERG (δICEBERG/T ICEBERG = 0.6) pulses with an auxiliary delay δ = 20 µs
(B), and individually optimized ICEBERG (δICEBERG/T ICEBERG = 0.6)
and BURBOP pulses (C). The total duration of (B) and (C) each amounts
ot 500 µs. Panels I to IV correspond to the plot types introduced in section
6.3.5.

In Panel IV, τ
′′(2)
α and τ

′′(1)
α are condensed into a single curve τ

′′′(2)
α at the trailing edge

of the refocusing pulse.

Fig. 7.26 shows a sequence of rectangular pulses for a total duration of 100 µs with
with T (1) = T (3) = 25 µs and T (2) = 50 µs (A), a sequence with a COBBLE400

40 sequence
and a time-reversed and phase-shifted ICEBERG pulse (δICEBERG/T ICEBERG = 0.6)
with a duration T (3) = 100 µs and an auxiliary delay δ = 20 µs (B) and a sequence
with an individually optimized BURBOP pulse with a duration T (2) = 800 µs and an
ICEBERG pulse (δICEBERG/T ICEBERG = 0.6) with T (1) = T (3) = 50 µs.

Fig. 7.27 shows effective evolution periods of individually optimized BURBOP pulses
with a T (1) = T (3) = 40 µs and T (2) = 430 µs (A), a COBBLE3500

0 sequence with
T (1) = T (3) = 125 µs and T (2) = 250 µs (B) and a sequence with individually optimized
BEBOP excitation pulses with T (1) = T (3) = 162.5 µs and a BURBOP pulse with
T (2) = 180 µs.

Note the good match of the the effective evolution periods τ
(1)
α and τ

′′(2)
α of the excita-

tion and refocusing pulses in the COBBLE sequences shown in panel III of Figs. 7.27 B.
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Figure 7.27: Graphical representation of the effective evolution periods for a π
2 − π − π

2
sequence composed of individually optimized BURBOP pulses (A), a
COBBLE3500

0 sequence (B), and individually optimized BEBOP and BUR-
BOP pulses (C). The total duration of (A), (B) and (C) each amounts to
approx. 500 µs. Panels I to IV correspond to the plot types introduced in
section 6.3.5.

This results in an overall τ
′′′(2)
α in panel IV that is approximately offset independent, as

desired.

7.2.6 Performance of different π
2
− π − π

2
families

Here we compare the performance of the optimized COBBLE3 sequences with an echo
sequence based on rectangular pulses and with conventional families of π

2 − π − π
2 se-

quences discussed in section 6.3.4 in a similar fashion as Hahn echo sequences discussed
in section 7.1.6. In order to compare the performance of COBBLE3 sequences with the
performance of π

2 − π − π
2 sequences consisting of combinations of

(A) individually optimized UR(π/2) excitation and UR(π) refocusing pulses (c.f. sec-
tion 6.2.4)

(B) individually optimized PP(z → x) excitation and UR(π) refocusing pulses (c.f.
section 6.2.4),

(C) individually optimized ICEBERG(z →⊥) excitation and UR(π) refocusing pulses
(c.f. section 6.2.4),
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Figure 7.28: Maximum quality factor Φ plotted on a logarithmic (A) and linear (C)
scale as a function of the total pulse duration T tot for the optimal relative
duration T (1)/T tot.

(D) individually optimized COBBLE pulses combined with individually optimized time-
reversed and phase-shifted ICEBERG pulses

we determined the best combinations of individually optimized pulses with durations
T (1), T (2) and T (3) for the considered total pulse durations T tot. The COBBLE3 se-
quences employed here were optimized with the pre-optimization algorithm discussed in
section 6.3.3 and correspond to those discussed in section 7.2.10.

Fig. 7.28 shows TOP curves of each family of pulses as a function of total pulse du-
ration T tot. For a given total pulse duration, the combination of ICEBERG excitation
and BURBOP refocussing pulses are the best π

2 −π− π
2 sequences based on individually

optimized pulses, as expected based on the number of degrees of freedom (c.f. Table
6.4) and as expected from similar studies for Hahn echoes (c.f. Sec. 7.1.6). However,
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Figure 7.29: The figure shows the individual contributions to the offset-dependent local
quality factor φ(δ, ω) (A) for a standard π

2 − π − π
2 sequence composed of

rectangular pulses with a total duration of 100 µs, (B) for a COBBLE400
40

sequence shown in figure 7.21 D combined with a time-reversed and phase-
shifted ICEBERG pulse with a total duration T tot = 500 µs and (C) for
an Echo sequence consisting of individually optimized ICEBERG and BUR-
BOP pulses with a total duration of 500 µs. In panel I, the offset-dependent
flip angles β(1) for S(1) (dashed curve), β(2) for S(2) (solid curve) and
β(3) for S(3) (dotted curve) are displayed. In panel II, the absolute value
|f1| = | sin β(1)| (dashed curve) of the transfer efficiency f1 (c.f. Eq. 6.38)
of the excitation pulse S(1), the absolute value |f2| = | sin2(β(2)/2)| (solid
curve) of the transfer efficiency f2 (c.f. Eq. 6.41) of the refocusing pulse
S(2) and the absolute value |f3| = | sinβ(3)| (dotted curve) (c.f. Eq. 6.80)
are shown. In panel III, the absolute value of the overall transfer efficiency
|f1 · f2 · f3| (dashed curve), the phase fidelity cosϕ (dotted curve) and the
offset-dependent local quality factor φ(δ, ω) defined in Eq. (7.6) are plotted.
The real value of the transfer function (Eq. 6.64) is shown as a solid black
curve.
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Figure 7.30: The figure shows the individual contributions to the offset-dependent local
quality factor φ(δ, ω) (A) for a π

2 − π − π
2 sequence composed of BURBOP

pulses with a total duration of 500 µs, (B) for a COBBLE3500
0 sequence

shown in figure 7.34 D and (C) for an Echo sequence consisting of indi-
vidually optimized BEBOP and BURBOP pulses with a total duration of
510 µs. In panel I, the offset-dependent flip angles β(1) for S(1) (dashed
curve), β(2) for S(2) (solid curve) and β(3) for S(3) (dotted curve) are dis-
played. In panel II, the absolute value |f1| = | sin β(1)| (dashed curve) of the
transfer efficiency f1 (c.f. Eq. 6.38) of the excitation pulse S(1), the absolute
value |f2| = | sin2(β(2)/2)| (solid curve) of the transfer efficiency f2 (c.f. Eq.
6.41) of the refocusing pulse S(2) and the absolute value |f3| = | sinβ(3)|
(dotted curve) (c.f. Eq. 6.80) are shown. In panel III, the absolute value of
the overall transfer efficiency |f1 · f2 · f3| (dashed curve), the phase fidelity
cosϕ (dotted curve) and the offset-dependent local quality factor φ(δ, ω)
defined in Eq. (7.6) are plotted. The real value of the transfer function
(Eq. 6.64) is shown as a solid black curve.
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Table 7.4: Global quality factors Φ of different families of optimized pulses with a total
duration T tot ≈ 500 µs and of a standard π

2 − π − π
2 sequences consisting of

rectangular pulses with a total duration T tot of 100 µs.

echo sequence T tot [µs] Φ

rectangular 100 0.33
BURBOP/BURBOP 590 0.77
BEBOP/BURBOP 505 0.67
ICEBERG/BURBOP 500 0.92
COBBLE400

40 /ICEBERG 500 0.96
COBBLE3500

0 500 0.97

in contrast to Hahn echo sequences, the performance of π
2 − π − π

2 sequences comprised
of individually optimized BURBOP pulses surpasses the performance of BEBOP pulses
combined with a BURBOP refocusing pulse. This is in contrast to what is expected
from table 6.4. We attribute that to the fact that the flip angle β(1) = β(3) for BURBOP
sequences is closer to the ideal value of π/2 over the considered offset range (c.f. Fig.
7.30). At the same time, short BURBOP pulses introduce additional effective evolution
periods (c.f. Fig. 7.27), i.e. errors to γ(1) and α(3). While it is not possible to mutu-
ally compensate for errors in the flip angles β(1) and β(3), both linear and non-linear
errors in α(1) and γ(3) can compensate each other, when a pulse is combined with its
time-reversed and phase-shifted. In addition, note that for extended pulse durations
beyond the scope shown in Fig. 7.28, BEBOP/BURBOP/BEBOP sequences surpass
BURBOP/BURBOP/BURBOP sequences.

Considerable performance gains are obtained if COBBLE sequences are combined
with individually optimized ICEBERG pulses. A minor gain over these is achieved for
COBBLE3 sequences.

A quality factor of 0.7 is achieved with COBBLE3200
0 sequences, in order to achieve

the same pulse duration with individually optimized ICEBERG and BURBOP pulses,
a total pulse sequence duration T tot = 350 µs is required.

Figs. 7.29 and 7.30 show the individual terms contributing to the offset-dependent
local quality factor φ(ω) for π

2 −π− π
2 sequences of interest. In each of these figures, the

top panel depicts the offset-dependent Euler angles β(1)(ω) (solid curve), β(2)(ω) (dashed
curve) and β(3) (dotted curve) of the S(1), S(2) and S(3) pulses, respectively. The middle
panel shows the absolute values |f1(ω)| = sinβ(1) (solid curve) |f2(ω)| = sin2(β(2)/2)
(dashed curve) and |f3(ω) = sinβ(3)| of the partial quality factors defined in Eqs. (6.38),
(6.41) and (6.80). The bottom panel shows the product |f1(ω)| · |f2(ω)| · |f3(ω)| (dashed
curve), which according to Eq. (7.5) is identical to |s(ω)|. The dotted curve represents
the term cosϕ(ω)

ϕ(ω) = ωδ − α(1)(ω) + α′′(2)(ω), (7.5)

which is the offset dependent phase of the transfer function at the auxiliary delay δ. The
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solid curve shows the resulting offset-dependent local quality factor, which according to
Eq. (7.6) is given by

φ(ω) = Re{ |s(t′, ω)| exp(iϕ(ω)) }
= |s(t′, ω)| cos(ϕ(ω)).

(7.6)

The real value of the overall transfer function is represented by a solid black curve.

7.2.7 Impulse-response compensation

As outlined in section 4.4.7 the impulse response of an EPR spectrometer occurs on
similar timescale as the individual time slices of a shaped pulse. Therefore, it cannot
be neglected in all cases. A general procedure for pulse (sequence) optimization that
considers the impulse response function of an apparatus was presented in section 4.4.7. [87]

In Fig. 7.31 we present results for a COBBLE31200
0 sequence that was optimized for

characterizing charge transport complexes in phosphorus doped silicon. [151]

We considered an offset range of ±10 kHz and at a maximum RF amplitude of 10
kHz. The pulse sequence was discretized in steps of 1 µs. The corrsponding impulse
response function that characterize the apparatus is shown in Fig. 7.31 E.

In Fig. 7.31 A and B we depict final z-magnetization after a COBBLE31200
0 se-

quence that was optimized for said impulse response (solid curve) and an equally long
COBBLE31200

0 sequence optimized for a δ-shaped impulse response (dashed curve) with-
out (A) and with considering the impulse response depicted in Fig. 7.31 E (B).

When no impulse response is considered, the sequence not optimized for impulse
response compensation shows superior performance compared to the COBBLE31200

0 se-
quence optimized for impulse response compensation. In case that pulse distortions are
acknowledged in the simulation, the compensated COBBLE3 sequence provides a nigh
offset independent transfer to the desired target magnetization Mz.

The undistorted and distorted controls are shown in Fig. 7.31 C and D, respectively,
where the solid curve represents the x-component and the dashed curve the y-component.
Solid black lines separate the S(1), S(2) and S(3) pulse.

7.2.8 Band-selective pulse sequences

For Applications in EPR spectroscopy where charge transfer between pairs of spins is
observed, it is necessary to confine excitation to one spin of the spin pair. [151] This is
achieved by band selective pulses.

In section 6.3.6 a method to create band-selective pulses was reviewed. A COBBLE3′1200

sequence where T (1) = T (2) = T (3) = 400 µs was optimized according to Eq. (4.30) and
(4.31) for a bandwidth of ±10 kHz with a maximum amplitude of 10 kHz. Frequencies
|ν| > 20 kHz = νlimit were removed.

Figure 7.32 shows z-magnetization for a bandselective (A) and non-selective (B)
COBBLE31200

0 sequence. In the transition region for 10 kHz ≤ |ν| ≤ 20 kHz for which no
target magnetization is specified, final z-magnetization is not homogeneous. Within the
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Figure 7.31: The effect of a non δ-shaped impulse response function is shown here.
Subplot A shows the z-component of magnetization after a COBBLE31200

0

sequence over a bandwidth of 20 kHz with a maximum amplitude of 10 kHz
that is not specifically optimized for the impulse response shown in E (the
solid curve represents the x-component, the dashed curve the y-component
of the impulse response function) (dashed curve) and of a sequence that is
optimized for said impulse response (solid curve). Subplot B shows simi-
lar data when the impulse response depicted in E is considered. Subplots
C shows the undistorted x-component (solid curve) and the y-component
(dashed curve) of the COBBLE31200

0 sequence tuned for the aforementioned
impulse response, subplot D shows the same sequence distorted by the con-
sidered impulse response function. The limits between individual pulses
S(1), S(2) and S(3) are indicated by solid black lines.
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Figure 7.32: Here we depict z-magnetization after a COBBLE31200
0 sequence (A) which

was optimized for a bandwidth of 20 kHz over ±100 kHz. In (B) we show
a COBBLE31200

0 sequence optimized for the same bandwidth where all fre-
quencies exceeding ±20 kHz were removed from the pulses. In (C) and (D)
the x-component (solid curve) and the y-component of the rf pulse of the
unfiltered and the filtered sequence are shown, respectively.
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optimized region and in the region |ν| > νlimit magnetization is aligned nigh uniformly
along z.

In Fig. 7.32 C and D, we show the x-component (solid curve) and the y-component
(dashed curve) of the rf pulse of the non-selective and the band-selective COBBLE31200

0

sequence, respectively. Fig. 7.32 D illustrates that removing high frequency component
from a pulse has the added advantage that the pulse becomes smooth.

7.2.9 Spectrograms
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Figure 7.33: Here a joint time-frequency representation of a COBBLE3600
0 sequence

(A) (c.f. Fig. 7.34) is shown. τ (1,2) and τ (2,3) were set to 200 µs. The
sequence was optimized for ±25 kHz, the spectrogram representation covers
a bandwidth of ±55 kHz. In (B) we show the added position of the maxima
of S(1) and S(2) (red curve) and S(2) and S(3) (blue curve). The former
combination was incremented by a constant value of 80 µs. Dashed black
curves signify the limits of the optimized range.

In section 7.1.11 COBBLE sequences were analyzed through a joint time-frequency
representation. Here similar analysis is conducted for π

2 − π − π
2 sequences.

Fig. 7.33 A shows a spectrogram for the COBBLE3600
0 sequence depicted in Fig. 7.34

F. The pulse sequence was optimized for a bandwidth of ± 25 kHz, the spectrogram was
created for ±55 kHz. τ (1,2) and τ (2,3) were set to 200 µs.

Within the optimized range, the sum of maxima of the S(1) and S(2) (red curve in
Fig. 7.33 B) and the sum of the maxima of the S(2) and S(3) pulse (blue curve in Fig.
7.33) approximately match like a jigsaw.
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Figure 7.34: Here we depict S(1), S(2) and S(3) pulses of COBBLE3 sequences for T tot =

T (1) + T (2) + T (3) of (A) 100 µs, (B) 200 µs, (C) 300 µs, (D) 400 µs, (E)
500 µs, and (F) 600 µs. Arbitrary inter-pulse delays τ (1,2) = τ (2,3) of 100 µs
were inserted between the pulses in order to clearly separate them. The
maximum rf amplitude was 10 kHz and the pulse phase is color coded (x:
red, y: yellow, −x: green, −y: blue). The colormap is shown in Fig. 7.21.

7.2.10 Pulseshapes of π
2
− π − π

2
sequences

In section 7.1.10 we studied the amplitude and phase modulation for COBBLE se-
quences. Here we conduct similar analysis for COBBLE3 sequences.

In Fig. 7.34 we show amplitude and phase modulation of (A) a COBBLE3100
0 , (B) a

COBBLE3200
0 , (C) a COBBLE3300

0 , (D) a COBBLE3400
0 , (E) a COBBLE3500

0 and (F) a
COBBLE3600

0 sequence.
The minimum pulse sequence duration T tot for a COBBLE3 sequence based on rect-

angular pulses is 100 µs. Case A corresponds to the case with minimum pulse duration
and the optimization procedure converged into rectangular pulses with only minor phase
variations.

Note that for T tot = 100, 200 and 300 µs the S(3) pulse corresponds to the time-reverse
of the S(1) pulse and for T tot = 400, 500 and 600 µs, the phases in the second half of
the S(1) pulse correspond to the time-reversed phases in the first half of the S(3) pulse.
From the analysis conducted in section 6.3.1 we would have expected a reversal of the
phases as well.

The refocusing pulses appear to be highly symmetric. Symmetries in refocusing pulses
and corresponding transfers are currently being investigated by Heydenreich et al. [156]

Future work might consider symmetries in cooperative pulse sequences.

117



8 Conclusion

Here we extended the concept of single-scan cooperative pulses to broadband Hahn echo
and π

2 −π− π
2 sequences consisting of concurrently optimized broadband excitation and

refocusing pulses. This is in contrast to Hahn echo and π
2 − π − π

2 sequences based
on individually optimized excitation and refocusing pulses. The concurrent cooperative
optimization of excitation and refocusing pulses is also conceptionaly different from echo
and π

2 −π− π
2 sequences in which first one pulse (e.g. the refocusing pulse) is individually

optimized and where the overall signal performance is increased by optimizing a second
pulse (e.g. the excitation pulse) such that it is optimally adapted to the given pulse (e.g.
the refocusing pulse). [157] Compared to the adaption of e.g. excitation pulses to a given
refocusing pulse, the fully cooperative pulse sequence optimization treats both pulses on
an equal footing. The possibility of pulses to mutually adapt in order to maximize the
overall pulse sequence performance offers more degrees of freedom compared to the case,
where only one pulse is allowed to adapt to a given individually optimized pulse.

In this study, we focused on the echo sequences in the presence of crusher gradients
or EXORCYCLE phase cycling corresponding to the application of a +1-quantum filter
after the excitation pulse and a −1-quantum filter after the refocusing pulse. In this case,
the echo amplitude is independent of the inter-pulse delay if relaxation or diffusion effects
are negligible. However, note that the COOP principle is not restricted to echo and
π
2 − π− π

2 sequences with coherence order pathway selection. COBBLE and COBBLE3
sequences also optimize the echo amplitude in experiments without crusher gradients or
phase cycling, albeit additional signal components created by the FIDs of the excitation
and of the refocusing pulses are not filtered out in this case.

The following main results were obtained:

(a) We have found a highly efficient two-step optimization strategy, which avoids being
trapped in local maxima which are present if the echo amplitude is optimized
without considering the offset-dependent global phase of the refocusing propagator.
The pre-optimization scheme for π

2 − π − π
2 sequences is straightforward to adapt

to experiments with multiple refocusing times.

(b) We have demonstrated that the additional degrees of freedom in COOP echo
(COBBLE) and π

2 − π − π
2 (COBBLE3) sequences allow the algorithm to find

sequences with significantly improved performance compared to individually opti-
mized excitation and refocusing pulses for the same total pulse duration. (Con-
versely, the same performance of conventional echo sequences can be achieved with
a significantly reduced total pulse duration.)

(c) The systematic study of the achievable Hahn echo and π
2 − π − π

2 performance
as a function of total pulse duration revealed a simple scaling law: For a given
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bandwidth, maximum rf amplitude and rf inhomogeneity, the deviation from the
ideal echo amplitude decreases exponentially with increasing total pulse duration.

(d) In contrast to conventional Hahn echo sequences based on hard pulses, for which
the ratio of the durations of refocusing and excitation pulses is 2:1, for the best
cooperative echo sequences this ratio is decreased to about 2:1.5. However, the
dependence on this ratio is relatively flat and it is possible to further reduce the
relative duration of the refocusing pulse without significantly reducing the echo
performance. This may be beneficial for some applications, e.g. if minimal coupling
evolution during refocusing pulses is desired. For cooperative π

2 −π− π
2 sequences,

the ideal ratio of the durations of the S(1), S(2) and S(3) pulses equal the ratios of
the durations of the corresponding hard pulses.

(e) The optimized π
2 − π − π

2 sequences can be made band-selective and accomodate
transient effects in a straightforward manner by the same methods employed in
individual pulse optimization.

(f) An intuitive graphical representation for the analysis of cooperative (and con-
ventional) echo sequences was introduced based on Euler angles and associated
effective evolution periods.

(g) For Hahn echo sequences, preliminary investigations indicate that the optimization
converges into select families of pulse sequences that exhibit minuscule differences
in amplitude and phase modulation. π

2 − π− π
2 sequences show distinct symmetry

properties.

For Hahn echo experiments, the increased overall signal amplitude is a result of a
better phase alignment and/or a larger transverse component of the individual offset-
dependent magnetization vectors at the time of the echo. For applications such as two-
dimensional experiments, where frequency resolved signal contributions are measured, it
may be desirable to further minimize the offset-dependent phase variations at the cost of
a (slightly) decreased offset-dependent signal amplitude. This can be achieved by using
a modified figure of merit in analogy to the cost function introduced by Skinner et al. [158]

Furthermore, it is possible to minimize variations of offset-dependent signal amplitudes
by defining the global quality factor not as the sum of the (potentially weighted) individ-
ual signal amplitudes but based on the squared difference between the signal amplitudes
for each offset and the ideal (or averaged) signal amplitude. [159] In case of π

2 −π− π
2 ex-

periments, phase alignment is best defined in terms of mutual phase error compensation
in the overall experiment, findings are similar to Hahn echos.

If the spin density is is not evenly distributed in the considered bandwidth, e.g. for
broad powder patterns, a matched offset-dependent weighting factor could be included
in Eq. (4.30). Further possible extensions of the presented approach include the design
of highly selective (or band-selective) cooperative echo sequences. Although in this study
we only considered limits of the available rf amplitude, well established approaches can be
used to generalize this to constraints of pulse power or pulse energy [63] and to compensate
for the effects of amplitude and phase transients. [86]
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8 Conclusion

The broadband COOP echo and π
2 −π− π

2 sequences presented here are directly appli-

cable in experiments to measure diffusion constants and transverse relaxation rates [99]

in NMR and EPR applications. In addition, we find that heteronuclear Ising couplings
have negligible effects due to the offset-independent performance of the overall pulse
sequence. In most cases that are of practical relevance, pseudosecular contributions are
tolerated as well.

The presented approach can also be generalized for applications, where the excitation
pulse is not supposed to bring the initial magnetization fully into the transverse plane.
Examples are echo sequences with small flip angle excitation pulses in imaging. [160,161]
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6.4 Pictorial representation of the different families of Hahn echo sequences
discussed in the text. A, B: s2 COOPδ echo sequence based on coopera-
tive excitation and refocusing pulses (denoted S(1) and S(2), respectively)
with auxiliary delay δ 6= 0 (A) and δ = 0 (B). C-E: Echo sequences
based on universal rotation UR(π)y

[73] refocusing pulses. In sequence C,
”Iceberg(z →⊥)” denotes a so-called ICEBERG excitation pulse [8] which
transforms initial z-magnetization to transverse magnetization with a lin-
ear phase as a function of offset. In sequence D, ”PP(z → x)” rep-
resents a point-to-point (PP) [62] excitation pulse that transforms initial
z-magnetization to x-magnetization (i.e. transverse magnetization with
an offset-independent phase of 0◦). In sequence E, S(1) is a UR (π/2)y
pulse. Sequence F depicts the ideal Hahn echo sequence consisting of
(π/2)y and (π)y hard pulses of negligible duration. The delay between
the end of the excitation pulse and the beginning of the refocusing pulse
is denoted τ (1,2). Sequences (A)-(F) are drawn such that the ends of the
refocusing pulses are aligned, as indicated by the first vertical dotted line,
which marks the origin of the evolution time t after the last pulse. The
second vertical dotted line is shifted relative to the first vertical dotted
line by τ (1,2) to guide the eye. The echo has its maximum amplitude at
t = τ echo = τ (1,2) + δ with δ 6= 0 for sequences A and C. . . . . . . . . . . 50

6.5 Graphical representation of the effective evolution periods for a Hahn
Echo sequence. Panels I to IV show plot types introduced in section 6.2.5. 54

6.6 Representation of the plotting direction of effective evolution times for a
single pulse (black rectangle). τα is plotted toward the left with respect
to the end of a pulse, τγ is plotted to the right with respect to the leading
edge. Here and in the following figures, we use the convention that for
blue (red) curves the positive time axis points to the right (left). . . . . . 55
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6.7 Schematic representation of the forward evolution of the magnetization
vector M and the backward evolution of the co-state vector λ on which
the GRAPE algorithm is based [7,59] for the case of a vanishing inter-
pulse delays τ (1,2) and τ (2,3). Here, the components of the vectors are the
expectation values 〈I+〉, 〈I−〉, and 〈Iz〉. [147] S(1), S(2) and S(3) represent
the propagators of the three pulses to be optimized and Uδ = exp(−iδIz)
corresponds to the propagator of the auxiliary delay δ. (A dark grey
font was used for the propagator Uδ to indicated that this step can be
omitted in the optimization of the COOP0 echo sequences of Fig. 1B.
The dashed lines labeled ”+1QF”, ”−1QF” and “0QF” represent +1, −1
and 0 quantum filters, respectively. . . . . . . . . . . . . . . . . . . . . . . 61

6.8 Characterization of general π
2 − π − π

2 sequences based on the offset-

dependent Euler angles of the three pulses S(1), S(2) and S(3) and the
offset-dependent z rotations during the delays τ (1,2) and τ (1,2). To guide

the eye, the Euler rotations β
(1)
y , β

(2)
y and β

(3)
y are represented by black

rectangles. (A) The first Euler rotation γ
(1)
z (indicated by a dark grey

rectangle) has no effect on initial z magnetization and has been dropped
in the simplified sequence of rotations shown in (B). This sequence can
be further simplified by replacing the Euler angles γ(2) and α(2) by the
Euler angles α′(2) = α(2) − γ(2) and γ′(2) = 0 (not shown), resulting in
(C). Sequences (B) and (C) are equivalent in the presence of the +1QF
before and a -1QF filter after S(2) (or if β(2) = π). In the presence of the
±1 quantum filters (or for β(2) = π), sequence (C) can be transformed to
the equivalent sequence (D) by replacing the Euler angles α(1) and α′(2)

by α′′(1) = 0 (not shown) and α′′(2) = α′(2) − α(1). Finally, Sequence (D)
can be collapsed into sequence (E) by replacing the Euler angles γ(3) and
α′′(2) by α′′′(2) = α′′(2) + γ(3). . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.9 Here the computation steps during the pre-optimization procedure are
shown in a simplified scheme for the pre-optimization of π2−π− π

2 sequences. 67
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6.10 Pictorial representation of the different families of π2 −π− π
2 sequences discussed

in the text. A, B: s2 COOPδ
π
2 − π − π

2 sequence based on cooperative π/2 and

π pulses (denoted S(1), S(2) and S(3), respectively) with auxiliary delay δ 6= 0

(A) and δ = 0 (B). C: s2 COOP Hahn echo sequence combined with a time

reversed ICEBERG pulse whose phase is shifted by π. The original ICEBERG

pulse transforms initial z-magnetization into transverse magnetization with a

linear phase. A time-reversed and phase-shifted ICEBERG pulse transforms

initial transverse magnetization with a linear phase into z-magnetization. D-E:
π
2 − π − π

2 sequences comprised of individually optimized pulses. In sequence E,

ICEBERG pulses are combined with a BURBOP π pulse and a time-reversed and

phase-shifted ICEBERG pulse. In sequence F, the first pulse S(1) corresponds

to an excitation point-to-point pulse, that transforms initial z-magnetization to

x-magnetization. The third pulse is a time-reversed and phase-shifted PP pulse.

F: here two π/2 BURBOP pulses are combined with a π BURBOP pulse G

corresponding to the ideal π
2 − π − π

2 sequence consisting of hard pulses with

negligible pulse duration. The delay between the end of the S(1) and the S(2)

pulse is denoted τ (1,2), the delay between the end of the S(2) and the S(3) pulse

is referred to by τ (2,3). All sequences are drawn such that the ends of the S(2)

pulses are aligned, as indicated by the first vertical dotted line. The second

vertical dotted line is shifted relative to the first vertical dotted line by τ (2,3) to

guide the eye. For ideal sequences the signal is maximized if τ (1,2) = τ (2,3). . . . 68

6.11 Graphical representation of the effective evolution periods for a Hahn
Echo sequence. Panels I to IV show plot types introduced in section 6.3.5. 72

7.1 Histograms of the achieved figure of merits Φ for 200 optimized echo se-
quences starting with random excitation and refocusing pulses with dura-
tions T (1) = T (2) = 300 µs using (A) direct optimization of echo sequences
based on the gradient of Φ for 3000 iterations, (B) pre-optimization of echo
sequences as described in section 6.2.3 for 3000 iterations, and (C) two-
step approach based on pre-optimization for 1500 iterations followed by
optimizations using the gradient of Φ for 1500 iterations. N is the number
of echo sequences found in each bin. . . . . . . . . . . . . . . . . . . . . . 77

7.2 Here the offset-dependent x-component (solid curve) and y-component
(dashed curve) of magnetization of a COBBLE600

60 sequence are depicted
at echo time for the optimized range of ±25 kHz. Simulation was carried
out with an interpulse delay τ (1,2) = 0 (A and C) and τ (1,2) = 1 ms (B
and D), with (C and D) and without (A and B) an EXORCYCLE. . . . 78
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7.3 For total pulse durations T tot = T (1) +T (2) of (A) 100 µs, (B) 200 µs, (C)
300 µs, (D) 400 µs, (E) 500 µs, (F) 600 µs, the quality factor Φ is shown as
a function of T (1)/T tot (x axis) and of the relative auxiliary delay δ/T tot.
A white cross indicates the location of the best quality factor for each T tot

(c.f. table 7.1). Contour lines are plotted at Φ levels between 0 and 1 with
increments of 0.1. The left white dashed curve indicates the duration of
a rectangular π/2 pulse with the same amplitude, the right white dashed
curve corresponds to the duration of a rectangular π pulse. . . . . . . . . 79

7.4 Graphical representation of the effective evolution periods for a Hahn
Echo sequence composed of rectangular pulses with a total duration T tot

of 75 µs (A), a COBBLE100
10 sequence (B), a Hahn echo sequence with an

ICEBERG pulse and BURBOP pulse with a total duration T tot = 500 µs
(C) and a COBBLE′500

100 sequence (D). Panels I to IV correspond to the
plot types introduced in section 6.2.5. . . . . . . . . . . . . . . . . . . . . 82

7.5 Graphical representation of the effective evolution periods for a Hahn echo
sequence comprised of a BEBOP excitation and a BURBOP refocusing
pulse with a total pulse duration T tot = 500 µs (A), a COBBLE′500

0 se-
quence (B), and Böhlen-Bodenhause chirp echo sequences with a total
pulse duration T tot = 500 µs (C) and T tot = 1000 µs (D). Panels I to IV
correspond to the plot types introduced in section 6.2.5. . . . . . . . . . 83

7.6 Maximum quality factor Φ plotted on a logarithmic (A) and linear (C)
scale as a function of the total pulse duration T tot for the optimal relative
duration T (1)/T tot. The maximum quality factor for Hahn echo sequences
with equal durations of the excitation and the refocusing pulse, i.e. T (1) =
T (2) is shown on a logarithmic (B) and linear scale (D). . . . . . . . . . . 84

7.7 For total pulse durations T tot = T (1) +T (2) of (A) 100 µs, (B) 200 µs, (C)
300 µs, (D) 400 µs, (E) 500 µs, (F) 600 µs, the optimal quality factor Φ
is shown as a function of T (1)/T tot for arbitrary δ.• represent s2-COOP
pulses, individually optimized excitation pulses with δ = 0 (BEBOP)
combined with individually optimized refocusing pulses (BURBOP), and

individually optimized excitation pulses with δ 6= 0 (ICEBERG) com-
bined with individually optimized refocusing pulses (BURBOP). . . . . . 85
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7.8 The figure shows the individual contributions to the offset-dependent local
quality factor φ(δ, ω) (A) for a standard Hahn echo sequence composed of
rectangular pulses with a total duration of 75 µs, (B) for the only slightly
longer COBBLE100

10 sequence shown in figure 7.21 A, (C) for an Echo se-
quence consisting of an individually optimized ICEBERG and BURBOP
pulse with a total duration of 500 µs and (D) for an Echo sequence con-
sisting of a COBBLE′500

100 sequence. In panel I, the offset-dependent flip
angles β(1) for S(1) (solid curve) and β(2) for S(2) (dashed curve) are dis-
played. In panel II, the absolute value |f1| = | sin β(1)| (solid curve) of
the transfer efficiency f1 (c.f. Eq. 6.38) of the excitation pulse S(1) and
the absolute value |f2| = | sin2(β(2)/2)| (dashed curve) of the transfer ef-
ficiency f2 (c.f. Eq. 6.41) of the refocusing pulse S(2) are shown. In panel
III, the absolute value of the overall transfer efficiency |f1 · f2| (dashed
line), the phase fidelity cosϕ (dotted line) and the offset-dependent local
quality factor φ(δ, ω) defined in Eq. (7.2) are plotted. . . . . . . . . . . . 86

7.9 The figure shows the individual contributions to the offset-dependent local
quality factor φ(δ, ω) (A) for an Echo sequence composed of an individ-
ually optimized BEBOP and an individually optimized BURBOP pulse,
(B) for COBBLE′500

0 sequence, (C) an Echo sequence consisting of fre-
quency chirped pulses optimized according to the Böhlen-Bodenhausen
scheme with a total duration T tot = 500 µs and (D) an Echo sequence
consituted by chirp pulses optimized according to the Böhlen-Bodenhause
scheme with a total duration T tot = 1000 µs. In panel I, the offset-
dependent flip angles β(1) for S(1) (solid curve) and β(2) for S(2) (dashed
curve) are displayed. In panel II, the absolute value |f1| = | sin β(1)|
(solid curve) of the transfer efficiency f1 (c.f. Eq. 6.38) of the excitation
pulse S(1) and the absolute value |f2| = | sin2(β(2)/2)| (dashed curve) of
the transfer efficiency f2 (c.f. Eq. 6.41) of the refocusing pulse S(2) are
shown. In panel III, the absolute value of the overall transfer efficiency
|f1 · f2| (dashed line), the phase fidelity cosϕ (dotted line) and the offset-
dependent local quality factor φ(δ, ω) defined in Eq. (7.2) are plotted.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

7.10 Typ IV (c.f. section 2.2) graphical representation of the effective evolution
periods for a COBBLE100

10 sequence. The solid black lines correspond to
different branches τn (c.f. Eq. 6.55) with n ∈ {0, 1, 2, 3}. The dashed black
lines correspond to τn with n ∈ {−1,−2,−3}. . . . . . . . . . . . . . . . 89

7.11 Simulated and measured spectra (primed) of a Hahn Echo experiment
with an auxiliary delay δ 6= 0 using rectangular (A and A′), individually
optimized ICEBERG and BURBOP (B and B′) pulses and a COBBLE′500

100

sequence (C and C′). Each panel shows stacked plots of 1D spectra, where
the irradiation frequency is varied in equidistant steps between −30 kHz
and 30 kHz. The total pulse duration T tot for the shaped pulses is 500
µs. The limits of the optimized offset range of ±25 kHz are depicted by
black lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
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7.12 Simulated and measured (primed) spectra of a Hahn Echo experiment
with with an auxiliary delay δ = 0, using individually optimized BEBOP
and BURBOP (A and A′) pulses and a COBBLE′500

0 sequence (B and
B′). Each panel shows stacked plots of 1D spectra, where the irradiation
frequency is varied in equidistant steps between −30 kHz and 30 kHz.
The total pulse duration T tot for the shaped pulses is 500 µs. The limits
of the optimized offset range of ±25 kHz are depicted by black lines. . . 92

7.13 Simulated (A) and measured (B) echo envelopes of a COBBLE′500
0 (I)

and a COBBLE′500
0 sequence (II), an individually optimized ICEBERG

pulse combined with an individually optimized BURBOP pulse (III), an
individually optimized BEBOP pulse combined with an individually op-
timized BURBOP pulse (IV) and a rectangular pulse (V). . . . . . . . . . 93

7.14 Amplitude (brightness) and phase (the color map is shown at the bottom)
of a Hahn echo as a function of offset and B1 scaling for a sequence of rect-
angular pulses (A), a COBBLE100

10 sequence (B), individually optimized
ICEBERG and BURBOP pulses with a total duration T tot = 500 µs and
an internal evolution δ = 54 µs (C), and a COBBLE′500

100 sequence (D).
The pulses were only optimized to be robust with respect to offsets. The
optimized region is depicted as a dashed white line. . . . . . . . . . . . . 94

7.15 Amplitude (brightness) and phase (see color map in Fig. 7.14) of a Hahn
echo as a function of offset and B1 scaling for a sequence of individually
optimized BEBOP and BURBOP pulses with a total duration T tot =
507.5 µs (A), a COBBLE500

0 sequence (B), individually optimized ICE-
BERG and BURBOP pulses with a total duration T tot = 500 µs and
an internal evolution δ = 54 µs (C) and sequences of WURST pulses
optimized according to the Böhlen-Bodenhausen scheme[38] with a total
duration T tot = 500 µs (C) and 1000 µs (D). The pulses were only op-
timized to be robust with respect to offsets. The optimized region is
depicted as a dashed white line. . . . . . . . . . . . . . . . . . . . . . . . 95

7.16 TOP (time-optimal pulse) curves for cooperative pulses in the absence
and presence of B1 inhomogeneities. We assumed an equal weighting of
B1 scaling factors within the optimized range. The same data are shown
for a logarithmic (top panel) and a linear (bottom pannel) scale of the
figure of merit Φ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

7.17 Amplitude (brightness) and phase (see color map in Fig. 7.14) of a Hahn
echo as a function of offset and B1 scaling for a COBBLE400

40 sequence (A)
and a COBBLE600

60 sequence (B). The pulses were optimized to be robust
with respect to offsets (A and B) and ±20% field inhomogeneity (B only).
The optimized region is marked by a dashed white line. . . . . . . . . . . 97
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7.18 Here simulations of x-magnetization are depicted for an offset range±25 kHz
after a Hahn echo experiment using an EXORCYCLE. (A) and (B) cor-
respond to dynamics without coupling, (C) and (D) to dynamics which
include a 30 kHz Ising coupling constant. The COBBLE′800

0 sequence used
in case (A) and (C) was not explicitly optimized to tolerate couplings, the
COBBLE′800

0 sequence employed in (B) and (D) was optimized including
30 kHz Ising coupling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

7.19 Here we show x-magnetization over an offset range of ± 65 kHz after a
COBBLE′800

0 sequence that was optimized for (A) 0 kHz Ising coupling,
(B) 30 kHz Ising coupling and (C) 60 kHz Ising coupling. Simulations
were conducted without considering couplings. . . . . . . . . . . . . . . . 99

7.20 Here we show the fidelity of a COBBLE′800
0 sequence that was optimized

for 30 kHz Ising coupling over an offset range for the S spin in the presence
Ising and pseudosecular coupling and (A) 0 Hz, (B) 100 Hz, (C) 1 kHz
and (D) 1000 kHz offset of the I spin. The dark blue color corresponds
to a fidelity Φ = 0, the dark red color to Φ = 1. . . . . . . . . . . . . . . 100

7.21 Subplot I depicts excitation and refocusing pulses of COBBLE sequences
for T tot = T (1) + T (2) of (A) 100 µs, (B) 200 µs, (C) 300 µs, (D) 400 µs,
(E) 500 µs, and (F) 600 µs. An arbitrary inter-pulse delay τ (1,2) of 100 µs
was inserted between the pulses in order to clearly separate them. The
maximum rf amplitude was 10 kHz and the pulse phase is color coded (x:
red, y: yellow, −x: green, −y: blue). The colormap is shown below the
pulse shapes. Subplot II shows phase and amplitude of starting shapes
(A′, B′, C′, D′, E′ and F′) and for the optimization and final shapes (A,
B, C, D, E and F). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

7.22 Spectrogram representation of a COBBLE600
60 sequence optimized for a

bandwidth ±25 kHz, with an interpulse delay τ (1,2) = 600 µs and a fi-
nal delay with a duration of 600 µs (A). (B) shows the position of the
maxima extracted from the spectrogram of the S(1) pulse (red curve) and
of the S(2) pulse (blue curve) in the time dimension as a function of the
frequency. The dashed curves represent the boundaries of the optimized
region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7.23 Histograms of the achieved figure of merits Φ for 100 optimized π
2 −π− π

2

sequences starting with random S(1), S(2) and S(3) pulses with durations
T (1) = T (3) = 140 µs and T (2) = 320 µs using (A) direct optimization of
π
2 − π − π

2 sequences based on the gradient of Φ for 3000 iterations, (B)
pre-optimization of π

2 − π − π
2 sequences as described in section 6.3.3 for

3000 iterations, and (C) two-step approach based on pre-optimization for
1500 iterations followed by optimizations using the gradient of Φ for 1500
iterations. N is the number of π

2 − π − π
2 sequences found in each bin. . . 103
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7.24 Here the offset-dependent z-component of magnetization of a COBBLE3600
0

sequence is depicted for the optimized range of ±25 kHz. Simulation was
carried out with an interpulse delay τ (1,2) = 0 (A and C) and τ (1,2) =
0.6 ms (B and C), with (C and D) and without (A and B) phase cycle. . 104

7.25 For an auxiliary delay δ/T tot of (A) -0.3, (B) -0.15, (C) 0, (D) 0.15, (E)
0.3, the quality factor Φ is shown as a function of T (2)/T tot (x axis) and
T (2)/T tot (y axis). A white cross indicates the location of the best quality
factor for each δ/T tot. Black contour lines are plotted at Φ levels 0.5, 0.9,
0.95 and 0.98. The left white dashed triangle indicates the region that

satisfies the requirement T
(1)
min = T

(3)
min = 25 µs and T

(2)
min = 50 µs, which

corresponds to the durations of rectangular π/2 and π pulses with the
same amplitude. The plot employs a logarithmic color scale. . . . . . . . 106

7.26 Graphical representation of the effective evolution periods for a π
2 −π− π

2
sequence composed of rectangular pulses with a total duration T tot of
100 µs (A), COBBLE500

50 echo and time-reversed and phase-shifted ICE-
BERG (δICEBERG/T ICEBERG = 0.6) pulses with an auxiliary delay δ =
20 µs (B), and individually optimized ICEBERG (δICEBERG/T ICEBERG =
0.6) and BURBOP pulses (C). The total duration of (B) and (C) each
amounts ot 500 µs. Panels I to IV correspond to the plot types introduced
in section 6.3.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

7.27 Graphical representation of the effective evolution periods for a π
2 − π −

π
2 sequence composed of individually optimized BURBOP pulses (A),
a COBBLE3500

0 sequence (B), and individually optimized BEBOP and
BURBOP pulses (C). The total duration of (A), (B) and (C) each amounts
to approx. 500 µs. Panels I to IV correspond to the plot types introduced
in section 6.3.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

7.28 Maximum quality factor Φ plotted on a logarithmic (A) and linear (C)
scale as a function of the total pulse duration T tot for the optimal relative
duration T (1)/T tot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
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7.29 The figure shows the individual contributions to the offset-dependent local
quality factor φ(δ, ω) (A) for a standard π

2 − π− π
2 sequence composed of

rectangular pulses with a total duration of 100 µs, (B) for a COBBLE400
40

sequence shown in figure 7.21 D combined with a time-reversed and phase-
shifted ICEBERG pulse with a total duration T tot = 500 µs and (C)
for an Echo sequence consisting of individually optimized ICEBERG and
BURBOP pulses with a total duration of 500 µs. In panel I, the offset-
dependent flip angles β(1) for S(1) (dashed curve), β(2) for S(2) (solid
curve) and β(3) for S(3) (dotted curve) are displayed. In panel II, the
absolute value |f1| = | sin β(1)| (dashed curve) of the transfer efficiency
f1 (c.f. Eq. 6.38) of the excitation pulse S(1), the absolute value |f2| =
| sin2(β(2)/2)| (solid curve) of the transfer efficiency f2 (c.f. Eq. 6.41) of
the refocusing pulse S(2) and the absolute value |f3| = | sinβ(3)| (dotted
curve) (c.f. Eq. 6.80) are shown. In panel III, the absolute value of the
overall transfer efficiency |f1 · f2 · f3| (dashed curve), the phase fidelity
cosϕ (dotted curve) and the offset-dependent local quality factor φ(δ, ω)
defined in Eq. (7.6) are plotted. The real value of the transfer function
(Eq. 6.64) is shown as a solid black curve. . . . . . . . . . . . . . . . . . 110

7.30 The figure shows the individual contributions to the offset-dependent local
quality factor φ(δ, ω) (A) for a π

2 −π− π
2 sequence composed of BURBOP

pulses with a total duration of 500 µs, (B) for a COBBLE3500
0 sequence

shown in figure 7.34 D and (C) for an Echo sequence consisting of indi-
vidually optimized BEBOP and BURBOP pulses with a total duration of
510 µs. In panel I, the offset-dependent flip angles β(1) for S(1) (dashed
curve), β(2) for S(2) (solid curve) and β(3) for S(3) (dotted curve) are dis-
played. In panel II, the absolute value |f1| = | sin β(1)| (dashed curve)
of the transfer efficiency f1 (c.f. Eq. 6.38) of the excitation pulse S(1),
the absolute value |f2| = | sin2(β(2)/2)| (solid curve) of the transfer ef-
ficiency f2 (c.f. Eq. 6.41) of the refocusing pulse S(2) and the absolute
value |f3| = | sinβ(3)| (dotted curve) (c.f. Eq. 6.80) are shown. In panel
III, the absolute value of the overall transfer efficiency |f1 ·f2 ·f3| (dashed
curve), the phase fidelity cosϕ (dotted curve) and the offset-dependent
local quality factor φ(δ, ω) defined in Eq. (7.6) are plotted. The real value
of the transfer function (Eq. 6.64) is shown as a solid black curve. . . . . 111
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7.31 The effect of a non δ-shaped impulse response function is shown here.
Subplot A shows the z-component of magnetization after a COBBLE31200

0

sequence over a bandwidth of 20 kHz with a maximum amplitude of 10
kHz that is not specifically optimized for the impulse response shown
in E (the solid curve represents the x-component, the dashed curve the
y-component of the impulse response function) (dashed curve) and of a
sequence that is optimized for said impulse response (solid curve). Sub-
plot B shows similar data when the impulse response depicted in E is
considered. Subplots C shows the undistorted x-component (solid curve)
and the y-component (dashed curve) of the COBBLE31200

0 sequence tuned
for the aforementioned impulse response, subplot D shows the same se-
quence distorted by the considered impulse response function. The limits
between individual pulses S(1), S(2) and S(3) are indicated by solid black
lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

7.32 Here we depict z-magnetization after a COBBLE31200
0 sequence (A) which

was optimized for a bandwidth of 20 kHz over ±100 kHz. In (B) we show
a COBBLE31200

0 sequence optimized for the same bandwidth where all
frequencies exceeding ±20 kHz were removed from the pulses. In (C) and
(D) the x-component (solid curve) and the y-component of the rf pulse of
the unfiltered and the filtered sequence are shown, respectively. . . . . . 115

7.33 Here a joint time-frequency representation of a COBBLE3600
0 sequence

(A) (c.f. Fig. 7.34) is shown. τ (1,2) and τ (2,3) were set to 200 µs. The se-
quence was optimized for ±25 kHz, the spectrogram representation covers
a bandwidth of ±55 kHz. In (B) we show the added position of the max-
ima of S(1) and S(2) (red curve) and S(2) and S(3) (blue curve). The former
combination was incremented by a constant value of 80 µs. Dashed black
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and Schulte-Herbrüggen, T. (2011) Comparing, optimizing, and benchmarking
quantum-control algorithms in a unifying programming framework. Phys Rev A
84, 022305.

[61] Kobzar, K. Optimal Control, Partial Alignment and More: The Design of Novel
Tools for NMR Spectroscopy of Small Molecules. Ph.D. Thesis, 2007.

137



Bibliography

[62] Kobzar, K., Skinner, T. E., Khaneja, N., Glaser, S. J., and Luy, B. (2004) Exploring
the limits of broadband excitation and inversion pulses. J Magn Reson 170, 236–43.

[63] Kobzar, K., Skinner, T. E., Khaneja, N., Glaser, S. J., and Luy, B. (2008) Exploring
the limits of broadband excitation and inversion: II. Rf-power optimized pulses. J
Magn Reson 194, 58–66.

[64] Skinner, T. E., Reiss, T. O., Luy, B., Khaneja, N., and Glaser, S. J. (2004) Reduc-
ing the duration of broadband excitation pulses using optimal control with limited
RF amplitude. J Magn Reson 167, 68–74.

[65] Gershenzon, N. I., Kobzar, K., Luy, B., Glaser, S. J., and Skinner, T. E. (2007)
Optimal control design of excitation pulses that accommodate relaxation. J Magn
Reson 188, 330–336.

[66] Skinner, T. E., Gershenzon, N. I., Nimbalkar, M., and Glaser, S. J. (2012) Optimal
control design of band-selective excitation pulses that accommodate relaxation and
RF inhomogeneity. J Magn Reson 217, 53–60.

[67] Zhang, Y. Optimal Robust Pulse Design for Magnetic Resonance. Thesis, 2012.

[68] Nimbalkar, M., Luy, B., Skinner, T. E., Neves, J. L., Gershenzon, N. I., Kobzar, K.,
Bermel, W., and Glaser, S. J. (2013) The Fantastic Four: A plug ’n’ play set of
optimal control pulses for enhancing NMR spectroscopy. J Magn Reson 228, 16–31.

[69] Reddy, G. N., and Caldarelli, S. (2011) Maximum-quantum (MaxQ) NMR for the
speciation of mixtures of phenolic molecules. Chem Commun (Camb) 47, 4297–9.

[70] Reddy, G. N., and Caldarelli, S. (2012) Identification and quantification of EPA 16
priority polycyclic aromatic hydrocarbon pollutants by Maximum-Quantum NMR.
Analyst 137, 741–6.
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