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Abstract

The current state of technology enables autonomous driving in simple environments such

as freeways and parking garages. However, intelligent cars still cannot behave faultlessly in

complex urban traffic scenarios.

Teleoperated driving is considered to be a transient technology for driverless driving in urban

environments. Using this technology, data from the sensors of the unmanned vehicle are

transmitted over a mobile network to a stationary call center, from which a human operator

can control the car remotely. Thus, human intelligence can be used in situations in which

machines cannot appropriately understand their environments or make robust decisions.

One of the main use cases of this technology would be car sharing, meaning that cars could

be remotely provided to costumers. In addition, some other applications such as remote valet

parking and remote driving of electric cars to charging stations can be realized using this

technology.

Although this mobility concept benefits from retaining humans within vehicles’ control loops,

it faces challenges. This work focuses on low situational awareness and time delay in com-

munication as two important challenges that arise during teleoperated driving and can cause

obvious difficulties when attempting to precisely and safely control a remote car.

To address these challenges, this work proposes a package of advanced driver assistance

systems. To improve the operator’s situation awareness and increase his ability to precisely

control a vehicle, a mixed reality human-machine interface (HMI) using a head-mounted dis-

play (HMD) is proposed. This HMI concept uses the data transmitted by the camera and the

LiDAR sensors of a remote vehicle in order to depict the 360◦ vehicle’s surroundings to the

human operator as a mixture of the real and virtual environments.

In order to promote safety, two braking and haptic assistance systems that intervene in the

longitudinal and lateral control of remote cars are proposed. The proposed brake assistance

system reacts to upcoming hazards that the human operator may be unaware of due to

communication time delay. In order to do so, this system predicts the motion trajectories of

dynamic obstacles in the vehicle’s surroundings using a stereo vision based track-before-

detect approach and reacts autonomously to the predicted hazards through speed control.

The proposed haptic assistance system predicts lateral collisions and applies an assistance

steering torque to the steering wheel of the operator’s workstation. This steering assistance

system supports the human operator in a generic way in challenging scenarios without the

need for road information. Thus, it reduces the lateral collision risk that exists during the

lateral control of a remote car as a result of communication time delay.

The proposed assistance systems are evaluated in several human-in-the-loop test drives, us-

ing experienced test persons. The results of these test drives show an overall increase in the

precision and safety of teleoperated driving as a result of applying the proposed concepts.
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1 Introduction

1.1 Motivation

Over recent decades, remarkable efforts have been made to improve the intelligence of cars.
While earlier efforts focused on promoting the driver’s safety and comfort, more recent efforts
have aimed at removing drivers altogether from a car’s control loop.
This trend is a logical response to different requirements: On the one hand, drivers tend to de-
mand greater safety and comfort while driving. Fully automated driving would provide greater
comfort over long distances and could avoid the risk of inappropriate human decisions.
On the other hand, commercial users such as haulers have tended to decrease their fuel and
personal costs through fully automated driving. The full automation of public transportation
systems in cities could produce similar benefits.
Given the current state of technology, fully automated vehicles will soon be introduced to the
market. However, at first this technology will only function in simple environments such as
freeways or parking garages.
Despite the obvious progress that has been made toward automated driving, much work is
still required before vehicles can operate autonomously in all driving scenarios. The main
challenge is driverless operation in highly complex urban environments. Given the current
state of machine intelligence, it cannot fully process complex environments and make appro-
priate decisions in all situations. For example, a recent report from the Google self-driving
car project [1] indicated that 89% of the disengagements of the autonomous mode occurred
in complex street environments. The main causes for these disengagements were machine
perception, software discrepancies and unwanted vehicle maneuvers.
Teleoperated driving [2] is a transient technology for realizing driving in urban environments
without the need for a driver in the vehicle. This concept involves a human operator who
controls the car remotely from a stationary workstation. The remote car or teleoperator is
equipped with sensors that transmit data to the operator using a wireless communication
unit. Figure 1.1 illustrates a schematic of this concept.
The operator’s workstation is equipped with the conventional actuators, such as a steering
wheel and brake and gas pedals, with which the human operator can send control signals to
the teleoperator. In addition, the images received from the teleoperator are displayed to the
operator using several monitors.
The main advantage of this concept is that a human remains in the control loop of the vehicle.
In situations where a machine is unable to appropriately process its environment or make
a robust decision, the human operator can demonstrate robust driving behavior, using his
environment perception and decision-making abilities.

1.2 Use Cases

The main use case of teleoperated driving would be car-sharing in the megacities that have
grown significantly over recent decades. Figure 1.2 illustrates the rapid growth of this market
in recent years. Several studies predict that car sharing will be an increasingly common
practice. For example, a case study in Germany has shown that 31% of the population
intended to increase their use of car-sharing services over the upcoming 10 years [3].
Currently, car-sharing customers park their hired cars in arbitrary parking spaces within a
defined business area after using them. The next customer then needs to check an online
map, find the nearest car and retrieve it. Furthermore, the companies that provide car-sharing
services sometimes need to retrieve their cars in order to refuel or clean them.
Using teleoperated driving, vehicles can be remotely driven to customers, charging stations
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or providers. In addition, a valet parking service that drives cars to the next parking garage
can be realized.
In addition to car sharing, teleoperated driving would significantly affect conventional taxi
services. Currently, taxi drivers need to wait long periods of time for their passengers. Thus,
their vehicles are only in operation for limited periods of time each day.
To increase the efficiency of taxi services, taxi drivers can be replaced by human operators
who can control taxis remotely. Using this approach, each taxi service would need a call
center from which the taxis distributed throughout a city can be controlled. As analyzed in
[141], based on the taxi fleet in Porto, teleoperation of taxi fleets would reduce the number of
drivers hired by taxi services by 15 to 39%.

1.3 General Challenges in Teleoperation

Although teleoperated driving benefits from keeping humans in the control loop, this practice
has its own challenges. Generally, these challenges can be divided into the following cate-
gories:

1) Lack of situation awareness
When a human operator controls a car remotely, his situation awareness is lower than when
controlling it from within the vehicle. This reduced situation awareness mainly results from the
lack of information that the operator receives regarding the teleoperator and its surroundings
as a result of his physical absence from the teleoperator. Reduced situation awareness may
affect the driving performance of the human operator.

2) Time delay in communication
Time delay is always a factor in mobile communication. Ping tests for the transmission of
small-sized amounts of control data from the operator’s workstation to a car (downlink case)
using LTE (4G) indicate a maximum time delay of 70ms and an average time delay of 47ms
[5]. These tests indicate a longer time delay when transmitting larger amounts of data in the
opposite direction (uplink case).

So
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Figure 1.1 : System structure of the vehicle teleoperation using a mobile network [2]

3



Figure 1.2 : Rapid growth of the car sharing market in the world [4]

Since mobile networks have restricted bandwidth capacities, camera images must be en-
coded before transmission and decoded thereafter. Figure 1.3 shows the overall time delay
when transmitting three encoded camera images at the speed of 3 Mbit/s from a teleoperator
to the operator’s workstation using a commercial LTE (4G) network. This measurement shows
a maximum time delay of 445ms and an average time delay of 138ms. To ensure appropriate
streaming quality for the human operator, images need to be buffered before visualization up
to a constant time delay. Using this approach, image freezing during teleoperated driving can
be prevented.
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Figure 1.3 : Variable time delay during teleoperated driving using a commercial LTE network, including the spent time to
transmitting the video images from the vehicle to the operator’s workstation as well as the time spent to transmitting the control
commands in the opposite direction [141]

To account for possible communication jitters and to ensure the fluidness of the illustrated
video images, the received images need to be buffered by 500ms at the operator’s workstation
[6]. When this is done, all of the received images at the operator’s workstation are synchro-
nized, the delayed video packets are aligned to their correct positions and an interruption-free
video footage is displayed to the human operator [141].
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Driving with such long delays between the human operator and teleoperator is one of the
most significant challenges in the teleoperation of vehicles.

3) Loss of communication
Another significant challenge in vehicle teleoperation is possible loss of communication while
driving. This challenge is always present in wireless communication and cannot be com-
pletely prevented. Hence, there is a need for an appropriate solution that will ensure the
safety of a teleoperated vehicle when its connection to its operator is broken.

1.4 Aim of this Work

The challenges identified above cause various limits for a human operator when driving a
vehicle remotely. When compared to the driver of a manned vehicle, a human operator
may demonstrate lower levels of task performance and safety while driving a teleoperated
vehicle. Since the challenges identified above affect the performance of tasks during vehicle
teleoperation in different ways, they cannot be solved by means of a single solution.
This work aims at tackling these problems by developing a package of assistance systems for
the human operator. Of the three challenges identified, this work focuses on lack of situation
awareness and time delay in communication. To address the challenges posed by loss of
communication, an existing solution is utilized and its performance is analyzed.
The remainder of this dissertation is organized as follows:
Chapter 2 briefly reviews the state of the art in the areas of automated and teleoperated
driving. In addition, this chapter also presents the system setup used in this work.
Chapter 3 evaluates the existing concepts associated with the remote controlling of vehicles
and identifies the challenges that they face.
Chapter 4 redesigns the conventional cockpit for vehicle teleoperation, incorporating a head-
mounted display and using the sensor data provided by the remote vehicle. The proposed
concept HMI in this chapter is intended to increase the situation awareness of human opera-
tors while engaged in teleoperated driving.
The following two chapters address the safety concerns in vehicle teleoperation that arise
as a result of time delay in communication. These problems are addressed by means of
autonomous intervention in the driving task.
Chapter 5 proposes a novel brake assistance system for autonomous intervention in the lon-
gitudinal control of a teleoperated vehicle and chapter 6 proposes a haptic assistance system
for autonomous intervention in a vehicle’s steering system during teleoperated driving.
Chapter 7 provides a general discussion of the concepts proposed in this work and consid-
ers the future of teleoperated driving. Chapter 8 summarizes the content of this work and
presents its conclusion.
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2 State of the Art

This chapter outlines the general state of the art in the fields of automated driving and tele-
operation as two subjects that are highly relevant to the field of teleoperated driving. A more
detailed discussion of the state of the art related to the proposed concepts in this work can
be found at the beginning of each chapter. At the end of this chapter, the system setup used
for teleoperated driving is presented.

2.1 Automated Driving

2.1.1 Automation Levels
In 2014, the Society of Automotive Engineers (SAE) released a new standard (J3016) that
defines the levels of driving automation for on-road vehicles. As illustrated in Figure 2.1,
based on this standard, driving automation can be categorized into five levels, which span a
spectrum from driver assistance to full automation.

0
No 

Automation
Human driver Human driver Human driver n/a

1
Driver 

Assistance
Human driver

and system
Human driver Human driver Some driving 

modes

2
Partial

Automation
System Human driver Human driver Some driving 

modes

3
Conditional
Automation

System System Human driver Some driving 
modes

4
High

Automation
System System System Some driving 

modes

5
Full

Automation
System System System All driving 

modes

Human driver monitors the driving environment

Automated driving system („system“) monitors the driving environment

SAE 
Level

Name Execution of 
Steering and 
Accelartion/
Decelartion

Monitoring 
of Driving 

Environment

Fallback 
Performance 
of Dynamic 
Driving Task

System 
Capability 
(Driving 
Modes)

Figure 2.1 : SAE standard J3016: Taxonomy and definitions for terms related to on-road motor vehicle automated driving
systems [7]

At the lowest level of automation (level 1), the driver is responsible for all driving tasks and
is only supported by advanced driver assistance systems (ADAS). At the level of partial
automation (level 2), some driving tasks are executed by the automated driving system, but
the human driver is responsible for monitoring the driving environment.
At the conditional automation level (level 3), the automated driving system is responsible for
all aspects of the dynamic driving task, with the expectation that the human driver will respond
appropriately to a request to intervene.
At the high automation level (level 4), the automated driving system is responsible for all
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aspects of the dynamic driving task, even if the human driver does not respond appropriately
to a request to intervene.
At the full automation level (level 5), all driving tasks under all roadway and environmental
conditions that can be managed by a human driver are executed by the automated driving
system. This level can be seen as the long-term goal of automated driving.
The approach to classifying automated driving systems adopted by the German Federal High-
way Research Institute (BASt) is rather different from that used in the SAE standard J3016.
In this system of classification [8], automated driving systems can be divided into four levels,
namely "assisted", "partially automated", "highly automated" and "fully automated". Some
parts of these definitions are slightly different from the similar terms used by the SAE.

2.1.2 Advanced Driver Assistance Systems
After successful development of vehicle stabilization systems, such as anti-lock braking sys-
tem (ABS) and electronic stability program (ESP), advanced driver assistance systems (ADAS)
were introduced to the market in the 1980s to improve safety and comfort while driving.
The ADAS for active safety are designed to avoid or mitigate collisions through warnings or
intervening in the control of the vehicle. As two important systems of this field, autonomous
emergency braking (AEB) and lane keeping assist (LKA) can be indicated, which respectively
intervene in the longitudinal and lateral control of the car.
Some of the ADAS have been developed to promote driver’s comfort through partial or com-
plete takeover of the driving task. One of the most well-known systems developed in this field
is adaptive cruise control (ACC), which automates longitudinal control of the vehicle. Another
example is parking assist system, which autonomously executes the task of backing into a
parking space.
To realize these systems, a variety of passive and active sensors, such as mono cameras,
stereo vision, night vision, radar, LiDAR and ultrasonic sensors are used. In the next gen-
eration of environment perception sensors, more information about the environment will be
gained by means of wireless communication with other traffic participants and road infras-
tructure.
In the recent decades, different interfaces have been developed to interact with a car’s driver.
Generally, these interfaces provide information to the driver through visual, acoustic and hap-
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Figure 2.2 : Past and potential future evolution towards automated cooperative driving [9]
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tic channels. In particular, there has been remarkable progress in the area of visual interfaces
using head-up displays (HUDs) in cars, which provide information in a specific area of the
windshield. The next generation of visual interfaces are likely to use the entire windshield as
an augmented-reality screen [142].
Figure 2.2 illustrates the evolutionary progress of ADAS towards fully automated driving. As
can be seen, the current technology is only capable of industrialization of automated driving
at low speeds and, in the upcoming years, highly automated driving (automation level three
based on the SAE standard J3016) in simple environments such as highways. A longer
period of time will be required for the industrialization of door-to-door automated driving in all
areas (automation level 5 based on the SAE standard J3016).

2.1.3 Autonomous Driving
Generally, the different tasks that machines perform in autonomous driving can be divided
into several layers, which are listed in Table 1.

Table 1 Simplified hierarchical model of automated driving [143]

1. Navigation and Localization

2. Environment Perception

3. Situation Awareness and Decision Making

4. Path Planning

5. Vehicle Control

Although there has been remarkable progress in the field of autonomous driving, considerable
challenges still exist in some of these layers.
The existing technologies used in autonomous driving rely on high-definition digital maps in
order to obtain a priori knowledge about the environment. Using these maps, uncertainty
about the static environment is reduced and a horizon, broader than the area that can be
perceived by vehicle sensors, is provided.
After ego-localization on the digital map and determination of the destination, the way points
that the car should follow are generated in the first step. To reduce the number of errors
that arise as a result of relying on global navigation satellite systems (GNSS) in urban en-
vironments, ego-localization is performed through a fusion of GNSS-based and GNSS-free
approaches [10]. GNSS-free ego-localization relies on recognizing local landmarks that are
identified beforehand and saved in descriptors. However, since urban environments are per-
manently undergoing change, digital maps and local landmark descriptors must be frequently
updated.
A variety of different sensors are used for environment perception. The majority of machine
perception algorithms are based on machine learning, in which specific features need to be
extracted and classified. In recent years, deep-learning techniques such as GoogLeNet [11],
R-CNN [12] and their different extensions have demonstrated remarkable performance in the
detection and classification of objects. However, the problems encountered when attempting
to recognize complex objects, such as pedestrians, have still not been completely solved.
Since in several areas within urban environments no clear lane marking or curbs can be
seen, free-space detection cannot be solely performed using vehicle sensors. To solve this
problem, the support of high-definition digital maps is required. The greatest challenges in
this area are environment perception at night and during poor weather conditions, both of
which will require much effort before they are completely solved.
In addition, V2X communication technology is used to perceive those parts of the environ-
ment that cannot be seen by vehicle’s sensors. The main challenge involved in using this
technology in active safety systems is its high latency, which might be solved in the future by
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the fifth generation of mobile communication networks.
Decision-making algorithms are mostly based on probabilistic approaches, and their perfor-
mance in complex urban environments is still not comparable with human abilities.
Path-planning techniques such as heuristic search algorithms and numerical optimization ap-
proaches have been improved in recent years [13]. However, there is a need for further
progress in real-time path planning when confronted with uncertainties within dynamic envi-
ronments.

2.2 Teleoperation

2.2.1 Areas of Application
Teleoperation has a long history in robotics. This technology enables controlling a robot,
including one or several of its actuators, that is located at a distance from a human operator.
The main use case of this technology is where the human is not capable of or interested in
being physically present at the robot’s location.
One well-known application of teleoperation is the exploration of space using mobile robots.
The first lunar rover was landed on the Moon in 1970 by the Soviet Union. Thereafter, several
unmanned rovers have been developed to explore the surfaces of the Moon and Mars. An
example of these Mars rovers is shown in Figure 2.3(a). This model is equipped with a
chemistry and camera (ChemCam) instrument with which the composition of surfaces can be
investigated.
A similar application can be seen in the teleoperation of submarines used for underwater
operations. While in earlier versions of these submarines the teleoperator was connected
to the operator’s workstation using a cable, modern versions mostly use underwater wireless
communication. An example of these robots, which are connected to the operator via a cable,
is illustrated in Figure 2.3(b).
Surgery is another area in which human ability is still dominant. Telesurgery is a technology
that enables surgeons to operate on their patients without being physically present in the op-
erating room. Figure 2.3(c) shows an example of a telesurgery system developed by Intuitive
Surgical Inc. [14].

(a) (b) (c)

Figure 2.3 : Some use cases of teleoperation: (a) Exploration of the Mars by the rover Curiosity of NASA’s Mars Science
Laboratory [15]; (b) Exploration and underwater teleoperation by H2000 of ECA Group Hytec [16]; (c) Telesurgery using "da
Vinci" surgical system [17]

Another application of teleoperation is enabling remote presence in locations that are haz-
ardous to humans. In this regard, different robots have been developed to locate mines, to
explore hazardous locations or to clear radiated areas. Figure 2.4(a) depicts an example of a
robot developed for remote inspection.
Similarly to other technologies, not all of the applications of teleoperation are civil. In recent
decades, this technology has been intensively used for military purposes. This technology is
used to teleoperate both armed ground vehicles and armed aerial drones. Figures 2.4(b) and
2.4(c) illustrate two examples of military robots.
Recently, teleoperation technology has been used for logistics purposes. For example, Ama-
zon has announced that it intends to develop a "Prime Air" service which will deliver packages
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(a) (b) (c)

Figure 2.4 : Some use cases of teleoperation: (a) remote inspection (b) Guardium as an unmanned ground vehicle (UGV)
developed by G-NIUS (c) MQ-1 Predator as an unmanned aerial vehicle (UAV) built by General Atomics and employed by US
Air Force [18]

to customers using remotely controlled drones. Some other applications of teleoperation can
be found in [19].

2.2.2 Human-Machine Cooperation Levels
Generally, the level of human-machine cooperation in a teleoperation task can be categorized
as direct, shared or supervisory control. This approach to classification is illustrated in Figure
2.5.

OPERATOR

TASK

display controls

HMI computer

slave controller

sensors actuators

transmission

(a)

OPERATOR

TASK

display controls

HMI computer

slave controller

sensors actuators

transmission

(b)

OPERATOR

TASK

display controls

HMI computer

slave controller

sensors actuators

transmission

(c)

Figure 2.5 : Teleoperation strategies: (a) direct control, (b) shared control and (c) supervisory control [20]

In this classification, direct control or closed-loop control represents a level of teleoperation
in which the remote system is continuously controlled by direct signals sent by the operator
[21].
Shared control represents a level of human-machine interaction in which both, human inter-
vention in programmed tasks and computer augmentation of manually controlled operation,
are permitted [22]. Instead of a supervisor dictating to a subordinate, in shared control the
human and the robot engage in dialogue in order to exchange ideas and resolve differences
[23]. In this strategy, the control loops that cannot be controlled by the human operator are
closed using internal loops in the teleoperator. This is illustrated in Figure 2.5(b) as a red
dashed arrow on the teleoperator’s side. A well-known application of this control concept as
a H-metaphor for vehicle automation and interaction is provided by Flemisch et al. [24].
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In supervisory control, the machine conducts the task autonomously, and the operator con-
tinually monitors and iteratively updates or modifies the program [25]. The blue dashed arrow
on the operator’s side in Figure 2.5(c) represents the feedback from the human-machine in-
terface (HMI) [20].

2.2.3 Human-Machine Interfaces for Teleoperation
One of the main aspects to consider when designing a teleoperation system is its HMI, which
enables the interaction of the human operator with the remote environment. An HMI should
allow tasks to be adequately performed and increase the telepresence of the human oper-
ator. In addition, several other parameters, such as workload, building cost and size of the
operator’s workstation should be considered.
An HMI for teleoperation consists mainly of one or more feedback and one or more control
channels. The feedback channels convey the received signals from the teleoperator to the
operator, while the control channels transmit the control signals in the opposite direction.
To improve the telepresence of the human operator, different feedback and control channels
can be used. These channels are mainly selected based on the task at hand. The most
common feedback channel is the visual channel, which illustrates the video received from the
teleoperator on the displays of the operator’s workstation.
This channel has the ability to enhance the raw images received from the teleoperator by pro-
viding additional information. This can be achieved through processing the received images
and projecting additional information onto them, representing a form of augmented reality.
In addition to visual feedback, the other human senses can be used in human-machine inter-
action. For example, through acoustic feedback the sounds of the remote environment can
be presented to the operator. This would improve the human operator’s impression of being
present in the remote vehicle while he is engaged in teleoperated driving. This topic is inves-
tigated in [26] through simulation of the sound of the motor at the operator’s workstation.
The sense of touch is another channel that is intensively used in order to increase the oper-
ator’s telepresence. This channel conveys tactile or kinesthetic information about the remote
environment to the human operator. To create this force feedback, the force that exists at the
teleoperator is measured and then artificially generated using an actuator at the operator’s
workstation.
Based on the teleoperation task to be performed, different devices are used to generate the
human operator’s control signals. Figure 2.6(a) illustrates a HMI for telesurgery, in which the
control signals are created using the surgical instruments provided on the operator’s worksta-
tion. Fig. 2.6(b) shows the HMI of a military UAV, in which two joysticks and a keyboard are
provided to control the drone.

(a) (b) (c)

Figure 2.6 : Some example HMIs for teleoperation: (a) an interface for telesurgery, (b) an operator’s workstation to remotely
control a military drone [19], (c) CAPIO upper-body dual-arm exoskeleton as an wearable interface for teleoperation using bio
signals [27]

For more intensive interaction between the human operator and the remote environment,
wearable interfaces can be used. Figure 2.6(c) illustrates an example of these HMIs, in which
the control signals are created by the bodily motions of the human operator.
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This technology can be enhanced through gaze tracking [28], head-pose estimation [29] or
even the scanning of brain signals [30].

2.3 Teleoperated Driving

Teleoperated driving, a branch of telerobotics, refers to controlling a car from outside of it.
Since given current state of the art driverless operation of vehicles cannot still be realized
in all urban environments, this technology has received a remarkable degree of attention in
recent years.
For example, in 2015 the American car manufacturer Ford officially announced that it would
begin research on this technology [31]. The test vehicle used for this purpose was a golf
cart, which was equipped with camera sensors and an LTE communication unit. The official
demonstration presented low-speed remote control of this vehicle using a logitech actuator
and three monitors. Figure 2.7 shows a scene from this demonstration.

(a) (b)

Figure 2.7 : A scene from the Ford’s official demonstration on teleoperated driving [31]

In addition to Ford, some other developers and car manufacturers have recently started to
work on teleoperated driving. For example, the Renault-Nissan Alliance announced at the
Consumer Electronics Show (CES) of 2017 its intension to use teleoperation technology in
order to support driverless cars [32]. In addition, Telefónica and Ericsson demonstrated re-
mote driving using a trial 5G network at the Mobile World Congress (MWC) 2017 in Tarragona,
Spain [33]. While some of these companies consider teleoperated driving as a back-up to
autonomous driving, some others consider it as an independent mobility concept. Chapter 7
discusses these approaches.

2.3.1 System Setup at TUM
The chair of automotive technology at the Technical University of Munich (TUM) has been
engaged in research into the concept of teleoperated driving since 2010 [2]. The system
architecture as well as the main system components developed are described below.

2.3.1.1 Teleoperator
An Audi Q7 was employed as the main experimental vehicle. This vehicle was first equipped
with the required sensors and actuators for automated driving in the "DFG Sonderforschungs-
bereich Transregio 28 Kognitive Automobile" project and was developed further in the "Teleop-
erated Driving" project. Figure 2.8 depicts this car, which was equipped with several sensors
and actuators, as well as a communication unit. Three camera sensors, mounted behind the
vehicle’s windscreen, capture approximately 240◦ of its surroundings. The rest of the car’s
environment are captured by two additional cameras, which are mounted in two side-mirrors
as well as a rear camera.
The used cameras are CMOS Gigabit Ethernet (GiGE) cameras from Basler [34], with differ-
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ent resolutions and fields of view (FOV). The middle camera is of the acA2000-50gc type,
with a resolution of 2046 x 1086 pixels. This camera, together with a LM5JC1M lens from
Kowa, provides a FOV of approximately 150◦. The captured camera images are compressed
using H.264 video coding format and transmitted via an LTE mobile network to the operator’s
workstation.
For machine perception, a stereo vision system was developed and mounted in the car. This
stereo vision system consists of two monocular acA640-100gc type cameras from Basler and
a baseline with a length of 50 cm. The raw images of this camera system are not transmitted
to the operator’s workstation, but are processed in the car and are used by the vehicle’s
intelligence.
In addition to camera sensors, three SICK LMS 291 LiDAR sensors were mounted on the car.
These LiDAR sensors scan 180◦ of the environment in one layer, with an angular resolution
of 0.5◦ or 1◦. Two of these three sensors can be seen in Figure 2.8(a). In this work, only
two of these three sensors, which are mounted on the front and the rear of the vehicle, are
employed.
The experimental vehicle was equipped with an OxTS RT3003 precision inertial and GPS
navigation systems from Oxford Technical Solutions [35], which measures motion, position
and orientation at a frequency of 100 Hz. Highly accurate measurements can be made using
the car’s mounted DGPS antenna.

(a)

b
(b)

Figure 2.8 : The used experimental vehicle for teleoperated driving equipped with different sensors, actuators and computing
units

In order to remotely steer the car, a hollow shaft motor was mounted on its steering column.
To ensure safety during test drives, this additional actuator could be over-steered at any time
by the safety driver. Pushing the gas and brake pedals, as well some secondary driving tasks
such as honking the horn or switching the lights on or off, were controlled over the car’s CAN
bus. Shifting was carried out using a shift-by-wire system mounted in the car. To ensure the
safety of the braking system, an additional pneumatic system was installed in the car, which
can directly push the brake pedal using the air stored in a tank.
Several computation units with different tasks were installed in the experimental vehicle. The
main computation unit, called CarPC, is an industrial PC which serves as the main interface
between sensors, actuators and the communication unit. Another computation unit, called
Opteron, captures the sensor measurement data and sends them to CarPC via Ethernet. A
Gigabit Ethernet switch serves as the interface between the GigE cameras and Opteron. For
rapid control prototyping (RCP), a MicroAutoBox from dSPACE [36] is used, that translates
the received commands from CarPC to the actuators. Figure 2.8(b) shows the mounting
positions of these computation units in the experimental Audi Q7 vehicle.
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2.3.1.2 Communication Channel
A commercial LTE router serves as the communication unit in the experimental vehicle. The
LTE router employed is a Speedport LTE from Telekom, which can be adjusted to connect in
either GSM, UMTS or LTE modes. During the test drives, two different LTE SIM cards, from
Telekom and Vodafone were used. A secure connection between the teleoperator and the
operator’s workstation was created using a VPN connection. To reduce the communication
time delay as much as possible, the connectionless UDP protocol was used to transfer the
data in both directions.

2.3.1.3 Operator Workstations
Two operator’s workstations, illustrated in Figure 2.9, were developed for teleoperated driving.
Both workstations were equipped with three monitors for visualizing the video received from
the remote vehicle. They were also fitted with conventional actuators to control the car, such
as steering wheels, gas and brake pedals. Both workstations are connected to a PC, which
is responsible for receiving the sensor data from the teleoperator and sending the control
commands to it.
The main differences between these two workstations lie in the size of their displays and their
control actuators. The workstation shown in Figure 2.9(a) has three 24 inch monitors, as well
as a G25 steering wheel and racing pedals from Logitech.
The workstation shown in Figure 2.9(b) has three 55 inch monitors, a SENSO-Wheel SD-LC
[37] steering wheel and pedals from SENSODRIVE [38]. This workstation’s larger displays
enable the visualization of the vehicle’s surroundings at their real-world size, which a driver
would see from the inside of the vehicle. In addition, the steering wheel of this workstation
enables the generation of force feedback.

(a) (b)

Figure 2.9 : The used operator workstations for teleoperated driving

2.3.1.4 Software Platform
Both of the car’s main computing units are equipped with the ADTF framework [39], which
enables the modular development of software functions as C++ classes.
The operator’s interface was developed using the QT framework, which enables the develop-
ment of graphical user interfaces (GUIs) in C++.
The driving dynamics model of the car used for trajectory control as well as the connections
between sensors and actuators on the rapid control prototyping unit were developed using
MATLAB/Simulink. The ControlDesk software from dSPACE was used to develop a GUI for
several of the car’s actuating units.

2.3.2 Control Concepts for Teleoperated Driving
The communication time delay results in a high level of inconsistency in control of the vehicle
during teleoperated driving. This challenge needs to be addressed using a specific con-
trol concept. With reference to the human-machine cooperation levels discussed in Chapter
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2.2.2, different solutions for this problem can be proposed.
For direct control of the teleoperator in space despite existing of communication time delay,
Sheridan [25] proposed the predictive display. The application of this concept in the direct
control of road vehicles was investigated in [40] and [5]. Based on this concept, the vehicle’s
driving dynamics are modeled as a non-linear single-track model and the model’s states are
predicted over the time delay. After prediction of the current states of the remote car, its front
is illustrated as a rectangle within the delayed images. Figure 2.10(a) shows an example of
this concept.
Since this concept does not provide a solution for situations in which communication is lost,
it needed to be combined with another solution developed specifically for this purpose. Tang
[26] proposed the "free corridor" concept, which is based on the idea of full braking after a
possible communication loss. This concept calculates brake path in the form of Euler spirals
and permanently visualizes it as part of the augmented reality displayed to the operator.
The operator has the responsibility to keep this corridor free of obstacles while engaged
in teleoperated driving. After a possible communication loss, the remote vehicle will brake
autonomously along the latest corridor displayed to the operator. Figure 2.10(b) depicts this
corridor in a simulated environment.
Figure 2.10(c) illustrates a driving scene with a speed of 50 km/h and a communication time
delay of 500ms. As can be seen, both the predictive display and free corridor concepts are
depicted as part of the augmented reality that is displayed to the operator.

(a) (b)

(c)

Figure 2.10 : (a) The predictive display [5] to handle the communication time delay and (b) the free corridor [26] to ensure
collision avoidance through full braking after a possible communication loss; (c) a real test drive on a rainy day with the HMI
concept direct control using the predictive display and the free corridor

The challenge posed by time delay can be minimized by the use of shared control as a higher
level of automation. As an example for teleoperated driving, the concept of trajectory-based
control [41] can be indicated, which gives a part of the control over to the vehicle itself. With
this approach, the human operator manually generates the driving paths in the form of Euler
spirals and sends them to the remote car. These paths are then autonomously driven by the
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remote car. The curvature of an Euler spiral is formulated as follows:

κ = C0 + C1l, with 0 ≤ l ≤ L, (2.1)

in which C0 and C1 represent the initial curvature and the change of the curvature, l repre-
sents the path coordinates and L stands for the length of the segment.
The change of the curvature is set using the steering wheel and the length of the segment is
set using the gas pedal of the operator’s workstation. Based on these inputs, a path with the
following coordinates is produced:

x(l) = x0 +

∫ l

0
sin Ψ(τ)dτ, with 0 ≤ l ≤ L (2.2)

y(l) = y0 +

∫ l

0
cos Ψ(τ)dτ, with 0 ≤ l ≤ L (2.3)

Ψ(l) = Ψ0 + C0l +
1

2
C1l

2, (2.4)

in which x and y represent the Cartesian coordinates of the segment and Ψ represents the
course angle. The required initial states of [x0, y0,Ψ0, C0] for each segment are adopted from
the final states of the previous segment.
Figure 2.11 illustrates the generated trajectories in both a simulated and a real environment.
After the operator generates a trajectory and ensures that it is suitable, he confirms it by
pressing a button on the steering wheel mounted on the operator’s workstation. The trajectory
generated is then sent to the remote car and visualized in green.

(a)

(b)

Figure 2.11 : Trajectory-based control as a kind of shared control of teleoperated vehicles (a) in the simulation and (b) during a
real test drive [41]
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Should a possible communication loss occur, the vehicle will stop at the end point of the last
trajectory received. Hence, this concept handles both, the challenges posed by communica-
tion time delay and loss of communication simultaneously.
The control concepts described in this chapter are analyzed further in Chapter 3 and dis-
cussed in Chapter 7.
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3 Analysis of the Existing Control Concepts for
Teleoperated Driving

3.1 Trajectory-based Control vs. Direct Control

The control concepts discussed in Chapter 2.3.2 have different strengths and weaknesses.
Some of these strengths and weaknesses are described in this chapter.

3.1.1 Trajectory-based Control
As an example of shared control, this concept has the advantage that it assigns part of
the driving task to the machine. This human-machine cooperation may lead to the human
operator being partially relieved of the responsibility for the driving task.
In addition, this control concept takes into account the challenges posed by communication
time delay and loss of communication simultaneously. Hence, the operator does not need to
take into account two different HMI concepts while driving.
Since driving with a communication time delay decreases the operator’s performance in terms
of controlling the car, this concept divides the driving task into trajectory planning and tra-
jectory control. The human operator is responsible for the former task and the vehicle is
responsible for the latter.
Although this concept would be suitable for teleoperated driving in off-road environments,
utilizing it in urban environments presents some challenges.
The first challenge is that there is a time delay in displaying the vehicle’s environment to the
human operator. Thus, the operator will not have current information about the vehicle’s sur-
roundings. Since urban environments are highly dynamic, decision-making based on delayed
information about the vehicle’s surroundings may lead to generation of a trajectory that is not
appropriate for the driving scenario.
Since the human operator cannot predict the motion behavior of other traffic participants over
a long time horizon, he must generate short trajectories and send them to the remote vehicle
one after the other. For example, when driving at a speed of 50 km

h , the operator would need
to generate and send several trajectories per second, which does not seem to be possible.
In addition to the points identified above, lateral control of a remote vehicle using this concept
represents a challenge. Figure 3.1 illustrates an example of a static driving scene, in which
the operator needs to send four command steps, using Euler spirals, in order to navigate.
Since this scenario could not be negotiated by means of a single Euler spiral as described in
[41], the human operator would need to generate several short trajectories in several stages,
in order to successfully complete the driving task. This example indicates the low agility of
this control concept in some challenging scenarios, such as cases in which evasions may be
required in order to avoid collisions.
In order to create a drivable path using several manually generated trajectories, the teleoper-
ated car must have a highly accurate positioning system. Such a positioning system enables
connecting the short received trajectories within a global coordination system. The high cost
of such a positioning system would be an economic barrier to implement this control concept
for mass-produced autonomous vehicles.
Based on this control concept, the teleoperated vehicle would stop after a communication
loss at the end of the last trajectory received from the operator. However, stopping a vehicle
on the street does not seem to be an optimal solution when driving in urban environments.

3.1.2 Direct Control using Predictive Display
The concept of direct control using predictive display [5] has the advantage of providing the
possibility of an intuitive driving experience that uses a steering wheel as well as gas and
brake pedals. When compared to the shared control concept, directly controlling a remote
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Figure 3.1 : Several required steps to drive through a curve using the concept "trajectory-based control"

car is more similar to driving a vehicle from its inside. This would lead to easier and faster
learning of this control concept by human operators.
In addition, this control concept provides higher agility while driving when compared to the
trajectory-based control concept. Since the human operator has the vehicle fully under his or
her control, he can better make use of evasion maneuvers to avoid collisions in hazardous
situations.
Since no highly accurate positioning system is required for the realization of this concept, its
large-scale adoption would offer an economic advantage compared to the trajectory-based
control concept.
Despite these advantages, this control concept suffers some problems. The main challenge
is high instability of the remote car while it is being laterally controlled. Figure 3.2 shows
the driving trajectories in a human-in-the-loop test, in which 22 test persons without prior
experience of teleoperated driving were asked to drive along the middle lane of a test track
using a predictive display. The driving velocity for this handling course was set to 50 km

h .
For the human-in-the-loop test, the teleoperator and the test track were simulated using the
DYNA4 software [42], and an artificial round-trip time delay of 500 ms was created between
the operator and the simulated teleoperator.
As can be seen, even when using a predictive display some test participants were unable
to demonstrate stable lateral control of the remote car on the curves and to avoid obvious
deviation from the middle lane of the test track. A lack of situation awareness while laterally
controlling the remote car, even when using a predictive display, could be one of the main
reasons behind these difficulties. This topic is discussed in more detail in Chapter 6.1.
Through additional visualization of the predictive display of other traffic participants, this con-
trol concept conveys the actual positions of dynamic obstacles in the vehicle’s surroundings
to the human operator. Simultaneous visualization of the predictive display of the remote car
together with the predictive displays of other traffic participants, may result in a high workload
for the human operator when attempting to understand the actual state of a situation. This
would lead to the human operator being overburdened or even overwhelmed when navigating
urban areas with a high number of traffic participants.
In addition, as a result of communication time delays, only the visualization of the current
positions of other traffic participants using the predictive display cannot guarantee the safety
while teleoperated driving. This challenge is discussed in more detail in Chapter 5.1.
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Figure 3.2 : The driving trajectories of 22 test persons without prior experience of teleoperated driving on two sample curves of
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h
.

The test’s participants used a predictive display while driving.

3.1.3 Shared or Direct Control? Choosing a Control Concept
The above-mentioned strengths and weaknesses of both control concepts do not indicate
that one approach clearly outperforms the other. The choice of implementing one of these
concepts in teleoperated driving depends on several criteria, such as the use case, the driving
environment, communication time delay, the existing level of the vehicle’s intelligence, safety,
comfort and the final cost of realization.
In order to use teleoperated driving as a transient technology toward autonomous driving in
urban environments, the direct control concept using predictive display seems the superior
choice. This concept is more appropriate for driving with a round-trip time delay of under 500
ms and shows greater agility in urban environments. In addition, it is realizable on the large
scale, using low-cost sensors that the automotive industry already produces.
The shared control concept would seem to be more appropriate after the realization of a
highly reliable intelligence within a remotely controlled vehicle, which is still not available for
all urban environments.
Hence, this work mainly focuses on the direct control concept using predictive display as
a basis for teleoperated driving. However, it does not exclude the utilization of the shared
control concept and introduces some novel concepts for its further development in chapters
7.2.1 and 7.2.2. In addition, chapters 4.5 and 5.5 discuss how the concepts developed in this
work could be applied to the shared control concept.
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3.2 Impact of Training on Driving Performance

Due to the presence of a human operator in the control loop of a teleoperated vehicle, human
factors play an important role in task performance. Several factors, such as driving experience
and experience with the operator’s workstation, as well as several other personal factors, may
affect the driving performance of human operators.
The exact determination of the weights of all of the human factors relevant to teleoperated
driving is not within the scope of this work. However, to emphasize the impact of training on
teleoperated driving performance, the results of one of the many test drive conducted for this
research are summarized, illustrated and discussed below.
In this study, two test persons with little experience of teleoperated driving were asked to
drive on a simulated handling course, which is illustrated in Figure 3.3. For this human-in-the-
loop test, the test track and the vehicle were simulated using the SILAB [43] software. The
test subjects used the conventional operator’s workstation for teleoperated driving, which is
shown in Figure 2.9(b).

Figure 3.3 : Top view of the test track to investigate the driving performance of the test persons

Both test persons were asked to drive in the middle of the test track, maintaining a constant
speed of 50 km

h , once without a time delay and once with an artificial communication time
delay of 500 ms between the operator’s workstation and the teleoperator. The test drive
without the time delay served as the baseline of the driving performance of the test person
using the operator’s workstation.
After these two test drives, the test persons were trained for about two hours in several differ-
ent driving scenarios. Thereafter, the test persons were asked to repeat the test drive, again
with an artificial communication time delay of 500 ms. In all of the test drives conducted with
the time delay, the predictive display was used to control the simulated remote car.
Figure 3.4 illustrates the test results of the first test person. When comparing the lateral devi-
ation from the desired trajectory in Figures 3.4(a) and 3.4(c), it can be seen that the time delay
obviously reduced the driving performance. When comparing this objective parameter in Fig-
ures 3.4(c) and 3.4(e), it can be seen that with the same system configuration, the reduced
driving performance was improved with training. However, it did not match the performance
demonstrated when driving without a time delay.
The same phenomenon can be detected when investigating the steering angle while driving,
which is another important objective parameter when evaluating driving performance on a
handling course. This parameter is depicted in Figures 3.4(b), 3.4(d) and 3.4(f).
The overall number of lane departures as well as the average number of deviations from the
centerline while driving with three different constellations are illustrated in Table 2.
The test results of the second test person are illustrated in Figure 3.5. As can be seen, a
similar trend can be identified in these test results.
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Figure 3.4 : The effect of training on the driving performance of the first test person: (a) and (b) show the measured lateral
deviation and steering angle while driving without a time delay; (c) and (d) show the results, with a time delay of 500 ms, before
training; and (e) and (f) show the results, with a time delay of 500 ms, after training.

Table 2 The overall number of lane departures and average deviation from the centerline in all three conducted test drives by
the first test person.

Number of Lane Departures Average Deviation from the Centerline

Without time delay 9 0.38 m

With time delay, before training 60 0.96 m

With time delay, after training 37 0.67 m

Table 3 illustrates the overall number of lane departures and the average number of deviations
from the centerline in all three constellations produced by the second test person. As this
table shows, while driving with a time delay of 500 ms after training, the test results of this
participant are even better than the results of his test drive without the time delay.
This study cannot offer all-encompassing conclusions regarding the effects of training and
learning on all human operators. Based on his or her personal background, every test person
will require different training times in order to reach a level after which driving performance
does not improve significantly.
However, this study indicates the importance of using trained operators for teleoperated driv-
ing. Hence, the remaining test drives in this work were conducted using only trained and
experienced test persons.
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Figure 3.5 : The effect of training on the driving performance of the second test person: (a) and (b) show the measured lateral
deviation and steering angle while driving without a time delay; (c) and (d) show the results, with a time delay of 500 ms, before
training; and (e) and (f) show the results, with a time delay of 500 ms, after training.

Table 3 The overall number of lane departures and average deviation from the centerline in all three conducted test drives by
the second test person.

Number of Lane Departures Average Distance to the Centerline

Without time delay 20 0.51 m

With time delay, before training 42 0.92 m

With time delay, after training 11 0.39 m

3.3 Derivation of the Research Focus

Several of the test drives conducted using the control concepts introduced in Chapter 2.3.2
illustrate two main challenges encountered in teleoperated driving.
The first challenge appears when the human operator attempts to precisely control the re-
mote vehicle when negotiating a narrow passage. The difficulty here lies in the low situation
awareness of the human operator when using existing HMI concepts.
The second and more important challenge is the low level of safety that exists when driv-
ing with a time delay. The absence of an appropriate solution to this difficulty makes the
realization of this mobility concept in urban environments impossible.
Since these challenges do not arise from the same source, they cannot be solved by means
of a single solution. Hence, this work proposes a package of HMI and driver assistance
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systems for overcoming the existing limitations of teleoperated driving.
The HMI proposed in Chapter 4 is aimed at enhancing the situation awareness and improving
the task performance of the human operator in terms of precisely controlling the remote car.
The safety challenge should be addressed through increased onboard autonomy. Because
of the various influences that communication time delay can have on the driving behavior
of a human operator in terms of longitudinal and lateral control of a remote car, the safety
risks encountered in teleoperated driving should be addressed by means of interventions in
both, braking and steering systems. For this purpose, two driver assistance systems that
autonomously intervene in the braking and steering systems during hazardous situations are
proposed in Chapters 5 and 6.
The development of the proposed package is based on the V-Model [44], which is a well-
known approach for system development. Figure 3.6 illustrates the variant of the V-Model
used in this work, in which the covered development steps are shaded in gray.
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Figure 3.6 : The used V-Model to develop the required HMI and ADAS package for teleoperated driving in urban environments.
The covered development steps in this work are filled in gray.

As the first step of this process model, the existing problems in precisely and safely controlling
a remote car are analyzed and detailed requirements are defined. Thereafter, based on the
defined requirements, solution concepts and the software components required to realize
them are developed.
To demonstrate the feasibility of the developed concepts, the designed software components
are implemented using the system setup presented in Chapter 2.3.1. For this purpose, the
existing sensors, actuators and computation units of the teleoperator and the operator’s work-
stations are used.
Using this system setup, the developed software components such as the modules for envi-
ronment perception are validated using real measurement data.
The system test aims at validating the developed concepts by means of human-in-the-loop
test drives. In addition to the real-life test drives performed at a restricted level, a driving
simulator is employed, with which the remote vehicle and the desired urban environments can
be simulated. Using this simulator, the safety limits of the developed concepts are validated in
a safe manner and the driving behavior of different test persons are studied under the same
conditions.
The final step in validating the proposed HMI and ADAS for teleoperated vehicles is subjecting
them to intensive examination by means of test drives on public roads. This work provides the
required inputs for this validation step, which needs to be handled intensively in subsequent
studies.
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4 HMD-based Mixed Reality HMI for Enhancing
Telepresence

The main content of the concept introduced in this chapter was previously presented in [144]
and [145]. This chapter provides a description of this concept.

4.1 Problem Description

As mentioned in Chapter 1, one of the main challenges in the teleoperation of vehicles is
the lack of situation awareness, as this degrades the task performance of the human oper-
ator. This challenge is particularly pronounced in situations in which the operator needs to
precisely control a vehicle.
Figure 4.1 depicts a typical operator’s workstation for teleoperated driving, which is equipped
with three monitors for visualizing the environment on the real-life scale. Because of commu-
nication time delays, the displayed images do not correspond to the current reality. Thus, the
actual position of the vehicle is predicted regarding time delay and visualized as a see-through
augmented reality. This predictive display is depicted in Figure 4.1 as a blue rectangle within
the visualized images.

Figure 4.1 : A human operator controls the remote vehicle using the conventional operator’s workstation.

Although the conventional approach to visualization of the vehicle’s surroundings using sev-
eral displays may be suitable for various teleoperation applications, its ability to depict the
environment is not adequate for teleoperated driving in all urban environments.
As illustrated in Figure 4.2, when using the conventional HMI concepts, only a fraction of
a 360◦ vehicle’s surroundings can be visualized simultaneously. The low level of situation
awareness provided by the conventional HMI leads to inadequate task performance on the
part of the human operator when he needs to control a remote car precisely. Examples of
such scenarios are driving within narrow passages or precisely controlling a vehicle in parking
garages.
Capturing the entirety of a vehicle’s surroundings by means of several camera sensors and
transmitting all of these images from the vehicle to the operator requires a considerable com-
munication bandwidth which is not always available.
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Figure 4.2 : Top view of a conventional operator’s workstation. Using the conventional HMI, the human operator can see only
a fraction of the 360◦ vehicle surroundings simultaneously.

Even with sufficient communication bandwidth to transmit all of these data, simultaneous
visualization of the 360◦ vehicle’s surroundings requires several displays, resulting in high
costs and the operator’s workstation taking up large amounts of space. In addition, switching
between several displays to perform a specific driving task may pose ergonomic challenges
to the human operator.
To solve these challenges, the operator’s workstation needs to be redesigned. For this pur-
pose, this chapter introduces a novel HMI concept for vehicle teleoperation that uses a head-
mounted display (HMD).

4.2 State of the Art: Improvement of Telepresence

4.2.1 Telepresence and Performance
Telepresence is defined by Sheridan as "the sense of being at a real location other than where
one actually is" [45]. This sense is distinct from immersion, which is defined as "the degree
to which a virtual environment submerges the perceptual systems of the user in computer
stimuli" [46].
As described in Chapter 2.2.3, several approaches exist for enhancing telepresence. How-
ever, there is no unique objective parameter for measuring telepresence. Hence, its improve-
ment is usually evaluated by comparison of different HMIs.
The relationship between telepresence and situational awareness has been investigated in
several studies. Endsley [47] defined situation awareness as the "perception of elements in
the environment within a volume of time and space, the comprehension of their meaning and
the projection of their status in the near future." Draper et al. [48] distinguish between situa-
tion awareness of the local and remote environment. Based on this division, they assert that
"telepresence may be considered the maximization of situation awareness in the remote en-
vironment accompanied by loss of situation awareness for the local environment." Therefore,
they conclude that "if all of the information needed for task performance is located in the re-
mote environment, maximization of remote situation awareness should improve telepresence
and performance."
Riley et al. [49] developed the following regression model for measuring telepresence:

Telepresence = β0 + β1LOD + β2SA + β3ATTENTION + β4ITQ + ε, (4.1)

in which situation awareness (SA), the level of difficulty (LOD) of a task, attention allocation
and the results of the immersive tendencies questionnaire (ITQ) are assumed as constituting
components of telepresence.
The relationship between telepresence and task performance has been the subject of much
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speculation within the field of teleoperation. Several studies such as [50], [51] and [52] show
that telepresence improves task performance [48]. However, Zeltzer [53] believes that, while
telepresence might improve performance, it might also make tasks more difficult and fatiguing
[48]. In addition, some studies, such as that of [54], assert that no clear relationship can be
identified between telepresence and task performance.

4.2.2 Virtual Reality
Virtual reality is considered to be a novel form of HMI that could be used to increase telep-
resence. One of the many definitions of this HMI concept states that "virtual reality refers
to immersive, interactive, multi-sensory, viewer-centered, three-dimensional computer gener-
ated environments and the combination of technologies required to build these environments"
[55].
One of the main advantages of such an impressive virtual environment is that the user can
perceive and interact with the three-dimensional environment, which enables the develop-
ment of more natural and effective HMIs [56].
To immerse the user in a completely virtual world, a specific user interface is required. A
HMD is one of the main components required in order to develop such an interface. Such
a device would cover the user’s eyes and display a virtual environment constructed using
computer graphics to him or her. Using such an approach, decoupling the user from the real
world becomes possible.
Ivan Sutherland [57] developed the idea of an "ultimate display," which "would, of course, be
a room within which the computer can control the existence of matter. A chair displayed in
such a room would be good enough to sit in. Handcuffs displayed in such a room would be
confining, and a bullet displayed in such a room would be fatal. With appropriate programming
such a display could literally be the Wonderland into which Alice walked".
Later, in 1968, he invented the first prototype of a HMD at MIT’s Lincoln Laboratory [58]. This
prototype is illustrated in Figure 4.3(a). Due to the weight of the developed HMD, it could
not be easily worn. Hence, it was mounted to the ceiling, and a mechanical device was
used to set the user’s line of sight. He then developed his prototype further by incorporating
stereoscopy and further improved its hardware and software at the University of Utah during
the 1970s.
In 1984, NASA Ames Research Center developed the first stereoscopic HMD, intended for
use in space operations. The LCDs used in this HMD had a resolution of 100 x 100 pixels
and its design was partially based on the prototype developed by Ivan Sutherland. Figure
4.3(b) illustrates this HMD, which was designed to be worn as a helmet.
A few decades after the invention of HMD, innovations in display and tracking technologies,
as well as the appearance of high-performance graphical and computing units on the market,
led to this technology spreading. Through technological developments and mass production
of these HMDs, their prices were significantly reduced. Figure 4.3(c) illustrates one of the
HMDs currently available on the market, developed by HTC.
Contemporary HMDs are usually equipped with several sensors such as gyroscopes and
acceleration sensors for measuring their rotation. In addition, some external sensors such
as camera sensors are used to track the user’s head position. Such an external sensor for
head-tracking can be seen in Figure 4.4(a), near an Oculus Rift. As illustrated in Figure
4.4(b), visualization of the virtual environment occurs through two displays, with a lateral shift
in the images providing stereoscopy for the user.
Meanwhile, some VR devices have been developed that can be used as head-mounted dis-
plays in combination with a smartphone. These gadgets use the display and the processing
units of the inserted smartphone and can thus be produced at a low cost. In addition, some
wearable devices that enable the dynamic visualization of the hand or other parts of the body
in a virtual environment have been developed. An example of one of these wearable inter-
faces for visualizing the user’s hands can be seen in Figure 4.4(c).
One of the main applications of HMD is training by means of simulating real conditions in a
virtual space. For example, such devices are used for training surgeons [61], pilots [62] and
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(a) (b) (c)

Figure 4.3 : Evolutionary development of head-mounted displays, (a) the first developed HMD by Ivan Sutherland in 1968 [59],
(b) the developed HMD by NASA in 1984 and (c) an example of current HMDs.

(a) (b) (c)

Figure 4.4 : (a) an Oculus Rift with its external infrared sensor for head-tracking; (b) stereoscopic visualization of the images
within the HMD; (c) Oculus Touch as an example of wearable devices to visualize the hands in the virtual environment [60].

soldiers [63]. Another area of application for HMDs is computer games, which encouraged
the private use of this technology. Several novel game consoles include a HMD in order to
exploit the benefits offered by virtual reality.
In the automotive industry, HMDs are often used for design, production and vehicle-in-the-
loop test [64] purposes. Similar applications can be found in the building industry, in which
HMDs are used to check the design of a building before it is constructed.
In telerobotics, HMD is mainly used to improve the user’s immersion. Several research works
in this area have attempted to do so using stereoscopy [65], [66] or the head-tracking ability
of HMDs [67] [68] [69].

4.2.3 Mixed Reality
Milgram et al. [70] defined the Reality-Virtuality (RV) continuum as a wide spectrum between
the real and the virtual environments. This definition describes the mixed reality environment
as "one in which real world and virtual world objects are presented together within a single
display, that is, anywhere between the extrema of the RV-continuum."
Figure 4.5 illustrates this definition. As can be seen, mixed reality includes "augmented re-
ality", the enhancement of the real environment with additional information and "augmented
virtuality," referring to enhancement of the virtual environment with information from the real
environment.
Depending on the use case, the weight of the reality or virtuality within a mixed reality envi-
ronment can be adjusted. Examples of different adjustments of reality and virtuality can be
found in [71] and [72].
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Figure 4.5 : Reality-Virtuality (RV) Continuum as a wide spectrum between the real and the virtual environment [70]

4.3 Approach

4.3.1 Enhancing Telepresence Using Mixed Reality
To improve the situation awareness of the human operator and consequently enhance his
telepresence, more information about the vehicle’s surroundings needs to be provided. En-
hanced telepresence would improve his task performance while engaged in teleoperated
driving.
A simple solution for satisfying this requirement would be mounting a surround-view camera
system on the remote car, transmitting its images to the operator’s workstation and displaying
them alongside the footage from the front camera in the operator interface.
Using such a solution, the human operator would need to compare several images from
different points of view in order to extract the required information. Although this solution
would provide the human operator with more information about the vehicle’s surroundings,
it may lead to him or her becoming distracted from the driving task and would thus not be
appropriate for teleoperated driving in urban environments.
To increase the amount of information available to the human operator about the vehicle’s
surroundings and to improve his telepresence, the 360◦ vehicle’s surroundings need to be vi-
sualized in a uniform environment. This can be realized through reconstruction of the missing
information about the vehicle’s surroundings at the operator’s workstation and the creation of
a mixed reality environment for the human operator.
To achieve this goal, the displays of the conventional operator’s workstation would need to
be replaced by a HMD. Using this approach, the camera images received at the operator’s
workstation could be combined with a virtual environment that includes additional information
about the vehicle’s surroundings provided by the vehicle’s sensors.
Figure 4.6 illustrates the general structure of vehicle teleoperation using this novel HMI. When
compared to Figure 1.1, only the visualization unit changes, while the other cockpit compo-
nents remain the same.
Using this HMI, the human operator is decoupled from his real environment at the opera-
tor’s workstation and can imagine being in the remote car. This leads to an increase of his
telepresence during teleoperation of the vehicle.
To realize this HMI, the vehicle’s surroundings need to be modeled for the remote car. There-
after, this model must be transmitted to the operator’s workstation. Transmission of this envi-
ronment model from the teleoperator to the operator’s workstation would only add a negligible
load to the transmission channel. The steps required to realize this HMI are described be-
low.

4.3.2 360◦ Modeling of the Vehicle’s Environment Using Occupancy Grid
The vehicle’s environment can be modeled as an occupancy grid, which is a two-dimensional
tessellation of space into cells, where each cell stores a probabilistic estimation of its occu-
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Figure 4.6 : Using HMD to create a mixed reality environment for vehicle teleoperation [144]

pation state [73].
An occupancy grid can be created using a ranging sensor, such as a stereo camera system or
LiDAR, that measures the distance of an obstacles from the remote vehicle. Since the LiDAR
sensors have a greater scanning angle and higher accuracy in distance measurement, these
sensors are used in this work to create a 360◦ environment model. The sensors employed to
create the occupancy grid and their mounting positions on the car have been introduced in
Chapter 2.3.1.1.
The occupancy grid consists of certain number of cells of the same size. A probabilistic value
between 0 and 1 is assigned to each cell, where 0 represents the free state and 1 represents
the occupied state. The occupation state is visualized using a color spectrum between black
and white, where black represents the free state and white represents the occupied state.
Each cell is initialized with a value of 0.5, which means the occupation state of the cell is
unknown. This is also the case when a cell is located behind an occupied cell and no in-
formation about its occupation state is available. These cells are shaded in gray on the
occupancy grid.
Calculation of an occupancy grid consists of prediction and update steps. In the prediction
step, the current state of each cell is predicted using the measured data obtained during
the last calculation step. For this purpose, the occupancy grid of the last calculation step is
rotated and shifted according to the changes in the position and the heading angle of the
vehicle within the most recent measurement step.
During the update step, the new measurement data from the LiDAR sensors are fed to the
occupancy grid. This occurs using two increasing and decreasing maps which are added
to and subtracted from the occupancy grid, respectively. The increasing map projects the
obstacles newly detected by LiDAR into the grid cells and sets their occupation state to 1.
The decreasing map calculates the free space between the vehicle and the occupied cells
based on the newest LiDAR measurement data and draws lines that connect the sensor
positions to the occupied cells. With the subtraction of this map from the occupancy grid, the
previously calculated free spaces are updated.
Figure 4.7 illustrates these calculation steps using the measurement data supplied by LiDAR.
With regard to the calculation steps discussed above, the value of each cell in the time stamp
t can be estimated as follows:

vt(x, y) = vt−1(x+ ∆x, y + ∆y) + α.vI,t(x, y)− β.vD,t(x, y), (4.2)
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Figure 4.7 : Calculation of the occupancy grid using the LiDAR measurement data

where x and y represent the coordinates of the cell on the occupancy grid, vt and vt−1

represent the value of the cell in the current and last time stamps and vI,t and vD,t represent
the value of the same cell on the increasing and decreasing maps in the current time stamp,
respectively. α and β represent the weights of the increasing and decreasing maps in the
update step, respectively.
Figure 4.8(a) shows the raw LiDAR data captured by two LiDAR sensors mounted on the front
and rear of the test vehicle. Figure 4.8(b) illustrates the resulting occupancy grid by this raw
data. On this grid, the occupied and free cells are illustrated in white and black, respectively.
Those cells whose occupancy status cannot be determined are illustrated in gray. These cells
are normally located behind the occupied cells.
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Figure 4.8 : (a) Raw LiDAR data in an example scene and (b) the corresponding occupancy grid

Figure 4.9(a) depicts a camera image of a narrow passage, in which the operator cannot
easily determine the lateral distance of the remote car from the obstacles located on both
sides. Figure 4.9(b) illustrates the occupancy grid of the same scene created by the remote
car’s two LiDAR sensors, which displays a 360◦ top view of the vehicle’s surroundings.

4.3.3 Creation of the Mixed Reality Environment
To combine reality with virtuality and create a mixed reality environment, a HMD that enables
the creation of a virtual environment is required.
In this work, an Oculus Rift development kit 2 (DK2) is used, which is equipped with an internal
gyroscope, magnetometer and accelerometer. Each eye of this HMD has a resolution of 960
x 1080 pixels and an external infrared CMOS sensor tracks the head motion of the user.
As the images received from the remote car’s three cameras provide the most important
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(a) (b)

Figure 4.9 : (a) A narrow passage captured by the front camera of the remote car and (b) its corresponding 360◦ occupancy
grid map created by two LiDAR sensors [144]

information about the vehicle’s surroundings, they should be included within the virtual envi-
ronment displayed by the head-mounted display.
In order to increase the human operator’s awareness while engaged in teleoperation of a
vehicle, he should know the exact position of the borders of the car as well as the orientation
of its wheels. This information can be added as a form of augmented reality to the virtual
environment displayed by the head-mounted display.
Such visualization of the images provided by cameras and the border of the remote car is
illustrated in Figure 4.10. As can be seen in this image, the current orientation of the vehicle’s
wheels are visualized by means of the steering wheel’s angle at the operator’s workstation.
In order to give the human operator a realistic sensation of being in car, the position and the
height of the visualized camera images should be adjusted to match the normal distance and
height of the cars’ windshield to a driver sitting in car.
As indicated previously, the transmitted camera images cover only a fraction of the vehicle’s
surroundings, which is not enough to precisely control the vehicle within narrow passages. To
solve this problem, the missing parts of the environment can be reconstructed in the virtual
environment using the occupancy grid.
The occupied cells of the occupancy grid represent the obstacles detected by the LiDAR
sensors. These obstacles can be reconstructed as virtual obstacles in the virtual environment
created by the HMD. Figure 4.11 illustrates an example of these virtual obstacles.
Through a combination of the camera images that represent reality and the reconstructed

Figure 4.10 : Teleoperated driving within a narrow passage using a head-mounted display. The borders of the remote car as
well as the orientation of its wheels are illustrated as augmented reality within the created virtual environment [144].
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(a) (b)

Figure 4.11 : The virtual vehicle surroundings reconstructed using the transmitted occupancy grid map, seen within HMD from
(a) operator’s point of view and (b) perspective view [144]

parts of the environment functioning as a form of virtuality, a mixed reality environment can
be realized. For this purpose, the camera and LiDAR sensors need to be calibrated with ref-
erence to a unified coordinate system. This can be done using a calibration wall positioned at
a known distance in front of the test vehicle. As illustrated in Figure 4.12, the measurements
provided by each sensor are based on its own local coordinate system. For the joint calibra-
tion of multiple sensors, a unified coordinate system needs to be determined. Thereafter, the
local coordinate system of each sensor should be synchronized with this unified coordinate
system. A description of this process being used for a similar application can be found in
[142].
In this work, the projection of the center of the car’s front axle onto the floor was chosen as
the point of origin for the unified Cartesian coordinate system. Thus, the exact distance of
this point to the calibration wall can be measured manually.
After an orthogonal positioning of the calibration wall in front of the car, its distance and
orientation in relation to the LiDAR sensor was calculated. Through comparing these values
to the known distance and orientation of the calibration wall with reference to the unified
coordinate system, the extrinsic parameters of the LiDAR sensor were calculated.

Coordinate System of
the Camera Sensor

Coordinate System of
the LiDAR Sensor

Coordinate System of
the Chessboard

Height of LiDAR

Figure 4.12 : Joint calibration of the camera and LiDAR sensors of the test vehicle to create the mixed reality environment
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To determine the extrinsic parameters of the camera sensor with regard to the unified coor-
dinate system, a chessboard with the known dimensions was hung on the calibration wall.
Through several measurements of this chessboard at different positions on the calibration
wall, the translation and orientation of the camera sensor with regard to the unified coordi-
nate system could be measured.
After calculation of the extrinsic parameters of all of the used sensors, their measured data
could be transformed from their local coordinate systems to the unified coordinate system.
As a result, fusion of the data captured by different sensors became possible. This fusion
enabled the combined visualization of the camera images and the virtually reconstructed
environment using the data obtained by the LiDAR sensors. Figure 4.13 illustrates a top view
of this mixed environment.

Figure 4.13 : Top view of the developed mixed reality environment for vehicle teleoperation [144]

As can be seen, the images captured by the rear camera sensor are visualized behind the
human operator. Thus, the human operator would need to turn and look behind him- or herself
when he wants to drive in reverse gear, which further promotes the impression of being in a
real car.
Since the camera sensors used do not completely capture the lateral sides of the remote car,
an existing object on the right-hand side of the car is illustrated by means of virtual reality.
Figure 4.14 illustrates a perspective view of the mixed reality environment created using this
approach. As can be seen, the virtual obstacles appear to the human operator as soon as
they are not within the field of view of the cameras.
Using this approach, the number of camera sensors required on the car can be reduced.
Since the transmission of each camera image requires a percentage of the communication
bandwidth, the images from the side camera can be replaced using virtual reality. Figure 4.15
illustrates a screenshot of the developed mixed reality environment during a test drive using
the Audi Q7 experimental vehicle, in which only one camera image was used for representa-
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Figure 4.14 : Perspective view of the mixed reality environment shown within HMD to the human operator [144]

tion of the environment. As can be seen, the obstacles detected by the LiDAR sensors of the
remote car are presented to the human operator using virtual reality.
The possibility of omitting all camera images and significantly reducing the communication
load is discussed in Chapter 7.2.2.

4.4 Evaluation and Results

4.4.1 Test Design
The proposed HMI concept was evaluated using a variety of test scenarios. The test proce-
dure and results are described below.

4.4.1.1 Test Environment
For evaluation, a human-in-the-loop test environment using the simulation tool SILAB [43]
was developed. This simulation tool makes it possible to design urban environments with
different types of traffic participants such as vehicles, pedestrians and bicycles as well as
different kinds of streets and infrastructure. Using the existing single-track and two-track

Figure 4.15 : Perspective view of the developed mixed reality environment using the received LiDAR measurement data from
the remote car
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vehicle dynamics models provided by this tool, the dynamics model of the ego-vehicle can be
simulated.
The operator workstation used for this test is presented in Figure 2.9(a). The same operator’s
interface used for the teleoperated driving of a real experimental vehicle was used in this
human-in-the-loop test environment. The connection between the operator’s interface and
the SILAB simulation tool was established via UDP, which corresponds to the connection
used between the operator’s interface and the real experimental vehicle.
The connections between different components of the test setup are depicted in Figure 4.16.
The operator’s interface ran on a computing unit of the operator’s workstation. The SILAB
simulation software ran on a separate computation unit, from which the encoded images
of test environment, information from the remote vehicle and information about other traffic
participants were transmitted to the operator’s interface. The control commands, including
steering angle and the states of the gas and brake pedals, were sent in the opposite direction
from the operator’s interface to SILAB.
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Figure 4.16 : The connections between several software modules of the test setup. To simulate the real condition of teleoperated
driving, an artificial time delay is created between the operator’s interface and SILAB.

To simulate the time delay that exists in teleoperated driving, communication between the
operator’s workstation and the simulated remote vehicle was artificially delayed. Similarly to
the determined constant time delay encountered while operating a remote vehicle using LTE,
the video received from SILAB was delayed by 500ms at the operator’s workstation.
To compare the proposed and the conventional HMI concepts using the same operator’s
workstation, the workstation was equipped with an Oculus Rift using development kit 2 which
visualizes the test environment at the same time as the monitors of the operator’s workstation.
This is shown in Figure 4.17, in which a test person drives the simulated remote car using
HMD and the corresponding video is shown simultaneously on the monitors of the operator’s
workstation.

4.4.1.2 Test Scenarios
To investigate the different performance aspects of the developed HMI concept, three different
test scenarios were designed. These test scenarios are described below.

4.4.1.2.1 Test scenario I: Precise Control
The first test scenario was designed to investigate the ability of the human operator to pre-
cisely control the remote vehicle. The bird’s-eye view of the test scenario is shown in Figure
4.18. This scenario consisted of two phases: in the first phase, the test persons were asked
to drive parallel, as closely as possible, to a parked truck.
In the second phase, the operators were asked to drive in reverse gear, as closely as possible,
to the same parked truck. In both phases, the test persons were asked to prevent a collision
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Figure 4.17 : The used operator’s workstation for evaluation, equipped with three monitors and a head-mounted display to
compare both visualization possibilities [144]

with the parked truck.

Figure 4.18 : Test scenario "precise control": The operator is asked to drive as close as possible from different directions to a
parked truck.

4.4.1.2.2 Test scenario II: Backing into a Parking Space
The second test scenario focused on investigating the ability of the human operator to guide
a remote vehicle, backward into a parking space. Figure 4.19 shows the different steps in this
test scenario. The red located rectangles on both sides of the parking space represent the
parked cars.
Compared to the first test scenario, this test scenario required the test subjects to focus more
particularly on lateral control of the vehicle while backing up. The remote vehicle had a length
of 5 m, while the parking space had a length of 6.8 m. The test persons were asked to
park the remote vehicle in the middle of the parking space, meaning that the remote vehicle
should ideally have a distance of 90 cm from the obstacles located on either side of the
parking space.
Similarly to the first test scenario, the test persons were asked to prevent a collision with the
parked cars located on either side of the parking space.

4.4.1.2.3 Test scenario III: Urban Driving
The third test scenario investigated the impact of using the proposed HMI concept while
driving at speeds of up to 50 km

h in a variety of urban environments. For this purpose, a
test track with a length of approximately 20 km was simulated in SILAB. This test track was
designed to include different types of streets and traffic conditions such as intersections,
roundabouts, traffic lights and crosswalks.
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Figure 4.19 : Four steps of the test scenario "backing into a parking space". The test persons are asked to park the remote car
as centric as possible within the parking space.

To investigate the performance of the test persons in narrow passages, the test track was
narrowed at several locations using static obstacles such as parked cars or traffic cones.

4.4.1.3 Test Persons and Test Procedure
As described in Chapter 3.2, experienced operators are required for teleoperated driving.
Hence, four trained test persons were used to evaluate the developed HMI concept. Through
training, these test persons became accustomed to driving with a round-trip communication
time delay of 500ms.
Each test was conducted by each test person three times using the conventional HMI concept
and three times using the developed HMD-based HMI concept. To minimize the learning
effect while evaluating the developed HMI concept, the test drives using the monitors and
HMD were conducted in a mixed order.

4.4.1.4 Measured Parameters
To evaluate the performance of the test persons during the test drives, several objective and
subjective parameters were measured. These parameters were chosen with regard to the
scope of and the given tasks in each test scenario.

4.4.1.4.1 Objective Parameters
To measure the ability of the test persons to precisely control the remote vehicle using both of
the HMI concepts studied, the distance of the remote vehicle to each of the obstacles located
in the scenario was measured.
In the first test scenario, the test persons were asked to drive the remote vehicle as closely as
possible to a parked truck. Thus, the average lateral and longitudinal distances of the remote
vehicle to the parked truck during the defined test phases were captured.
In the second test scenario, the test persons were asked to park the remote car in the middle
of the parking space. Thus, the distance of the remote vehicle to the vehicle nearest to the
parking space was measured.
To gauge steering performance using the proposed HMI concept at speeds of up to 50 km

h ,
the directional stability and the steering wheel reversal rate (SRR) were captured as the two
main parameters for steering assessment. The directional stability parameter represents that
percentage of the test course during which the vehicle was within the traffic lanes.
The steering wheel reversal rate (SRR) is defined as follows:

SRR =
ngap
tdriven

, (4.3)

where ngap represents the absolute number of reversals within a driven track and tdriven is
the time required to drive [74]. To determine the reversals, the local optimum values have to
get extracted from the captured signal angle of the steering wheel. A reversal occurs when
the following two local optimum values exceed a defined value: ∆αgap. Figure 4.20 illustrates
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the counting of reversals during an example signal of steering wheel angle. In this work, the
value of 5◦ is determined as ∆αgap.

Figure 4.20 : Calculation of reversals in the captured signal of steering wheel angle [75]

In all three test scenarios, the test persons were asked to avoid collision with other obstacles.
Hence, the number of collisions that occurred during each test was captured. This number
serves as a sign of the safety while using each HMI concept within each test scenario.

4.4.1.4.2 Subjective Parameters
In addition to capturing the number of collisions that occurred, the test persons were asked
about the number of collisions that occurred during each test scenario that they identified.
Comparison of these values to the actual number of collisions would result in a parameter for
measuring their situational awareness.
To measure the workload using both HMI concepts in each test scenario, the test persons
were asked to fill in the NASA task load Index [76]. Using this assessment tool, an overall
workload score can be derived, based on the weighted averages of the ratings of the six fol-
lowing subscales: mental demand, physical demand, temporal demand, performance, effort
and frustration.
Finally, the test persons were asked to fill in a questionnaire after finishing each test sce-
nario. This questionnaire assessed several subjective parameters, such as the test person’s
impression of the improvements in safety, situation awareness and telepresence that result
from the use of the developed HMI concept.

4.4.2 Test Results
4.4.2.1 Results of the Test Scenario: Precise Control
Figure 4.21 illustrates some scenes from the "precise control" test scenario when using both
the conventional and the proposed HMI concepts. As can be seen, using the mixed reality
HMI the test person can perceive the exact longitudinal and lateral distances of the remote
car to the parked truck, which would normally be impossible when using the conventional
HMI.
Table 4 illustrates the average results as well as the maximum captured deviations from them
within the first phase of the "precise control" test scenario. The illustrated values include
the maximum deviation from the average results of three conducted test drives. As can be
seen, using the mixed reality HMI all test persons were able to demonstrate finer control when
operating the remote car closer to the parked truck.
Table 5 depicts the same results for the second phase of the "precise control" test scenario.
As can be seen, using the mixed reality HMI all test persons could longitudinally control the
remote car closer to the parked truck. These results illustrate the improvement in their ability
to precisely control the remote car using the proposed HMI concept.
Table 6 shows the average number of collisions that occurred with the parked truck as well
as their recognition rate by the test persons during both phases of the "precise control" test
scenario. As can be seen, the average number of collisions was reduced when using the
mixed reality HMI. This indicates that using this HMI provided more safety within this test

39



(a) (b) (c)

(d) (e) (f)

Figure 4.21 : (a-c) Some scenes of the test scenario "precise control" using the conventional operator’s workstation and (d-f)
the same scenes within the mixed reality environment [144]

Table 4 Average lateral distance of the remote vehicle to the parked truck during the first test phase of the scenario "precise
control" [144]

Experienced Operator Conventional HMI Proposed HMI

Nr. 1 0.41 ± 0.37 m 0.20 ± 0.05 m

Nr. 2 0.34 ± 0.09 m 0.18 ± 0.09 m

Nr. 3 0.69 ± 0.05 m 0.25 ± 0.14 m

Nr. 4 0.67 ± 0.19 m 0.21 ± 0.02 m

Total Average 0.53 ± 0.24 m 0.21 ± 0.08 m

Table 5 Average longitudinal distance of the remote vehicle to the parked truck at the end of the second test phase of the
scenario "precise control" [144]

Experienced Operator Conventional HMI Proposed HMI

Nr. 1 0.42 ± 0.03 m 0.13 ± 0.04 m

Nr. 2 0.34 ± 0.09 m 0.06 ± 0.00 m

Nr. 3 0.46 ± 0.08 m 0.13 ± 0.12 m

Nr. 4 0.63 ± 0.10 m 0.13 ± 0.03 m

Total Average 0.48 ± 0.12 m 0.12 ± 0.06 m
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scenario.
In addition, the rate at which occurred collisions were recognized was significantly higher
when comparing the use of the mixed reality HMI to that of conventional HMI. This indicates
the greater situation awareness of the test persons when using the mixed reality HMI within
this test scenario.

Table 6 Number of occurred collisions by each test person and the rate of collision recognition by him within the test scenario
"precise control" [144]

Experi-
enced
Operator

Using the Conventional HMI Using the Proposed HMI

Number
of
Collisions

Recognition
Rate

Number
of
Collisions

Recognition
Rate

Nr. 1 2 0 % 0 0 %

Nr. 2 3 0 % 4 75 %

Nr. 3 3 33 % 2 50 %

Nr. 4 2 50 % 0 0 %

Total Average 2.5 20 % 1.5 66.6 %

Table 7 shows the results of the NASA task load index. As can be seen, the total average of
the workload when using the mixed reality HMI was lower than the corresponding value when
using the conventional HMI. However, this comparison does not correspond with the values
captured by one of the test persons.

Table 7 Workload of participants during the test scenario "precise control" assessed by NASA Task Load Index [144]

Experienced Operator Conventional HMI Proposed HMI

Nr. 1 31 % 31 %

Nr. 2 43 % 27 %

Nr. 3 27 % 38 %

Nr. 4 52 % 37 %

Total Average 38.25 ± 11.41 33.25 ± 5.19

4.4.2.2 Results of the Test scenario: Backing into a Parking Space
Figure 4.22 illustrates some scenes from the "backing into a parking space" test scenario
when using the conventional and the proposed HMI concepts. Figure 4.22(e) shows the
scene displayed to the test person when he turned to look behind from his right-hand side
in order to reverse into the parking space. As can be seen, the exact position of the aside
parked car was illustrated using virtual reality, and the rear camera feed was shown behind
the car.
Table 8 shows the average results as well as the maximum captured deviations from them by
three attempts at parking within the "backing into a parking space" test scenario. As can be
seen, using the mixed reality HMI, all of the final distances to the nearest obstacle were closer
than the desired distance of 90 cm. These results show that using the mixed reality HMI all
test persons could park the remote vehicle more precisely than when using the conventional
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HMI.

Table 8 Distance of the remote vehicle to the nearest parked vehicle in the parking space

Experienced Operator Conventional HMI Proposed HMI

Nr. 1 0.45 ± 0.35 m 0.82 ± 0.13 m

Nr. 2 0.54 ± 0.04 m 0.79 ± 0.05 m

Nr. 3 0.41 ± 0.40 m 0.71 ± 0.03 m

Nr. 4 0.27 ± 0.31 m 0.75 ± 0.07 m

Total Average 0.42 ± 0.28 m 0.77 ± 0.08 m

Table 9 shows the number of collisions that occurred and the rate at which test persons
recognized during the "backing into a parking space" test scenario. As can be seen, when
using the mixed reality HMI, the overall number of collisions that occurred was lower than
the corresponding value when using the conventional HMI. In addition, the recognition rate of
these collisions was higher using the proposed HMI. This indicates that using the proposed
HMI concept results in greater safety and higher situation awareness while backing into a
parking space.
The values obtained concerning the workload using the NASA task load index are illustrated
in Table 10. As can be seen, the measured values show an absolute decrease in workload for
all test persons when using the mixed reality HMI within the "backing into a parking space" test
scenario. Comparing these values to the illustrated values in Table 7 reflects the subjective
superior performance of the mixed reality HMI when negotiating narrow passages.

(a) (b) (c)

(d) (e) (f)

Figure 4.22 : Some scenes of the test scenario "backing into a parking space" (a-c) using the conventional operator’s worksta-
tion and (d-f) the same scenes within the mixed reality environment
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Table 9 Number of collisions by each operator and the rate of collision recognition by him in the scenario "backing into a
parking space"

Experi-
enced
Operator

Using the Conventional HMI Using the Proposed HMI

Number
of
Collisions

Recognition
Rate

Number
of
Collisions

Recognition
Rate

Nr. 1 1 0 % 1 0 %

Nr. 2 2 0 % 2 50 %

Nr. 3 3 33 % 3 33 %

Nr. 4 4 10 % 0 0 %

Total Average 2.5 10 % 1.5 33 %

Table 10 Workload of participants during the test scenario "backing into a parking space" assessed by NASA Task Load Index

Experienced Operator Conventional HMI Proposed HMI

Nr. 1 46 % 36 %

Nr. 2 41 % 27 %

Nr. 3 59 % 41 %

Nr. 4 60 % 39 %

Total Average 51.5 ± 9.47 % 35.75 ± 6.18 %

4.4.2.3 Results of the Test Scenario: Urban Driving
Figure 4.23 depicts some scenes from the "urban driving" scenario using both HMI concepts.
As can be seen, the test track was similar to urban environments and included different types
of streets.
The average directional stability as well as the maximum captured deviations demonstrated
by the test persons during the three test drives within the entirety of the test track, using
each HMI concept, is illustrated in Table 11. As can be seen, no significant difference in
the measured values of directional stability can be detected when using either HMI concept.
These results indicate that wearing a HMD does not increase the number of lane departures
by the test persons.

Table 11 Comparison of directional stability in the whole test scenario "urban driving" using both HMI concepts [144]

Experienced Operator Conventional HMI Proposed HMI

Nr. 1 94 ± 3 % 86 ± 6 %

Nr. 2 85 ± 5 % 85 ± 4 %

Nr. 3 94 ± 1 % 93 ± 4 %

Nr. 4 77 ± 4 % 77 ± 3 %

Total Average 88 ± 8 % 86 ± 7 %
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(a) (b) (c)

(d) (e) (f)

Figure 4.23 : (a-c) Some scenes from the test scenario "urban driving" using the conventional operator’s workstation and (d-f)
the same scenes within the mixed reality environment

The average SRR values are listed in Table 12. As can be seen, the SRR values increased
for most of the test persons when using the mixed reality HMI. This may result from wearing
the HMD while driving, which results in operators’ hands as well as the steering wheel of
the operator’s workstation not being visible. This can result in test person exerting greater
effort when steering the remote car. This challenge and its possible solution concepts are
discussed further in Chapter 4.5.

Table 12 Comparison of the steering wheel reversal rate (SRR) within the test scenario "urban driving" using both HMI
concepts [144]

Experienced Operator Conventional HMI Proposed HMI

Nr. 1 0.23 ± 0.05 [1/s] 0.23 ± 0.07 [1/s]

Nr. 2 0.19 ± 0.03 [1/s] 0.30 ± 0.04 [1/s]

Nr. 3 0.21 ± 0.02 [1/s] 0.25 ± 0.02 [1/s]

Nr. 4 0.26 ± 0.01 [1/s] 0.45 ± 0.10 [1/s]

Total Average 0.22 ± 0.02 [1/s] 0.31 ± 0.05 [1/s]

The values concerning the workload obtained through the use of the NASA task load index
are illustrated in Table 13. As can be seen, there is no obvious difference in the total average
of perceived workload when using either HMI concept, as some test persons gave a lower
and others a higher workload rating when using the mixed reality HMI. The partial increase
in the reported workload when using the mixed reality HMI could be a result of wearing the
HMD and the lack of availability of some indicated information, such as the exact position of
the steering wheel and the pedals of the operator’s workstation.
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Table 13 Workload of the participants during the test scenario "urban driving" assessed by NASA Task Load Index [144]

Experienced Operator Conventional HMI Proposed HMI

Nr. 1 30 % 39 %

Nr. 2 59 % 53 %

Nr. 3 37 % 41 %

Nr. 4 50 % 36 %

Total Average 44 ± 13 % 42 ± 7 %

4.4.3 Subjective Impression of the Test Persons
To measure the subjective impressions of the test persons with regard to improvements in
precision, they were asked whether they felt that, through the use of the mixed reality HMI
their ability to precisely control the remote car increased. The test persons’ responses are
illustrated in Figure 4.24.

Participants

Nr. 1 Nr. 2 Nr. 3 Nr. 4

does not apply

rather not correct

neither nor

rather correct

 applies absolutely

"The mixed reality interface improves the ability

to precisely control the remote car." Test Scenario I

Test Scenario II

Test Scenario III

Figure 4.24 : Impressions of the test persons about "improving of precision"

As can be seen, in the first two test driving scenarios, namely "precise control" and "backing
into a parking space", the test persons absolutely believed that using the mixed reality HMI
improved their ability to precisely control the remote car. The main reason of this subjective
result is that, using the mixed reality HMI the test persons could better perceive the distance
of the remote vehicle to the obstacles located in the environment than when using the con-
ventional HMI. Hence, they could perform their driving tasks with higher levels of trust.
These results show less improvement in the impressions of the test persons about the im-
provement of precision within the "urban driving" scenario. This is a result of the fact that,
in this test scenario the test persons were confronted with proportionally fewer challenges
regarding the precise control of the car when compared to two first test scenarios. Hence,
an improvement in precision as a result of using the mixed reality HMI could not be obviously
perceived.
Although the main intention of the developed HMI concept is the improvement of telepresence
and task performance, its usage may affect safety while teleoperated driving. Hence, the test
persons were asked about their "impression of safety" while engaged in teleoperated driving
using the developed HMI concept. Figure 4.25 illustrates the answers of the test persons to
the question of whether using the mixed reality HMI improved their safety while teleoperated
driving.
As can be seen, particularly in the first two scenarios, the test persons believed that using the
mixed reality HMI improved their safety while driving. This can be interpreted as representing
a direct relationship between providing missing information concerning vehicle control and an
improved feeling of safety.
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Participants

Nr. 1 Nr. 2 Nr. 3 Nr. 4

does not apply

rather not correct

neither nor

rather correct

 applies absolutely
"The mixed reality interface improves safety."

Test Scenario I

Test Scenario II

Test Scenario III

Figure 4.25 : Impressions of the test persons about "improving of safety"

As the next important subjective parameter, the test persons were asked whether using the
mixed reality HMI improved their situation awareness. The responses of the test persons to
this question are illustrated in Figure 4.26. As can be seen, the average answer given to the
above question was positive.

Participants

Nr. 1 Nr. 2 Nr. 3 Nr. 4

does not apply

rather not correct

neither nor

rather correct

 applies absolutely

"The mixed reality interface improves the situation awareness.

while teleoperated driving." Test Scenario I

Test Scenario II

Test Scenario III

Figure 4.26 : Impressions of the test persons about "improving of situation awareness"

To measure the impression of the test persons concerning the improvement of telepresence,
they were asked whether using the mixed reality HMI felt more realistic for them than using
the conventional HMI. Their answers to this question are illustrated in Figure 4.27.

Participants

Nr. 1 Nr. 2 Nr. 3 Nr. 4

does not apply

rather not correct

neither nor

rather correct

 applies absolutely

"Teleoperated driving using the mixed reality interface is felt

more real than using the conventional interface"

Test Scenario I

Test Scenario II

Test Scenario III

Figure 4.27 : Impressions of the test persons about "increasing the sense of reality"

As can be seen, the test persons on average believed that teleoperated driving felt a little
more realistic when using the mixed reality HMI as opposed to the conventional HMI.

4.5 Conclusion and Discussion

The novel mixed reality HMI concept discussed in this chapter is intended to improve telep-
resence and task performance while a user is engaged in teleoperated driving. The variety
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of objective and subjective parameters gained from the different test scenarios indicate that
the desired goals are fully achieved.
The mixed reality HMI improves situation awareness and consequently the telepresence of
the human operator. This is achieved through his decoupling from the real environment and
the visualization of the missing information about the vehicle’s surroundings. This enhanc-
ing of telepresence leads to improvement of the performance of the human operator when
precisely controlling the remote car.
Besides the above-mentioned advantages of using this novel HMI, it also reduces the size and
cost of building an operator’s workstation for teleoperated driving. Through the ability provided
by this HMI, some of the required information regarding the vehicle’s surroundings can be
replaced by means of virtuality. This enables a significant reduction of the communication
load required for teleoperated driving.
The proposed HMI concept is applicable to both the control concepts of teleoperated driving,
which have been introduced in Chapter 2.3.2. Although, in this work the proposed HMI is
investigated in combination with the "direct control" concept, a similar application in combina-
tion with the "shared control" concept is conceivable.
To further improve task performance and telepresence while using this concept, the exact
position of the steering wheel as well as the pedals of the operator’s workstation could be
added to the mixed reality environment. Two possibilities developed for this purpose are
illustrated in Figure 4.28. As can be seen, this additional information could be visualized by
means of virtuality or reality.

47



(a)

(b)

Figure 4.28 : Two possibilities to illustrate the operator’s hands as weel as the actuators of the operator’s workstation within the
mixed reality environment: (a) as virtuality and (b) as reality
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5 Predictive Brake Assistance for Enhancing Frontal
Safety

The main content of the concept introduced in this chapter was previously presented in [146]
and [145]. This chapter provides a description of this concept.

5.1 Problem Description

Interaction with other traffic participants despite communication time delay presents a con-
siderable challenge. This challenge becomes more obvious when several dynamic obstacles
exist in a driving scenario and the human operator perceives their movements with a delay.
As described in [5], a possible solution to this challenge would be using predictive display to
represent the current positions of other traffic participants. However, as indicated in Chapter
3.1.2, simultaneous visualization of the predictive display for all of the dynamic objects in a
driving scenario could result in ergonomic inconvenience for the human operator.
In addition, to visualize the predictive display of a dynamic obstacle, its current position is
calculated based on the sensor data received at the operator’s workstation. Since the sen-
sor data received at the operator’s workstation is delayed, this concept cannot immediately
visualize the position of an obstacle that has newly entered into the scene.
This weakness of the predictive display concept poses a safety challenge in those scenar-
ios in which a new dynamic obstacle enters suddenly the scene. Figure 5.1 illustrates this
problem in an example scenario of teleoperated driving in an urban environment.
As can be seen, the human operator perceives the environment from the delayed position of
the teleoperator, which is illustrated as shadowed behind its current position.

Teleoperator

Delayed position of 
the teleoperator

Delayed position of 
the pedestrian

Static obstacle

Delayed position of 
the moving car

Figure 5.1 : Delayed Perception of the environment by the human operator

In this scenario, the current position of the teleoperator can be illustrated using a predictive
display on the operator’s interface. From the delayed point of view of the teleoperator, two
of the dynamic obstacles in the scene (the pedestrian and the red car) are covered by a
static obstacle or infrastructure. Hence, the operator cannot be aware of their existence in
the scene.
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Such a lack of knowledge about the dynamic environment while a human operator engages
in teleoperated driving leads to a delayed reaction on his part to hazards. This illustrates the
need for a specific active safety system for teleoperated vehicles, which is proposed in this
chapter.

5.2 State of the Art: Frontal Collision Avoidance Systems

Research on frontal collision avoidance systems has a long history. As an example, a 1950s
prototype by General Motors can be mentioned. This prototype measured the relative velocity
of and the distance to the vehicle ahead using a radar sensor and displayed this information
on the car’s instrument cluster [77].
It took approximately four decades to mass produce the radar sensor for automotive applica-
tions. With the mass production of this sensor, as well as the development of an electronic
stability program (ESP) in 1990s, the main elements required for environment perception and
controlling of a car’s actuators were provided.
The development of these technological innovations enabled the mass production of adaptive
cruise control (ACC) in 1990s as an advanced driver assistance system that is intended to
improve driving comfort. Based on this technology, the first generation of forward collision
protection systems were later introduced to the market.
Generally, the forward collision protection systems of a car include the systems that warn of a
frontal collision, mitigate or avoid it. One of the main criteria when choosing between the col-
lision mitigation and avoidance system modes is the CU criterion (CU: collision unavoidable),
which represents a situation in which a collision cannot be avoided, even by the best drivers
imaginable [77].
Based on this criterion, emergency braking with the maximum possible deceleration becomes
necessary only after collision avoidance is no longer possible through steering. This decision
depends on the relative speed of the car compared to that of the vehicle ahead as well as the
required lateral shift for evasive steering.
Figure 5.2 illustrates the distance required to avoid a collision with a stationary obstacle
through braking or steering, under the assumption that both vehicles are undergoing the
same longitudinal and lateral deceleration of D = 8 m

s2
. As can be seen, with an increase

in the lateral shift required to evade the obstacle, w, the required longitudinal distance to the
obstacle, increases.
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Figure 5.2 : The required distance to avoid a collision through braking or steering. w represents the required lateral shift to
evade the obstacle through steering [78].

Based on this diagram, at velocities lower than the corresponding velocity of the collision point
of the braking and steering curves, braking is safer than steering when attempting to avoid
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Figure 5.3 : Different intervention steps of an example autonomous emergency braking (AEB) [79]

a collision. For example, in the case of w = 2 m, with a relative velocity of less than 11.5 m
s

(equivalent to 41.4 km
h ) braking can avoid a collision over a shorter distance than steering.

This illustrates the importance of braking assistance system when avoiding collision.
Different types of collision avoidance systems are available on the market. The current sys-
tems perceive the environment using a variety of different sensors, such as radar, LiDAR
and/or cameras. In order to reduce the number of possible false interventions, these systems
exclusively take into account the obstacles that exist on the car’s driving path.
To assist the driver when attempting to avoid a forward collision, these systems generally
employ several steps. An example is illustrated in Figure 5.3, which shows that, after collision
with a hazard is predicted, the driver is informed by means of acoustic or optical feedback.
Thereafter, partial braking is triggered. As the final step full braking is triggered, which is
aimed at avoiding the forward collision.
Each of these steps is normally triggered at a certain time-to-collision (TTC). Figure 5.4
illustrates the intervention strategy of a two-stage braking system, the first step of which is
partially braking with a deceleration of D = 4 m

s2
, which is triggered at tTC,1 = 1.6 s. At the

second step, full braking, with a deceleration of D = 10 m
s2

, is triggered at tTC,2 = 0.6 s. The
collision warning is given before tTC,1 = 1.6 s.

Figure 5.4 : The intervention strategy of a two-stage braking system for three different realtive velocities v = 60, 70, 90 km
h

[77]
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5.3 Approach

To ensure the safety of a remote car during teleoperated driving, a predictive brake assistance
system is required. This assistance system must compensate for the delayed perception of
the environment by the human operator using a local intelligence in the remote car. In addi-
tion, it should offer the possibility of appropriate collaboration between the human operator
and the remote car. The components of this driver assistance system are described below.

5.3.1 Autonomous Intervention
The total reaction and stopping distances while teleoperated driving are longer than the corre-
sponding distances while driving a manned car. As shown in Figure 5.5, this is a result of the
time delays involved in transmitting the video images from the teleoperator to the operator’s
workstation and in transmitting the control signals in the opposite direction.
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Figure 5.5 : Total reaction and stopping distance while teleoperated driving [146]

The total reaction time during teleoperated driving can be formulated as follows:

tTotal = tV ideo + tP−R + tControl + tBrakeActivation, (5.1)

where tV ideo is the transmission time of the video images from the teleoperator to the op-
erator’s workstation, and tControl is the transmission time of the control signals in the op-
posite direction. tP−R stands for the perception-reaction time of the human operator and
tBrakeActivation represents the activation time of the brake actuator.
When using a commercial LTE network, these measurements show a maximum ping time of
70ms and an average time of 47ms [141]. In order to address the possible communication
issues, a constant time delay of 100ms can be assumed as representing the transmission
time of the control signals from the operator’s workstation to the teleoperator, including the
steering angle and the states of the brake and gas pedals.
As described in Chapter 1.3, the communication time delay is not constant and sometimes a
jitter greater than 400ms can postpone the delivery of camera images. Hence, the camera
images received at the operator’s workstation are buffered by 500ms in order to provide fluid
video streaming to the human operator.
To have realistic values for the perception-reaction time of the human operator and the activa-
tion time of the brake actuator, the following time values can be assumed: tBrakeActivation =
150 ms, tP−R = 1 s [80]. With the assumed tV ideo = 500 ms and tControl = 100 ms, a total
reaction time of tTotal = 1.75 s results.
To increase the safety of the vehicle, these reaction and stopping times need to be reduced.
This can be achieved through the use of predictive braking in hazardous scenarios. The core
idea behind predictive safety while operating a teleoperated vehicle relies on scene prediction
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and autonomous intervention in the braking system of the remote car. By predicting the
motion trajectories of dynamic obstacles and the remote car, a collision can be predicted and
consequently the speed of the remote vehicle can be adjusted.
Figure 5.6 illustrates collision prediction in an example driving scenario, which was previ-
ously depicted in Figure 5.1. As soon as an overlap between the predicted motion trajectory
of the remote car and the predicted motion trajectory of at least one dynamic obstacles is
determined, the autonomous braking system intervenes. Depending on the situation, this
autonomous intervention can take the form of either partial or full braking.

Teleoperator

Delayed position of 
the teleoperator

Delayed position of 
the pedestrian

Static obstacle

Total reaction and 
stopping distance
of the teleoperator

Delayed position of 
the moving car

Figure 5.6 : Collision prediction by overlapping of the predicted trajectories of moving obstacles with the total braking distance
of teleoperator. The delayed positions of the teleoperator as well as other dynamic objects are illustrated shadowed [146].

After an obstacle entered into the total reaction and stopping distance of the remote car, a
human operator will not be able to avoid the collision by braking. Hence, this distance must
be observed by the vehicle’s sensors.
The total reaction and stopping distance, dReaction−Stopping, can be approximated as fol-
lows:

dReaction−Stopping = vdiff tTotal +
v2
diff

2D
, (5.2)

in which vdiff stands for the relative speed of the teleoperator to the obstacle and D repre-
sents the vehicle’s deceleration [77]. Through insertion of the calculated total reaction time
during teleoperated driving by means of the equation 5.1 as well as the maximum relative
speed of vdiff = 50 km

h as an example of the desired speed limit for teleoperated driving in
urban environments and the longitudinal deceleration of D = 8 m

s2
in equation (5.2) a total

braking distance of dReaction−Stopping = 36.36 m is resulted.
To avoid an unnecessary intervention by the braking system, the prediction horizon of the
dynamic environment should not be longer than the sum of the reaction time of the human
operator and the communication time delay. Otherwise, the braking system will intervene in
situations that have already been perceived by the operator. Such interventions may result in
frustration of the operator, as the intended main decision-maker in the control loop.
As indicated in Chapter 1.4, the proposed ADAS package in this work intends to raise the
limits on teleoperated driving to such a level that they are equivalent to those encountered
while driving a manned vehicle. Hence, the prediction horizon of the dynamic environment
is set as equal to the constant communication time delay. Adding the driver’s reaction time
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to this prediction horizon may increase the number of unnecessary interventions parallel to
increasing the level of safety. Hence, this option is omitted.
Because of the delayed interaction between the teleoperator and the human operator, direct
control of the remote car should be managed using cruise control. For this purpose, the
operator should set the driving speed using the gas and brake pedals of the operator’s work-
station, and the remote vehicle should match its speed to the desired speed using its cruise
control system.
After prediction of a collision within the indicated prediction horizon, the braking system gets
activated. The type of braking intervention applied depends on the distance of the predicted
collision point to the remote vehicle. If this distance is equal to or shorter than the braking
distance of the car with its highest possible deceleration, Dmax, full braking is unavoidable.
This distance dFullBraking can be formulated as follows:

dFullBraking = vdiff tBrakeActivation +
v2
diff

2Dmax
. (5.3)

If the distance of the remote vehicle to the predicted collision point, dPredictedDistance, is
greater than dFullBraking, partial braking is triggered. The required deceleration for such
a partial braking, DPartialBraking, for a dynamic obstacle with a constant speed can be cal-
culated as follows:

DPartialBraking =
v2
diff

2dPredictedDistance
. (5.4)

Using this partial braking, even without the intervention of the human operator, the predicted
collision can be avoided and the safety of the vehicle is guaranteed. In addition, through
avoiding full braking a smooth braking behavior is ensured.

5.3.2 Motion Prediction using a Stereo Vision System
Generally, there are two main approaches to predicting the motion trajectories of dynamic
objects. The recognition category includes approaches that recognize objects using pattern
recognition techniques during a first step and track them in a following step.
The category track-before-detect includes approaches that track dynamic objects without
using pattern recognition techniques. These approaches rely on motion estimation through
comparing a series of measurements.
Although there has been considerable progress in the field of pattern recognition, its current
state is still not comparable to the human ability to recognize patterns. Hence, the above-
mentioned approaches do not demonstrate robust performance in all complex urban environ-
ments.
The track-before-detect approaches are generally faster and more accurate than recognition
approaches when it comes to motion estimation [81]. However, these approaches cannot
distinguish between hazardous and nonhazardous dynamic objects.
To benefit from the advantages of both of these approaches, detected dynamic objects using
a track-before-detect approach can be examined by means of a recognition approach. How-
ever, this combination decreases the speed of motion estimation. An example in [81] shows
that the fusion of a track-before-detect system and a recognition-based approach requires
more than 15 image frames in order to correctly estimate the speed of a pedestrian, while the
track-before-detect system can estimate this speed using only three image frames.
Since, for the autonomous intervention system described in section 5.3.1, potential hazards
need to be detected as rapidly as possible, motion estimation through the track-before-detect
approach is more suitable than the other possibilities discussed.

5.3.2.1 Fusion of Stereo Vision and Optical Flow
The track-before-detect approaches for motion estimation can be realized using different sen-
sors, such as radar, LiDAR or camera sensors. In [82], this technique is realized using air-
borne radars. The main advantage of using vision systems to realize this technique is that
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vision sensors deliver features from the environment, which can be used to estimate the
motion of various kinds of dynamic obstacles.
A motion in a series of images can be estimated using optical flow approaches. These ap-
proaches are mainly based on the "constant brightness assumption" [83], which states that
the intensity of a projected point from the world’s coordinates onto an image, I(x, y, t), does
not change within short periods of time:

d

dt
I (x (t) , y (t) , t) = 0. (5.5)

Derivation and expansion of this equation using Taylor series results in the "optical flow con-
straint equation" [84]:

∇I · u +
∂

∂t
I = 0, (5.6)

in which u is defined as u(x, y) = (u1(x, y), u2(x, y)) and represents the two-dimensional
displacement field of each image point. This equation is the basis for estimating the two-
dimensional motion vector of each image point in a series of successively captured images.
Using a stereo vision system, the depth information of a scene can be extracted. This infor-
mation can enhance the estimated motion of image point by optical flow. For this purpose, a
stereo vision system is developed. The mounting position of this stereo vision system in the
teleoperator and its coordinate system are illustrated in Figure 5.7.

Figure 5.7 : (a) The developed stereo vision system with the baseline of 50 cm in the experimental vehicle; (b) The camera
platform and the defined Cartesian coordinates of the stereo vision system

Using depth information, the optical flow approach makes it possible to estimate the three-
dimensional motion vector of each image point. This technique, referred to as 6D vision [85],
is not restricted to particular algorithms when calculating depth and optical flow information.
An approach for achieving high performance in motion estimation would be using dense ap-
proaches to calculate both stereo map and optical flow. Although this approach, referred to
as Dense6D, demonstrates a reasonable performance in terms of estimation, the calculation
time it requires makes it inappropriate for real-time applications [86].
Rabe [85] proposed the fusion of the Kanade-Lucas-Tomasi tracker (KLT) with the semi-global
stereo matching approach, which shows high performance in motion estimation. However, the
approach applied to estimate optical flow in this fusion selects features only in those specific
regions of an image that have rich textures. This region-based preselection of features may
result in the loss of some critical image information.
To avoid the preselection of features in the images the TV-L1 algorithm can be used, which
calculates optical flow through minimizing the following cost function:

E (u) =

∫
Ω
|∇u1|+ |∇u2|︸ ︷︷ ︸

TV

+λ |ρ (u)|︸ ︷︷ ︸
L1

dΩ. (5.7)

This cost function consists of a regularization term using the total variation (TV) of the flow
and a data term using the L1 norm [87] [84].
To calculate the stereo disparity map, the semi-global matching algorithm can be used, which
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is known to represent a tradeoff between run-time and accuracy [88]. This approach mini-
mizes the following cost function in order to determine stereo disparity:

E(D) =
∑
p

[
C (p, Dp) +

∑
q∈Np

P1 · T [ |Dp −Dq| = 1]

+
∑
q∈Np

P2 · T [ |Dp −Dq| > 1]
]
.

(5.8)

In this cost function, the first term represents the stereo matching costs, the second term rep-
resents a penalty for all pixels q in the neighborhood Np of p for which the disparity changes
one pixel, and the third term represents a larger penalty for all larger disparity changes [88].
To calculate the ego-motion of the teleoperator, the algorithm of Geiger et al. [89] can be
used, as it demonstrates robust performance in real-time calculation. With the fusion of data
using an extended Kalman filter (EKF), the three-dimensional position of the moving object
as well as its three-dimensional motion vector can be calculated. The structure of this fusion
is illustrated in Figure 5.8. The extended Kalman filter applied in this architecture has the
following state vector:

Xk = (x, y, z, ẋ, ẏ, ż)T , (5.9)

in which x, y and z stand for the position in the Cartesian coordinate system.

Stereo
Vision

Optical
Flow

Right Image

Extended
Kalman

Filter

Left Image

𝑥, 𝑦, 𝑧 𝑇

𝑢1, 𝑢2
𝑇

𝑥, 𝑦, 𝑧,  𝑥,  𝑦,  𝑧 𝑇

Ego Motion
(𝑹, 𝒕)

Figure 5.8 : Fusion of the stereo disparity and optical flow maps using an extended Kalman filter [146]

Devoting a tracker to each pixel in order to fuse the stereo and flow data leads to a high
computing cost. To avoid this problem, the image can be divided into a grid of cells of the
same size. Using this approach one tracker can be employed to track the motion in each
cell, which leads to acceleration of the fusion step. A schematic illustration of this approach
is shown in Figure 5.9(a), in which each cell has a size of 25x25 pixels.
The starting value of each Kalman filter is the central pixel of each cell. These positions are
marked green in Figure 5.9(a). The position states of the state vector of the extended Kalman
filter, Xk, are initialized based on the three-dimensional coordinates of the corresponding
pixel. The speed states of this state vector are set to zero in the initial step.
In the following time steps, the state vector is updated using the data provided by stereo
disparity and optical flow. The updated positions of the trackers are marked red in Figure
5.9(b). If there is no valid stereo value on the position newly determined by the optical flow
of the image point, this tracker is deleted. These trackers are marked yellow in Figure 5.9(b).
After a tracker is deleted, its cell receives a new initialized tracker.
With filtering and clustering of the resulted motion vectors, the motion vectors of dynamic
objects are estimated.

5.3.2.2 Parallel processing using a graphics processing unit (GPU)
For the real-time computation of the proposed approach to motion prediction, a specific hard-
ware with parallel-processing ability is required.
This can be realized using a graphics processing unit (GPU). Using the compute unified
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(a) (b)

(c)

Figure 5.9 : Grid-based distribution of an image to accelerate the fusion step: (a) schematic visualization of the initializing step
of the Kalman filter in each cell, (b) schematic visualization of the update step of the Kalman filter in each cell, (c) update step
of the Kalman filter, with a cell size of 3x3 pixels. The raw image is from the KITTI Dataset [146].

device architecture (CUDA) of a GPU, it is possible to define several parallel streams for the
synchronizing and parallel performance of the computing tasks.
Figure 5.10 illustrates the sequence diagram of the entire computing process. As can be
seen, the computing process of the GPU is divided into four streams. The first stream
(marked in orange) is dedicated to synchronizing the tasks. The other streams (1, 2 and
3) are responsible for parallel computing.
Among the three streams dedicated to parallel computing, the first GPU stream computes the
stereo disparity map, while the second stream calculates the optical flow. Parallel to these

Figure 5.10 : Parallel computing process to predict the motion using the graphics processing unit
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two GPU streams, ego motion is calculated by the CPU. After completing all of these steps
on the GPU and CPU, data fusion using the extended Kalman filter is performed on the third
GPU stream. After this step is completed, the results are sent to the CPU and the processing
of the next image starts.

5.3.3 Interaction with the Human Operator and Overrideability
After an autonomous intervention occurs in the braking system, the human operator should
be informed of it. This can be realized by means of giving acoustic, visual or haptic feedback
to him or her at the operator’s workstation.
For visual feedback, transparent augmented reality can be used. However, since the "direct
control" concept is mostly based on augmented reality, adding new visual information may
lead to the human operator becoming overburdened.
An appropriate solution for informing the human operator of an autonomous intervention in
the braking system would be blinking and the changing of the color of the predictive display
to red. An example of this kind of warning is illustrated in Figure 5.11, in which the human
operator is made aware of an autonomous partial braking at an intersection.

Figure 5.11 : Informing the human operator about an autonomous intervention by means of see-through augmented reality
[146]

One of the most important topics in the development of driver assistance systems is their
overrideability. The Vienna Convention on Road Traffic, agreed to at the United Nations
Economic and Social Council conference on the 8th of November 1968, states that "every
driver shall at all times be able to control his vehicle or to guide his animals" [90].
The March 2014 update of this convention includes a justification provided by the govern-
ments of Austria, Belgium, France, Germany and Italy, which states that "keeping the driver
in a superior role is a guiding principle of road traffic regulations. Therefore, overrideability
as well as the possibility for the driver to switch systems off ensure that the driver’s will is put
forth" [91].
To satisfy this requirement in the developed brake assistance system, overrideability is pro-
vided through the possibility of pressing a specific button on the steering wheel of the op-
erator’s workstation or by depressing the brake pedal. Thereby, the human operator sends
a message to the teleoperator that he has the situation under control and does not require
further autonomous intervention in this specific situation.
This option would be particularly helpful when the human operator identifies a false positive
detection by the system or when he prefers to perform an evasive maneuver in a hazardous
scenario instead of letting the machine brake autonomously.
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5.4 Evaluation and Results

5.4.1 Evaluation of the Trajectory Prediction System
The proposed system for motion prediction is evaluated in different scenarios. Figure 5.12
illustrates the results of different applied computing steps for an example scene captured
by the stereo vision system of the experimental Audi Q7 vehicle. The specifications of the
camera sensors used are described in Chapter 2.3.

(a) (b) (c)

(d) (e) (f)

Figure 5.12 : (a) Raw left image, (b) stereo disparity map by semi-global-matching (SGM) (c) optical flow by TV-L1 algorithm,
(d) grid-based fusion by EKF, (e) 3D-visualization of the predicted motion and (f) trajectory prediction and visualization over 1 s
[146]

As can be seen in Figure 5.12(d), the stereo disparity map is noisy. This lies on the intense
background noise of raw images which may cause initialization of new Kalman filters on some
static objects.
As illustrated in Figure 5.12(f), the estimated motion of the cut-in obstacle is used to predict
its motion trajectory. This trajectory can be used to predict colliding of the teleoperator with
an obstacle.
For the parallel processing of the algorithms developed for motion estimation, a GPU of the
NVIDIA GeForce GTX 780 Ti [92] type is employed. The architecture of the implementation
corresponds with the the process illustrated in Figure 5.10. The entire time required to pro-
cess an image with a resolution of 640x355 pixels by this GPU is about 36.4ms. The required
time for each calculation step is ilustrated in Table 14. The overall time enables a processing
speed of 25 image frames per second.

Table 14 Required runtime for parallel processing of stereo images with the resolution of 640x355 using a GPU of the NVIDIA
GeForce GTX 780 Ti

Calculation Step Required Time

Stereo Disparity, Optical Flow and Ego Motion 26.5ms

Kalman Filter 5.6ms

Object Detection 4.3ms

Total 36.4ms

To compare the performance of the developed algorithms with a ground truth, the KITTI vision
benchmark [93] as well as synthetic images are used. The gained results are briefly described
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below.

5.4.1.1 Evaluation Using the KITTI Vision Benchmark
The KITTI vision benchmark [93] includes captured measurement data by two high-resolution
color and grayscale video cameras with a low background noise. Accurate ground truth is
provided by a Velodyne LiDAR sensor and a GPS localization system. The captured mea-
surement data are open-access and can be used by developers to compare the perfromance
of algorithms for environment perception on a common basis.
Table 15 provides a brief description of the test sequences of the "City" category of the KITTI
benchmark, which have been used in this work. As can be seen, the most used test se-
quences include several crossing pedestrians, cyclists and cars with different motion veloci-
ties.

Table 15 Description of the used test sequences of the KITTI vision benchmark

Sequence Ego Velocity Description and Duration

2011_09_26_drive_0113 8 – 12km
h Cyclist on collision course (00:08min)

2011_09_28_drive_0016 0 Crossing pedestrian (00:18min)

2011_09_28_drive_0034 0 – 1.4km
h Cut-in cyclist (00:04min)

2011_09_28_drive_0037 0 – 16km
h Turning scenario with pedestrians (00:08min)

2011_09_28_drive_0038 4.5 – 16km
h Passage with pedestrians (00:11min)

2011_09_28_drive_0066 0 Pedestrian runs in front of the vehicle (00:02min)

2011_09_29_drive_0071 0 – 13km
h Pedestrians with changing brightness (01:45min)

Table 16 illustrates the detection rate of the developed approach when applied to the above
mentioned test sequences. To have a realistic evaluation, only the dynamic objects are con-
sidered, which intervene in the traffic.

Table 16 Evaluation of the developed track-before-detect approach using raw data from KITTI vision benchmark [146]

Raw Data
Detection rate of moving objects False

Pedestrian Bicyclist Car Postive

2011_09_26_drive_0113 0 / 0 1 / 1 0 / 0 1

2011_09_28_drive_0016 3 / 3 2 / 2 2 / 2 0

2011_09_28_drive_0034 0 / 0 1 / 1 0 / 0 0

2011_09_28_drive_0037 2 / 3 3 / 5 0 / 0 0

2011_09_28_drive_0038 5 / 6 2 / 2 1 / 1 0

2011_09_28_drive_0066 1 / 1 0 / 0 0 / 0 0

2011_09_29_drive_0071 47 / 50 7 / 7 3 / 4 6

Among these scenarios, the greatest number of false positive detections was found for the
KITTI test sequence 2011_09_29_drive_0071, as a result of its high complexity and longer
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duration. Figure 5.13 illustrates the prediction results in two example scenes from this test
sequence.

(a)

(b)

Figure 5.13 : Trajectory prediction of the moving objects by the proposed track-before-detect approach in two example scenes
of the KITTI test sequence 2011-09-29-drive-0071 [146]

The pedestrians in the Figure 5.13(a) walked in the last time stamps parallel to the roadway
and crossing now the ego lane. Although the pedestrians are partially covered by each other
and moving with a similar velocity, each single pedestrian is detected.
Table 17 illustrates the required runtime for parallel processing of KITTI stereo images using a
GPU of the NVIDIA GeForce GTX 780 Ti. The architecture of the implementation corresponds
with the the process illustrated in Figure 5.10.
Compared to Table 14, the KITTI images need a longer processing runtime. This lies on
the higher resolution of these images compared to the images captured by the stereo vision
system of the experimental vehicle.

Table 17 Required runtime for parallel processing of KITTI stereo images with the resolution of 1242x375 using a GPU of the
NVIDIA GeForce GTX 780 Ti

Calculation Step Required Time

Stereo Disparity, Optical Flow and Ego Motion 49.1ms

Kalman Filter 9.5ms

Object Detection 13.0ms

Total 71.6ms

5.4.1.2 Evaluation Using the Synthetic Images
In addition to KITTI benchmark, synthetic images have been used to evaluate the detection
performance. The synthetic images are generated by computer graphic techniques and en-
able the evaluation of the developed approach without existing of any background noise. In
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addition, in contrast to real camera images, it can be ensured that the extrinsic calibration
does not change during the generation of images.
The applied synthetic test sequence is an intersection scenario with two moving cars from
both sides and the ego velocity is 75km

h .
Figures 5.14(a) and 5.14(b) show the detection performance on two different timestamps
with the time difference of 0.24s and the prediction time of 1s. As can be seen in Figure
5.14(c), the corresponding stereo disparity image shows a high quality. This lies on the lack
of background noise in the synthetic images.

(a) (b)

(c) (d)

Figure 5.14 : Motion prediction in the synthetic images at two different timestamps (a,b) as well as the corresponding stereo
disparity (c) and optical flow (d) of the image (a). The raw images are from [94].

Table 18 illustrates the evaluation of object detection based on the synthetic images. As can
be seen, both moving cars in the scene have been detected and no false positive detection
was available.

Table 18 Evaluation of synthetic test sequences

Detection of dynamic objects
False positive detection

Pedestrian Cyclist Car

0 / 0 0 / 0 2 / 2 0

5.4.2 Evaluation of the Autonomous Intervention System
5.4.2.1 Test Design
The proposed assistance system is evaluated in different test scenarios. The test procedure
and its results are described below.

62



5.4.2.1.1 Test Environment
Similarly to Chapter 4.4, the developed brake assistance system was evaluated in a human-
in-the-loop test environment. The same test setup described in Chapter 4.4.1.1 was used to
connect the operator’s workstation with the SILAB simulation software over UDP. To simulate
the time delay that exists in teleoperated driving, a constant round-trip communication time
delay of 500ms was created between the operator’s workstation and the remote vehicle. The
operator’s workstation used for this test is presented in Figure 2.9(b).
Figure 5.15 depicts a test person while driving within the test scenario developed by SILAB.
Since the visualized images had an artificial delay of 500ms, the test person used a predictive
display in order to control the remote car.

Figure 5.15 : A hazardous scenario while teleoperated driving with the time delay of 500ms. The screen behind the operator
shows the environment without time delay.

The monitor behind the test person displays the images sent from the simulated car in SILAB
without any time delay. As can be seen on this monitor, the purple car started to cut into
the front of the remote car. Because of the time delay, this hazard could still not be seen in
the displays of the operator’s workstation. This scenario depicts one of the use cases of the
developed brake assistance system.

5.4.2.1.2 Test Scenarios
The test track developed using SILAB simulates an urban environment with a length of ap-
proximately 20 km. This test track was designed to include different types of streets and traffic
conditions such as intersections, roundabouts, traffic lights and crosswalks.
The test track includes six critical crash scenarios taken from the category "cross-traffic" as
the main source of hazards while driving under time delay. To realize these scenarios, various
obstacles such as moving or parked cars, pedestrians or bicycle drivers cross the path of the
teleoperator suddenly. Figure 5.16 illustrates three examples of these test scenarios.

(a) (b) (c)

Figure 5.16 : Examples of the category "cross-traffic" as the main collision potential during teleoperated driving

In addition to the scenarios from the "cross-traffic" category, possible hazards from the fol-
lowing categories were studied: crashes with static obstacles, crashes with oncoming traffic
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and crashes with front vehicles.

5.4.2.1.3 Test Persons and Test Procedure
Similarly to Chapter 4.4, four experienced operators were used to evaluate the developed
assistance system. All test persons had received driving training using the operator’s work-
station and had become accustomed to the communication time delay and driving with the
direct control concept.
The entire test track was driven by each test person twice without and twice with the devel-
oped brake assistance system. To simulate real driving conditions, no specific driving speed
was given to the test persons. As an upper limit, the speed of 50 km

h was allowed.
To reduce the possible learning effect, all of the designed scenarios were distributed among
the entire test track and their order was changed in each driving test. To realize the same
hazard conditions for all test persons, each test scenario was triggered at the same time
before arrival of the remote car at the expected collision location.

5.4.2.1.4 Measured Parameters
To evaluate the conducted test drives, several objective and subjective parameters were used,
which are described below.

Objective Parameters
The most obvious objective parameter for evaluating the developed brake assistance system
is the number of collisions that occur throughout the entire test track.
Another important parameter when assessing this active safety system is the resulting time-
to-collision (TTC) in hazardous scenarios. This parameter is defined as follows:

TTC =
d

vrel
, (5.10)

in which d and vrel represent the distance and the relative speed to the target object, respec-
tively.
In addition to TTC, the time-integrated time-to-collision (TIT) indicator can be used to express
the level of safety. This indicator calculates the integral of the difference of the resulting TTC
values and a specific threshold, TTC∗, and is described as follows:

TIT ∗ =

∫ T

o
[TTC∗ − TTC(t)]dt.

∀ 0 ≤ TTC(t) ≤ TTC∗
(5.11)

Contrary to TTC, TIT does not measure the hazard at only one point in time but can instead
be used to assess the degree of hazard throughout the length of each test scenario. The
greater the TIT in a scenario, the more hazardous the scenario is. Figure 5.17 depicts the
calculation of the TIT indicator based on the threshold value, TTC∗. To calculate the TIT
indicator in this example scenario, the shaded area should be subtracted from the area below
the threshold value. The TIT indicator calculates the time integral of the area that remains
below the defined threshold value, which is illustrated as a dark surface.
In addition to the parameters identified above for safety assessment, the average decelera-
tion applied by triggered brakes throughout the entire test track would be a sign of braking
behavior. A lower average deceleration of triggered brakes throughout the entire test track
would indicate smoother braking behavior.

Subjective Parameters
The test persons were asked to fill out a questionnaire after finishing the test drives. This
questionnaire assessed several subjective parameters, such as the test persons’ impressions
regarding improvements in safety and comfort, the level of assistance offered and whether or
not they felt overburdened while using the developed brake assistance system.

64



Figure 5.17 : Calculation of the TIT indicator as an integral of the difference of the resulted TTC values and a specific threshold
[95]

5.4.2.2 Test Results
5.4.2.2.1 Objective Results
The overall number of collisions that occurred during both test drives without using the active
safety system is illustrated in Table 19. Using the proposed active safety system, no collision
occurred in the other two test drives.

Table 19 Overall number of occurred collisions within the whole test drives without using an active safety system

Nr. 1 Nr. 2 Nr. 3 Nr. 4

Number of occurred collisions 4 4 2 2

Ten of these twelve collisions occurred in "cross-traffic" scenarios, which cannot be handled
by the active safety systems that currently exist on the market. This scenarios include cross-
ing of a bicycle, a car or a truck into the driving path of the teleoperator. To avoid possible
false positive interventions, the currently existing AEBs on the market brake only if they de-
tect an obstacle on the driving path of the car. As discussed before, such a reaction cannot
ensure a collision avoidance while teleoperated driving. Two further collisions occurred with
oncoming traffic, which could have been avoided using conventional active safety systems.
For this reason, some objective results of the occurred collisions in the "cross-traffic" category
are investigated below. Figure 5.18 depicts the results of one of the test persons while driving
using the developed brake assistance system in the scenario illustrated in Figure 5.16(a). In
this scenario, a parked car suddenly cuts into the path of the teleoperator and drives along
the street.
The x-axes of the plots illustrated in Figure 5.18 represent the longitudinal distance of the
remote car from the starting point of this specific scenario within the entire test track. As
can be seen in Figure 5.18(a), in both of the conducted test drives, the proposed assistance
system predicted the hazard at approximately X = 90 m and intervened in the longitudinal
control of the remote car. This intervention can obviously be seen in Figure 5.18(d), in which
the acceleration of the remote car is illustrated.
After the autonomous intervention by the brake assistance system, the operator was informed
of it through the HMI system and decided to manually control the situation. To do so, he
pushed the brake pedal at approximately X = 95 m, thereby aborting the autonomous inter-
vention of the brake assistance system in the longitudinal control of the remote car. This can
be seen in Figure 5.18(b), in which the state of the brake pedal is illustrated.
Figure 5.19 illustrates the TTC profiles of all of the test persons within this scenario. The
profiles with the same color in the upper and lower images represent the TTC profile produced
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Figure 5.18 : System performance during teleoperated driving within the "cross-traffic" scenario illustrated in Figure 5.16(a).
(a) TTC to the obstacle, (b) state of the brake pedal of the operator’s workstation, (c) velocity curve of the teleoperator and (d)
acceleration curve of the teleoperator [146]

by the same person following the same order of the test. As can be seen, without the use
of the proposed brake assistance system, two collisions occurred. Using the system, these
collisions were avoided and the overall TTC increased. These results indicate that safety with
regard to the "cross-traffic" category was increased within this scenario as a result of using
the proposed brake assistance system.
Similar behavior can be identified in other scenarios from the "cross-traffic" category. Figure
5.20 compares the TTC in a similar scenario, shown in Figure 5.15, with and without the use
of the proposed brake assistance system. The profiles with the same color in the upper and
lower images represent the TTC profile produced by the same person following the same test
order. As can be seen, similarly to the results illustrated in Figure 5.19, using the proposed
assistance system increased the overall TTC.
Figure 5.21 compares the TIT indicators of the conducted test drives during teleoperated
driving within the "cross-traffic" scenario shown in Figure 5.16(a). The TTC profiles of this
driving scenario were previously shown in Figure 5.19. The threshold value used to calculate
the TIT indicator, TTC∗, was set as 5 s. As can be seen, using the proposed brake assistance
system, this indicator decreased for all test persons. This result indicates an overall increase
in safety during teleoperated driving in this "cross-traffic" scenario when using the developed
brake assistance system.
In addition to increasing safety, the improving of braking behavior while controlling a teleop-
erated vehicle is one of the main goals of the proposed brake assistance system. Figure 5.22
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Figure 5.19 : The overall TTC of all trained test persons during teleoperated driving within the "cross-traffic" scenario shown in
Figure 5.16(a): (a) without and (b) with the proposed brake assistance system [146]
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Figure 5.20 : The overall TTC of all trained test persons during teleoperated driving within a "cross-traffic" scenario shown in
Figure 5.15: (a) without and (b) with the proposed brake assistance system

67



Participants
Nr. 1 Nr. 2 Nr. 3 Nr. 4

T
IT

In
d
ic
a
to
r
in

s
2

0

1

2

3

Without Brake Assistant

With Brake Assistant

Figure 5.21 : TIT values of the conducted test drives during teleoperated driving within the "cross-traffic" scenario shown in
Figure 5.16(a)

illustrates the average triggered brakes by the test persons throughout the entire test track.
As can be seen, this value decreased when the proposed brake assistance system was used.
This indicates an overall smoother use of brakes to avoid hazards when using the proposed
brake assistance system.
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Figure 5.22 : Average of the triggered brakes within the whole test track including all critical test scenarios [146]

5.4.2.2.2 Subjective Results
In order to evaluate the "impression of safety" as an important subjective parameter, the test
persons were asked whether the use of the brake assistance system increased their sen-
sation of safety while engaged in teleoperated driving. Figure 5.23 illustrates their answers
to this question. As can be seen, all of the test persons absolutely believed that the use of
the predictive assistance system increased safety while they were engaged in teleoperated
driving.

Participants

Nr. 1 Nr. 2 Nr. 3 Nr. 4

does not apply

rather not correct

neither nor

rather correct

 applies absolutely
"The used assistance system increases safety."

Figure 5.23 : Impressions of the test persons about "improving of safety"

68



To evaluate the "impression of comfort" as another important subjective parameter, the test
persons were asked whether the use of the brake assistance system increased their comfort
while engaged in teleoperated driving. The answers of the test persons to this question are
illustrated in Figure 5.24. As can be seen, the responses varied, but on average the test
persons believed that the predictive brake assistance system increased driving comfort while
they drove the teleoperated vehicle.

Participants

Nr. 1 Nr. 2 Nr. 3 Nr. 4

does not apply

rather not correct

neither nor

rather correct

 applies absolutely

"Using the developed assistance system increases comfort

while teleoperated driving."

Figure 5.24 : Impressions of the test persons about "improving of comfort"

One of the main factors that may affect operator’s comfort while using the proposed brake
assistance system is the possibility of false positive interventions. This may happen in highly
dynamic scenarios, in which the motion behavior of a dynamic object can change rapidly. A
predictive intervention by the brake assistance system in such situations may be interpreted
by the human operator as inappropriate, even if at an earlier point in time this intervention
was appropriate.
To evaluate the impressions of the test persons regarding whether or not the brake assistance
system made an excessive number of interventions, they were asked whether they found the
degree of intervention to be excessive. Figure 5.25 illustrates their answers to this ques-
tion. As can be seen, the perceptions of the test persons varied, and no definite statement
about this subjective parameter can be made. However, it can be seen that two test persons
believed that the system intervened excessively in some scenarios.

Participants

Nr. 1 Nr. 2 Nr. 3 Nr. 4

does not apply

rather not correct

neither nor

rather correct

 applies absolutely
"The used assistance system intervens more than necessary."

Figure 5.25 : Impressions of the test persons about the intervention level of the proposed brake assistance system

At the end, the test persons were asked whether they felt overburdened while using the
proposed brake assistance system. Figure 5.26 illustrates their answers to this question. As
can be seen, for the most part the test persons did not feel overburdened while using the
proposed brake assistance system. These results correspond with the subjective parameter
measured concerning increased comfort while using the proposed brake assistance system,
which is illustrated in Figure 5.24.
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Figure 5.26 : Impressions of the test persons about a possible overburdening using the proposed brake assistance system

5.5 Conclusion and Discussion

The proposed active safety system is intended to intervene in the longitudinal control of the
remote car in order to compensate for the communication time delay that exists in teleoper-
ated driving.
The parameters investigated within the conducted human-in-the-loop test drives show an ob-
vious increase in safety as a result of using the proposed active safety system. These results
illustrate that the core goal of the proposed driver assistance system has been satisfied.
In addition to improving safety, the test results show an improvement in braking behavior
as a result of using the proposed brake assistance system. This is the result of predictive
autonomous intervention on the part of the remote car, which decreased the average decel-
eration required to avoid hazards.
Besides the objective parameters, the subjective parameters analyzed indicated an overall
improvement of the test persons’ feelings regarding increased safety and comfort while en-
gaging in teleoperated driving using the proposed driver assistance system.
To reduce the possibility of excessive interventions of this system, the proposed track-before-
detect approach for this ADAS could be improved by a fusion of the stereo vision system with
other sensors or by combination with pattern recognition approaches.
In addition, the intervention logic should be so parametrized that unnecessary interventions
in the braking system are minimized.
Although, in this work the proposed brake assistance system was applied in combination
with the direct control concept, it is also applicable to the trajectory-based control concept
for teleoperated driving. For this purpose, the proposed intervention system of the remote
car would need to autonomously modify the received driving trajectories from the human
operator.
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6 Predictive Haptic Assistance for Enhancing Lateral
Safety

The main content of the concept introduced in this chapter was previously presented in [147]
and [145]. This chapter provides a description of this concept.

6.1 Problem Description

As discussed in the previous chapter, communication time delay is one of the main challenges
in teleoperated driving. This challenge significantly affects the ability of the human operator
to laterally control a remote car. The reduction of driving performance due to time delay was
discussed in Chapter 3.1.2. In addition, a number of other works in the field of teleoperated
driving, such as [41], [96] and [97] have explored this topic.
While engaged in teleoperated driving, the human operator perceives the output of his steer-
ing command after a communication time delay. This problem can lead to instable steering
when the communication time delay is greater than approximately 200ms. With a time delay
greater than 500ms, the ability of the human operator to laterally control of the car is reduced
by up to 50% [41].
As indicated in Chapter 3, this problem can be partially smoothed by using a predictive display
to provide visual feedback about the current position of the remote car [40]. However, it cannot
completely solve this problem and make a stable lateral control of the car possible.
This problem is partially dependent on the driving skills of the human operator. The driving
performance of 22 test persons with low levels of experience in teleoperated driving was
analyzed in Chapter 3.1.2. As discussed in Chapter 3.2, human operators need to pass a
specific training course in order to become accustomed to driving under time delay, with a
specific HMI and the operator’s workstation.
To provide an overview of the abilities of trained operators, a human-in-the-loop study was
conducted. In this study, the DYNA4 [42] software was used to simulate both vehicle dynamics
and a test track. Similarly to the test setups used in Chapters 5.4 and 4.4, a round-trip
communication time delay of 500ms was artificially created between the operator and the
remote car. In order to evaluate their control performance under time delay, four trained
operators were asked to drive at an arbitrary speed up to 50 km

h on a sinuous handling course
five times. Figure 6.1(a) shows a scene from this test while driving using the predictive display.
The test track itself is shown in Figure 6.1(b).

(a) (b)

Figure 6.1 : The human-in-the-loop handling course to evaluate the ability of four test persons in lateral control of the remote
car using predictive display, (a) a scene of the test environment in DYNA4 (b) the top view of the sinuous test track

Among the several objectives and subjective results of this study, the objective parameter
of directional stability can serve to illustrate the ability of these trained operators to maintain
stable lateral control of the remote car.
Figure 6.2 shows the directional stability in all 20 of the conducted tests. In this figure, each
circle represents the directional stability in one test drive.
These results indicate that even trained operators using a predictive display cannot guarantee
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Figure 6.2 : The resulted directional stability in 20 test drives conducted by 4 experienced test persons using predictive display
in the test track illustrated in Figure 6.1(b)

stable lateral control of the remote car under time delay.
With a constant time delay and an increase in vehicle speed, the distance between the predic-
tive display and the delayed position of the remote car increases. In such cases, the human
operator needs to control the car from a rather long distance behind its actual position, which
leads to inconsistency while performing lateral maneuvers.
Such inconsistent lateral control of the car may lead to significant hazards while teleoperating
a vehicle. Although the predictive display smooths the effect of communication lag between
the human operator and the remote car, it cannot completely overcome the lack of situation
awareness.
To address this problem associated with the direct control concept and to increase the safety
of the car while performing lateral maneuvers, onboard autonomy intended to support the
operator in the steering task is required. This topic is discussed in this chapter.

6.2 State of the Art: Haptic Assistance

6.2.1 Haptics as an Interaction Channel
In human-machine interaction, haptics refers to providing the feeling of force, motion and
vibration and is divided into kinesthetic, proprioceptive, and tactile submodalities [98].
Through using haptic feedback in combination with other means of interaction, such as pro-
viding visual and auditory feedback, a multimodal human-machine interface for teleoperation
can be created. This multimodal HMI could enhance the feeling that the human operator has
of being in the remote environment and could consequently increase his task performance.
An example of such multimodal interfaces being used for vehicular teleoperation can be found
in [99].
Several studies in the field of haptics for teleoperation have focused on creating the "sense
of touch" [98], which would be useful for various use cases, such as telesurgery or remote
gripping. These applications focus mainly on the tactile submodality.
In automotive applications, haptics is mainly used for the generation of force feedback on the
steering wheel or pedals. It is also used to generate vibration of the driver’s seat in order
to increase safety or comfort while driving. Since this work aims at improving lateral safety
through steering assistance, it focuses mainly on the generation of the force feedback on the
steering wheel.

6.2.2 Increasing Safety Using Haptics
One of the main applications of force feedback in teleoperation systems is increasing safety.
The existing systems for increasing safety using haptics can broadly be divided into the two
following approaches:
The first approach generates additional forces as virtual fixtures [100], which are aimed at
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preventing the operator from approaching forbidden regions. Using this approach, the oper-
ator is pulled away from the defined boundaries [101]. Examples of this approach can be
found in [102] and [103] for applications related to telesurgery and UAV control. Forsyth and
MacLean [104] used this approach to develop look-ahead haptic guidance for automotive
applications.
The second approach generates forces that guide the human along some sort of optimal
trajectory. When compared to the first approach, a greater machine intelligence is required in
order to realize this approach and to plan these optimal trajectories. Using this approach, the
operator is pushed to the desired trajectory whenever he deviates from it [100]. Examples of
this approach being used in automotive applications can be found in [105], [106] and [107].

6.2.3 Steering Assistance Systems
One of the main applications of haptics in the field of driver assistance is intervening in the
steering system in order to increase comfort and promote lateral safety. Beginning with the
lane-keeping and lane-departure warning system, this concept is further developed to narrow
road passage assistance systems. A brief technical overview of these systems is provided
below.

6.2.3.1 Lane Departure Warning and Lane Keeping Assist
The first generation of lateral assistance systems was introduced to the market in the 1990s.
This generation included lane-departure warning (LDW) systems and lane-keeping assis-
tance (LKA).
The lane-departure warning system informs the driver through haptic, optical or acoustical
feedback when he makes an undesired departure from the traffic lane.
Lane-keeping assistance supports the driver in keeping the vehicle between traffic lanes
through active intervention in the steering. A general system architecture of these assistance
systems can be seen in Figure 6.3.

Haptics

Free-Hand
Recognition

State 
Machine

Warning 
Algorithm

Controlling
Trajectory 
Planning

LKA-Controller

St
ee

ri
n

g 
A

ss
is

ta
n

ce
H

M
I

D
ri

vi
n

g 
A

ct
iv

it
ie

s:
 V

eh
ic

le
 S

ta
te

, 
D

ri
vi

n
g 

D
yn

am
ic

s,
 E

n
vi

ro
n

m
en

t 
D

at
a

LDW LKA

Figure 6.3 : System Architecture of the lane keeping assist (LKA) and the lane departure warning (LDW) systems [77]

Both of these systems mainly rely on the position of the lane marks for trajectory planning,
which are normally by the camera sensors. Hence, these systems are only practical in situa-
tions in which lane marks can be robustly detected by the vehicle’s sensors.
For the lane-departure warning system, time-to-line-crossing (TLC), tLC , is the main criterion
used when triggering a warning. This criterion shows the remaining time required to cross
the traffic lane and is calculated as follows [77]:

tLC = dLC/vsin(φ), (6.1)

in which dLC stands for the lateral distance of the vehicle to the lane mark, v stands for the
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longitudinal velocity of the car and the φ represents the angle between the longitudinal axis
of the vehicle and the traffic lanes.
Generally, two types of lane-keeping assistance systems exist [77]:
The first type of LKA systems focuses on safety and avoiding departure of the traffic lanes
through active intervention in the steering system. The function used to generate the assis-
tance torque in this type of LKA is depicted in Figure 6.4(a). As can be seen, the assistance
torque is generated once the vehicle closes to the lane mark.
The second type of LKA systems considers comfort in addition to safety and uses a trajectory
planning system that calculates a trajectory along the center of the detected lane marks as
the desired trajectory of the vehicle. If the predicted trajectory of the car does not correspond
to its desired trajectory, assistance torque is applied to the car’s steering wheel. Thus, the
assistance system guides the car onto the desired trajectory. The functions used to generate
the assistance torque in this type of LKA are depicted in Figures 6.4(b) and 6.4(c).

Assist Torque

La
n

e 
C

en
te

r

La
n

e 
B

o
rd

er

(a)

Assist Torque
La

n
e 

C
en

te
r

La
n

e 
B

o
rd

er

(b)

Assist Torque

La
n

e 
C

en
te

r

La
n

e 
B

o
rd

er

(c)

Figure 6.4 : Different strategies to generate an assistance torque on the steering wheel: (a) loos guidance, (b) tight guidance,
(c) comfort guidance [77]

6.2.3.2 Narrow Road Assistant
The new generation of lateral assistance systems is aimed at supporting the driver while
driving within narrow road passages. This generation is principally seen as an evolution of
the lane-keeping assistance systems for inner-city situations.
Several developers have announced that they have begun work on these types of assistant
systems. BMW [108] has announced that it has prepared its first research prototype of the
"Narrow Passage Assistant", which is intended to help the driver while driving within narrow
passages, such as the gap between a truck and a guardrail. This system measures the width
of the gap between the obstacles using a LiDAR sensor and informs the driver whether driving
through the gap is feasible. While driving within the gap, the vehicle measures its distance
to the obstacles on both sides using ultrasonic sensors and displays this information using
specific symbols on the head-up display. If the vehicle’s distance to the barrier decreases
below a predetermined value, the vehicle gives a brief steering pulse to the driver and, after
receiving his confirmation, guides the vehicle to the optimal trajectory within the gap.
Volkswagen [109] announced that it has begun work on a similar system for assisting drivers
while driving through building sites. The research prototype that the company presented uses
a stereo-vision system that looks to the front of the car as well as four ultrasonic sensors on
both sides of the vehicle in order to model the environment. Since this assistance system is
seen as a further development of the lane-keeping assistance systems, its logic relies heavily
on detecting lane marks by means of the vehicle’s sensors.
Bosch [110] [111] recently presented its more advanced research prototype, called the "Nar-
row Road Assistant", which has been developed as part of the UR:BAN project [112]. The
realization of this ADAS would require several sub-systems, such as those dedicated to self-
localization in urban environments, path planning and recognition of the driver’s intentions.
Some of these sub-systems are known as current challenges in the field of automated driv-
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ing in urban environments. Hence, it is unlikely that this system will soon be released to the
market.

6.3 Approach

The most stable solution to the problems posed by lateral control of a remote car would be full
automation of the steering task. Such a solution requires a robust environment perception,
which is still not available in all urban environments.
Hence, an appropriate solution for addressing this safety problem associated with teleoper-
ated driving would be assisting the operator through autonomous intervention in the steering
task. As described in Chapter 6.2.2, this goal can be achieved through either pulling the re-
mote vehicle away from defined boundaries or through pushing it onto an optimal trajectory.
Since path planning in unstructured urban environments without the use of an offline digital
map still fails to demonstrate robust performance, this approach to guiding the human opera-
tor onto a desired path cannot be used in all scenarios. Even with stable path planning, it is
possible that a planned path does not correspond to the operator’s desired driving path. This
may lead to the human operator becoming dissatisfied with the guidance system.
To increase lateral safety in teleoperated driving, pulling the remote vehicle away from defined
boundaries seems to be a more appropriate solution. Thus, the driver-assistance system
intervenes only in hazardous scenarios and permanent steering support is avoided. The
system architecture of this driver assistance system is described below.

6.3.1 Human-Machine Cooperation in the Steering Task
The general system architecture of the proposed haptic assistance system is illustrated in
Figure 6.5. As can be seen, depending on the driving situation, the haptic assistance sys-
tem generates force feedback on the steering wheel in order to support the operator when
attempting to avoid a lateral collision.
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Figure 6.5 : General system architecture of the proposed haptic assistance system to increase the lateral safety while teleop-
erated driving [147]

Since this assistance system is aimed at enhancing the situation awareness of the human
operator in order to improve safety, its intelligence unit needs to be located at the operator’s
workstation. Using this approach, the human operator is informed of the assistance system’s
decisions without any communication time delay.
One of the main factors in designing a steering assistance system is its level of automation.
As indicated in Chapter 5.3.3, per the Vienna Convention on Road Traffic, the human operator
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should have the superior role in the entire control loop of a teleoperated vehicle and should
have the ability to override the machine’s decisions at any time.
Hence, the final output of the steering system is the sum of the steering torques given by both
the human operator and the machine. Since the maximum input of the machine is restricted
to a small fraction of the maximum possible input that can be given by the human operator,
the latter can override the machine’s intervention at any time.
For situational analysis, the vehicle’s surroundings need to be modeled using the vehicle’s
sensors. This can be achieved using the LiDAR sensor data from the vehicle. To create
an environment model at the operator’s workstation, the LiDAR sensor data should be sent
to the operator’s workstation together with the camera images. After the creation of a 360◦

environment model at the operator’s workstation, the effect of communication time delay on
the model must be eliminated. The creation of the predictive environment model as well the
intervention logic of the assistance system is described below.

6.3.2 Predictive Environment Model
Similarly to some other driver-assistance systems and automated driving functions, a haptic
assistance system requires a model of the vehicle’s surroundings. This can be realized using
a LiDAR-based occupancy grid, which was introduced in Chapter 4.3.2. Since the environ-
ment model created at the operator’s workstation is delayed, its current state needs to be
predicted. This procedure is illustrated in Figure 6.6.
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Figure 6.6 : Elimination of the effect of communication time delay in the received environment model at the operator’s worksta-
tion [147]

The elimination of the effect of the communication time delay includes the prediction of the
current positions of the teleoperator as well as the existing dynamic obstacles in the scene.
These steps are described below.

6.3.2.1 Prediction of the States of the Remote Vehicle
The first step to eliminate the effect of time delay on the environment model is the prediction
of the current position of the remote car on the map. This can be conducted using the same
approach used to calculate the predictive display.
Using a non-linear single-track model, the states of the remote vehicle over the communica-
tion time delay can be estimated as follows [5]:

ψ(t) = ψ0 +

∫ t

0
ψ̇(τ) dτ (6.2)

x(t) = x0 +

∫ t

0
v(τ). cos(ψ(τ) + β(τ)) dτ (6.3)

y(t) = y0 +

∫ t

0
v(τ). sin(ψ(τ) + β(τ)) dτ, (6.4)
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where x(t) and y(t) respectively stand for the longitudinal and lateral coordinates of the
center of gravity of the vehicle, v represents its velocity and ψ(t) and β represent its heading
and the side slip angles.

6.3.2.2 Prediction of the Dynamic Environment
The second step involved in eliminating the effect of time delay on the environment model is
the prediction of the current states of the dynamic obstacles on the map. The detection of
dynamic obstacles using the occupancy grid requires parallel tracking of all cells, which may
lead to a high computational load. Hence, in this work other traffic participants are recognized
using the raw data obtained by the LiDAR sensors and the detection results are projected onto
the occupancy grid.
To create a 360◦ dynamic environment map, the dynamic obstacles can be detected either
through motion or through model-based recognition and tracking using the raw sensor data.
Since for the haptic assistance the sides of the car in addition to its front must be perceived,
the approach for motion detection using a stereo-vision system proposed in Chapter 5.3.2 is
insufficient to create a dynamic environment map.
The model-based approach for object detection using active sensors has been addressed in
several previous works in the area of environment perception for ADAS and automated driv-
ing. Some related works can be found in [113] and [114]. Table 20 illustrates the procedure
for object detection using LiDAR sensors applied in this work.

Table 20 The applied steps to detect obstacles and predict their future states using LiDAR sensors.

1. Segmentation of Raw Data

2. Feature Extraction

3. Classification

4. Tracking and Data Association

5. Prediction

To detect objects, it is first necessary to generate object hypotheses. For this purpose, the
raw LiDAR data should be segmented. This can be achieved by using different distance-
based approaches, such as the region-growing algorithm, OPTICS algorithm [115] or the
iterative end-point-fitting approach [116]. Among these approaches, the OPTICS algorithm
demonstrates the best segmentation performance, which is a consequence of its ability to
sort the measurement data based on their densities.
In the next step, the existing features in each segment need to be extracted. For this purpose,
the measurement data should be fitted to lines. Using this fitting, several geometrical charac-
teristics of each segment can be defined, which are used later for classification. The length
and the width of each segment, the angles between its vertices, the number and distribution
of the measurement samples in each segment and the surface of the segment are some of
the geometrical features that can be extracted from each segment.
These features are then proved and allocated to shape-based classes such as I-shaped, L-
shaped, U-shaped and point-shaped, which represent the observed shapes of traffic partici-
pants including cars, bikes and pedestrians from different points of view. Different classifiers
such as Bayesian classifiers, neural networks or support vector machines can be used for
this purpose.
After classification of the segmented obstacles, their motion is tracked using a Bayesian filter,
such as the extended Kalman filter. To reduce the uncertainty in data association, the proba-
bilistic approaches can be used [117]. For this purpose, after using ellipsoidal gating around
the extended measurement data, the JIPDA approach [118] is used, which allows for the
possibility that multiple tracks interfere with each other, resulting in recursive expressions for
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the probability of the target’s existence. Figure 6.7 illustrates the visualization of recognized
vehicles based on their geometrical features in two example scenes.

(a)

(b)

Figure 6.7 : Recognition of other vehicles using LiDAR measurement data based on their geometrical features: (left) camera
image of the scene, (right) projection of the recognized vehicles on the LiDAR occupancy grid

Using the same approach employed in 6.3.2.1, the current states of the detected dynamic
obstacles can be predicted over the communication time delay. This enables the elimination
of the effect of time delay on the environment map.
This approach to creating a 360◦ dynamic occupancy grid demonstrates reasonable perfor-
mance when detecting dynamic cars and bikes using LiDAR sensors. These obstacles are
the main dynamic obstacles that should be considered by a haptic assistance system in urban
environments.
However, this approach could be extended by a fusion of LiDAR sensor data with other sen-
sors, such as radar and stereo vision. This would make the resulting 360◦ environment model
more precise and robust.

6.3.3 Scene Analysis and Steering Intervention
In general urban environments, without depending on lane marks and digital maps, a steer-
ing assistance system can mainly support the human operator in avoiding lateral collisions,
not permanently guide him or her to a reference driving path. For this purpose, the haptic
assistance system needs to identify potential hazards that may lead to a lateral collision and
generate an adequate assistance torque.
To predict potential hazards, a safety area needs to be defined around the remote vehicle.
This area works much like a virtual bumper, causing the generation of an assistance torque
on the steering wheel once it collides with an obstacle.
This safety area needs to predict the future states of the remote vehicle at a predefined predic-
tion time, tLA. This can be conducted using the same mathematical approach to estimating

78



the current position of the remote vehicle discussed in Chapter 6.3.2.1.
This approach to considering the future state of the vehicle for the purposes of haptic assis-
tance is known as look-ahead. It compares the end point of the predicted trajectory to the
current state of the vehicle [104]. However, in order to take into account all of the expected
changes in the dynamic environment, the entire trajectory between the current position of the
vehicle and its predicted position after the look-ahead time, tLA, must be kept under control.
When setting a constant look-ahead time, the distance considered in front of the remote car
depends on its velocity. This helps to reduce the possibility of unnecessary interventions by
the assistance system in the steering task.
In addition to monitoring a certain distance in front of the remote car, the safety area also
needs to consider the lateral sides of the vehicle. For this purpose, a certain boundary on
both sides of the car needs to be defined, which is assumed to be the hazardous lateral
distance of the car to obstacles.
Figure 6.8 displays a schematic of this safety concept, in which d stands for the observed
distance on the lateral sides of the remote car and b represents the car’s width.

X(t = t0) X(t = t0 + ∆t)

Current Position of the 
Teleoperator

Delayed Position of the 
Teleoperator

Virtual Bumper

X(t = t0 + ∆t + tLA)

Figure 6.8 : The defined safety area around the remote vehicle on the created environment map at the operator’s workstation
[147]

An inappropriate look-ahead time could cause inconveniences while performing highly dy-
namic maneuvers [119]. In this work, the look-ahead time is set as 0.5 s, as suggested by
the literature [119] [120]. In addition, in order to provide adequate haptic assistance in situ-
ations where it is necessary, and to prevent permanent intervention in the steering task, the
considered lateral distance, d, on both sides of the car is set as 1 m.
Once a collision of this virtual bumper with a barrier is detected, the assistance torque on the
steering wheel of the operator’s workstation should resolve it. The kind of steering assistance
required depends on the driving scenario. If only one side of the virtual bumper collides with
an obstacle, the steering assistance system should assist the human operator to conduct an
evasive maneuver. Thus, the risk of a lateral collision would be reduced.
If the virtual bumper collides with obstacles located on the both lateral sides of the remote
car and there is enough place for the remote vehicle to drive through the obstacles, the
assistance system should guide the operator onto the middle path of the passage between
the obstacles. Thus, the risk of a lateral collision while driving through such a passage would
be reduced.
In the case that there are obstacles on both lateral sides of the remote car and the passage
between them is not drivable, the brake assistance system proposed in Chapter 5 intervenes.
In such scenarios, the haptic assistance system does not need to intervene in the steering
system.
Once the virtual bumper collides with an obstacle that is located on one side of the remote
car, the human operator should be assisted in evading the collision. The assistance torque
required can be calculated based on the lateral distance of the obstacle to the remote car.
As illustrated in Figure 6.9(b), the assistance torque generated on the steering wheel is raised
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to its maximal value once the lateral distance of the obstacle from the remote car is reduced.
This logic is similar to the logic used in LKA systems. However, the main difference is that
LKA systems guide the driver to a reference trajectory, but the proposed system guides the
operator in avoiding the predicted collision. Hence, the torque profile proposed in Figure
6.9(b) differs from the profiles used in LKA systems, which are illustrated in Figure 6.4. The
maximal value for the generated assistance torque is set at 1.5 Nm, which is within the range
of acceptable assistance torques given to a human driver. Applying higher levels of torque on
the steering wheel may irritate the human operator.
In order to provide smooth steering assistance, the assistance torque should be linearly
raised to the required value. As illustrated in Figure 6.9(c), the TTC can be used as the
time horizon when raising the assistance torque.
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Figure 6.9 : (a) Collision of the virtual bumper with an obstacle from one lateral side; (b) Relation of the lateral distance of
the obstacle and the assistance torque; (c) Linear raising of the currently supplied assistance torque to the newly calculated
assistance torque

If several obstacles with different longitudinal distances to the remote car collide with one
lateral side of the virtual bumper, the nearest of them is taken into account. After resolving
the collision of the virtual bumper with the nearest obstacle, the next obstacle is handled. This
successive handling of collision hazards provides smooth steering assistance to the human
operator. A schematic handling of several obstacles is illustrated in Figure 6.10.
When the safety area collides with barriers on both lateral sides, the haptic assistance system
behaves similarly to the narrow road assistance system. In such cases, the middle trajectory
between the barriers needs to be planned based on the environment model. The generated
assistance torque then guides the human operator along this reference trajectory.
Figure 6.11 illustrates an example scenario in which the human operator intends to drive
through two other vehicles. As can be seen, the safety area collides on both lateral sides with
the dynamic obstacles.
The intervention logic of the haptic assistance system in this scenario is similar to the logic
of the first type of LKA systems (see Chapter 6.2.3.1). Longitudinal and lateral control of the
remote car along the desired trajectory is addressed in [41].
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Figure 6.10 : Linear raising of the currently supplied assistance torque to the newly calculated assistance torque

Virtual Bumper
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Figure 6.11 : Guiding the operator to the middle trajecory between obstacles, when the virtual bumper collides from both lateral
sides with obstacles

6.4 Evaluation and Results

6.4.1 Test Design
The proposed assistance system was evaluated in several test scenarios. The test procedure
and results are described below.

6.4.1.1 Test Environment
Similarly to Chapters 4.4 and 5.4, the developed haptic assistance system was evaluated
using a human-in-the-loop test environment. The same test setup described in Chapters
4.4.1.1 and 5.4.2.1.1 was used to connect the operator’s workstation with the SILAB sim-
ulation software over UDP. To simulate the time delay that exists in teleoperated driving, a
constant round-trip communication time delay of 500ms was created between the operator’s
workstation and the remote vehicle. Figure 6.12 shows a driving scene from within the test
scenario developed in SILAB.
The operator’s workstation used for this test is presented in Figure 2.9(b). The steering wheel
of this operator’s workstation cannot control itself to a specific steering angle, but it is able to
generate a limited torque with a resolution of 0.3 Nm [37] in both steering directions.
The SILAB simulation software is equipped with a perfect sensor model, which in some cases
does not correspond to the real levels of environment perception that a vehicle’s sensors are
capable of. In order to approximate a realistic environment model, SILAB’s perfect sensor
model was abstracted and only that part of the environment data that is robustly detectable
by vehicle sensors in an urban environment was used.This part of the environment consists
of vehicles’ surroundings and static obstacles, which are available on the LiDAR occupancy
grid described in Chapter 6.3.2. Since there are no lane markings in some urban areas
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Figure 6.12 : Human-in-the loop test using the simulation software SILAB to evaluate the developed haptic assistance in
simulated urban environments

and/or vehicle sensors are not always capable of robustly detecting them in all urban areas,
the existing lane marks in SILAB’s perfect sensor model were not used for the creation of the
environment model.

6.4.1.2 Test Persons
Similarly to Chapters 4.4 and 5.4, four experienced operators were used to evaluate the
developed assistance system. The level of experience with teleoperated driving and the
personal driving capability of an individual operator have a significant influence on his ability
to maintain lateral control of a remote car while engaged in teleoperated driving. Hence,
some important information concerning driving experience of each test person was obtained.
This information is provided in Table 21.

Table 21 Personal information and driving experience of the test persons

Experienced Operator Nr. 1 Nr. 2 Nr. 3 Nr. 4

Sex W M M M

Age 25 27 31 26

Driven Distance (Kilometers/Year) <5000 <5000 <5000 <5000

Driving Style conservative conservative sportive sportive

Experience with the Operator’s Workstation < 2 Weeks > 5 Months > 6 Months > 2 Months

Experience in Computer Games none none a little very much

Among these test persons, test person Nr. 1 had the least experience of teleoperated driving.
Her experience with the system included driving for approximately 20 minutes on several
handling courses and in some urban environments.
Test person Nr. 2 had the most extensive experience of teleoperated driving. He executed
several test drives over a period of several months in the simulation environment and was
fully aware of the effect of time delay on teleoperated driving. Test person Nr. 3 had much
experience with the system and its functionality but did not have extensive experience of
teleoperated driving.
Test person Nr. 4 had a fair amount of experience of teleoperated driving: his experience with
the test setup was greater than that of test person Nr. 1 and less than that of test person Nr.
2. However, a unique characteristic of this participant is his intensive experience of racing
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games using a driving console at home.

6.4.1.3 Test Scenarios and Test Procedure
The developed assistance system was evaluated in different driving scenarios within a static
or dynamic environment. Two of these test scenarios are described below.

6.4.1.3.1 Test scenario I: Double Lane Change
The double lane change test scenario involves a driving maneuver that is standardized under
ISO/DIS 3888-1 [121]. As the name of this test indicates, it includes two successive lane
changes within positioned pylons.
The main purpose of this standardized test is to subjectively determine the vehicle dynamics
and road-holding ability of passenger cars within a closed loop test [121]. Hence, it would
be an appropriate maneuver for examining the road-holding ability while laterally controlling a
remote car. Figure 6.13(a) illustrates the specifications of this test scenario from a bird’s-eye
view. An operator’s view of this scenario is illustrated in Figure 6.13(b).

12m   13.5m   11m   12.5m  12m   

3 m 

3 m

2.45m 

(a)

(b)

Figure 6.13 : (a) Specifications of the test scenario "Double Lane Change"; (b) A scene of this test scenario from operator’s
view

The entire test included 15 test drives with the following constellations:

• Five test drives without time delay and without haptic assistance;

• Five test drives with a constant time delay of 500ms using the predictive display and with-
out haptic assistance;

• Five test drives with a constant time delay of 500ms using the predictive display and the
developed haptic assistance system.

The test drives without time delay and without haptic assistance were considered as the basis
for evaluating the driving performance of the test person using the operator’s workstation.
To minimize the learning effect while evaluating the developed haptic assistance system, a
mixed order of the test constellations, both those with and without using the haptic assistance
system, were applied.
In the environment model of this test scenario, traffic cones are recognized as static obstacles
and approaching them triggers an intervention by the haptic assistance system. The test
persons were asked to drive as centrically as possible within the traffic cones without colliding
with them.
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The driving speed within the scenario has a direct influence on the results. Generally, drivers
with greater driving abilities can perform this maneuver at higher speeds. Based on the
results of the acclimatization test drives, a speed of 15 km

h was chosen as a fair value for ex-
amining the driving limits of the test persons. With an upper velocity limit, some test persons
still demonstrated acceptable driving performances, but others were not able to perform the
maneuver. Since all of the test drives had to be conducted under the same conditions, the
constant speed of 15 km

h was determined for all test persons.

6.4.1.3.2 Test scenario II: Collision Evasion
This scenario evaluates the performance of the developed system within a dynamic environ-
ment. In this test scenario, the test persons are asked to drive within a narrow street, on both
sides of which are parked several cars. The drivable area of the street between the parked
cars was 4.2 m wide.
During the test, one of the parked cars suddenly cuts into the middle of the street in front
of the remote car. To avoid a collision, the human operator needs to evade this car. Figure
6.14(a) illustrates the specifications of this scenario. Figure 6.14(b) shows a scene from
this scenario, in which one of the parked cars begins to suddenly cut into the middle of the
street.

4.2 m

1 m

60 m 

(a)

(b)

Figure 6.14 : (a) Specifications of the test scenario "Collision Evasion"; (b) A scene of this test scenario from operator’s view,
in which a parked car cuts suddenly into the middle of the street

Within this scenario, the test persons are made aware that one of the parked cars will cut into
their path, but they do not know which vehicle will do so. The veering car is chosen randomly
in each scenario and cuts in at a constant time before arriving in the path of the remote car.
The test persons are asked to drive as centrically as possible without colliding with the static
and dynamic obstacles or the veering car itself.
Similarly to the previous scenario, to minimize the learning effect the order of the test constel-
lations, both those with and without the haptic assistance system, were mixed. The entire test
included 15 test drives, using the same three constellations used in the double lane change
test scenario.
Based on the results of the acclimatization test drives, a speed of 30 km

h was determined
as a fair limit for all test persons. Although some of the test persons could demonstrate
a reasonable driving performance at higher speeds, others were not able to perform the
maneuver at higher speeds. Hence, the constant speed of 30 km

h was used in all test drives.
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6.4.1.4 Measured Parameters
In order to evaluate the conducted test drives, several objective and subjective parameters
were used, which are described below.

6.4.1.4.1 Objective Parameters
Since the main purpose of the developed assistance system is improving safety, appropriate
objective parameters are required to evaluate whether or not this purpose was fulfilled.
As indicated in 5.4.2.1.1, the most obvious objective parameter for evaluating safety is the
number of collisions that occurred.
Another important objective parameter for evaluating lateral safety is the severity of the lateral
collisions that occurred during the test drives. The static obstacles in the simulated environ-
ment are not deformed after a collision. Hence, the entire overrun surface in a collision of the
remote car with the static environment can be used as an objective parameter for measuring
the severity of the collision. Figure 6.15 illustrates this parameter in an example collision.

Figure 6.15 : The Overrun surface between the remote car and an obstacle, illustrated in red, as an objective parameter
representing the severity of the occured collision

In addition to the parameters identified above, lateral deviation of the driven trajectories from
the middle of the lane was measured. This parameter demonstrates the ability of a test
person to control the car centrically, as requested in the test scenarios. In the double lane
change test scenario, this parameter was measured only in areas that were surrounded by
traffic cones.

6.4.1.4.2 Subjective Parameters
At the end of the test drives, the test persons were asked to fill out a questionnaire. This
questionnaire assessed several subjective parameters, such as the impressions of the test
persons concerning their perceptions of safety and comfort, as well as the level of assistance,
while using the developed haptic assistance system.

6.4.2 Test Results
6.4.2.1 Results of the Test Scenario: Double Lane Change
Figure 6.16 shows the trajectories driven by one of the test persons within the double lane
change test scenario. These trajectories represent the position of the center of gravity of the
remote vehicle within the test track.
Figure 6.16(a) illustrates the driving performance of this test person while driving without
any time delay. This result can be considered as representing a baseline for evaluating the
performance of the developed assistance system under a time delay.
Figure 6.16(b) illustrates the trajectories driven by the same test person, with a time delay of
500ms, using the predictive display. As can be seen, because of the time delay, the test per-
son’s ability to laterally control the remote car was significantly degraded. Several collisions
with the traffic cones can be observed, particularly after the first lane change.
Figure 6.16(c) illustrates the trajectories driven by the same test person, with a time delay of
500ms, using both the predictive display and the developed haptic assistance system. As can
be seen, when compared to Figure 6.16(b), the ability of the test person to laterally control
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the remote car improved significantly when using the haptic assistance.
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Figure 6.16 : Driving trajectory of the test person Nr. 4 within the test scenario "Double Lane Change": (a) Without time delay,
(b) with the time delay of 500ms and without haptic assistance, (c) with the time delay of 500ms and using haptic assistance

Figure 6.17 provides an overview of the interventions of the haptic assistance system in the
double lane change test scenario. As can be seen, after the virtual bumper collided with
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the traffic cones, an assistance torque was applied to the steering wheel, which helped the
operator to avoid a lateral collision.
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Figure 6.17 : Applied assistance torque in the test scenario "Double Lane Change" to avoid lateral collisions

The overall number of collisions that occurred for each test person, using each constellation,
is illustrated in Figure 6.18. When comparing the two constellations that had a time delay,
it can be seen that the use of the haptic assistance system reduced the total number of
collisions of all test persons. This indicates an objective increase in lateral safety as a result
of the use of the developed steering assistance system.
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Figure 6.18 : The overall number of occurred collisions using three constellations in the test scenario "Double Lane Change"

In addition to tracking the number of collisions that occurred, their severity should also be con-
sidered. As indicated in Chapter 6.4.1.4, the overrun surface in each test drive can be used
as an objective parameter for measuring the severity of the collisions that occurred. Figure
6.19 illustrates the average of this objective parameter for all three test constellations.
As can be seen, the average surface of occurred collisions was reduced for all test persons.
This indicates an objective reduction in the severity of the collisions that occurred, which
corresponds with an objective increase in lateral safety as a result of using the developed
haptic assistance system.
However, it can also be seen that the extent to which safety was improved for each test person
was different. This can be interpreted by considering the functionality of a steering assistance
system, which cannot completely correct an inappropriate driving behavior. If the test person
drives into a passage in an unsafe manner, the haptic assistance system warns him or her
about the possibility of a lateral collision and attempts to assist him or her in avoiding the
collision, but the final decision is made by the human operator. Hence, improving lateral

87



Participants

Nr. 1 Nr. 2 Nr. 3 Nr. 4

O
v
e
r
r
u
n
S
u
r
fa
c
e
in

s
2

0

5

10

15

20

25

30

Without time delay

With time delay, without haptic assistance

With time delay and haptic assistance

Figure 6.19 : The average overrun surface in the test scenario "Double Lane Change" by all test persons

safety by means of using a steering assistance system remains dependent on the driving
performance of the operator.
Figure 6.20 illustrates the average deviation of the remote car from the centerline between
the traffic cones in the double lane change test scenario. The different abilities of the test
persons when it comes to controlling the remote car under the time delay can be obviously
seen in this figure.
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Figure 6.20 : Average deviation of the remote car from the centerline between the traffic cones in the test scenario "Double
Lane Change"

These results indicate that steering assistance has a greater impact on the driving perfor-
mance of more experienced test persons. As can be seen, test persons Nr. 4, Nr. 2 and Nr. 3
could drive with less deviation from the middle of the positioned traffic cones using the haptic
assistance system, while no significant change in this objective parameter was demonstrated
by test person Nr. 1. This could be a result of the fact that test person Nr. 1, having the least
experience of teleoperated driving, needed a high level of concentration in order to handle
the time delay. Any additional assistance system could not be properly used by her while
driving.
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6.4.2.2 Results of the Test Scenario: Collision Evasion
Figure 6.21 illustrates the trajectories driven by one of the test persons in the collision evasion
test scenario. As can be seen in Figure 6.21(b), evading an obstacle under communication
time delay, even when using the predictive display, causes fluctuation in the lateral control
of the remote car. Considering that the illustrated trajectories represent the position of the
center of the gravity of the remote car, a number of lateral collisions with the static obstacles
located on both sides of the street can be observed.
As can be seen in Figure 6.21(c), lateral control of the car improves when the haptic as-
sistance system is used. When drivers evaded the cut-in car, the haptic assistance system
applied an assistance torque that warned the operator about the possible collision with the
static obstacles located on the left side. This intervention makes it possible to avoid oversteer-
ing while evading obstacles and keeps the test person in control of the situation, meaning that
he can robustly steer to the right side and guide the car into the middle of the narrow street.
Figure 6.22 illustrates the total number of lateral collisions that occurred with obstacles in the
collision evasion scenario. When comparing the test drives performed under the communi-
cation time delay, the total number of collisions was significantly reduced when the haptic
assistance system was used. However, there were two collisions with the haptic assistance
system and even one without the time delay. The latter one again indicates the role of human
as a source of failure in a vehicle’s control loop.

6.4.2.3 Subjective Impression of the Test Persons
In order to evaluate the "impression of safety" as an important subjective parameter, after
finishing all of the test drives in each test scenario, the test persons were asked whether they
felt that using the proposed haptic assistance system improved lateral safety while driving.
Figure 6.23 illustrates their answers to this question.
As can be seen, most of the test persons believed that lateral safety was improved as a result
of using the proposed haptic assistance system. However, it should not be overlooked that
test person Nr. 1 did not feel that safety was improved as a consequence of using the haptic
system, although an obvious improvement in safety when using the haptic assistance system
can be seen in her objective test results.
As another subjective parameter, in order to evaluate the "impression of comfort", the test
persons were asked whether they felt that comfort they felt while engaged in teleoperated
driving was improved as a result of using the proposed haptic assistance system. Figure
6.24 illustrates their answers to this question for both test scenarios.
As can be seen, the results mainly depended on the test scenario driven. Generally, it can
be seen that the proposed haptic assistance system provides less comfort in the double lane
change test scenario than in the collision evasion test scenario. It should be noted that the
double lane change scenario is generally considered to be challenging and is mainly used to
measure the limits of driving dynamics. Such a maneuver does not occur in normal urban
scenarios. Given the answers provided by the test persons, it can be concluded that the
developed system does not provide a high rate of comfort in critical driving situations. As can
be seen, in the collision evasion test scenario, a higher level of comfort was provided through
the use of the haptic assistance system.
In order to study their subjective impressions of the assistance provided by the developed
system, the test persons were asked whether they found the level of assistance provided by
the haptic assistance system to be sufficient. The answers of the test persons are illustrated
in Figure 6.25. As can be seen, the difficulty levels of the driven scenarios directly affected the
answers. However, an overall impact is that the test persons tended to receive a higher level
of assistance. This could be realized through expanding on the proposed system by adding
an autonomous trajectory planning system and using assistance torque to guide the vehicle
along the planned trajectory. However, as described in Chapter 6.2, this requires a high level
of environment perception, which is still a challenge in some urban environments.
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Figure 6.21 : Driving trajectory of the test person Nr. 4 within the test scenario "Collision Evasion": (a) Without time delay, (b)
with the time delay of 500ms and without haptic assistance, (c) with the time delay of 500ms and using haptic assistance
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Figure 6.22 : The overall number of occurred collisions using three constellations in the test scenario "Collision Evasion"
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Figure 6.23 : Impressions of the test persons about "improving of safety"
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Figure 6.24 : Impressions of the test persons about "improving of comfort"
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Figure 6.25 : Impressions of the test persons about the provided assistance level

6.5 Conclusion and Discussion

The objective parameters analyzed indicate a decrease in the number and severity of oc-
curred collisions while driving in both scenarios with static and dynamic environments when
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using the proposed haptic assistance system.
These results illustrate an improvement in lateral safety during teleoperated driving when
using the proposed haptic assistance system, indicating that the system achieved its primary
goal.
The subjective parameters analyzed suggest that the test persons tended to receive more
assistance from the steering assistance system. This can be realized by combining of an
autonomous trajectory planning system with the steering assistance system. As discussed
within this work, this step remains a challenge in complex urban environments. In addition,
should it become possible to achieve robust trajectory planning in all urban environments, a
steering assistance system would no longer be required and the entire driving task could be
performed autonomously.
In addition, this assistance system is not able to address all possible instabilities while an
operator directly controls a remote car with a high communication time delay. Although this
challenge can be partially addressed through the use of experienced operators, it would be
necessary to replace the concept of direct control with shared control in order to completely
overcome this difficulty.
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7 Discussions on Teleoperated Driving

This chapter discusses the human-in-the-loop test drives conducted in this work to evalu-
ate the developed concepts. In addition, two possible approaches for increasing the level
of automation in teleoperated driving are briefly introduced and discussed. Finally, the com-
munication challenges posed by the use of the fifth generation of mobile networks (5G) in
teleoperated driving are discussed.

7.1 Human-in-the-Loop Test Drives

7.1.1 Simulated Test Environment vs. Real Test Environment
Employing a simulated environment for a human-in-the loop test has several advantages.
One of the most important advantages is that the test drives can be repeated for all test
persons under the same test conditions.
However, the results of a test drive conducted within a simulated environment may partially
differ from the results of one within a real environment. These differences arise as a result of
the ability of the tool used to simulate real driving conditions and from human factors.
Assuming that a tool can simulate real driving conditions with an acceptable deviation from
reality, in some cases the human operator may not take the driving situation as seriously
as he would when driving within a real environment. Test persons usually drive much more
courageously in a simulated environment than in a real test environment, particularly in highly
dynamic driving situations.
While driving within a simulated environment, the test persons are certain that their possible
failures will not lead to real damage. Hence, after some training, a test person may begin to
boldly drive up to the safety limits of the system or even exceed them.
Within a real test environment, test persons drive conservatively. Since they know that each
minor failure may lead to fatal damage, they do not readily drive up to their safety limits.
Hence, the final safety limits of the developed systems must be determined using highly
dynamic test drives within real urban environments.

7.1.2 Human Factors
Although the concept of teleoperated driving benefits from the ability of the human operator
to perceive the environment and make decisions, the existence of a human in the control loop
can be in some cases a source of error.
As can be seen in several of the human-in-the-loop studies conducted in this research, test
persons have varying levels of driving skills. Furthermore, even the same test person cannot
always deliver the same driving results when repeating a test scenario.
Several parameters, such as driving experience, amount of experience with the operator’s
workstation and familiarity with computer games, may affect the driving performance of a
human operator. A separate study would be required in order to determine the weight of
each of above indicated factors as well as several other possible human factors.
This study requires a greater number of test persons with varying levels of driving experience.
The most important hypotheses about safety, precision and controllability while teleoperated
driving could be extracted from the results of the present work.
The test persons who participated in the conducted test drives of the present study required
several initial training sessions in order to become acquainted with the operator’s worksta-
tion, the HMI and the developed control concepts for teleoperated driving. After determining
the average driving limits, which can affect even the best-trained test persons, it would be
necessary to develop a specific exam that an individual would need to complete before being
issued with a teleoperated driver’s license. Using such an approach, it would be possible to
ensure that human operators possess the skills required to remotely control a car in urban
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traffic.

7.2 Increasing the Level of Automation in Teleoperated Driving

Using a higher level of intelligence in the remote car, the level of automation in vehicle teleop-
eration could be increased. This chapter introduces two possible methods for achieving this
goal.

7.2.1 Automating of Teleoperated Driving Through Interactive Path Planning
The shared control concept provides an appropriate basis for increasing the level of automa-
tion of a driving task. The concept of trajectory-based control [41] represents a form of shared
control between the human operator and the remote vehicle. As described in Chapter 3, lat-
eral control of a remote car using this control concept is a challenge. In several scenarios,
this challenge forces a human operator to undergo several steps: stopping the car, generat-
ing an appropriate trajectory using the steering wheel and the gas pedal and sending it to the
remote car. Since this approach would result in the car occasionally coming to a halt, it would
not be appropriate for driving in all urban environments.
As proposed in [143], a solution to the above-mentioned problem that does not require the
use of an offline digital map would be finding appropriate paths in the occupancy grid and
suggesting them to the human operator.
There are different approaches to autonomous path planning. Generally, the majority of these
approaches can be divided into two categories: heuristic search algorithms and numerical
optimization approaches.
The heuristic search algorithms demonstrate rapid performance but mostly do not consider
vehicle dynamics. Hence, their results are normally on their own inadequate for use in auto-
motive applications.
This category includes different approaches, such as A∗, D∗ [122] and their variants including
TWD∗ and E∗ [123], which search for the shortest path between two known positions.
Numerical optimization approaches such as MILP-based approaches [13] and model predic-
tive control [124] consider vehicle dynamics in path planning. Although the results of these
approaches are kinematically feasible, their slow convergence, as a result of dropping in mul-
tiple local minima, makes it difficult to utilize them for real-time applications.
An appropriate approach for exploiting the advantages of both of these categories while sup-
pressing their disadvantages would be their combination in two stages. For this purpose,
in the first stage, a sub-optimal solution needs to be found by means of a heuristic search
algorithm. In the second stage, the solution found must be optimized using numerical opti-
mization. Thereby, the kinematic quality and calculation speed of the path planning can be
ensured.
A similar approach for path planning in a parking lot is proposed by Dolgov et al. [125],
which in its first stage finds a sub-optimal path using the A∗ approach and in its second stage
optimizes this path by means of numerical optimization. In this approach, the target position
is predefined on a parking garage’s offline map, which is necessary for path planning using
the A∗ approach.
To plan appropriate paths during teleoperated driving without using a digital map, the target
position can be predefined. Hence, most heuristic search algorithms cannot be used for this
application.
The rapidly-exploring random tree (RRT) [126] is a rather new approach that does not need
a predefined target position for path planning. This characteristic, as well as the fact that
this tree considers vehicle dynamics in path planning, makes it an appropriate approach for
increasing the level of automation in teleoperated driving without the use of a digital map.
The RRT builds a space-filling tree-structured graph in order to explore a search space. The
tree grows incrementally based on the sample points or states, which are created randomly.
Hence, in each step the nodes are created based on their successive nodes and expanded
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Figure 7.1 : Results of RRT path planning: (a) all paths found by RRT, (b) clustering of the results and (c) selection of the best
paths [143]

into all of the free spaces in the search area. During this expansion, the drivability of the
propagated path is proven.
Using RRT, several possible paths can be generated during teleoperated driving. However,
since these paths are not optimal in some ways, they need to be optimized thereafter.
As described in [143], this procedure can be realized using a two-step approach. In the
first step, a modified RRT approach is used to find, cluster and select the possible paths on
the occupancy grid. Figure 7.1 illustrates the clustering and selection of the suitable paths
generated by this modified RRT approach.
In the second step, the resulting paths are optimized through minimizing of the following cost
function:

J = w1 ·
N∑
k=0

φ(xk, yk) +
1

2
· w2 · ((xN − xz)2 + + (yN − yz)2) +

1

2
· w3 ·

N∑
k=1

(uk − uk−1)2,

in which φ(xk, yk) represents the potential value of the trajectory vertexes. The middle term
minimizes the difference between the end point of the trajectory from RRT (xz, yz) and the
end point of the optimized one (xN , yN ). The last term minimizes the changes in the steering
angle u as much as possible, since a smooth steering angle curve is more favorable for the
vehicle control.
Through this optimization, the number of mesh vertexes in the generated trajectory is in-
creased and the distance between the vehicle path and exsiting obstacles in the scene is
optimized. Figure 7.2 shows the result of the optimization step in an example scenario.

vehicle

trajectory
vertexes

(a)

more
trajectory
vertexes

better
distance to
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Figure 7.2 : Generated trajectory without (a) and with (b) optimization step [143]

The resulting paths are then transmitted from the teleoperator to the human operator and
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displayed by means of augmented reality on the operator’s interface. Fig. 7.3 illustrates the
projection of an example of a generated path using the above-mentioned approach from the
occupancy grid into the camera image displayed on the operator’s interface.

(a) (b)

Figure 7.3 : Comparison of the manually generated path (red) as well as the autonomous generated path (aqua) [143]

The red trajectory in this image is generated by the human operator using the steering wheel
and gas pedal, as indicated in [41]. As can be seen, this manually generated Euler spiral
is not appropriate for negotiating a curve. Using this approach, the operator would need to
manually generate several short trajectories to pass a curve.
Instead of requiring these efforts, the autonomously generated path suggested by the above-
mentioned approach (illustrated dashed in aqua) can be confirmed by pressing a button on
the steering wheel of the operator’s workspace. The remote vehicle will then autonomously
follow this confirmed path.

7.2.2 Teleoperated Driving as a Backup for Driverless Driving
At a higher level of automation, teleoperated driving can be seen as a backup for driverless
driving. After further development of the technologies required for environment perception,
as well as the provision of frequently updated high-definition maps for all urban environments,
the majority of the driving task could be performed autonomously. However, it is possible that
in some cases a driverless car could not autonomously drive beyond a certain point.
A variety of different reasons may cause such inconveniences for driverless cars. For exam-
ple, if due to construction the environment changes and this change has not been captured
on the offline digital map, the ego-localization system of the driverless car may encounter
difficulty when attempting to determine its exact position on the digital map. A similar problem
may occur if a vehicle’s sensor gets damaged or dusty. In addition, bad weather or poor light
conditions can make the recognition of the landmarks on the digital map difficult.
Since, in such cases the car has no passenger or has a passenger who cannot be asked to
solve the problem, rapid help from beyond the car would be required. Teleoperated driving
would be an appropriate solution for solving such problem. After the autonomous car detects
its inability to go further, it would need to bring itself to a safe state and inform the teleoperation
call center of the problem. Then, a human operator could remotely drive the car to a position
from which it can autonomously drive further.
Since in this use case a high-definition digital map is available, teleoperated driving can be
performed at a high level of automation. If the problem confronted by the autonomous car
lies in decision-making, the shared control concept seems to be a better solution than the
direct control concept. Using shared control, the existing intelligence of the car can be used
to relieve the human operator while he is engaged in teleoperated driving.
Should driverless cars enter the market on a large scale, a teleoperation center would need
to supervise a large number of them. In this case, the "scalability" of the teleoperation service
would become more important.
For this use case, it is not feasible to devote a human operator to each autonomous car, rather
a single operator would be responsible for several cars. Since a human operator is unable to
simultaneously control several remote cars, each car would need to be able to bring itself to a
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safe state after facing a challenge to drive autonomously. The number of cars supervised by
each human operator would directly depend on the amount of support that each autonomous
car would require from the teleoperation center on a daily basis.
One of the most important factors when considering the scalability of teleoperation services is
the amount of data transferred between the autonomous car and the teleoperation center. To
enable the simultaneous supervision of several autonomous cars from a teleoperation center,
it would be necessary to reduce the size of the data required for the teleoperation task as
much as possible. The majority of the data transferred for the teleoperation task is accounted
for by the uploading of camera images from the remote car to the operator workstation. The
indicated value of approximately 3 Mbit/s to transfer three compressed camera images in this
work would be too much for a high-scale teleoperation task.
This data size could be reduced through a combination of the mixed-reality HMI concept,
proposed in Chapter 4, with a high-definition digital map. A high-definition digital map would
provide some detailed information about the vehicle’s surroundings, in addition to the informa-
tion which can be gained by the vehicle’s sensors. This would allow for the weight of reality
within the mixed-reality environment to be reduced, which would lead to a reduction in the
amount of data transferred from the remote car to the operator’s workstation.
To decrease the weight of reality within the mixed-reality environment, the transmission of
camera images with a lower priority, such as side camera images, would need to be mini-
mized. Then, the missing information from these camera images would need to be recon-
structed by means of virtual reality, using the existing information about the scene provided
by the high-definition digital map as well as on the dynamic occupancy grid.

7.3 Communication Challenges

7.3.1 Expected Developments Using 5G
The first version of the fifth generation of the mobile communication network (5G) will be
released approximately around 2020 [127], although some of its pilot versions will be tested
beforehand.
At the current time, a data rate 100 times higher than that which today’s wireless networks
offer is targeted by this mobile communication network. In addition, it is promised that the
communication jitters experienced by this standard will be significantly lower than the existing
jitters in the fourth generation of the mobile communication network (LTE).
This standard will significantly affect teleoperation technology. Using this standard, the cur-
rent time delay encountered when uploading camera images from a remote car to the oper-
ator’s workstation be decreased. In addition, the need for compression and decompression
of the images before and after transmission could be eliminated. However, the time delay will
not be completely eliminated and a part of it will remain.
As described in this work, one of the main challenges in vehicle teleoperation using the ex-
isting wireless communication standards, such as 4G LTE, is the communication time delay.
Using 5G, this time delay will be minimized and the current restrictions on the speed of tele-
operated driving will be lifted.
However, wide coverage of this standard in all urban areas will only be provided a number
of years after its first release. It is expected that, until that time, the technologies required
for autonomous driving in cities will continue to enjoy great progress. This may lead to a
significant combination of fully automated driving with teleoperated driving, as described in
Chapter 7.2.2.

7.3.2 Communication Loss
Besides the communication time delay and lack of situation awareness, communication loss
is one of the main challenges in vehicle teleoperation, whose solving was not in the focus of
this work. The probability of communication loss during teleoperated driving can be reduced
through the network provider ensuring a high quality of service as well as attempting to restrict
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navigation of remote vehicles to areas that are completely covered by mobile communication
services. However, communication loss will always remain a risk during teleoperation and
cannot be completely avoided.
As can be seen in several sections of this work, such as in Figures 4.1, 5.11 and 6.1, the
"free corridor" concept [128] was used in combination with predictive display in the context of
the direct control concept.
Given the experiences obtained by means of several test drives, the free corridor concept
does not seem to be an appropriate approach for handling the challenges posed by commu-
nication loss.
On one hand, this concept does not consider the parallel challenge of communication time
delay. The operator is asked to keep a visualized brake path free while the visualized scene
itself is delayed. Hence, it is possible that a dynamic obstacle could suddenly enter the
visualized brake path and the operator would only perceive it after the communication time
delay. Therefore, it cannot be guaranteed that the operator would always be able to keep the
visualized "corridor" free.
On the other hand, this concept draws the attention of the human operator to the visual-
ized brake path, which may lead to his becoming distracted and overlooking other traffic
participants. As described previously, the predictive display concept relies completely on
augmented reality to visualize the predicted positions of the remote car and other traffic par-
ticipants. Adding an additional augmented reality such as the "free corridor" could lead to
exceeding the limits of the augmented reality, which could be taken into account by a human
operator while engaged in teleoperated driving.
In addition, full braking after a possible communication loss does not seem to be a suitable
reaction in urban environments. Such a braking behavior results in inconvenience for the
possible passengers of the remote car and increases the crash probability from the rear
side.
The above-mentioned weaknesses of the free corridor concept illustrate the need for a more
appropriate solution for ensuring the safety of a remote vehicle after a possible communica-
tion loss. This could be realized through improving the machine intelligence in the remote
car. After a possible communication loss, the vehicle should autonomously bring itself to a
safe state and avoid full braking as much as possible under such conditions.
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8 Conclusion and Outlook

This work has aimed to improve precision and safety in teleoperated driving in urban environ-
ments. For that purpose, a package of advanced driver assistance systems is proposed that
removes some existing limits of this mobility concept. This package includes a HMD-based
HMI to increase precision and two safety assistance systems that autonomously intervene in
the longitudinal and lateral control of the car.
The proposed HMD-based HMI provides a mixed reality environment that uses sensor data
from the remote vehicle. This HMI significantly enhances situation awareness and thus the
telepresence of the human operator. The mixed reality environment created simulates those
parts of the vehicle surroundings that are missing from the camera images received, as well
as the exact borders of the remote vehicle as a virtual reality construct. In addition, certain
key parts of the operator’s workstation, such as the steering wheel and pedals, are added to
this virtual environment. The resulted 360◦ virtual environment decouples the human operator
from the stationary workstation and increases the sensation of being in the remote vehicle.
As studied in several test drives, the enhancement of telepresence improves the human op-
erator’s task performance in precisely controlling the remote car. The test results show that
all test persons could control the teleoperator with greater precision and safety within narrow
passages.
Although the use of active safety systems is optional for car drivers, the use of these systems
is necessary while teleoperated driving due to existing of communication time delay.
The predictive brake assistance proposed in this study takes into account the delayed per-
ception of the environment by the human operator. To solve this challenge, it predicts the
dynamic environment by using a stereo-vision system and autonomously intervenes in the
braking task before the human operator perceives a hazard. It thus compensates for the time
delay in communication and ensures the frontal safety of the remote car.
The results of several test drives conducted by experienced operators show an improvement
in collision avoidance and an overall increase in TTC in hazardous scenarios when the pro-
posed brake assistance system is used. In addition, the average of triggered brakes on a
simulated urban test track shows an overall decrease in the deceleration required to avoid
collisions with the proposed brake assistance system. These results illustrate increasing of
safety and improving of braking behavior during teleoperated driving when using the proposed
assistance system.
The proposed haptic assistance system tackles the safety hazards in the lateral control of a
remote car through intervention in the steering system. The time delay in the lateral control of
the remote car, even when using a predictive display and employing experienced operators,
leads to an obvious instability. When driving in an urban environment with dense traffic, this
instability could result in safety hazards.
To address this challenge, the proposed haptic assistance system generates an assistance
torque on the steering wheel of the operator’s workstation. The intervention logic of the sys-
tem is based on an environment model that is created using sensor measurement data from
the remote car. For that purpose, a LiDAR-based occupancy grid is created at the operator’s
workstation, the effect of time delay is eliminated and a virtual safety zone around the remote
car is defined. Once this virtual safety zone collides with an obstacle, the assistance torque
is generated and guides the human operator to avoid the danger.
Several test drives conducted in both static and dynamic environments show that the pro-
posed haptic assistance system improves the safety of the lateral control of the remote car.
Using this system, both the number of collisions and their severity decreased. The assistance
torque generated increases the situation awareness of the human operator, alerting that in-
dividual to the possibility of a lateral collision. However, since the human operator remains
the main decision maker in the control loop, this assistance system cannot guarantee total
collision avoidance.
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The proposed HMI and ADAS for teleoperated driving has been realized in an experimental
test car using a sensor package consisting of radar, LiDAR, and a stereo camera system.
To examine the concepts developed at the safety limits of teleoperated driving, a human-
in-loop test environment with a simulated test track is employed. In the next development
steps of teleoperated driving, the developed HMI and ADAS needs to be examined in real
urban environments with dense traffic and at high driving velocities. To study different human
factors, a large number of test persons should be used in these test drives.
It is expected that part of the identified safety challenges will be suppressed after the launch of
the 5th generation of the mobile communication network (5G). However, since part of the time
delay remains in the control loop, 5G technology alone cannot eliminate the need for specific
safety assistance systems to control teleoperated vehicles. In addition, in the near future,
with the continued development of machine intelligence, more driving tasks can be given
over to the machine, which could make employing a human operator as the supervisor of
several automated cars possible. These steps in the technological progress make employing
the concept of teleoperated driving as a transient technology or backup solution on the path
driverless driving in urban environments even more important.
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