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Abstract

This thesis is a detailed story of boron nitride (BN) grown on a Cu(111) single crystal
surface and the studies of organic molecules on it. The results can be summarized
in four segments in this thesis, comprising of the growth of BN on Cu(111), study
of porphine molecules on BN/Cu(111), film of oligophenylenes on BN/Cu(111) and
finally metal coordination of the oligophenylenes on the model substrate. As the
first part, atomically thin sheet of BN was grown successfully on Cu(111). Using
a scanning tunneling microscope (STM), the ultrathin sheet was demonstrated to
be a topographically planar but with a periodic modulation of surface potential,
making the spacer-layer a unique electronically corrugated model template. For
the second part, the template property of the BN was demonstrated by depositing
increasing coverage of porphine molecules on BN. The porphines not only organize
on the two-dimensional periodic array on BN, but also demonstrate their electronic
gap tunability, a feature assigned to the modulation of surface potential of the BN.
Further, a film of oligophenylenes namely quaterphenyl dicarbonitriles was studied
on the BN substrate. This highly ordered layer of the molecules demonstrates not
only the surface induced spatial modulation of the conductance but also variations
in a second level vibronic conductance. For the last part, cobalt coordination of the
oligophenylenes were studied on BN. Originally studied on metal surfaces for growing
metal-organic framework, the linker molecules form a four-fold coordination motif
on BN, illustrating the validity of a previous density functional theory prediction.
Alongside, the molecules also demonstrate a model bistable switch mechanism.
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1 Introduction

1.1 Nanotechnology

The world of nanotechnology is still very much in its infancy as we are still strug-
gling to understand the intrinsic properties of matter at this scale. It has been an
ultimate desire for mankind to comprehend and control matter towards the fabrica-
tion of artificial devices for future applications. This is however quite challenging as
matter exhibits strikingly different properties at the nanoscale (1nm = 1× 10−9 m)
as compared to the bulk state. Gold (Au) for instance has been a highly treasured
coinage metal for millennia due to its superior malleability, inertness and attractive
shiny yellow luster. However, the same metal exhibits catalytic activity, nonmetallic
behavior and wine red to violet color when reduced to nanoclusters. [1] In a recent
publication, it was even reported to have record high catalysis when reduced to
clusters at picoscale (1pm = 1× 10−12 m). [2] Therefore, the pursuit of broader un-
derstanding of the nature of materials and proper establishment of their fundamen-
tals at the atomic and molecular level is an ongoing process today. The formularies
mankind had amassed as scientific knowledge so far needs to be rewritten.

For the past few decades in the semiconductor industry, ever growing demand
for high-speed information processing and high-density storage of data has con-
tributed to significant miniaturization of fabricated structures in devices. The tra-
ditional means of achieving such tiny structures (for e.g. 22 nm transistors, source:
www.intel.com) is the top-down approach of lithography, which is on the verge of its
physical limits. However, an alternative solution had already been suggested in 1959
by Feynmann in his clichéd “There’s Plenty of Room at the Bottom” talk, where
he advised a bottom-up approach of manipulation and control of “things at small
scale” for information storage. The notion thus suggests the design and fabrication
of further miniaturized structures are possible by using minute atoms and molecules
as building blocks in the bottom up approach. For comprehension, an analogy would
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Introduction

be the building of a complex structure using various Lego blocks in children’s play.
This new endeavor can be considered the dawn of nanotechnology.

1.2 The advent of scanning tunneling microscope

In a true sense, the era of nanotechnology began only in the early 1980s when Bin-
nig and Rohrer invented the scanning tunneling microscope (STM) at the IBM lab
in Zurich. This is a powerful machine with imaging and characterization capabili-
ties of objects as minute as atoms and molecules. After the famous publication of
atomic resolution in a Si(111)-7x7 reconstruction [3], the STM then onwards has
been established as a paramount tool for study and manipulation of systems at
the nanoscale, leading nanoscience and applications. For instance, the STM was
later used to move single atoms to create artificial quantum coral structures [4] and
inducing chemical reactions [5] on surfaces. However, such labor intensive manipu-
lation techniques are good for the understanding and experimental demonstration
of physical phenomenon only. Also from the aspect of ease of experimental repro-
duction as well as potential manufacturability, control of the molecular and atomic
building blocks need to be at a much greater mesoscopic scale. In order to truly
fabricate artificial structures for applications, an alternative solution needed to be
found. It was quite a challenge to devise a strategy for creating well-ordered ar-
rays of nanostructures on a surface, built from desired atoms and/or functionalized
molecules. And the answer lay in biology, where mother nature has been utilizing a
fascinating self-assembly process to fabricate natural structures for ’devices’ for her
own creation: life. Since the big-bang of life on earth, organic molecules have been
assembling into a broad variety of complex structures like that of proteins, DNA,
lipid membranes etc., [6] formulating the diversity in life itself from simple microbes
to something as complex as the human brain. Mimicking the self-assembly process
in nature, innumerous studies have been done in chemistry, biology and material
science. With a greater understanding of the phenomenon and the advent of STM,
significant interest therefore to apply it for fabrication of novel technologies has
been triggered; utilizing specifically designed molecules with functional properties
along with atoms. As a result, using self-assembly protocols, tremendous progress
towards further understanding and growth of molecular nanostructures of various
configurations on surfaces has been made. [7, 8]
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1.3 Self-assembly and the role of the substrate

On a surface, specifically designed organic molecules are used as tectons (build-
ing blocks) to fabricate the desired artificial structures. Under thermodynamic
equilibrium, when these tectons are deposited on a surface, they adsorb and or-
ganize spontaneously into unique 2-D structures and patterns. [7] The self-assembly
processes are usually driven by reversible non-covalent inter-molecular interactions:
electrostatic forces like π-π interactions, van der Waals forces and hydrogen bond-
ing. However, from an application perspective, such weakly bound structures are
fragile and undesirable. In order to make the acquired structures robust, the metal-
coordinated assembly has attracted great attention for some time. This incorporates
the use of the tectons with specifically designed terminations that bond with transi-
tion metal atoms like iron (Fe), [9–11] copper (Cu), [12–14] cobalt (Co) [15–17] and
recently also a lanthanide cerium (Ce) etc. [18] Significant progress has also been
made towards the fabrication of self assembled structures through stronger covalent
bonding. However, the success has been only limited to smaller local scale. [19, 20]

So far, the major focus had been only in the supramolecular chemistry of the func-
tionalized molecules and/or the metal atoms in use. Nevertheless, an essential goal
of the self-assembly studies is also to establish the fundamental properties of the
ingredients (molecules, atoms) involved and their interaction with the environment
(substrate and co-adsorbates). So far most studies using STMs with cryogenic ultra-
high vacuum (UHV) systems have been done on metal surfaces due to various rea-
sons like the structural homogeneity (single crystals), ease of repeated cleaning (via
sputtering techniques) and to promote catalytic activities. However, a major dis-
advantage of using metal crystals as substrates is the strong adsorbate-substrate
interaction which might bring an electronic as well as a conformational change in
the subject probed. Therefore, most experiments related to the construction of 2-
D supramolecular architectures are conducted on coinage metal (Ag, Cu and Au)
substrates [8] which are relatively inert.

An important aspect of the establishment of self-assembly protocols is the inter-
molecular interaction, which too is eclipsed by the strong influence of the metal
support. So for a holistic characterization, it is necessary to conduct the supramolec-
ular science on a platform which decouples the adsorbates from the metal and is at
the same time compatible with the state-of-the art nanotechnology instrumentation
(STM). Therefore, various insulating spacer-layers that reduce molecule-metal sub-
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strate interaction like alkaline halides, [21, 22] oxides, [23] graphene [24–26] and
recently boron nitride [27–29] have been reported. Nonetheless, most of these epi-
taxially grown ultrathin layers have inherent drawbacks like strong polarity, non-
planarity and inhomogeneity.

1.4 Boron nitride monolayers as substrates

Atomically thin boron nitride (BN) grown epitaxially and studied on several transi-
tion metals has been demonstrated as a promising new breed of ultrathin insulating
layers. Its diverse topographical features on these non-noble transition metals make
it lucrative as substrate or template for supporting various adsorbates [24, 27–30]
or other 2D sheet materials like graphene. [31–36]

In this thesis, a detailed STM study of the growth and properties for the BN on
a metal surface Cu(111) is presented. As shown in our recent publication, the ul-
trathin layer exhibits a rather unique, topographically planar, but electronically
corrugated feature on Cu(111). [37] Apart from being an interesting spacer-layer
to study inherent characteristics of organic molecules the BN/Cu(111) itself has a
periodically modulated surface potential, which is observed in the STM images as
contrast invertible moiré patterns of various sizes or periodicities. This provides
an interesting landscape for studying the behavior of organic molecules under such
environment. Next, a detailed study of free-base porphine (2H-P) on BN/Cu(111)
is presented where we show how a molecule divulges its true character when placed
on such a distinctive substrate as compared to the adsorption on metal surfaces like
Ag(111) and Cu(111). We demonstrate confined growth of 2H-P nanostructures on
BN proving the spacer-layer as a special template for assembly of molecules. Further-
more, ditopic linear quaterphenylene dicarbonitrile molecules were studied on the
BN surface. The molecules were already previously studied on Ag(111) and exhibit
interesting porous networks both with/without metal-coordination. Following the
same protocol on BN it is found that the quaterphenylenes exhibit non-planarity on
the insulating layer and form a metal-ligand framework with an additional binding
motif to a cobalt atom, corroborating a previous DFT prediction. [16] Furthermore,
for all the molecules mentioned above, the inhomogeneous BN template also induces
an intriguing 2D modulation of the energy of unoccupied and/or occupied molecular
orbitals.
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1.5 Layout of thesis and author contribution

This thesis will continue along the following layout:

In Chapter 2, fundamental concepts and theory of the main tool scanning tunneling
microscopy used in the research will be briefly discussed. This will be followed by the
brief theory of scanning tunneling spectroscopy which is a powerful complementary
tool of the STM that enables a deeper understanding of the electron density, charge
distribution, interaction of the molecule with each other, substrate etc. Basics of
field emission resonances will also be discussed briefly, which is an important tool to
empirically measure and compares spatial workfunction differences on the surface.

In Chapter 3, concise description of the experimental setup, mainly the STM, its
different components and a special description of the main precursor material bo-
razine will be made. Alongside, sample preparation for the experiments, including
BN growth will be briefly discussed.

Chapter 4 is based on published paper Joshi et al., Nano Lett. 2012, 12, pp
5821–5828 and deals with details of growth and characterization of BN on Cu(111).
The BN was demonstrated as unique topographically planar but electronically cor-
rugated surface. This is the foundation work of the whole thesis where subsequent
chapters will be follow-up research advancements. All experiments, analysis and
conclusions drawn from this work described in the chapter were conceived, con-
ducted and written by our research group at E20, Physik Department, Technische
Universität München. The author of the thesis was the main research Ph.D. candi-
date for the project. Complementary theoretical calculations of this work were done
by partners in Physikalisch-Chemisches Institut, Universität Zürich under Chair of
Professor Jürg Hutter.

Chapter 5 is based on published paper Joshi et al., ACS Nano, 2014, 8 (1), pp
430–442 and deals with control of molecular organization and energy level alignment
of free-base porphine molecules on the BN monolayer. It offers details of how the BN
offers an interesting templating and band-gap tunability property to adsorbates on
it. Like in Chapter 4, the author was the main Ph.D. researcher for the project. The
same partners at Universität Zürich contributed to the complementary theoretical
calculations.

Chapter 6 is based on published paper Palma, C., Joshi, S. et al., Nano Lett., 2015,
15 (4), pp 2242–2248 and deals with studies of conjugated oligophenylene film on BN.
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The story of two level spatial modulation of vibronic conductance observed in the
molecules on BN is described here in detail. The author of this thesis was again the
main Ph.D. researcher carrying out the main experimental and analytical work while
guiding an undergrad student Tobias Hoh in his supervision. Extensive theoretical
simulations and calculations that advanced the work further to the level published
in the above-mentioned paper were done by Dr. Carlos-Andres Palma at E20. Both
Dr. Palma and the author have been mentioned as an equally contributing author
in the paper.

Chapter 7 represents a draft manuscript (in preparation) Joshi et al. It describes
metal-coordination, characterization and model functionality study of the oligopheny-
lene molecule on BN. The author of the thesis was again the main research Ph.D.
candidate for the project. Complementary theoretical calculations of this work were
done by collaborator Dr. Jonas Björk in Department of Physics, Chemistry and
Biology, IFM, Linköping University, Sweden.

Chapter 8 is a segment dedicated to conclusions and perspectives for further research
on the field related to studies of BN and molecules on it.

The author has also contributed significantly in other research projects including
studies of Functionalized Pyrene molecules on metal and BN. This work is published
as paper Kaposi, T., Joshi, S. et al., ACS Nano, 2016, 10, 7665-7674. This is however
not included as a part of this thesis. Furthermore, several other contributions from
the author have resulted in published papers listed in the List of Publications section
at the end of the thesis.

10



2 Scanning Tunneling Microscopy
and Spectroscopy

The concept of an STM was presented to the world by the team of Binnig and Rohrer
at IBM Zurich in 1981. [38] Subsequently, they demonstrated atomic resolution of
metal surfaces along with answers to complex physical questions, [3, 39] demonstrat-
ing the true capabilities of the STM. The technique comprises of an atomically sharp
tip brought to a distance z ≤ 10 Å from a surface in order to probe the physical
properties of atoms or molecules on the surface. The probe is piezoelectrically po-
sitioned in three dimensions, normally comprising a ratio between the piezoelectric
bias voltage and expansion of ∼ 1 V and ∼ 10 Å. Of course, this ratio is temperature
dependent and can vary slightly with variations in it. In this way, it is used to scan
along a two-dimensional grid and the information collected can be processed into an
image. To extract the information of the object while scanning, the STM uses the
tunneling effect to acquire a current between a sharp tip and the sample. And, the
current is generated when a bias voltage is applied between the two electrodes (tip
and sample). By coupling the piezoelectric tip control to the measured current, the
microscope can be operated in two modes - the constant current and the constant
height mode.

As demonstrated in the schematic sketch in Figure 2.1a, scanning along the x-axis
parallel to the periodically varying metal surface induces a corresponding periodic
variation of the tip-sample height z in the constant current mode. This is recorded
as a change in voltage applied to the piezos. The voltages are then processed into
topographic profiles in STM images (Figure 2.1a*). In this case a feedback loop
is implemented that applies a regulating voltage to a piezo mechanism to alter the
tip-surface height thus maintain the contant current. However, the variations in
tip height are not only topography but also enfluenced by the electronic structure
of the tip and sample (for more details, see section 2.1, vide infra). In contrary, a
periodical variation of the current is recorded in the constant height mode (Figure
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2.1b). Variations in tunneling current are processed into surface profiles (Figure
2.1b*). In fact, this mode is appropriate for imaging clean, flat and smooth surfaces
due to a higher risk of tip crashing into the surface. In this mode, a feedback loop
is opened to maintain a constant tip-surface height z. A full image is attained once
sub-sequential line scans cover every lateral position x, y at respective height z.

This chapter gives a concise information of the theoretical aspects of the STM along
with spectroscopy. For a more detailed study of the theories associated with the
STM, readers are advised to consult the references. [40–42]

Figure 2.1: Schematic sketch of the operating concept of an STM. (a) Scanning in
the constant current mode and (b) the constant height mode. Sketches (a*) and
(b*) show the corresponding modulation plots.

2.1 Quantum tunneling

What happens if some hungry mice face a high wall as a barrier between them and
cheese? Well, they try to dig a tunnel in the wall to get to the cheese (see Figure 2.2).
Provided that the wall is not so ’thick’ and that the mice are ’determined’, a few of
them might indeed succeed in tunneling through. This is analogous in the case of
electrons as well. Generally, at the presence of conducting physical media, electrons
flow easily with the application of a small bias voltage between two electrodes. But
when a barrier like a vacuum is present in between, the energy required for electrons
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2.1 Quantum tunneling

to cross the barrier is higher than the potential of the barrier itself. Only upon
exceeding the required potential of the barrier, can electrons propagate forward and
this regime of election exiting from an electrode is known as field emission in Physics.
In our analogy with the mice above, the ’height’ of the wall can be compared to the
potential of the barrier and the ’determination’ of the mice as the applied bias.

Fortunately, in quantum mechanics exists a phenomenon known as quantum tunnel-
ing in which, when the two electrodes are brought extremely close together, there is
a viable possibility for the electrons to tunnel through the barrier without having to
exceed the barrier potential. A significant role in the electron propagation through
the barrier thus is played by the gap between the two electrodes; needless to say the
thinner the gap, better the chances of tunneling. This, in our mice analogy again
can be seen as when the thickness of the wall is small enough, determined mice can
dig a ’tunnel’ through the wall to reach the cheese, without having to surmount
the high wall. This will be elaborately explained using schematics a rectangular
potential barrier in following section (vide infra).

Figure 2.2: The concept of tunneling. A mouse can dig a tunnel right through a
wall that prohibits it from getting to a cheese.

In classical mechanics, the energetics of any particle is represented as Etot = Epot +
Ekin. As it is quite evident from the equation, it is impossible for the particle to
overcome a potential barrier which is higher than its total energy. This means that
the particle would need to have a negative kinetic energy in order to surmount the
barrier, which is impossible (∵ Ekin ≥ 0). However, from the dawn of quantum
mechanics, it was understood that an electron has a wave-particle duality and its
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wave function Ψ (x) has a nonvanishing probability to exist in the forbidden regions
of the barrier. In essence, a particle can tunnel right through the potential barrier.
Schematically, if we consider a rectangular potential barrier (illustration Figure 2.3a)
with width d, an incident particle wave Ψo (black wave left of the barrier) doesn’t
abruptly end but exponentially tapers off (red curve). However, when the wave Ψo

encounters a thin barrier with width d∗(in the range of some angstroms) some of
the particles can indeed get transmitted through the barrier, resulting in a wave
ΨT (blue wave, Figure 2.3b) even though the energy of the particle is too small to
overcome the barrier.

Figure 2.3: Schematics of tunneling. (a) A thick rectangular potential barrier with
width d. The incoming particle wave dissipates within the barrier. (b) When the
barrier is thin enough with width d∗, there is a chance for the particle wave to be
transmitted.

The wave nature of the quantum mechanical particle (electron in our case) is de-
scribed by the Schrödinger equation shown below.

− ~2

2m
d2

dx2 Ψ (x) + U (x) Ψ (x) = EΨ (x) (2.1)

Here ~ is the reduced Planck constant, U is the potential of the barrier, m and E
are the mass and energy of the electron respectively. For a case without significant
barrier to overcome (E > U) the solution to the equation is given by

Ψ (x) = Ψ (0) e±i

√
2m(E−U)

~ x = Ψ (0) e±ikx, (2.2)
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2.1 Quantum tunneling

where k is the wave vector and Ψ (0) the wave function at x = 0. However, in case
of classically forbidden regions with an insurmountable potential barrier (U > E),
the solution can be written as

Ψ (x) = Ψ (0) e−
√

2m(U−E)
~ x = Ψ (0) e−kx (2.3)

Herewith, the probability P of finding the electron in the forbidden zone is non zero
as depicted by the following equation.

P =| Ψ (x) |2=| Ψ (0) |2 e−2kx (2.4)

According to the equation, along with a finite possibility for the electron’s presence
in the barrier, it also shows that the probability decays exponentially in the barrier
along the positive x-direction. This also implies that when the barrier is thin enough,
the electrons are likely to tunnel through the barrier to the other side (electrode).
In an STM perspective, the two ends of the barrier are the two electrodes (tip and
sample) separated by very narrow space (vacuum) or liquid (in a solid-liquid STM)
and the barrier height is given by the workfunctions; Φtand Φsfor the tip and sample
respectively. When a bias voltage Ub is applied an energy E = eV is provided to the
electrons. When a sufficient bias voltage is applied (Ub � E)and also (Φ� eV ),
tunneling can occur from tip to sample or vice-versa, depending on the polarity of
the applied bias voltage. Under the circumstance, the probability of an nthstate
electron existing in the energy range between the Fermi level EF and EF − eV to
successfully tunnel through the barrier (sample to tip) is

Pn (x) =| Ψn (x) |2=| Ψn (0) |2 e−2
√

2mΦ
~ x (2.5)

The tunneling current I is then in essence proportional to the summation of all
electronic states Ψn existing in the energy range EF to EF − eV.

I ∝
EF∑

EF−eV

Pn (x) =
EF∑

EF−eV

| Ψn (x) |2= Ubρs (0, EF ) e−2
√

2mΦ
~ x (2.6)

here ρs is the local density of states (LDOS) of the sample at x = 0. It is quite
evident from the above equation that the tunneling current is directly dependent
on the LDOS as well so an STM image is not purely topographic information but a
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convolution of electronic states as well. On the other hand, the equation also depicts
exponential decay with the tip sample distance (represented by x). This means that
for the change of an angstrom (Å) in the tip-sample distance, the tunneling current
changes by roughly an order of magnitude. This gives an STM the kind of sensitivity
necessary to probe objects as small as atoms.

Figure 2.4: Energy level diagrams at the tip-sample interface separated by the
vacuum potential barrier. Energy level diagrams at the tip-sample interface sepa-
rated by the vacuum potential barrier. (a) Tip and sample are connected with no
potential difference and only separated by a small vacuum gap. The correspond-
ing Fermi levels are aligned and the sample vacuum level Evac,sample is lowered
forming a trapezoidal barrier shape. (b) Induced by the application of positive
bias voltage, Ub > 0, with the ground at the tip, electrons tunnel from occupied
states of the tip to unoccupied states in the sample. (c) The application of neg-
ative bias, Ub < 0, reverses the process. The contributing electron energy states
to the current flow are indicated by the colored vectors with their length being
proportional to the electrons energy and to the transmission probability Γ.

A proper illustration of the process is schematically shown in Figure 2.4. In Figure
2.4a, the tip and the sample are in thermodynamic equilibrium with the distinctive
alignment of the tip and sample Fermi levels. A total separation of the tip and
sample would lead to a vacuum level alignment of the tip and sample. However,
upon bringing the two electrodes close together, an electronic contact of the tip
causes the separation of the vacuum levels Evac(t) and Evac(s). No bias voltage
is applied in this case and the barrier width (d) is substantially small to allow
tunneling.

The application of a positive bias voltage tunes the interface structure (Figure 2.4b),
causing a lowering of the sample Fermi level EF,sample, and concomitantly the sample
vacuum level, by the net bias voltage |eV |. As discussed above, only electrons with
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2.1 Quantum tunneling

energies EF − eV and EF can contribute to the tunneling process. In this case, the
electrons tunnel from occupied states of the tip to unoccupied states in the sample.

At negative bias, EF,sample is shifted upwards and thereby reversing the process.
The electrons tunnel from occupied states of the sample to unoccupied states of the
tip. Since the electrons for the tunneling exist in the range from EF − eV to EF ,
electrons with energy states near the Fermi level of the electrode from which the
electrons tunnel have a higher energy and are likely to contribute to the tunneling
current. In Figures 2.4b and c, the tunneling direction is indicated by the vectors
colored in red for both Ub > 0 and Ub < 0 with their length shown proportional to
the transmission probability Γ(vide infra, equation 2.12).

The equation above (2.6) for the tunneling current is, however, a rather simple
model, as for example the real (complex) geometry of a tip is neglected. A better
model to describe the tunneling mechanism is based on the Bardeen formalism [43]
wherein independent wave functions for tip Ψt and sample Ψs are taken into account.
Along with that a tunneling matrix element Mts is included that connects the two
wave functions and describes overlap of them departed by a surface S in the barrier.
Herewith, the tunneling current from tip to sample states can be written as:

I = 2πe
~
∑
t,s

f (Et) [1− f (Es + eV )] |Mts |2 δ (Et − Es) (2.7)

where the δ−function ensures the energy conservation, including the elastic processes
only. Here the f (E)are Fermi functions of quantum state energy level E and the
Fermi level EF with f = 1/ (1 + exp (E − EF ) /kT ) . And, the tunneling matrix
(as shown by Bardeen) can be given by following expression integrated over the
separation surface S of the barrier with infinitesimally small surface element dS.

Mts = ~2

2m

∫
S

(Ψ∗t∇Ψs −Ψs∇Ψ∗t ) dS (2.8)

Now, when the Fermi functions are replaced by unit step functions (approximation
to their zero temperature expression) for small voltage Ub the tunneling current
expression can be written as

I = 2πe2Ub

~
∑
t,s

|Mts |2 δ (Et − EF ) δ (Es − EF ) (2.9)
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This was further adapted by Tersoff and Hamann [44, 45] in 1983 where they eval-
uated the matrix element for the tip and sample wave functions. They assumed an
s-wave spherical tip with radius R and the same workfunction Φ for both the tip
and sample. And for small voltage bias Ub and the matrix element is proportional
to the amplitude of Ψs and the tip is at a distance ro from the sample; the tunneling
current forms as

I ∝ Ube
2kRρt (EF ) ρs (ro, EF ) (2.10)

or

I ∝ Ub

∑
s

| Ψs (ro) |2 δ (Es − EF ) ∝ LDOSs (ro, EF ) (2.11)

Here, the expression shows how the tunneling current is proportional to the bias
voltage Ub, the tip sharpness and their the importance in lateral resolution (as the
center of tip lies at a distance R + d above the sample), the tip sample distance d
and finally the LDOS of the tip and importantly the sample. In this model, the
above expression signifies that a constant current STM micrograph corresponds to
a surface of constant DOS at EF , thereby making the STM image a convolution of
topographic as well as electronic information as mentioned before.

As this thesis mainly deals with the growth and characterization of insulating BN
monolayer on Cu(111) and later the study of adsorbates on it, a brief insight into the
imaging and tunneling process through an insulator is presented. At first, one may
think that it would be impossible to image an insulating object atop a metal surface,
owing to the poor contribution of the insulator to the LDOS. This contributes to
the transparency of the insulator. But when they are ultrathin films (up to only
a few layers) insulators have to considered as one more barrier layer; after all the
vacuum itself is an insulator. For successful imaging of any insulating layer one
strategy is to apply a significantly high bias voltage. This facilitates the electrons
to tunnel into the conduction band of the insulator, probing the density of states.
Another strategy, especially for a submonolayer coverage, may be to tunnel into the
image states through which the contrast between the insulating island and the metal
substrate underneath can be tuned.
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2.2 Scanning tunneling spectroscopy

The model above is still crude as in real STM measurements, the tip sample separa-
tion is so small that their wavefunctions cannot be considered as independent. This
would only be true for the approximation of this approach with large tip-sample gap
d. Also, the simplistic spherical s-wave model of the tip needs to be updated to a
more realistic tip structure. This was done by Chen [46] by including d and p states
which corresponds better to the d-band W, Pt-Ir metal tips in actual STM measure-
ments. Nevertheless, as the tunneling is limited to the EF , the energy dependence
of the tunneling current can not be extracted from it. But the dependence of the
tunneling current on the LDOS of the sample gives us a possibility to extract spec-
troscopic information on the local electronic structure of the sample. For this the
tunneling expression of the Tersoff-Hamann approach can be generalized by includ-
ing several different states lying between the eV and EF . In essence, the tunneling
current is acquired with integration of both tip and sample density of states over
energy range covered by applied bias voltage V. Furthermore, the expression is com-
plimented with the tunneling transition probability Γ.This transition probability is
dependent on factors like barrier gap d , energy of the electron E, bias voltage V ,
workfunctions of the tip and sample Φt& Φs respectively. [47]

Overall, Γ is given as:

Γ = exp
(
−2d

√
m

~2

√
Φt + Φs − 2E + eV

)
(2.12)

Finally, the tunneling current can be expressed as:

I ∝
∫ eV

0
ρs (E) Γ (E, eV, d) dE (2.13)

From the equation above, simply taking a voltage derivative of the tunneling current
gives a differential conductance: [48]

dI/dV = ρs (eV ) Γ (eV ) + A (V ) (2.14)

Thus the dI/dV is directly dependent on the LDOS of the sample and Γ. The
additional term A(V ) describes the voltage dependence of the transmission function
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Γ.To further cancel out tip-sample variations and energy dependent transmission
dependencies, the dI/dV is normalized by dividing by I/V .

dI/dV

I/V
∝ ρs (eV ) (2.15)

In practice, to characterize the distribution of the local density of states of the sample
in a quantitative way, the differential conductance as a function of the applied bias V
can either be acquired by numerically differentiating I/V or by recording the dI/dV
in an STM using a lock-in detection technique. This is known as scanning tunneling
spectroscopy (STS). The numerical differentiation technique is not so popular due
to a limited signal to noise ratio. On the other hand, using a lock-in amplifier
increases the ratio significantly; thus facilitating faster data acquisition and reduced
impact of tip drift problem. The tip is kept at a constant height by switching the
feedback loop off while the tip makes voltage scan across the sample.This also has
an advantage as it allows atomic scale lateral-dependent spectroscopy.

The dI/dV information harnessed from points in a two-dimensional grid of a surface
can also be plotted to create differential conductance maps. Of course, in this
case, the measurement has to be set at a fixed voltage. This yields rich spatially
distributed information of the sample.

Another method of STS is to keep the feedback loop on and move the tip in the z
direction (varying the tip-sample distance d) during the measurement. In essence,
the tip is made to approach really close to the sample and by gradually increasing
the tip-sample distance, dI/dz is measured. This is a constant voltage mode and
the exponential variation of the tunneling current is recorded in the process. At the
low voltage limit, equations 2.12 and 2.13 are simplified to

I ∝ ρs (EF ) exp
(
−2d

√
m

~2

√
Φt + Φs

)
(2.16)

From the above expression it is evident that the current I depends on the tip and
sample workfunctions Φt,s.

dI/dz

I
∝

√√√√2m
~2

(
Φt + Φs

2

)
(2.17)

The expression above shows how the local workfunctions of the two electrodes can

20



2.3 Field emission resonances

be extracted with the method. [49] Moreover, as the workfunction of the tip is
considered to be constant the dI/dz spectroscopy is useful to empirically measure
the local workfunction of a sample.

2.3 Field emission resonances

For measuring a system over significantly high voltage (V ≥ Φ), field emission res-
onances (FER) can be used as a probe. This technique is especially suitable for
characterizing insulating layers with less contribution to the LDOS. Generally, it
is a constant current mode where the STM feedback loop is kept active and the
tip probes a point on the sample for voltage range up to 10 V. As the bias voltage
rises, the tip-sample distance increases by the help of the feedback loop to maintain
the constant current. When the applied bias voltage is higher than the average
workfunction, the energy region above vacuum level becomes accessible. This phe-
nomenon is known as field emission and the electrons do not need to undergo the
tunneling process. Under such circumstances, a triangular quantum well is formed
in the tunneling junction. This can be seen in the schematic sketch (Figure 2.5a) as
sharp valley formed between the dotted black line and its junction at the sample.
However, due to the presence of image charges for both tip and sample at this volt-
age range, the shapes of the quantum wells are distorted mainly in the regions near
the boundaries as shown by the curved solid black line in Figure 2.5a. Alongside,
the electrons trapped in the quantum well behave like free particles and are scat-
tered by the sample tunneling junction. This then acts like a resonator where the
incident and reflected electron waves form standing wave patterns due to quantum
interference. Only standing wave pattern oscillations with small state number n
are affected by the distortion of the barrier at the sample junction (vide infra for
details).

In a numerical expression, the voltages for the resonances is given by: [50]

Vn = Φ + ( ~π√
2me

3
2F )2/3n2/3 (2.18)

where Φ is an average of the tip and sample workfunctions, n is a quantization
number and F is the strength of local electric field (F = V/d). The tip sample
separation is given by d. We can simply write the above equation further as:
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Vn = Φ + αF 2/3n2/3 (2.19)

where α = 4.39V 1/3Å2/3 is a constant. It is noteworthy that the images states are
dependent on the workfunction Φ. Therefore the FERs can be used to extract in-
formation on the local workfunctions in a sample. An example is shown in Figure
2.5b where the FERs on h-BN and Cu(111) are shown as orange and black spectra
respectively. The spectra show sharp peaks for various quantization numbers. How-
ever, the peaks’ energy positions are different due to variation in the workfunction
of the two different surfaces. A successive plot (Figure 2.5c) of Energy (eV ) versus
n2/3 shows two different datasets for the two surfaces. It has to be noted that the
first few points in the plot originate from the barrier height modified (distorted)
regions, contributing to nonlinear fit of the plots. However, latter points are from
the normal triangular well and exhibit linear increments with the quantization num-
bers n. The linear segments of both the curves can be extrapolated to intercept the
ordinate (Energy) and thus the disparity of the workfunction of the metal and the
insulator can be estimated.

Figure 2.5: Field emission resonances. (a) Energy diagram showing the creation
of triangular potential well formed in vacuum. The electrons trapped in the
potential well form distinct quantized resonances. (b) Differential conductance
spectra taken on BN and Cu(111) exhibit the FERs with their characteristic
resonance peaks and shifts. (c) The energy of each resonances plotted against
n2/3 results in characteristic linear distribution for both BN and Cu(111). The
first few points on the plot are non-linear due to the curvature in the junction of
the potential well.
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All experiments conducted during the research leading to this thesis were done at
the low-temperature STM lab in Garching, where a commercial Createc machine
(www.lt−stm.com) operating under ultra-high vacuum (UHV) and 6 K is installed.
The machine is constantly operated and maintained at a base pressure of about
1x10-10 mbar to keep the sample as clean as possible. In order to achieve stability
and sub-molecular resolution of adsorbates probed, the sample is cooled to such low
temperatures. The whole setup is mounted on four vibration dampers so that the
system is decoupled from external vibrations. In this chapter, a basic introduction
to the main components of the STM is provided.

3.1 The Createc low temperature STM

The STM can be nicely seen in Figure 3.1 where all the main components of the ma-
chine are highlighted by numbers and in a color coded depiction. 1) Various pumps
setup to maintain UHV are shown in purple. 2) & 3) The main housing of the ma-
chine is parted by a gate valve where two separate vacuum chambers are maintained.
One of them is called the STM chamber (yellow) which houses the STM. To sup-
port the UHV in this chamber an ion getter pump is installed. The other chamber
is used for preparing the samples and is therefore called the Preparation chamber
(shown in blue). This chamber also houses the main pumps responsible for main-
taining the UHV of the whole machine. As the name suggests, this chamber houses
other essential units necessary for cleaning the sample substrates and depositing the
adsorbates on it. Further, the section also contains a parking lot to hold different
sample holders for various metal single crystals and spare tips. 4) To control and
transfer the samples, a manipulator arm enters the Preparation chamber at the end
opposite to the STM chamber. The manipulator is shown in the figure as green.
The arm can be moved along its long axis to bring the sample in and out of the
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STM chamber. For manipulation of the sample within the Prep. chamber, the arm
can also move in two perpendicular directions in a plane normal to the long axis. 5)
A cryostat needed to cool the system to low temperatures are shown in red. 6)The
four vibration dampers that carry the whole machine is shown in orange. These
are based on a pneumatic system to isolate the system from external vibrations. In
order to achieve a noise free measurement and to further isolate the setup from ex-
ternal vibrations, the scanner is hung on springs (see schematics in Figure 3.2). Also
in measurement position, it is stabilized by an eddy current damping mechanism.

Figure 3.1: The Createc low temperature STM. (1) represents pumping system,
(2) preparation chamber, (3) STM chamber, (4) the manipulator, (5) cryostat
and (6) vibration dampers. Image courtesy: Dr. Knud Seufert.

3.2 Cryogenic system

To have a stable sample (without thermal vibrations and diffusion) the sample needs
to be cooled. For that, a bath cryostat maintained at 6 K is mounted above the STM
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chamber (see Figure 3.2). A sample also needs to be brought in thermal equilibrium
with the cryostat in order to take stable STM measurement and also to avoid piezo
drift during measurement. The cryostat is basically composed of two concentric
cylinders isolated by UHV (see schematic Figure 3.2). To maintain the operating
temperature the cryostat is filled with liquid helium (purple) in the inner cylinder.
But to minimize the consumption of the expensive liquid helium, a second stage
cooling is done by filling the outer cylinder with liquid nitrogen (blue).The UHV
isolation between the two cylinders prevents possible thermal transport through con-
vection. The sample and the scanning unit is then in contact with the liquid helium
chamber via cables connecting them. This ensures a direct conduction cooling of
the sample to liquid helium temperature.

Figure 3.2: Schematic diagram of the cryostat and STM. The purple cylinder and
the outer blue cylinder of the cryostat are filled with liquid helium and liquid ni-
trogen respectively. The STM-head hangs with springs and is in conductive con-
tact with the inner liquid helium cylinder. Various feedthroughs are also shown.
Adapted from dissertation: [51]
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3.3 Pumping system

Any surface is prone to attract adsorbates very quickly. For instance, a clean surface
is covered by gas molecules and other contaminants within 3 seconds at 1 x 10-6

mbar. [52] On the other hand, sensitive measurements with adsorbants as small as
atoms and molecules mandate a clean surface. Therefore the sample preparation and
measurement is conducted under UHV. For this, a series of pumps are implemented
in the STM. First, the chamber is connected to a rough vacuum rotary pump that
decreases the system pressure to about 1 mbar. This low pressure is a prerequisite
to sustaining a turbo molecular pump which then reduces the pressure further to the
10-6 mbar range. This fore vacuum is then converted to the UHV of range 10-10mbar
with a powerful second turbo molecular pump directly connected to the Preparation
chamber. Complementarily, there are two ion getter pumps installed in both the
chambers. These pumps provide a further reduction in pressure and are effective in
maintaining a low pressure even when the turbo pumps are switched off. For further
improvement, especially before a sample preparation, a titanium sublimation pump
and a cooling trap are installed. An additional cerium evaporator is also present
in the Preparation chamber. These are also useful to deposit the Ce metal atoms
for self-assembly purposes when needed. But once operated, the cerium coats the
chamber walls and aids in reducing the pressure further.

3.4 Preparation chamber and supporting systems

The Preparation chamber is basically a UHV room in the STM set for cleaning
the crystals and depositing the adsorbates to be studied. For the purpose, sev-
eral instruments necessary are installed in it. Foremost, to clean the sample, an
ion gun that uses argon gas to sputter the crystal is present. There are also leak
valves that are used to have controlled inlet of other gases and vapors required for
preparing a sample. Borazine, which is a precursor vapor necessary for growing the
BN monolayers relevant for this thesis is also deposited through such a leak valve
(vide infra). A movable parking platform is present in the Preparation chamber
where unused sample crystals and spare tips are parked. Additionally, a mass spec-
trometer is also installed in order to monitor and analyze the residual gas in the
chamber. For depositing metal atoms and other desired molecular adsorbates on the
sample, some molecular beam evaporators and organic molecular beam evaporators
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(OMBE) are installed. The OMBE comprises of three heatable quartz crucibles to
store depositable molecules and a metal filament setup to deposit metal atoms.

3.5 STM chamber and scanner setup

The STM chamber houses an STM scanner and an in situ OMBE. However, the
main component of the STM chamber is the STM scanner (Figure 3.3). This alone
is the necessary unit required to scan and acquire data from the sample. It consists
of a base-plate (Figure 3.3a) that holds three outer piezos with sapphire spheres
each at their top. On top of the three piezos spheres resides an approach-plate with
three distinct ramps cut in it. Each of the ramp covers 120° of the approach-plate’s
circumference and has a 2° inclination of their bottom profile (see Figure 3.3a). The
three sapphire spheres touch a ramp each. At the center of the approach-plate is a
central inner piezo that is attached to the STM tip.

Figure 3.3: The STM scanner. (a) Schematic figure of the STM scanner with base-
plate and three outer piezos (black cylinders) with sapphire spheres on top. Inner
piezo holds STM tip and is located at center of the top approach-plate. (b) The
piezo element with six electrical contacts that allows actuation in all six directions.
(c) A photograph of the STM scanner setup. A sample holder is already placed
on the base-plate. Adapted from dissertation: [53]

The piezo elements have the special property of controlled contraction and expansion
when a voltage is applied. This property of the piezos is the reason behind the
precision of motion and controlled maneuverability of an STM tip. As seen in the
Figure 3.3b the piezo tubes have four external and an inner section. The external
sections provide motion in x and y directions upon application of a voltage via
contact electrodes and the inner cylinder contact is used to control the motion in
z direction. In the STM scanner, the three outside piezos are used to approach
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the tip to the sample. This is why they are called coarse piezos as well. Once
in the tunneling regime, the inner piezo is then used to have precise lateral as
well as vertical movement during the scan. The sample holder (Figure 3.3c) stays
underneath the tip in close proximity. For this, the sample holder is placed on a
rectangular table that sits under the base-plate which is in thermal contact the cold
liquid helium container. Finally, the STM measurements can begin after the steady
state cold temperature has been reached.

3.6 Sample preparations

Cleaning metal single crystals

The work involved in this thesis is beased on growth of BN as a substrate grown on a
Cu(111) surface and two different organic molecules studied on it. In either case, the
metal crystal had to be cleaned thoroughly before every sample preparation. It is
done by sputtering the metal crystals using a sputter gun and argon gas. The argon
gas is fed through a leak valve into the chamber at a pressure of 2.5 x 10-5mbar. The
ion gun ionizes the gas when subjected to 800 V and the Ar+ is bombarded into
the sample usually for 30 minutes. During the bombardment, the adsorbates on the
surface are removed; but alongside the metal atoms on the surface are also removed
and the surface roughness is increased. Therefore although free of adsorbates the
sample surface profile is full of bombardment holes. To make the surface smooth
again the sample is annealed around 725 K. This allows the surface atoms to diffuse
around the surface and aids in the recovery of the surface smoothness.

Hexagonal boron nitride

Like in the isomorphs of carbon, BN is known to have various crystalline entities
e.g. amorphous, hexagonal, cubic (diamond like) and wurtzite lattices. In bulk
state, hexagonal BN (h-BN, see Figure 3.4) has a structure similar to that of its
carbon based analogue: graphite. In Figure 3.4a we see how the h-BN sheets are
stacked together with van der Waals forces. Individual monolayers of both h-BN
and graphite (graphene) are two-dimensional layers with a hexagonal honeycomb
lattice as seen in Figures 3.4b-c. Instead of carbon atoms in the graphene, BN h-BN
monolayers have alternating boron and nitrogen atoms in the lattice.
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Figure 3.4: BN analogy to graphene. (a) Like in graphite, the BN monolayers
stacked together by van der Waals bond. (b & c) Close resemblance of the two
materials, both sp2 bonded 2-D monolayers. graphene is composed of only carbon
atoms instead of alternating boron and nitrogen atoms.

Growth of BN

The BN monolayers were grown and extensively characterized on a Cu(111) surface
using benzene like borazine (HBNH)3 as a precursor material. Borazine is a cyclic
compound as seen in Figure 3.4a composed of alternating boron (blue) and nitrogen
(green) atoms, terminated by hydrogens (white). BN was grown following a chemical
vapor deposition (CVD) method described by Nagashima et al. [54] and Auwärter et
al. [55] where the borazine vapor was released into the preparation chamber around
the partial pressure of 1 x 10-6 mbar for a few minutes. The sample (Cu(111) crystal)
temperature for the preparation were maintained in the range of 983 K to 1120 K.
The duration of the borazine deposition depended on the coverage of BN desired.
For instance, at a 40 L dosage (Langmuir = 1 x 10−6 torr s), we got only under 0.5
% coverage whereas, for a full coverage, we need to dose around 800 L. The BN film
is synthesized when the precursor borazine reacts with hot metal substrate wherein
the terminal hydrogens are released and the nascent borazine rings merge to form a
continuous film (Figure 3.4a, underneath).
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Figure 3.5: Borazine setup. (a) Single borazine molecule with alternating boron
(blue sphere) and nitrogen (green sphere). Underneath a BN sheet after the CVD
of borazines. (b) Experimental setup of borazine deposition. Borazine is stored in
the hermetically sealed tube cooled with a home built fridge. The borazine dosed
via a leak valve connected to the preparation chamber of the STM.

To expose the Cu(111) surface to the borazine, a leak valve as shown in Figure 3.5b
is used. To prevent unwanted polymerization of the precursor material, it is stored
in a hermetically sealed tube. It is also kept cold by cooling it with a home built
fridge as shown above. The borazine is cleaned with a few cycles by freezing the
liquid material (using liquid nitrogen) and pumping the vapor out using an external
pumping station. Finally, the film is grown by exposing the vapor to a Cu(111)
annealed at around 983 K and above (upto 1120 K) temperature in the preparation
chamber. In our observation, the quality of the BN were better with preparations
at higher sample temperatures.

The film growth rate decreases sharply once a full monolayer has been achieved. This
is caused by a strong reduction of the surface reactivity for borazine towards a BN
surface as compared to a hot metal surface. The BN is an insulating and chemically
inert ultrathin layer. Thus the CVD of borazine to produce BN monolayers is a
reliable quasi-self terminating preparation method.

Deposition of adsorbates

Once the metal sample has been cleaned and/or coated by BN monolayer, organic
molecules and metal atoms were deposited on the sample for the following investiga-
tions. The molecules are housed in quartz crucibles in the OMBE. Before depositing
the molecules on the surface, it is important to degas the crucibles for some time
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(up to a few hours) in order to remove unwanted contaminants that generally reach
sublimation temperature earlier than the actual molecules. Finally, the molecules
are heated via resistive heating to their sublimation temperatures and are allowed
to sublime out of the crucibles. The sample is placed in a position facing the OMBE
so that the molecules flying out of the OMBE are adsorbed on the sample surface.
For this, the sample is usually held at ambient temperature or lower (as specified
in corresponding chapters). For deposition of metal atoms, desired metal wires are
wound around a heating filament and housed in an evaporator. During the deposi-
tion, the sample is exposed to the heated filament with the valves of the evaporator
open. One of such metal filaments (cobalt) is housed in the OMBE and others are
built in separate evaporators in the preparation chamber.

Finally, when the sample adsorbates have been deposited by controlling the flux of
the sublimation, the sample is cooled to around 150 K with liquid helium through
the manipulator. The sample is then transferred to the STM and cooled further
to 6 K, whereby the sample reaches a thermal equilibrium with the STM and the
measurements are begun.
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4 Boron Nitride on Cu(111): An
Electronically Corrugated
Monolayer

Ultrathin films of boron nitride (BN) have recently attracted considerable interest
given their successful incorporation in graphene nanodevices and their use as spacer-
layers to electronically decouple and order functional adsorbates. Here, we introduce
a BN monolayer grown by chemical vapor deposition of borazine on a single crystal
Cu support, representing a model system for an electronically patterned but to-
pographically smooth substrate. Scanning tunneling microscopy and spectroscopy
experiments evidence a weak bonding of the single BN sheet to Cu, preserving the
insulating character of bulk hexagonal boron nitride, combined with a periodic lat-
eral variation of the local workfunction and the surface potential. Complementary
density functional theory calculations reveal a varying registry of the BN relative to
the Cu lattice as the origin of this electronic moiré-like superstructure.

4.1 Introduction

Atomically thin layers of carbon (graphene) and hexagonal boron nitride (h-BN) can
be grown on various transition metal supports with exquisite control of the interface
structure. [56] In analogy to graphene, a two-dimensional atomically thin boron
nitride film is named boronitrene layer or BN monolayer. [57] These sp2-hybridized
sheets currently attract considerable attention, both for the fascinating properties of
the individual monolayers and for the promising characteristics of systems combin-
ing graphene and h-BN. In case of h-BN, the bulk compound has excellent properties
like inertness, high temperature stability, low dielectric constant, large thermal con-
ductivity and high mechanical strength. [58, 59] Additionally, crystalline h-BN is
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a 5.97 eV direct band gap insulator and can emit photons in the far-ultraviolet
range. [60–62] Thus, ultrathin layers of boron nitride are promising functional ma-
terials. In a nano and surface science context, two applications make BN monolayers
highly relevant: First, their combined use with graphene in atomically defined bi-
or multilayer heterostructures and second their role as templates to support, decou-
ple and order individual adsorbates or nanostructures. The structural similarity of
two-dimensional graphene and h-BN expressed by a small lattice mismatch (<2%)
[33] makes h-BN a promising substrate for graphene electronics. [36] Indeed the
functional characteristics of graphene on h-BN are drastically improved compared
to conventional SiO2 substrates. [32, 34, 35] Furthermore h-BN allows to tune the
band gap of graphene in heterostructures [33, 63] or in hybridized single-layer sys-
tems. [64] Regarding the use of epitaxial BN monolayers as templates, several recent
reports highlight functionalities gained by the decoupling and ordering properties of
BN. [27, 65–68]

4.2 Previous STM studies of BN on metal
surfaces

The successful growth of single BN layers by chemical vapor deposition (CVD)
or subsequent chemical reactions has been reported e.g. on various 3d, 4d and
5d transition metals. [69–73] Depending on lattice mismatch, symmetry of the
supporting surface and interaction strength between BN and metal, a variety of
morphologies can be achieved: Uniform commensurate layers (Ni(111)), [54, 55,
74] films exhibiting moiré patterns (Pd(111), Pt(111), Pd(110)), [75–77] strongly
corrugated nanomesh topologies (Rh(111), Ru(0001)) [66, 78] or one-dimensional
superstructures (Cr(110), Fe(110)). [79, 80] For all the substrates addressed in a
recent density functional theory (DFT) study, the N atom in the BN layer is repelled
from the metal while the B is attracted. [81] Accordingly, the registry of the (B, N)
units to the surface metal atoms is crucial for the bonding strength. Considerable
geometric corrugations can only be achieved by a large lattice mismatch combined
with strong electronic BN/metal interactions, which are dictated by the filling of
the metal d shell. According to theoretical reports, BN thus has a very low binding
energy on Ag(111) and Cu(111), consistent with experimental evidence of a weak
interaction in both systems. [73, 82] In analogy to the Ni(111) case, where the small
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lattice mismatch of -0.4 % leads to a commensurate 1x1 structure, [55, 83] a slightly
stretched commensurate 1x1 overlayer was proposed for Cu(111) which has a 2.6 %
larger lattice constant than Ni(111). [82]

Compared to other transition metal substrates, Cu(111) has so far received very
little attention for h-BN adsorption. This is surprising, as Cu foils are emerging as
highly important substrates for mass production of large scale h-BN films [59, 84]
which in turn are crucial ingredients in graphene based devices (vide supra). [85]
Here, copper is attractive due to its high purity, relative cheapness and etchability.
Consequently, it is of eminent importance to characterize the BN/Cu(111) interface
in detail, as it serves as a model system for h-BN overlayers on copper. In contrast
to the BN case, graphene growth on Cu single crystals is well documented. [86–88]

In this chapter, we present a thorough characterization of a BN monolayer grown
on Cu(111) using CVD of borazine (HBNH)3 under well-defined ultra-high vacuum
(UHV) conditions. Using low-temperature scanning tunneling microscopy (STM),
spectroscopy (STS), and complementary DFT calculations (using the cp2k code,
www.cp2k.org), we show that a BN monolayer interacts very weakly with the sup-
porting Cu surface and thus keeps the intrinsic insulating properties of h-BN. In
contrast to previous studies, [82] our data evidence a non-commensurate overlayer
structure. Importantly, we report a considerable electronic corrugation of the BN
monolayer on Cu(111), caused by a mismatch in the registry to the substrate. Com-
pared to other BN/metal systems, this superstructure is not linked to a strong
geometric corrugation. This makes BN/ Cu(111) unique.

4.3 Morphology of BN monolayer on Cu(111)

The initial growth phase of boron nitride on Cu(111) was studied by applying sub-
monolayer coverages. Such incomplete layers allow for a direct comparison of BN
terminated surface areas with bare Cu(111). Figure 4.1 shows STM images recorded
after exposing the Cu substrate to 42 L of borazine at 980 K. At a sample bias of
4 V BN islands of irregular shape are observed (Figure 4.1a). The BN exhibits a
moiré-type corrugation featuring protrusions, labeled “hills (H)” and depressions,
referred to as “valleys (V)”. At lower bias voltages, the BN appears transparent
in STM images and is nearly indistinguishable from the Cu substrate, mainly the
island boundaries are discernible (Figure 4.1b). The apparent height of the BN layer
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is plotted in Figure 4.2c depending on the sample bias. In a large voltage range (-4
V < Vb < 3 V) the apparent height is below 0.3 Å, while at 4 V and 6 V it exceeds
4 Å.

Figure 4.1: Characterization of BN islands on Cu(111). (a) High-bias STM image
of the Cu substrate partially covered by BN. A moiré-like superstructure distin-
guishes the BN regions. Here, the bright areas are labeled "hill (H)" and the
surrounding dimmer spaces are named "valleys (V)" (Vb = 4 V, I = 50 pA). (b)
STM image of the same area recorded at lower bias voltage (Vb = 1 V, I = 50
pA). The BN islands are transparent and reveal the underlying Cu(111) terraces.
The green line highlights the position used to determine the apparent height of
the BN island relative to the Cu(111) support. (c) Averaged apparent height of
the BN sub-monolayer as a function of sample bias voltage.
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This clearly indicates that STM images do not reveal the true topographic height
of the BN islands, which is close to 3.0 Å (vide infra) but are rather dominated by
electronic effects. Indeed, given the insulating property of h-BN, we do not expect
a contribution of BN to the local density of state (LDOS) within the band gap.
Accordingly, the BN islands appear nearly transparent in STM data covering an
extended voltage range around the Fermi level (EF ). The large apparent height of
BN layers at high positive sample bias voltages, representing unoccupied electronic
states, emerges from tunneling into field emission resonances (FER) [89][50] and
will be discussed below. The contrast at high negative bias voltages is tentatively
assigned to the valence band of BN (see Figure 4.7 later)

Images taken in the gap revealing the Cu terraces and step edges underneath the BN
islands show that the latter mainly follow the shape of the Cu island they reside on
(Figure 4.1b). This suggests that the BN facilitates material transport of Cu atoms
on the surface at the growth temperature. The BN "rides" on mobile Cu atoms and
stabilizes the underlying Cu islands.

4.4 Incommensurate stacking of BN/Cu(111)

Figure 4.2a shows a large-scale STM image of a complete BN monolayer on Cu(111)
recorded at 4 V. As in the sub-monolayer case, the BN is characterized by moiré pat-
terns. Independent of the preparation conditions (i.e. growth temperature and bo-
razine partial pressure), we always observed the coexistence of such quasi-hexagonal
patterns exhibiting different periodicities and orientations (Figure 4.2b). However,
higher temperature growth of the BN layers seems to increase the domain size. For
the highest quality BN film grown at 1120 K altogether thirteen different moiré pat-
terns with periodicities ranging from 5 nm to nearly 13 nm were identified. Figure
4.2b shows four of these moiré domains labeled α, β, γ and δ, respectively. The
occurrence and coexistence of moiré superlattices is well documented for both BN
and graphene overlayers on metallic substrates [75, 87, 90] but also for graphite,
where so-called supergiant lattices with periodicities up to 15 nm were reported.
[91] Generally the moiré patterns are caused by a rotational misalignment and/or
a different periodicity of the overlayer compared to the supporting lattice. [90, 92]
As control experiments omitting the borazine dosage yield a bare Cu(111) surface
without any moiré-like structures, we exclude that graphene islands induced by a
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potential carbon contamination contribute to the observed surface structures.

To rationalize the emergence and coexistence of the different moiré patterns, we
applied a geometrical model overlay of two hexagonal grids representing the BN
and the Cu(111) lattice, respectively. This simple approach proved to be successful
in describing moiré patterns of epitaxial graphene or BN on various transition metal
surfaces including Cu(111). [75, 87] Concerning the BN lattice, it is sufficient to
include one atomic species in the modeling, as pointed out in earlier reports. [75,
90, 93] The Cu(111) grid is determined by a lattice constant of 2.556 Å. Neither
a rigid BN overlayer with the room-temperature bulk lattice constant of 2.50 Å
[94] (2% lattice misfit), nor a BN grid expanded to fit the Cu(111) periodicity (0%
lattice misfit) were able to reproduce the experimentally observed moiré patterns:
The periodicity and orientation of the moiré domains did not match for any rotation
angle between the two grids. However, when the BN lattice was slightly stretched
(1.8% lattice misfit), [81] both the measured orientations and periodicities of the
moirés are nicely described by the model overlay applying only minute rotation
angles between the two grids. Three cases are highlighted in Figure 4.2c-e where
rotation angles from 0° to 3° cover the complete range of periodicities observed in
the experiments. For example the model in Figure 4.2d represents the β domain.
The successful description of the experimental data recorded at 6 K by our model
relying on a 1.8% lattice misfit might be attributed to the negative in-plane thermal
expansion coefficient of h-BN [94] and a deviation of the monolayer lattice constant
from the bulk value.

Of course this simple model should not be overinterpreted: Experimental data show,
e.g. a distortion of the hexagonal symmetry near domain boundaries (see Figure
4.2b), indicating some strain in the h-BN layer. [95] Nevertheless, it can be con-
cluded that BN on Cu(111) forms domains with different orientations similar to the
Ag(111) case [73] and does not adapt a commensurate 1x1 structure as on Ni(111).
[55] This finding is in agreement with the observation of randomly oriented trian-
gular BN islands within the same grain of a Cu foil [59] but obviously conflicts
with a report claiming a commensurate 1x1 BN monolayer on Cu(111). [82] This
discrepancy might be explained by the coexistence of BN domains exhibiting large
periodicities and minute rotation angles could be elusive to LEED observations and
only result in broadened integer 1x1 spots.
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Figure 4.2: Complete BN monolayer on Cu(111). (a) STM image evidencing coex-
isting BN domains comprising different moiré superstructures (Vb = 4 V, I = 40
pA). The central domain extends to the µm range. (b) Enlarged image highlight-
ing four moiré phases (labeled α, β, γ and δ, respectively) separated by domain
boundaries (Vb = 4 V, I = 0.6 nA). Each phase is characterized by a different
orientation and periodicity of the pattern. The star represents the dense-packed
directions of the Cu(111) lattice. (c-e) Moiré models based on an overlay of two
grid patters representing the Cu(111) lattice (black) and a slightly stretched BN
overlayer (1% mismatch, blue). Minute misalignment angles below 3° reproduce
the full range of periodicities and orientations observed in the experiments. For
example the structure presented d) corresponds to the β domain.

4.5 Electronic corrugation of BN/Cu(111)

Figure 4.3 reveals that the contrast and corrugation of the moiré patterns drastically
depends on the applied bias voltage. Following the trends in apparent height (com-
pare Figure 4.1c), the measured corrugation is hardly resolved in a voltage range
from -4 V to 3 V (Figure 4.3d). At 4 V it reaches a maximum of approximately 1.5 Å,
above 4.5 V a contrast inversion is observed, i.e. the regions representing protruding
“hills” at and below 4 V (Figure 4.3a) are imaged as depressions above 4.5 V (Figure
4.3c). This peculiar behavior is explained by spatial variations of the voltage where
the first field emission resonance occurs (vide infra). Importantly, this measurement
leads us to conclude that the moiré patterns are not purely topographic features but
instead mainly an electronic effect.
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Figure 4.3: Electronic origin of the moiré superstructure. (a) In a large bias voltage
range, the moiré is resolved as quasi-hexagonal array of protrusions ("hills)" in
STM images (Vb = 3.7 V, I = 50 pA). (b) Around 4.25 V the contrast changes
(Vb = 4.25 V, I = 50 pA). (c) At higher voltages, a contrast inversion is observed:
Now the connecting "valley" regions appear brighter than the "hills" (Vb = 4.9
V, I = 50 pA). (d) Plot of the moiré corrugation vs. sample bias voltage. The
apparent corrugation including the contrast inversion is related to the appearance
of the first field emission resonance peak (vide infra, compare Figure 4.5c).

An additional feature related to the electronic structure of BN/Cu(111), an elec-
tronic interface state, can be probed at low bias voltages, where the BN overlayer
appears transparent (compare Figure 4.1c). Figure 4.4a shows an STM image of a
Cu region partially covered by a BN island discernible by the characteristic moiré
pattern. Differential conductance (dI/dV ) maps recorded at low bias voltages (Fig-
ure 4.4b) visualize standing wave patterns both on the bare Cu(111) area and on
the BN covered region. On Cu they represent the well-known Shockley-type surface
state electrons scattered by defects, [96] whereas on BN they are assigned to an
interface state band. [97] It should be noted that the latter does not correspond
to an intrinsic BN related band, but only represents a modification of the Cu(111)
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surface state upon BN adsorption. A close inspection of Figure 4.4b reveals a larger
wavelength of the standing wave pattern under the BN (region marked in green)
than on the bare Cu (red region).

Figure 4.4: Modification of the Cu(111) surface state upon BN adsorption. (a)
STM image of a triangular shaped BN island in Cu(111) (Vb = 4 V, I = 50 pA).
(b) dI/dV map of the same area recorded at 0.075 V (I = 0.1 nA). Standing wave
patterns are resolved on the bare Cu region (red) and under the BN (green). The
wavelength of the BN/Cu(111) interface state is larger than that of the native
Cu(111) surface state. The inset shows an FFT image used to extract kq. A
comparison to a) reveals that the moiré features have no discernible impact on
the standing wave pattern. (c) The dispersion (E vs kq) of the interface state band
(green) reveals an upshift compared to the surface state (red). The data points
extracted from dI/dV maps (kq 6= 0) and point spectra (kq = 0) fit a parabolic
dispersion (see text for discussion).

In order to determine the dispersion of the surface and interface state band a series
of dI/dV maps was taken in a voltage range from -0.175 V to 0.425 V. For every
voltage the wave vector kq was extracted from the fast fourier transform (FFT) of
the dI/dV maps for both the bare Cu(111) and the BN regions. A typical FFT
image is shown in the inset of Figure 4.4b. The resulting dispersion plots (energy
versus kq) are displayed in Figure 4.4c together with parabolic fits based on the
equation E = Eo + (~k)2/2m∗. [98] For the bare Cu(111) area, both the band onset
(Eo = −0.44V ) and the effective mass (m∗ = 0.40± 0.02 me) match the literature
values. [97, 99] Underneath the BN, the band is clearly upshifted by about 106 meV
while the effective mass is hardly changed (m∗ = 0.41±0.02me). It is instructive to
compare these values to related systems: A Xe layer adsorbed on Cu(111) induces
an upshift of the surface state band of 130 meV, [100] for NaCl/Cu(111) a value of
230 meV is reported. [97] This suggests a weak interaction between the BN and the
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Cu support. More general, according to an empirical rule postulated by Ziroff et
al. [101] for physisorbed overlayers, the upshift of the energy (∆E) can be directly
correlated to the adsorption energy per surface area (VR), with the expression VR

∝ ∆E using a proportionality constant of 0.106 Å−1. [101] Accordingly an energy
upshift of 106 meV yields an estimated adsorption energy per surface area of roughly
11.24 meV/Å2 or 59.7 meV/unit cell.

From the perspective of theory, previous studies using density functional theory on
a commensurate lattice revealed a strong dependence on the functional employed,
e.g. the local-density approximation (LDA) yielded an adsorption energy of 190
meV/unit cell and the generalized gradient approximation (GGA) values as low as
10 meV/unit cell. [81] Our own GGA+vdW calculations include hitherto neglected
van der Waals (vdW) contributions and consider a number of different adsorption
registries of the BN, focusing on one BN ring (1x1 adsorption). In particular, the
strongest binding (with an energy of 270 meV/unit cell) occurs when the B atoms
reside in the fcc positions and the N atoms are placed atop Cu atoms in the top
layer of the (111) surface (“BfccNtop”). The lowest value of the binding energy, 234
meV/unit cell is found for the BfccNhcp configuration, where both B and N occupy
hollow sites (compare Figure 4.6). The higher adsorption energies compared to pre-
vious results can be rationalized with the use of our vdW correction, which seems
to lead to overbinding when compared to the value estimated from the experiments.
Looking only at the uncorrected GGA adsorption energies (with unchanged geome-
tries), we find the BfccNtop configuration to be more stable than NhcpBfcc by 120
meV/unit cell. In both cases, however, the adsorption energies are negative (i.e.
non-binding), which highlights the importance of our vdW correction.

Both our experimental and calculated adsorption energies indicate that BN has a
very weak interaction with the underlying substrate. This supports the findings of
earlier DFT calculations claiming that BN/Cu(111) has one of the lowest binding
energies as compared to other non-noble transition metals. Clearly, the existence
of the diverse moiré patterns induced by various rotational domains of the BN on
Cu(111) is facilitated by this weak interaction. However, it is important to note that
the moiré features have no obvious influence on the interface state standing wave
pattern (compare Figure 4.4a and b), i.e. we do not observe a quenching of the
Shockley surface state at any region. This excludes strong site-specific interactions
of the BN with the Cu surface and thus makes a pronounced geometric corrugation
of the BN sheet rather unlikely.
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4.6 Electronic structure of BN/Cu(111)

As mentioned before, the BN layers appear spatially inhomogeneous due to the
presence of moiré features with predominantly electronic character. To verify the
proposed spatial electronic modulation and to characterize the BN in comparison to
Cu(111), we performed two sets of experiments yielding information on the surface
potential. First, we determined the apparent barrier height Φ, which is related to
the local workfunction and thus the surface potential, by measuring the tunneling
current I as a function of tip sample distance z. Figure 4.5b showsI(4z) curves
representing characteristic locations of the sample indicated in Figure 4.5a, namely
the bare Cu(111) surface (red), the "hills H" (blue) and the "valleys V" (green)
of the BN. The relation I ∝ exp(−2κz), where is the decay coefficient, [102] was
used to fit the experimental data and to extract κ and Φ. [103] This procedure
yields the following values: κCu = 0.97 ± 0.02Å−1, κV = 0.91 ± 0.02Å−1 and κH =
0.89±0.01Å−1. Hereby, hundreds of I(∆z) curves taken on different, but equivalent
locations were averaged. κCu agrees reasonably well with previously published values
(κCu= 1.01±0.03Å−1). Following a protocol discussed by Vitali et al. [104] the κ and
Φ values are used to determine the relative variation of the workfunction between
bare Cu, the "H" and "V" regions, respectively, which is independent from the tip
workfunction. This approximation combined with the reported workfunction of 4.94
eV for bare Cu(111) [54] yields a workfunction of 4.1 eV for the BN "V" position
and 3.8 eV the "H" locations. Thus, the workfunction on BN is clearly reduced
compared to bare Cu(111), confirming the trends observed at all BN/transition
metal interfaces. [54] However, our estimated values based on local measurements
indicate a more pronounced shift than inferred from space-averaging methods. [82]
Importantly, these results point to a spatial variation of the workfunction and thus
to a variation of the surface potential of the BN monolayer.

To further corroborate this spatial modulation of the electronic structure in BN on
Cu(111), we performed a second set of experiments sensing the surface potential.
As a probe, we used field emission resonances (FERs). The energies, at which FERs
are observed in dI/dV spectra are related to the surface potential, as the FERs
are based on image potential states. [50, 89, 105] Figure 4.5c shows dI/dV traces
recorded with closed feedback loop for the three characteristic positions highlighted
in Figure 4.5a using the very same STM tip. Clearly, a series of well-defined FERs is
observed at all location. Importantly, the spectra show significant shifts of all peaks
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depending on the probed region. As seen in Figure 4.5c the first resonance appears
clearly above 4 V at the bare Cu(111) (red), below 4 V on the "valley V" (green)
and is shifted to even lower voltages on the "hills H" (blue). As the first peak of
the FERs appears at voltages around the local workfunction of the sample, [105–
107] these data confirm a workfunction lowering on the BN compared to Cu(111)
and corroborate the spatial modulation of the surface potential on the BN. Figure
4.5c also reveals that the appearance of the moiré patterns, including the observed
contrast inversion at high bias voltages (compare Figure 4.3), is directly related to
the spatial variation of the energy at which the first FER occurs: When increasing
the bias voltage, the differential conductance first rises in the "H" area resulting in
a larger apparent height of the "hills" in the STM images. When the bias voltage
is augmented further, it matches the energy of the first peak in the "V" region,
inducing a bright appearance of the "valley" regions, while the "hills" appear dim.

Figure 4.5: Electronic superstructure of BN/Cu(111). (a) STM image represent-
ing the three decisive positions to characterize the local surface potential at the
BN/Cu(111) interface: Bare Cu (red marker), BN valley (H, green) and BN hill
(H, blue), respectively (Vb = 4 V, I = 50 pA). (b) I(∆z) approach curves at the
three points represented in logarithmic scale. The red line exhibits the largest
slope followed by green and blue (Curves are laterally offset for clarity). The
inset shows the corresponding κ values extracted from the fits in b), reflecting
a spatial variation of the local workfunction. (c) dI/dV spectra showing series
of field emission resonances (FERs) representing the same three positions ence a
clear shift in the energy of all resonances, confirming a spatial modulation of the
surface potential (see text for discussion). The dashed curves serve as guide to
the eye. (Starting parameters: Vb = 1 V, I = 0.1 nA). (d) Energy vs n2/3 plots of
“H” (blue), “V” (green) and Cu (red) locations in a). The extrapolation of linear
fits give approximate workfunction differences between the points.
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Another method to empirically approximate the workfunction difference between
the BN “H”, “V” areas and the Cu(111) substrate is to extrapolate the linear plots
described in section 2.3 where the energy (eV) of the FERs are plotted against factor
n2/3. In Figure 4.5d, we see the plots of the BN hill (blue dots), valley (green dots)
and Cu (red dots) corresponding to respective location in Figure 4.6a. As the intial
few points deviate from the linear trend due to the modified barrier height (see
Figure 2.5a and following description), only the latter points (higher n) are fitted to
a linear plot (dotted lines of respective colors). Finally, an extrapolation of the linear
fits yield workfunction differences 4Cu−H = 330meV and 4V−H = 140meV . This
agrees well with the trend of workfunction change approximated by I(4z) method
described above and the following DFT calculations.

Finally, we introduce an additional experimental insight into the electronic structure
of the BN/Cu(111) interface. Figure 4.6b represents a series of 81 dI/dV spectra
recorded along a line across the surface, plotted in an energy vs. distance map,
where the dI/dV intensity is color-coded. The spectral features, appearing as bright
bands in the map reflect field emission resonances (FERs, see Figure 4.5c). As the
energy of the FERs is related to the local workfunction and the surface potential,
[50, 89, 105, 108] we conclude that the BN/Cu(111) interface is characterized by a
smooth, continuous lateral variation of the surface potential and the local workfunc-
tion. Figure 4.6b reveals considerable energy shifts of the FER’s by ≈ 300 meV. In
agreement with our previous report, the low local workfunction regions correspond
to the H areas. [37] However, it should be noted that the energy shift of single
FERs does not directly reflect the local workfunction difference. Only an evaluation
of several resonances yields an estimate for this quantity. [50] Consistent with our
previously published experimental values, the local workfunction on the H regions is
≈ 300 meV lower than on the B or V regions. We assign all spectral features in Fig-
ure 4.6 to FER’s and exclude important contributions of localized interface states as
all peaks show consistent energy shifts when changing the tip-sample distance (see
Figure 4.7).
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Figure 4.6: Electronic superstructure of the BN/Cu(111) interface. (a) STM image
recorded at a bias of 4.0 V revealing circular protrusions (labeled “hills” H or
moirons) separated by dimmer regions (“valley” V and “bridge” B, respectively) (I
= 50 pA).The dotted line represents the positions of 81 dI/dV spectra taken across
this moiré-like superstructure. The colored dots mark two characteristic positions
(H (blue) and V (green)) to describe the local surface potential at BN/Cu(111).
Corresponding dI/dV spectra are shown in (4.5c). (b) Energy vs. distance map of
the dI/dV spectra revealing a continuous spatial modulation of surface potential
along the line plotted in (a). The bright bands represent field emission resonances
(FERs), evidencing an energy variation of about 300 meV between H and V areas.
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Figure 4.7: Current dependent shifts of the field emission resonances (FERs) mea-
sured on BN/Cu(111). (a) A set of FER spectra measured at the same location
between 50 pA (red) and 700 pA (pink), representing a considerable range in
tip-sample separations. (b) The energy shift in the spectra changes linearly with
the voltage. (c) Voltages of the first seven FER as function of current. All reso-
nances show a similar trend for increasing voltage/decreasing tip-sample distance.
Consequently, we assign all observed spectral features to FERs.

4.7 Theoretical calculations of BN/Cu(111)

In order to model this spatial variation of the electronic landscape theoretically,
we studied a 23x23 4-layer Cu(111) slab with an adsorbed 24x24 BN layer which
was rotated by 2.11° (further details and results on this system will be published
elsewhere). This arrangement leads to a moiré-type pattern where the adsorption
registry spatially varies across the layer with a periodicity of 59 Å. After optimiza-
tion of the structure the average distance between the monolayer and the surface was
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3.0 Å, with a small difference of 0.16 Å between the closest and farthest atoms. Con-
sequently, with BN we present a two-dimensional crystal that interacts only weakly
with the Cu(111) support but nevertheless is topographically planar, i.e. withstands
instabilities as considerable rippling characteristic for other quasi-freestanding ultra-
thin films. [109] The electrostatic potential of the system exhibits spatial variations
across this surface, following the change in adsorption registry. In the regions where
BN is adsorbed in an BfccNtop fashion, the electrostatic potential (and thus the work-
function) is 0.13 eV lower than around the BfccNhcp configuration. In between those
two extremes the workfunction varies in approximately circular patterns. This dif-
ference of the workfunction agrees reasonably well with our experimental estimate,
as well as with our results from the 1x1 adsorption, where BfccNtop and BfccNhcp differ
by 0.08 eV. Compared to the bare Cu surface, BN adsorption lowers the calculated
workfunction by 1.21 eV in the former case, and 1.13 eV in the latter. Figure 4.8
summarizes the theoretical findings, comparing the two extreme registries (BfccNtop

versus BfccNhcp) of the BN monolayer on Cu(111).

The experimental and theoretical observations outlined above give indications that
serve to rationalize the notable electronic corrugation of the BN/Cu(111) system. In
particular it is important to appreciate that the electronic corrugation is present even
though the monolayer is only very weakly corrugated structurally. It appears that
the spatial variation of the adsorption registry is responsible for the modulation
of the workfunction. As BN in the BfccNtop registry interacts stronger with the
surface it can change the electronic structure of the substrate, resulting in a stronger
lowering of the workfunction. The small difference in adsorption energy seems to be
amplified in the workfunction. This change of electronic structure is also evidenced
by a change in the local density of states of the N atoms, where we observe the
highest occupied molecular orbital (HOMO) peak of the pz states lowered by 0.3 eV
in the BfccNtop configuration (see Figure 4.9).

As shown in various reports a trapping and ordering of atomic or molecular ad-
sorbates can be induced by potential variations across the strongly corrugated BN
nanomesh, [27, 28, 30, 110] in structurally related graphene overlayers, [26, 111–114]
oxide films, [23, 115] or other nanostructured surfaces. [116] Compared to these sys-
tems, BN/Cu(111) yields the advantage of being a topographically planar insulating
spacer-layer. Accordingly, the electronically templated BN monolayer on Cu(111)
bears great promise as a platform for nanoscale assemblies in functional molecular
architectures.
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Figure 4.8: Density functional theory calculations of BN/Cu(111). The strongest
interaction of the BN with the Cu(111) is observed for a BfccNtop registry, the
weakest for BfccNhcp. These two extreme configurations show only minute dif-
ferences in the adsorption height of the BN, but nevertheless exhibit a markedly
different local workfunction (see text for further discussion). [37]

Figure 4.9: Projected Density of States (PDOS) of pz orbitals on nitrogen (positive
y axis) and boron (negative y axis) for BN in BfccNtop (continuous line) and
BfccNhcp (dashed line) registries. The 0.3 eV shift of the highest occupied molecular
orbital (HOMO) peak is highlighted. [37]
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4.8 Experimental procedures and theoretical
methods

All experiments were performed in a custom-designed ultra-high vacuum (UHV)
apparatus comprising a commercial low-temperature CreaTec STM [117] based on
a design described in ref. [118]. The system base pressure is below 2x10-10 mbar.
The Cu(111) single crystal surface was cleaned by repeated cycles of Ar+ sputtering
(800 eV) followed by annealing to 1000 K. Subsequently, BN (sub)monolayers were
prepared by decomposition of borazine (HBNH)3 on the hot Cu(111) surface, follow-
ing a recipe described in detail in previous publications. [54, 55, 119] Importantly,
the BN growth is self-saturating when a complete monolayer coverage is reached.
During borazine dosage, the Cu(111) crystal was kept at temperatures between 983
K and 1120 K. Generally, the higher temperatures favor larger BN domain sizes
and thus reduce the defect density, but go in hand with desorption of Cu from the
crystal surface. For full BN layers, the sample was typically exposed to ~800 L of
borazine. For sub-monolayer coverages, exposures down to 40 L were applied. After
the borazine dosage, the sample was cooled down and transferred into the STM,
where constant current images were recorded at T ~ 6 K using electrochemically
etched tungsten tips. In the figure captions Vb refers to the bias voltage applied
to the sample and I to the tunneling current. Differential conductance data (dI/dV
spectra and maps) were obtained by lock-in technique with a bias modulation am-
plitude of 18 mV rms and a frequency of 969 Hz (spectra) and 2.97 kHz (maps).
To cover the large voltage range mandatory to measure high-order field emission
resonances, the feedback loop was kept closed for the dI/dV point spectroscopy.
The fast fourier transformation (FFT) uses the WSxM software. [120] See Section
3.6, chapter 3 for more details.

Density functional theory calculations were carried out in collaboration with a theo-
retical team at the university in Zurich. The calculations were within the Gaussian-
Plane Waves (GPW) formalism [121] as implemented in the CP2K package. [122]
The revised PBE functional [123] was used to treat the exchange-correlation en-
ergy in combination with the Grimme D3 correction [124] to account for dispersive
interactions. Double-Zeta valence polarized basis sets of the MOLOPT [125] type
were used for all elements, together with Goedecker Teter Hutter pseudo-potentials.
[126] 11, 3, and 5 electrons were considered explicitly in the valence for Cu, B, and
N, respectively. The energy cut-off of the plane wave expansion of the density was
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set to 500 Ry, and a 20 Å vacuum region was used for surface models in a slab
geometry. Commensurate adsorption on Cu was studied using 7-layer Cu(111) slabs
with a monolayer of BN on both sides; because the Brillouin zone is only sampled
at the Γ-point, the simulations contain laterally a 6x6 supercell.

4.9 Conclusion

In summary, we presented a comprehensive STM/STS study covering the growth
and characterization of single BN layers on Cu(111). The insulating properties and
the weak interaction of BN with the underlying metallic support are evidenced by
the transparent appearance in STM images covering a wide bias range around the
Fermi level. The coexistence of various moiré patterns exhibiting giant periodici-
ties resulting from a minute rotation of BN domains together with the emergence
of an electronic interface state band prove a weak binding of the BN monolayer
to Cu(111). Different adsorption sites of the slightly stretched BN sheets induce
spatial variations in the local workfunction and thus the surface potential. The
resulting electronic superstructure was characterized by exploring lateral modifi-
cations of the apparent barrier height and field emission resonances, respectively.
Complementary DFT+vdW calculations reveal a planar geometry of the BN sheet
on Cu(111) and identify the BfccNtop registry to result in the strongest adsorption
energy and lowest local workfunction. Here, the vdW corrections proved to be de-
cisive for a proper description of the BN adsorption on Cu(111). In conclusion, the
electronically templated atomically thin BN layer bears great promise as a platform
to support functional nanostructures of reduced dimensions. Following chapters will
be about detailed studies of such adsorbates on the BN.
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5 Control of Molecular
Organization and Energy Level
Alignment by an Electronically
Nanopatterned Boron Nitride
Template

Suitable templates to steer the formation of nanostructure arrays on surfaces are
indispensable in nanoscience. Recently, atomically thin sp2-bonded layers such as
graphene or boron nitride grown on metal supports have attracted considerable in-
terest due to their potential geometric corrugation guiding the positioning of atoms,
metallic clusters or molecules. Here, we demonstrate three specific functions of
a geometrically smooth, but electronically corrugated sp2/metal interface, namely
BN/Cu(111), qualifying it as a unique nanoscale template. As functional adsor-
bates we employed free-base porphine (2H-P), a prototype tetrapyrrole compound,
and tetracyanoquinodimethane (TCNQ), a well known electron acceptor. (i) The
electronic moirons of the BN/Cu(111) interface trap both 2H-P and TCNQ, steering
self-organized growth of arrays with extended molecular assemblies. (ii) We report
an effective decoupling of the trapped molecules from the underlying metal support
by the BN, which allows for a direct visualization of frontier orbitals by scanning
tunneling microscopy. (iii) The lateral molecular positioning in the superstructured
surface determines the energetic level alignment, i.e., the energy of the frontier or-
bitals, and the electronic gap are tunable.
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5.1 Introduction

The functionalization of surfaces by molecular architectures is a promising route to-
wards advanced materials with tailored topological, electronic, optical, magnetic or
catalytic properties. Inspired by nature and supramolecular science, self-assembly
protocols relying on specific interactions between programmed molecular units were
successfully implemented on surfaces to achieve well-defined nanostructures. [7, 8]
Scanning tunneling microscopy is the method of choice to image and characterize
such low-dimensional architectures with sub-molecular resolution in real space. As
STM relies on a finite conductivity of the sample, the vast majority of studies use
single crystal metal substrates. This however is associated with severe limitations:
Electronic interactions with the metallic support can significantly affect the elec-
tronic, magnetic and conformational structure of adsorbates, thereby modifying or
hampering their functionality. Furthermore, homogeneous metallic substrates usu-
ally prevent the formation of regular arrays of nanostructures. Molecules when
adsorbed on a surface interact with both the substrate and co-adsorbates. Depend-
ing on the resulting balance of forces, they may experience attractive or repulsive
interactions between each other. At submonolayer coverage, the former case yields
self-assembled islands or networks [7, 8] while the latter situation leads to a ho-
mogeneous distribution of individual molecules scattered across the entire surface
area. [127–129] The organized growth of arrays of assemblies, highly desirable to
complement structure formation on the nanoscale, thus calls for templated surfaces
exhibiting periodicities in the nanometer regime. As reconstructions on metallic
substrates only provide limited possibilities regarding periodicity and symmetry of
the superstructure, [116, 130] ultrathin adlayers offer new perspectives. [131] Here,
special interest focuse on non-metallic or insulating spacer-layers, which reduce the
electronic coupling between adsorbate and metallic substrate but are suitable for a
characterization with STM, thus yielding information on nearly unperturbed proper-
ties of functional adsorbates. The application of various ultrathin oxide, [132] Nitride
[133] and halide [21, 134] films grown on metal substrates as supports for atoms or
molecules has been reported, but their considerable polarity, corrugation and struc-
tural inhomogeneity might be a drawback regarding large-scale self-assembly. As
an alternative, epitaxial graphene, [23, 25, 26, 30, 111–113, 135–138] or boron ni-
tride [27, 29, 30, 68, 111, 139, 140] layers recently emerged as promising nanoscale
templates. Nevertheless, on insulating spacer-layers, including boron nitride sheets,
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self-assembly protocols for the construction of advanced molecular architectures re-
main to date largely unexplored.

5.2 The substrate and the adsorbate

Atomically thin BN films can be grown by chemical vapor deposition on various
transition metals with exquisite control of the interface structure. [55, 66, 70, 73,
75, 80, 93] As for isostructural graphene, the sp2 sheet can exhibit a considerable
geometric corrugation, resulting in nanomesh structures [66] or moiré patterns, or be
planar in case of a commensurate, epitaxial fit with the substrate lattice. [55] BN’s
diverse topographical features on transition metals, together with its exceptional
physical and chemical properties (large band gap, inertness, temperature stability),
make it lucrative as substrate or template to support molecules [27, 65] (vide supra)
or graphene. [32, 34, 35] Recently, we have shown that BN on Cu(111) exhibits a
rather unique, topographically planar, but electronically corrugated structure. [37]
Apart from being an interesting spacer-layer to electronically decouple functional
molecules from metal supports, BN/Cu(111) features a periodically modulated sur-
face potential, which is observed as contrast- invertible electronic moiré pattern in
STM images. These moiré-like superstructures coexist with variable periodicities,
depending on the rotation of the BN domains relative to the Cu(111) lattice. This
provides a fascinating potential landscape to study and control the adsorption and
electronic properties of complex molecules.

As exemplary functional adsorbate, we use free-base porphine (2H-P, see model in
Figure 5.2b), a highly relevant prototype macrocycle representing the parent com-
pound of all porphyrins. Porphyrins are extremely versatile macrocyclic species
with an intriguing variety of functional properties. They are ubiquitous in biolog-
ical systems: incorporated as prosthetic groups in proteins they carry respiratory
gases, provide multiple sensing functions in metabolic processes, catalyze chemi-
cal transformations, and operate in photosynthetic reaction pathways. [141] Por-
phyrins are similarly important in synthetic materials and supramolecular chemistry.
They have been tailored for sensing purposes, medical applications, catalysis, dye-
sensitized solar cells and reticular design of metal-organic frameworks. [142] From
a surface science perspective, the versatile chemical termination of functionalized
porphyrins allows for the self-assembly of well-defined architectures on metal sup-
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ports. For example, two-dimensional (2D) porphyrin arrays and porous networks,
1D-coordination polymers and 0D supramolecules were reported. [12, 13, 143–149]
To date, the free-base porphine has received little attention. This is surprising, as
systematic studies on 2H-P could provide a reference for the entire class of por-
phyrins. Multi-method studies of 2H-P on Cu(110) [146] and Cu(111) [128] reveal
an electron exchange between the substrate and the porphine. Our recent study of
2H-P on Ag(111) revealed a rather complex behavior considering the inert, noble
metal character of the substrate. Charge transfer, preferred adsorption sites and
dominating repulsive inter-molecular interactions prevent island formation at sub-
monolayer coverages and induce phase transformations. [129] In striking contrast,
functionalized free-base species such as 2H-TPP arrange in well-defined assemblies
even at very low coverage. [150] In brief, as the porphine is drastically modified
at the molecule/metal interface, no experimental reports on intrinsic characteristics
and self-assembly properties of 2H-P on surfaces are available to date. To com-
plement the porphine data, we also applied tetracyanoquinodimethane (TCNQ), a
prototype acceptor molecule, as adsorbate on the BN template.

In this chapter, we present a detailed study of 2-HP on BN/Cu(111). Specifically,
we report three characteristics of the porphine/BN/Cu interface, which are clearly
different from adsorption on metal substrates, thus highlighting the impact of the
ultrathin BN spacer-layer. (i) The reduced electronic coupling to the metal support
results in a distinct gap of about 3.85 eV and allows us to directly visualize the fron-
tier orbitals of 2-HP in STM images. A comparison to density functional theory and
Extended Hückel Theory (EHT) calculations of the charge density of HOMO and
LUMO of an isolated 2-HP reveals a good agreement, confirming the assignment of
the molecular resonances and the electronic decoupling. (ii) porphines self-assemble
into well-defined agglomerates with a nearest neighbor distance of 11.3 Å. At inter-
mediate coverage, highly regular arrays of 2-HP islands are formed, demonstrating
the role of the BN/Cu(111) surface as a template for the confined growth of nanos-
tructures. This trapping and templating mechanism yielding ordered assemblies of
unprecedented extension is related to the spatial modulation in the surface potential
of BN/Cu(111) and is equally operational for TCNQ. (iii) The energy alignment of
the molecular electronic resonances is tuned by the lateral positioning of the 2H-P
on BN/Cu(111), which also affects the electronic gap. For high coverage, where ex-
tended chiral porous Kagomé network structures evolve, an electronic superstructure
is thus imprinted in the 2H-P film.
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5.3 Trapping of molecules on BN moiré

To characterize individual porphine molecules on BN/Cu(111) and to study the ini-
tial phase of self-assembly, 2H-P was prepared with low coverage at room tempera-
ture. Figure 5.1c shows the site specific trapping and formation of small porphine
aggregates on the H regions or moirons of the electronic BN/Cu(111) superstructure
at low coverage. In contrast to porphine adsorption on Ag(111) (Figure 5.1a) and
Cu(111) (Figure 5.1b), where repulsive inter-molecular forces prevent the assembly
of aggregates below 0.88 ML, [128, 129] small islands are observed on BN. The near-
est neighbor distance in these aggregates amounts to 11.3 ± 0.5 Å. This value is very
close to the preferred lateral in-plane separation of two 2H-P molecules calculated
by simple molecular mechanics simulations (MM+) that do not include interactions
with the substrate. Thus inter-molecular repulsion does not play a decisive role for
2H-P/BN/Cu(111), in contrast to 2H-P in direct contact with a Cu(111) or Ag(111)
substrate, where charge transfer has been reported. [128, 129] This is a first indica-
tion of an effective electronic decoupling of the porphine from the metallic substrate
by the BN spacer-layer. Nevertheless, a considerable amount of isolated molecules
is observed, seemingly trapped on the moirons or H areas of the BN/Cu(111) su-
perstructure. Clearly, the 2H-P molecules avoid the V and B regions. A statistical
analysis of the 2H-P locations on the moirons reveals a preference for off-center posi-
tions (Figure 5.1d, top panel). However, after normalizing the counts with the area
available for adsorption, which increases linearly with increasing distance r from the
moiron center, a monotonous distribution is observed (Figure 5.1d, bottom panel).
Thus the porphine experiences a trapping on the moirons without favored ring-like
adsorption sites. This observation is corroborated by molecular manipulation exper-
iments. Electron injection from the stationary STM tip into the lowest unoccupied
molecular orbital (LUMO) induces a lateral translation of the 2H-P on the BN mo-
iron. Tracking a molecule through a sequence of jumps visualizes the confinement
on the moiron (see Figure 5.1e). Color-coded dots and lines, ranging from black to
yellow, represent the trajectory of the molecule.
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Figure 5.1: Trapping of 2H-Ps on the electronic BN/Cu(111) superstructure. On
the metallic Ag(111) (a, Vb = -0.8 V, I = 200 pA) and Cu(111) (b, Vb = -0.1 V,
I = 200 pA) surfaces serving as reference systems, repulsive interactions prevent
the assembly of porphine aggregates at low coverage. (c) STM image showing
the trapping of individual 2H-P molecules (orange squares) and small porphine
aggregates on the H areas (or moirons, light blue) of the BN/Cu substrate. The
formation of 2H-P islands on the BN is attributed to a reduced electronic coupling
of the molecules to the Cu (Vb = 1 V, I = 30 pA). (d) A statistical analysis of
the radial positions of 2H-Ps on the moirons reveals a preference for off-center
adsorption in the raw data (top panel). Normalizing the counts with the available
area however yields a decreasing probability of residence with increasing distance
from the moiron center (bottom panel). The blue curve represents an apparent
height profile from the center of a moiron to the B region. (e) Jumps of a 2H-
P upon injection of electrons. The color-coded dots mark the positions of the
molecule, which is trapped on the moiron.
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The selective confinement of molecules, clusters or atoms on specific areas of nanos-
tructured surfaces can be triggered by the absolute value of the local workfunction,
[116, 130] the strength of van der Waals interactions with the support, [114] the
magnitude of vertical dipole moments on polar substrates [23, 107] or lateral elec-
tric fields on surfaces exhibiting a corrugated electronic potential. [26, 28] In the
present case, the experimentally observed distribution of individual 2H-P molecules
on the moiron is consistent with an important role of the absolute value of the local
workfunction (compare Figures 4.6b and 5.1d). However, our DFT calculations in-
cluding vdW corrections show essentially no difference in the binding energy of 2H-P
on the local low- and high-workfunction areas corresponding to the BfccNtop (Eads=
1.93 eV) and BhcpNfcc (Eads = 1.94 eV) registries, respectively. The interaction en-
ergy of 2H-P on the large moiré cell are also rather uniform, ranging between 2.01
and 2.04 eV (See Table in Figure 5.9d). It should be noted that the latter quantity is
larger because possible relaxation of the substrate and adsorbate are not accounted
for. [151] Irrespective of the precise mechanism, the trapping or confinement, going
hand in hand with a spatial ordering of the molecules, is tentatively rationalized
with the periodic modulation of the surface potential of the BN/(Cu(111) interface.

5.4 Decoupled molecules on BN

Figure 5.2 shows dI/dV spectra along with STM images of a single molecule. A
direct comparison of spectra of 2H-P on BN (blue) with reference data of bare
BN (red), 2H-P on Ag(111) (green) and Cu(111) (black) is shown in Figure 5.2a.
The 2H-P/BN spectrum evidences pronounced resonances at -2.4 V and +1.45 V, in
striking contrast to the featureless spectrum of 2H-P in direct contact with a Ag(111)
or Cu(111) surface. The unoccupied spectral feature cannot be described by a single
peak, but exhibits some fine structure. [The apparent fine structure of the LUMO
resonance is influenced by the termination of the STM tip, as seen when comparing
Figures 5.2a, 5.3 and 5.8a. The latter evidences a series of side peaks, reminiscent
of vibrational excitations detected for molecules adsorbed on insulating layers (see
Figure 5.3)] Consequently, we use the slope to define the apparent gap between the
resonances, which amounts to about 3.5 V (dotted line in Figure 5,2a). Clearly,
the electronic contributions in the 2H-P gap are dominated by the BN/Cu(111)
substrate, which accounts for an electronic interface state (red spectrum). [37] The
effective decoupling of the 2H-P from the electron-rich metal by the BN is supported
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by a negative differential resistance (NDR) regime trailing the unoccupied 2H-P
resonance. [152]

As expected from these scanning tunneling spectroscopy data, STM images of 2H-
P/BN/Cu(111) show a pronounced bias dependent intramolecular contrast (Figure
5.2b). In the gap, the molecule appears as featureless square representing the ge-
ometric outline of 2H-P. At the energies of the resonances, the appearance of the
molecule is considerably modified. The STM image representing the occupied state
is dominated by four bright protrusions, for the unoccupied resonance a two-fold
symmetry prevails. This contrast is in excellent agreement with calculated charge
density plots of the highest occupied (HOMO) and lowest unoccupied (LUMO)
molecular orbital of an isolated 2H-P molecule. Figure 5.2b compares the STM
images (top panel) with the HOMO and LUMO obtained from DFT calculations
of an isolated 2H-P molecule (middle panel) and the corresponding constant charge
density contours based on EHT simulations (bottom panel). [153] Based on the
close resemblance, the resonances identified in the 2H-P spectrum on BN can be
assigned to the HOMO and LUMO orbital, respectively.

Our DFT calculations yield a value of 1.93 eV for the electronic gap of isolated
porphine, a quantity typically underestimated by GGA methods. Indeed, recent
theoretical studies focusing on a precise determination of electronic and optical gaps
in organic materials report a HOMO-LUMO gap in isolated porphine of 5.0 eV or
5.2 eV and emphasize the strong excitonic effects in optical spectra. [154, 155] Our
experimentally determined electronic gap (3.85 eV peak to peak, 3.5 eV apparent
gap) is still considerably smaller than these values, evidencing some interaction of
the porphine with its support. Indeed, the binding energy of the HOMO relative
to the vacuum level (~6.4 eV) is smaller than the ionization potential of 6.9 eV
determined for gas phase 2H-P. [156] [The binding energy of the HOMO relative to
the vacuum level is estimated by adding the binding energy of the HOMO relative
to the Fermi level (2.4 eV) to the average workfunction of BN/Cu(111) (~4 eV)].
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Figure 5.2: Electronic characterization of 2H-Ps on BN/Cu(111). (a) Compar-
ative dI/dV spectra recorded on BN/Cu(111) (red), on the center of 2H-P on
Ag(111) (green), Cu(111) (black) and BN/Cu(111) (blue), respectively. While
contributions from the surface- and interface states are observed near the Fermi
energy (Sample Bias = 0) in all spectra, only the spectrum representing 2H-
P/BN/Cu(111) shows pronounced resonances at -2.4 and 1.45 V separated by a
gap. The dashed line marks the apparent electronic gap of ≈ 3.5 V. The NDR
region highlighted in blue (see arrow) confirms a reduced electronic coupling of
2H-P to Cu. (b) The top panel represents the bias dependent appearance of 2H-
P/BN in experimental constant current STM images, recorded in the gap or at
the positions of the (un)occupied resonances (HOMO: Vb = -2.45 V, I = 100 pA,
gap: Vb = 1 V, I = 30 pA, LUMO: Vb = 1.25 V, I = 30 pA). The STM im-
ages are well reproduced by constant charge density contours based on extended
Hückel simulations (bottom panel), reflecting the HOMO and LUMO orbitals as
calculated by density functional theory (DFT, middle panel). A gaussian blurring
was applied to mimic the finite resolution in the STM experiment. See text for
discussion.
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Figure 5.3: dI/dV spectrum (blue) recorded on 2H-P/BN/Cu(111). Comparing
several data sets (see Figures 5.2a and 5.8a) reveals a variety of fine structures for
the LUMO resonance, which we tentatively assign to different configurations of the
STM tip. It is important to note that this does not affect the conclusions about the
spatial dependence of the level alignment and the electronic gap. We attribute
the side peaks and shoulders to vibrational features, [157] well established for
molecular adsorbates on insulating layers, rather than to an energetic splitting of
the LUMO and LUMO+1 orbitals. The second derivative of the I/V signal (green
curve) reveals separations of the side peaks from 100 to 130 mV, well within the
range of vibrational modes documented for porphines. [158]

Figure 5.4: Tautomerization in 2H-P/BN/Cu(111). The inner protons can be
transferred between two pairs of opposing nitrogens. The position of the cen-
tral hydrogen pair is reflected in the orientation of the LUMO orbital, i.e. a
switching of the protons induces a rotation of the LUMO symmetry by 90°. In-
deed, our STM data of 2H-P/BN/Cu(111) recorded at an energy corresponding
to the LUMO resonance evidence such switching events (compare (a) and (b).
It should be pointed out that a 90° rotation of the 2H-P molecule as origin of
the changed LUMO symmetry can be excluded due to symmetry reasons and the
observation of the switching in agglomerates (Vb = 1.25 V, I = 30 pA).
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All free-base porphyrin systems 2H-P contain two hydrogens in the interior of the
tetrapyrrole macrocycle, which can undergo a tautomerization process. [159] Our
STM data of 2H-P/BN/Cu(111) indeed show the tautomerization switching, re-
flected in a 90° rotation of the LUMO symmetry, [133] thus corroborating the reso-
lution of the LUMO (see Figure 5.4).

5.5 Morphology of island growth on BN

With increasing molecular coverage, the average size of the 2H-P aggregates con-
fined to the moirons increases. Figure 5.5a shows a highly ordered array of 2H-P
islands at a coverage of about 0.4 monolayers (ML) on a BN/Cu(111) domain char-
acterized by a superstructure periodicity of 7 nm. [The monolayer is defined as the
entire surface coverage by the Kagomé network (see Figure 5.7g)] The templating
effect of the BN/Cu(111) substrate is clearly discernible and is also reflected in the
fast Fourier transform (FFT) of the image (Figure 5.5b). The sharp hexagonal pat-
tern at the center represents the inter-island distances. Remarkably, each moiron
hosts an extended, self-assembled 2H-P island. An inspection of the islands’ shapes
and sizes reveals repeating morphologies including a prominent hexagonal assembly
formed by eighteen molecules exposing a central vacancy (examples are marked by
colored hexagons in Figure 5.5a). Indeed, the island-size distribution plot based
on the analysis of 160 moirons (>2200 molecules), normalized according to scaling
theory, shows a clear preference for eighteen-molecule clusters (see Figure 5.5d).
Here, NS describes the island density, θ the coverage, S (< S >) is the (average)
number of molecules per island. [130, 160] The strong contribution for a normalized
island size S/ < S >= 1.3 represents the eighteen-molecule clusters, corresponding
nearly exclusively to the porous hexagonal assemblies. The red solid line shows the
calculated size distribution from scaling theory for random nucleation (i = 1) on
an isotropic substrate. [130, 160] Clearly, the experimental distribution is narrower,
i.e., has a higher size uniformity thus confirming the templating effect of the elec-
tronic BN/Cu(111) superstructure. Assuming a perfect confinement of deposited
2H-P molecules on the moiron cells, a binomial distribution of the island sizes is
expected. [130] The cyan curve in Figure 5.5d bases on the binomial distribution
Pk =

(
n
k

)
pkqn−k relying on the experimental parameters (p = θ = 0.4 is the cov-

erage, q = 1 − θ, k, is the island size and n = 33 is the number of molecules in
a super-cell (white rhombus in Figure 5.5a)). The agreement with the experimen-
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tal size distribution is reasonable, notably concerning the width. The calculated
standard deviation σ = (q/np)1/2 of 0.21 compares well with values reported for
templated, self-organized growth. [130] However, the binomial distribution natu-
rally fails completely in describing the preference for the eighteen-molecule cluster.
To rationalize the abundance of these porous hexagon-shaped assemblies, all the
observed island sizes and shapes where analyzed regarding two features: First, the
average number of nearest neighbors per molecule in an island and second the num-
ber of peripheral molecules interacting with only two neighbors, thus representing
an “open shell” structure. In comparison to the porous assemblies formed by 15, 16
and 19 molecules, the porous hexagon includes no peripheral molecules and features
the highest average number of nearest neighbors, making it the favored configura-
tion. As discernible in Figure 5.5, the eighteen-molecule clusters are chiral, i.e., two
mirror symmetric assemblies are observed on the surface (examples are marked by
the green and red hexagon, respectively). Figure 5.5b (right side) shows a structural
model of one of the two chiral assemblies (green hexagon). Indeed, their existence
is also revealed in the FFT. Twelve diffuse spots are detected at larger k values
reflecting the inter-molecular distance (highlighted by circles in Figure 5.5b, FFT
image). From the hexagonal packing within one island, only six spots are expected.
The twelve spots emerge from the coexistence of the two chiralities, which are due
to the two equivalent possibilities to arrange two aligned 2H-P molecules relative
to each other. Figure 5.5c shows a zoom in on a mirror symmetric chiral pair of
hexagonal assemblies, marked by red and green borders.

It should be pointed out that the above analysis represents one specific BN/Cu(111)
domain. Nevertheless, the conclusions about the templating function are generally
valid for all superstructure periodicities and moiron sizes observed (see for example
Figure 5.1 and Figure 5.7). Interestingly, the central vacancy, having a footprint
of one 2H-P molecule, is not a common feature of all moirons: Some assemblies
are dense-packed and larger moirons can host aggregates with several individual off-
center vacancies (see Figure 5.6a). Although we cannot clarify in detail the driving
force for the vacancy formation, the porous hexagonal units are the building blocks
for extended 2H-P islands prevailing at higher coverage (vide infra).
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Figure 5.5: Templating functionality of BN/Cu(111) and island morphology. (a)
STM image revealing the formation of extended self-assembled 2H-P islands at
intermediate coverage confined on the moirons (Vb = 1.0 V, I = 48 pA). The
most abundant assemblies, hexagonal eighteen-molecule islands featuring a cen-
tral cavity, are marked by the green and red hexagons. (b) FFT image to highlight
the structural order in (a). The six inner spots (red) reflect the order of the ar-
ray, i.e. the arrangement of the assemblies. The twelve outer spots (highlighted
by yellow circles) represent the order within the assemblies, i.e. the arrange-
ment of the molecules and the chirality (see text for details). A model of one
of the chiral hexagons (green) is shown in the right panel. (c) A zoomed and
rotated segment from (a, blue rectangle) exhibits the mirror symmetric pair of
chiral hexagonal assemblies (red and green). (d) Normalized island-size distri-
bution plot for a coverage corresponding to a), clearly showing the dominance
of the eighteen-molecule assemblies (corresponding to S/<S> = 1.3, see text for
discussion). The experimental distribution is clearly narrower than the red ran-
dom nucleation curve, confirming the templating functionality of the electronic
superstructure of the BN/Cu(111) interface. The cyan curve shows a binomial
distribution representing perfect confinement. (e) Formation of arrays of TCNQ
aggregates on BN/Cu(111) after room temperature deposition (Vb = 1.6 V, I = 21
pA). The right panel shows the molecular arrangement within one specific island
and a structural model of TCNQ (Vb = 0.3 V, I = 33 pA). The solid lines (cyan)
highlight the different coexisting TCNQ orientations and the relative molecular
positions.
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The potential of BN/Cu(111) as a template is also evident for a structurally and elec-
tronically distinctly different adsorbate, namely TCNQ. Figure 5.5e evidences the
formation of arrays of TCNQ assemblies after room temperature deposition, anal-
ogous to the 2H-P situation. STM images of individual islands (e.g. Figure 5.5e,
right panel) reveal the packing scheme of these aggregates, reminiscent of nitronaph-
thalene supermolecules reported on a reconstructed Au surface. [161] Judging from
the molecular dimensions, the average planes of the TCNQ units adsorb parallel
to the surface. Distinct molecular orientations differing by 30°, 60° or 90° coexist,
representing specific inter-molecular coupling motifs exhibiting a nearest neighbor
separation of ≈ 8 Å, with a minimal N. . . H distance of 3 Å. A simultaneous ex-
pression of orthogonal (90°) and side-by-side (0°) arrangements was observed for
TCNQ/Cu(111), [162] while parallel (0°), but offset TCNQ alignments are reported
on other coinage metal surfaces. [163–165] These homogeneous metal substrates
however never supported the organized growth of TCNQ arrays, but yield extended
islands at submonolayer coverage. A templated TCNQ growth was achieved on
graphene/Ru(0001), where the close match between moiron extension and molecu-
lar size results in individual TCNQ units at low coverage. [25]

Figure 5.6: Growth of 2H-P islands on BN/Cu(111). (a) BN domain exhibiting
a large moiré periodicity of ≈ 12 nm hosts extended 2H-P islands incorporating
multiple vacancies in off-center positions, but also dense-packed assemblies (Vb =
1 V, I = 48 pA). (b) Overriding of the templating effect at high coverage. The
phase transition from ordered array growth to extended island assemblies occurs
around 0.4 ML for the presented superstructure. At the selected voltage (Vb =
1.033 V), the Moirons are clearly visualized also within the extended 2H-P island.

At coverages exceeding ≈ 0.4ML, the 2H-Ps start to form extended highly regular
porous networks with a rhombic unit cell (side length of 3.2 nm) including six
molecules (Figure 5.7g, yellow rhombus). The hexagonal eighteen-molecule cluster

66



5.6 Spatial modulation of molecular orbitals

abundant at intermediate coverage is observed as repetitive motif in the porous
network (green hexagon) thus demonstrating some hierarchy in the assembly. A close
inspection of the extended assemblies reveals their chiral Kagomé-type structure
(highlighted in cyan in Figure 5.7g). [166] A similar structure was reported for
phthalocyanines on a graphene-based moiré pattern. [137] Obviously, the templating
effect of the BN superstructure can be overridden provided the number of molecules
is large enough. This is neatly apparent in Figures 5.6b and 5.7a showing phase
boundaries between the confined assemblies and the extended network.

Figure 5.7: Bias and position dependent appearance of 2H-P on BN/Cu(111). (a-f)
STM image sequence recorded with increasing bias voltage. The area represented
shows the coexistence of an extended network with the ordered island phase (I
= 30 pA, identical color scale). The modified appearance with increasing bias
is assigned to electron transport via the LUMO. The lateral contrast variation is
induced by the corrugated surface potential of the BN/Cu(111) interface (see text
for discussion). (g) Extended porous 2H-P Kagomé network on BN/Cu(111) at
high coverage (Vb = 1.0 V, I = 50 pA). Here, the templating effect is overridden.
The assembly includes the hexagonal eighteen-molecule motif (green hexagon,
compare Figure 5.5) and is characterized by a rhombic unit cell (highlighted in
yellow).

5.6 Spatial modulation of molecular orbitals

In Figure 5.7a-f, an image sequence recorded with increasing positive sample bias
voltage (representing unoccupied electronic states) is shown. Clearly, the appearance
of the 2H-P depends both on the applied voltage and the lateral position. At 0.9
V, all molecules appear with an identical contrast. At 1.05 V, the 2H-Ps near
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the center of the moirons exhibit an increased apparent height. Here, the position
of the moirons or H areas in the extended network is deduced from the positions
of the individual islands. While increasing the bias between 0.9 to 1.65 V, this
brighter appearance of the molecules gradually spreads outwards, i.e. radially away
from the moiron centers (Figures 5.7a-f). At 1.65 V all 2H-Ps appear with an
identical contrast again, which however is different from the situation at 0.9 V.
To clarify this position- and bias-dependent contrast, dI/dV spectra were recorded
above the center of porphines located at characteristic spots of the BN/Cu(111)
superstructure. Figure 5.8a compares spectra on the center of the “hill” (blue), “in-
between” (green) and the “bridge” (red), which show significant shifts of the HOMO
and LUMO resonances. Importantly, the LUMO related peak of the molecules on
the “hills” is shifted by about 300 mV to lower energy as compared to the “bridge”,
while the spectral shape is conserved. This explains the spatial-energy variation in
appearance of the 2H-P molecules: First, the increased apparent height is assigned
to tunneling into the LUMO of the 2H-Ps. Second, the radial increase in brightness
with increasing bias voltage is explained by the upshift of the LUMO resonance with
increasing distance from the center of the moiron.

We attribute these LUMO shifts to the smooth spatial modulation of the local sur-
face potential of the electronic BN/Cu(111) superstructure (compare Figure 4.6b),
where we observed an energy variation in the field emission resonances of about
300 meV between the H and V or B areas, with the lowest local workfunction on
the moirons. The mechanism behind the energy shifts is consistent with a vacuum
level alignment of the LUMO, as sketched in the diagrams reproduced in Figure 5.8c
representing the energy level alignment for the B (red) and H (blue) positions. The
LUMO energy is given by the electron affinity (EA) relative to the vacuum level of
the sample, which is defined by the local workfunction. Assuming EA to be constant,
the reduced local workfunction on the moirons (ΦH, blue) shifts the LUMO closer to
the Fermi level, i.e., electrons can tunnel into the LUMO at lower bias voltages as
compared to the V situation (ΦB, red). This vacuum level alignment of molecular
orbitals is consistent with an efficient electronic decoupling of the 2H-P from the
metal support. Nevertheless, the voltage drop across the BN spacer-layer does not
drastically affect the level alignment. A variation of the tip-sample distance by 2
Å shifts the LUMO resonance by less than 50 mV, which is much smaller than the
value of 300 mV reported above. A very recent study addressing phthalocyanines
on a graphene/BN support also reports varying energies of molecular orbitals and
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assigns this effect to an spatially dependent electronic doping of the molecules. [167]
For 2H-P/BN, we do not consider relevant charge transfer to/from the molecules as
the 2H-P frontier orbitals do not contribute significantly to the density of states at
the Fermi level (see Figure 5.2).

Figure 5.8: Position-dependent energy level alignment of 2H-P on BN/Cu(111).
(a) dI/dV spectra recorded above the center of porphines positioned on char-
acteristics sites of the superstructure: Center of the moiron (blue marker and
spectrum), rim of the moiron (green marker and spectrum), and B area (red
marker and spectrum).The energy of the LUMO varies by about 300 mV between
the H and V positions. (b) Change of the HOMO-LUMO gap of 2H-P for different
positions on the superstructure (see text for discussion). (c-d) Models sketching
the tip-sample interface for the high (c, H) and the low local workfunction areas
(d, V, B). A vacuum level alignment of the LUMO combined with a constant
electron affinity EA brings the LUMO energy on the moiron closer to the Fermi
level and thus explains the observed shifts in the dI/dV spectra as well as the
spatially inhomogeneous contrast in STM images recorded between 1 and 1.4 V
(compare Figure 5.7). (See text for further discussion).
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The spatially dependent energy shift is also reflected in the HOMO resonance, which
appears as a distinct step-like feature in the negative sample bias regime (Figure
5.8a). It shows the same trend as the LUMO. However, the HOMO-LUMO gap
varies depending on the 2H-P position on the superstructure. The molecules have
the smallest gap on the “hills” and the largest on the “valleys”. Figure 5.8b evidences
a linear dependence of the HOMO-LUMO gap on the LUMO position and the lateral
position, respectively. Thus, a rigid band shift due to a vacuum level alignment does
not precisely describe the real situation, despite being a reasonable approximation.
We tentatively assign the variation of the gap to subtle modulations of the molecule-
substrate interactions, i.e., to screening effects. [168, 169] Compared to the high local
workfunction areas, the low local workfunction regions (H) facilitate an electronic
interaction with the underlying metal and thus enhance the screening, which is
reflected in a reduced HOMO-LUMO gap. Indeed, the confinement of 2H-P on the
moirons at low and intermediate coverage, evidencing an increased interaction with
the support, is consistent with this interpretation.

5.7 Theoretical calculations of 2H-P on BN

The electronic structure of 2H-P on various positions across the moiré cell as ob-
tained from DFT calculations shows a similar behavior. We have previously demon-
strated that the spatial variation of the local workfunction can be rationalized with
the modulation of the adsorption registry of BN on Cu(111). [170] Here we placed
the molecule on 6 positions along the diagonal of the moiré cell where the electronic
corrugation is strongest (Figure 5.9a). We plot the pz density of states, projected
on the C and N atoms at each of these positions (Figure 5.9b) to elucidate the local
variation of the electronic structure. The positions of the HOMO and LUMO are
modulated depending on the placement of the adsorbate. In particular, at point I
(“hill” H) the orbitals are shifted to the lowest and at point IV (“valley” V) to the
highest energies. The overall spread of the orbital energies amounts to 100 meV, no-
ticeably smaller than what is observed in the STS. Looking at the LUMO positions
(projected onto C atoms) more closely (Figure 5.9c), it becomes evident that the
orbital energies are strongly linked to the surface electrostatic potential (ESP), and
thus to the local workfunction at the height of the porphine molecule. The LUMO
position closely follows the variation in the ESP, where 2H-P in positions with a low
ESP shows a LUMO peak at lower energies, while high ESP causes an upshift of the
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LUMO. Qualitatively, the DFT results reproduce the LUMO shifts measured with
STS (see Figure 5.9a), while the overall variation is smaller by a factor ~3. This is
consistent with the underestimated magnitude of the electronic corrugation. Also
spatially the calculations agree well with the points sampled by STS, finding the
lowest LUMO for the H area and an increase as one moves away from the hill.

Figure 5.9: DFT investigation of porphine at several adsorption sites on the
BN/Cu(111) moiré.DFT investigation of porphine at several adsorption sites on
the BN/Cu(111) moiré. (a) Location of six adsorption positions where the 2H-P
molecule was placed, superimposed on a map of the local workfunction (in eV)
at the approximate height of the 2H-P molecule (3.3 Å above BN surface). (b)
Projected density of states (pz) of porphine-C (top) and porphine-N (bottom)
atoms with 2H-P placed at various positions as indicated in (a). The PDOS of
2H-P in vacuum is plotted for comparison (curve "P"). Insets show zooms of the
framed HOMO regions, scale bar indicates 100 meV. (c) Local workfunction (eV,
line) across the diagonal of the moiré cell and positions of the LUMO maximum
(eV, points) for six positions along this diagonal. (d) Interaction energy between
molecule and substrate at the various locations of the BN/Cu(111) superstructure.
[171]
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5.8 Experimental procedures and theoretical
methods

The BN spacer-layer was prepared by chemical vapor deposition (CVD) of borazine
(HBNH)3 following a protocol described in detail in previous chapters and reports.
[37, 54, 55] The 2H-P (Frontier Scientific, purity > 95%) and TCNQ (Aldrich,
purified by the Ruben group at Karlsruhe Institute of Technology) molecules were
deposited using organic molecular beam epitaxy (OMBE) from a quartz container
held at 470 K or 390 K, respectively. During deposition the BN/Cu/(111) substrate
was usually kept at room temperature. All STM images were recorded in constant
current mode and the differential conductance (dI/dV ) spectra or scanning tunneling
spectra were taken using a lock-in amplifier (f = 969 Hz, ΔVrms = 18 mV). The
feedback loop was closed for the field emission resonance measurements. [37] The
FFT and the STM images were processed using the WSxM software. [120]

Complementary DFT calculations were carried out in order to increase our under-
standing of the system. Our approach uses the Gaussian plane wave formalism
as available in the QuickStep module in the CP2K package [122] and a computa-
tional set-up that we have described in previous work. [37, 151, 170] Double-Zeta
MOLOPT basis sets [125] were used for all elements, with a plane-wave cutoff of
500 Ry for the electron density. The revPBE [123] exchange-correlation functional
was used together with the DFT-D3 dispersion correction. [124] Projected Density
of States (PDOS) curves are smoothed with a Gaussian convolution with a width of
0.05 eV for better readability and comparability. Using this set-up the HOMO and
LUMO of an isolated 2H-P molecule were calculated and are presented in Figure
5.9b. The appearance and qualitative features of the orbitals are robust to changes
of the exchange-correlation functional and variations of the geometry. The plots
were generated using the VisIt suite, version 2.6.2. [172] Two complementary ap-
proaches were used to model the adsorption system. Firstly, porphine was placed
atop commensurate BN/Cu(111), with the monolayer in different registries [151]
(NtopBfcc, NfccBhcp) in order to model the different environments of the moiré layer
[170] Subsequently full geometry optimizations of these systems were carried out.
Secondly, to probe the properties of porphine on a large moiré cell we used a 24x24
rotated BN layer on a 23x23x4 Cu(111) slab, as presented previously. [82] The por-
phine was placed at the "optimal" height determined from the geometry relaxation
on various lateral positions on above the monolayer (Figure 5.9) and energy calcu-
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lations were carried out. In all but two instances, the residual average force on the
porphine molecule was smaller than 10-4 Ha/Bohr. Where this was not the case,
the vertical distance of the porphine was rigidly adjusted by at most 0.1 Å until the
forces were below that threshold. Due to the prohibitive computational cost of full
geometry optimizations of such a large system this manual approach serves as an
acceptable substitute.

5.9 Conclusion

In conclusion, we presented a comprehensive STM/STS characterization of an archety-
pal porphyrin compound on an electronically nanostructured BN/Cu(111) support.
As corroborated by complementary DFT modeling, the ultrathin BN spacer-layer
introduces manifold new prospects as compared to conventional adsorption on metal
supports. A reduced electronic coupling of 2H-P to metallic states is evidenced by
the opening of an electronic gap, the resolution of frontier orbitals in STS and STM,
enabling the visualization of the tautomerization-induced LUMO-switching, and the
electronic level alignment. Coverage dependent studies show a trapping and order-
ing of 2H-P on the low local workfunction regions of BN/Cu(111). At intermediate
coverage, this templating effect induces the unprecedented organized growth of or-
dered arrays of molecular assemblies, both for 2H-P and distinctly different TCNQ
adsorbates. At elevated porphine coverage, extended porous chiral Kagomé net-
works are formed. Importantly, the lateral modulation of the surface potential at
the BN/Cu(111) interface induces a periodic, spatial modulation of the energy of
2H-P frontier orbitals. This opens up the opportunity to steer the level alignment
and to tune the electronic gap of surface anchored functional molecules. Thus, as
exemplified by the 2H-P/BN/Cu(111) model system, the electronically corrugated
BN/Cu(111) substrate introduces a fascinating potential landscape, making it a
unique template to position adsorbates or fabricate functional nanostructures.
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6 Two-Level Spatial Modulation
of Vibronic Conductance in
Conjugated Oligophenylenes on
Boron Nitride

Intramolecular current-induced vibronic excitations are reported here in highly or-
dered monolayers of quaterphenylene dicarbonitriles on an electronically patterned
Boron nitride BN/Cu(111) platform. A first level of spatially modulated conduc-
tance at the nm-scale is induced by the substrate. Moreover, a second level of
conductance variations at the molecular level is found. Low temperature scanning
tunneling microscopy studies in conjunction with molecular dynamics calculations
reveal collective amplification of the molecule’s inter-phenylene torsion angles in
the monolayer. Librational modes influencing these torsion angles are identified as
initial excitations during vibronic conductance. Density functional theory is used
to map phenylene breathing modes and other vibrational excitations which are sug-
gested to be at the origin of the sub-molecular topographical features during vibronic
conductance.

6.1 Introduction

Nanoscience endeavors to unravel emerging properties and to control matter at the
atomic scale. In the context of (supra)molecular engineering on surfaces, [7, 173] the
focus has been to study and use atoms and functional molecules to design nanos-
tructures suitable for technological applications. [174] Thus, a crucial step towards
molecular-level device elements is the control over the molecular assembly’s pho-
tonic, phononic, electronic, magnetic properties and combinations thereof. With
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the advent of surface-confined molecular wires such as graphene nanoribbons, [175]
polyphenylenes [176] and polyfluorenes, [177] the challenge is to establish functional
properties in well-defined nanoscale environments. By employing spacer-layers like
alkali halides, [21, 178, 179] oxides, [132, 180] or boron nitride, [37, 56, 66, 171]
adsorbate−substrate electronic coupling can be controlled. For instance, we have
previously described BN grown epitaxially on Cu(111) where the sp2sheet is topo-
graphically planar but simultaneously presents a continuous spatial local workfunc-
tion modulation, [37] featuring distinct moiré patterns (with electronic “hills” and
“valleys”).

By-design interfaces make it possible to investigate isolated electromagnetic molec-
ular perturbations, such as electron− phonon coupling [181–185] and polarons.
[186–188] Thus, tunneling spectroscopy of single molecules on insulating layers has
emerged as a powerful method for investigating current-induced vibronic, [157, 189,
190] and even rotational [191, 192] excitations down to the sub-molecular level. How-
ever, systematic studies in molecular films of organic semiconductors have not been
reported though being critical for the optimization of transport [193] and energy har-
vesting. [194, 195] The study of organic semiconductors on electronically corrugated
substrates might grant access to new strategies in lithography-free nanopatterning
of (spin-)electronic properties as means to in situ fabrication of complex organic
machinery and devices.

Here we explore the subtle interplay of 2D self-assembly, vibrational and electronic
properties, notably including nanoscopic evidence for current-induced librational ex-
citations, with exemplary quaterphenylene dicarbonitrile (QD) layers on an electron-
ically corrugated BN/Cu(111) platform. Librations, or swaying motions, originate
mainly from hindered rotational modes. These modes contribute to [196] and often
stand synonymously [197, 198] for interphenylene torsion modes when polypheny-
lene species are considered (see the schematics in Figure 6.1). Control over inter-
molecular torsions in conjugated polymers is crucial for current organic technology.
[199, 200] Regarding interfacial systems, librational motions have been invoked for
hydrogen-bonded water layers [201] that were assessed by molecular dynamics sim-
ulations of two-dimensional networks on mica. [202] They are also important in
Raman-spectroscopy investigations of adsorbed organic layers [203] and more re-
cently were probed in the methyl-Si(111) adlayer system by helium atom scattering.
[204] Moreover, frustrated molecular rotations induced by inelastic tunneling have
been associated with librations and analyzed at the single-molecule level. [205]
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Following the deposition of QD on BN/Cu(111), our STM studies reveal a densely
packed chevron assembly featuring a zigzag motif due to alternating torsions of the
phenylene rings, as confirmed by molecular dynamics (MD) simulations. The low-
temperature tunneling conductance is found to vary at two different spatial length
scales. First, due to the electronic corrugation of the BN/Cu(111) support, [37]
the signature associated with the lowest unoccupied molecular orbital (LUMO) in
the molecular layer, is modulated at the nm-scale. Second, we find molecular scale
variations of the conductance, which can be rationalized with the calculated DFT
dipoleweighted normal-mode vibrational spectrum. Our studies notably signal that
current-induced vibronic excitations [157, 189, 190] can be strongly localized at the
intramolecular level. Therefore, our platform featuring two-level spatial modulation
of conductance represents a unique scaffold offering modulation of both nanoscopic
and sub-molecular charge transport.

6.2 Assembly of QDs on BN spacer-layer

The employed molecular species QD (NC-Ph4-CN; Figure 6.1a) belongs to the class
of para-substituted oligophenylenes. Originally intended for exploring interfacial
metal-directed assembly, [16] their suitability for purely organic organized thin films
became manifest. Systematic investigations revealed that QD supramolecular layers
are well ordered, featuring large, regular domains on, for example, Ag(111) [166, 206]
in contrast to their non-substituted phenylene counterparts. [207] Figure 6.1b,c show
high-resolution low-temperature STM images of the self-assembled pattern found
upon evaporating a (sub)monolayer of QDs on BN/Cu(111). Structurally different
from the rhombic packing on Ag(111), [166, 206] the present assembly features highly
regular ordering, with a coverage-independent chevron structure. A close inspection
of the high-resolution STM image reveals that every other row along unit cell’s vec-
tor b in the assembly is not equivalent and two distinctive molecular units exist.
Whereas the first species appears straight (black line in Figure 6.1b,c), the second
molecule exhibits a zigzag shape (blue arrows, Figure 6.1b,c), with each (blue) cen-
tral arrow segment corresponding to a biphenylene’s diagonal. This observation in
conjunction with comparative studies (see Figure 6.2) suggest that the zigzag shape
arises from larger interphenylene torsion (IPT) angles between phenylene rings in
every second QD molecular row.
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Figure 6.1: Molecular self-assembly of QD on BN/Cu(111) investigated by STM
and MD.Molecular self-assembly of QD on BN/Cu(111) investigated by STM
and MD. (a) Structural formula of QD showing phenylene libration (arrow) and
interphenylene torsion angle (Φ). (b) DFT optimized molecular models showing
two stationary states with different interphenylene torsion angles (Φ). (c) STM
image of QDs at the BN/Cu(111) interface at 8 K. Unit cell a = 14.2 ± 0.2 Å, b =
19.9 ± 0.5 Å, (a, b) = 88°. (Vb = 1.0 V, I = 40 pA). (d) Isosurface rendering of the
molecular orbitals from AM1 calculations of a QD monolayer obtained after 20 ns
MD simulations (MMFF force field) at 300 K followed by a fast 5 ns quenching
to 10 K. Unit cell parameters a = 14.110 Å, b = 20.500 Å, (a, b) = 90°. (e)
Interphenylene axial chirality: Two zigzag enantiomers are not superposable with
3D symmetry operations when keeping the torsion angles fixed.

The observed QD’s zigzag shape can be reproduced by preparing 200 × 100 nm2

QD monolayer at 300 K through nanosecond-long MD simulations followed by fast
quenching to 10 K at rates of 5 K ps−1. The simulations make use of the MMFF46
force field and an underlying substrate consisting of a BN layer mimic (see section
6.5, Experimental Procedures). Quantitatively reproducing the zigzag shape follows
by rendering the isosurfaces of the AM1 molecular orbitals coefficients at z = 4
Å from the BN layer. Figure 6.1d depicts the rendering of a monolayer section
from the MD simulation. In contrast to the experiment, every other molecular row
in the simulation has the same IPT angle amounting to 39 ± 2°. As such, only
zigzag molecular shapes are observed in the MD simulation. Similar IPT angles
were already reported for molecules with six− phenylene backbone (NC-Ph6-CN)
in multilayer films. [206]The present joint MD and STM insights point toward
IPT angles alternating between lower (straight species) and close to 40° (zigzag
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species) within every other row. We tentatively assign the homogeneous phase
in the MD simulations to small-ensemble energy differences whereby epitaxy or
entropical contributions breaking the IPT inter-row symmetry are not reproduced
by the model. It is important to note that alignment of only one zigzag enantiomer
(see Figure 6.1e) along the unit cell vectors is found within a few nanoseconds of
MD simulations (from an initially prepared fully planar QDs highly ordered layer
see Figure 6.2). In other words, in the MD simulations, every QD and, thus, the
assembly acquires axial chirality since IPT angles are frozen and not free to vary
(librate) at low temperatures without external excitations. Because the MD reveals
that each close-packed zigzag structure transfers and amplifies its IPT angles to
every neighbor across the monolayer, this constitutes the first experimental and MD
example of amplification of axial chirality, adding a novel feature to interfacial chiral
organizations.

Additionally, the BN/Cu(111) substrate with its surface potential modulation was
shown to have templating effect on free-base porphine molecules. [171] However, the
QDs are found not to be confined on the moiré hills of the BN substrate, regardless
of the coverage applied. This can be empirically associated to the fact that the inter-
molecular interaction between QDs [208] is greater than the molecular interaction
with the BN substrate modulation. [37, 171] For molecules like QDs, the binding
energy between a terminal carbonitrile and the phenylene rings of adjacent molecules
are shown to be around 220 meV. [208, 209] In an assembly, the QDs interact
at both ends to adjacent molecules, thereby doubling the binding energy. Thus
the inter-molecular attractive interaction is dominant in comparison to trapping
effects of the electronically modulated BN substrate: the molecules favor long-range
untemplated assembly. On a metal substrate, due to significant adsorption energy
increase the molecules adhere to a planar adsorption registry. This is manifested
for linear polyphenylene dicarbonitriles (NC-Phn-CN; n = 3,4,5. . . ..) on Ag(111)
through planar interaction of the phenylene rings with the substrate plane. This
was confirmed by previous experimental studies for sub-monolayer coverages where
it was shown that on Ag(111), NC-Ph3-CNs lie flat on the surface, and for the QD
a IPT angle of less than 10° between the phenylene rings and the substrate plane
has been suggested. [166, 206]
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Figure 6.2: Comparison of initial crystalline monolayer preparation before and af-
ter MD simulations.Comparison of initial crystalline monolayer preparation before
and after MD simulations. Constructed 270-QDs molecular crystal using unit cell
parameters a = 14.11 Å b = 20.5 Å (a,b) = 90°. The unit cell of the underlying
BN monolayer amounts to a = 2.54 Å, (a,b) = 120°. Image of the QD crystal
obtained after 20 ns molecular dynamics simulations at 300 K followed by fast 5
ns quenching to 10 K. Every second molecule is shaded for clarity. [210]

Furthermore, the flat adsorption preference on a metal substrate is also supported
by previous theoretical studies where a benzene ring (consider it a single pheny-
lene ring) is shown to have nearly twice the adsorption energy on noble metals (Au
and Ag) substrates [211, 212] as compared to graphene. [213] This is relevant to
our BN substrate, as graphene is reported to have similar adsorption energies to
BN. [214] Besides these pertaining experimental and energetic considerations, the
unit cell in Figure 6.1 in the main text cannot accommodate flat-on molecules, as
modeled in Figure 6.2. The flat-on monolayer in Figure 6.2 shows that planar QDs
are highly sterically hindered with H-H distances between neighbor molecules of 1.4
Å. In order to lie flat with a flat conformation featuring neighbor H-H distances
of at least 3 Å, the unit cell should increase by more than 20%. This has been
previously suggested for longer oligophenylenes, which would lie with a planar con-
formation on top of a metal. [166] This is quite plausible because with increment in
length, phenylene-adsorption energies overrule adjacent phenylene-phenylene inter-
molecular interactions and are expected to prefer a less dense rhombic assembly
instead.
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6.3 Electronic structure and spatial modulation of
QDs on BN

Thanks to their conjugated backbone, QDs can be considered prototype oligo p-
phenylene molecular wires. [206, 215, 216] Consequently, many-body electronic ef-
fects such as electron−phonon coupling [217, 218] are expected to arise when QDs
carry electronic currents. Figure 6.3 depicts a comprehensive portrait of the con-
trast and tunneling conductance (dI/dV ) of the molecular film in response to the
bias voltage. Clearly, a spatial modulation of the conductance occurs, closely fol-
lowing changes in the BN platform’s “hills” and “valleys”, due to local workfunction
changes which we have reported recently. [37, 171] In Figure 6.3a, comparative dif-
ferential conductance spectra of the molecules residing on a Ag(111) metal surface
(yellow spectrum) and BN/Cu(111) moiré superstructure (green and blue spectra)
are reproduced. All three spectra show prominent features above the substrate’s
Fermi energy that are assigned to resonances of the molecule’s LUMO. Especially,
the dI/dV data shows that conductance through molecules on “hills” (representing
lower local workfunction areas in green Figure 6.3a,b) and molecules on “valleys”
(with higher local workfunction in blue Figure 6.3a,b) differ by almost 0.4 V. It
is important to mention that changing the tip−sample distance by ∼1 Å does not
significantly affect this on−off voltage difference; hence, modulation of the conduc-
tance is not an effect of varying tunneling barrier heights. [219] For the QDs on
Ag(111) the LUMO+1 peak (1−0) is clearly visible, exhibiting a maximum with a
0.75 eV separation from the LUMO (0−0) peak (Figure 6.3a).

In the case of the QD monolayer on BN/Cu(111), a typical polyphenylene vibronic
signature is recognized, [197, 220] where two peaks (0−0), (0−1), and one shoulder
(0−2) are found for the molecules (Figure 6.3a, green spectrum). Such current-
induced vibronic progressions [221] are associated with transient molecular charging
during sequential electron tunneling. [183, 189, 219] The vibronic intensities can be
reproduced to a first approximation with help of the adiabatic overlap of the phonon
wave functions in the neutral and charged states (i.e., Franck−Condon factors), in
analogy to optical spectroscopy, where the overlap between neutral and excited
states is considered. [222] However, unlike optical spectroscopy, the spatially re-
solved vibronic intensities in tunneling spectroscopy can be further modulated by
the tipstate, [189] the tip-molecule distance [219] and potentially by polaronic cou-
pling [186, 187] (see Figure 6.4). Thus, optical spectroscopy can help understanding
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the vibronic peak spacing, whereas a simplified model in conjunction with topolog-
ical considerations will be employed to understand the origin of the (0−0) peak.

Figure 6.3: Spatial modulation of conductance in a 2D molecular assembly. (a)
Comparison of differential conductance spectra of the molecules on Ag(111) (yel-
low), on the BN “hill” (green) and BN “valley” (blue), in (b). The LUMO of the
QDs on BN shows three vibronic peaks (0−0), (0−1), and (0−2). (b)−(e) Image
sequence of the molecular film evidencing a gradual outward spreading of bright,
brick-like features (Vb = 1.5 to 1.85 V, I = 300 pA). (f)−(g) Net-like features
appear for the QDs on BN “hills” while the molecules on the “valleys” appear
brick-like (Vb = 1.5 to 1.85 V, I = 300 pA). The STM images for energy values
denoted by roman numerals i−iv (black dots) in (a) are represented in (b), (d),
and (g).
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For flexible and librating oligophenylenes, which provoke non-adiabatic effects of spe-
cial importance in the progressions, [223] vibronic peak spacing in room-temperature
optical spectroscopy allows a qualitative interpretation of the observed low-temperature
vibronic tunneling spectroscopic features. For instance, solution optical spectra of
QD negatively charged radicals, reveal separations between the (0−0), (0−1), peaks
of ∼0.22 eV (shoulder at 19 800 and peak at 18 000 cm−1, respectively, in ref. [216]).
This value is in agreement with the conductance spectra in Figure 6.3a, showing dif-
ferences of 0.19 ± 0.02 between (0−0), (0−1), and 0.21 ± 0.02 V between (0−1),
(0−2). For the higher electronic levels, the (1−0) LUMO+1 and (0−0) LUMO
energy difference maintain a close relation (∼0.7 V) to the difference on Ag(111)
(Figure 6.3a, green spectrum). This difference is also in agreement with the TD-DFT
(LUMO)−(LUMO+1) gap of 0.6 eV (flat conformer, Figure 6.5). The (0−0) LUMO
molecular resonances on the metal (peak at 1.4 V) are substantially shifted to lower
energies (0.3 V difference) as compared to the resonances on the BN-spacer-layer
(1.7 V, green).

This can be explained by a reduction of the on-site Hubbard energy due to screening
and charge redistribution upon contact of the molecules with the metal surface.
[168] Metal screening causes the electronic gap between the two frontier orbitals
(HOMO−LUMO) to reduce. Note that the HOMO level in our experiment could
not be observed at negative biases, up to a minimum of −2.0 V. Considering the
LUMO onset energy of 1.6 V, this might indicate that the electronic gap of the
molecules exceeds 3.6 eV, a value close to the gap of 3.2 eV calculated using the
Firefly [224] package TD-DFT PBE0 [225] (for an IPT of 35° see Figure 6.5) with
a mean absolute error of 0.3 eV. [226] In BN/Cu(111), the “hill” spectrum (green,
(0−0) at 1.7 V) is shifted considerably to lower energies as compared to “valley”
spectrum (blue, (0−0) at 2.2 V).
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Figure 6.4: dI/dV spectra showing the modulation of the vibronic spectra in a
single molecule. a) Along the zigzag molecule b) along the straight molecule.
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Figure 6.5: TD-DFT gas phase energy level alignment. A straight (left) and a
zigzag (right) molecule is show. [210]

Figure 6.6: Higher resolution images with molecular models. a) Brick-like struc-
ture. Vb = 1.86 V, I = 100 pA. b) Net-like structure. Vb = 2.06 V, I = 100 pA.
Scale bar is 2 nm.
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We have previously reported [37] that the local workfunction is modulated in BN
on Cu(111). As a result, the region of lower local workfunction represented by an
electronic moiré “hill” is the first to reveal the architecture’s (0−0) LUMO feature.
Figure 6.3b−g depict the STM topography at selected points in the dI/dV spectra.
It shows the emergence and gradual expansion of bright features in the range of 1.65
to 2.1 V. The black dots (c.f. labels “i”, “ii”, “iii”, and “iv”) mark the bias used for
STM data in Figure 6.3b, d, and g. The point “i” at 1.5 V lies in the gap for molecules
on both “hills” and “valleys”; therefore, the corresponding image (Figure 6.3b) shows
the homogeneous topography of the QD film. Similarly, point “ii” represents 1.8 V
at which we observe the (0−0) peak for the “hill” spectrum only; and still the energy
gap molecular contrast for the “valley” spectrum. This corresponds to the situation
shown in Figure 6.3d which exhibits the (0−0) peak for the molecules residing over
moiré “hills”. Until this point the (0−0) peak evolves into an array of brick-like
structures and the molecules at the “valleys” are unperturbed. With increasing
bias until 2.1 V, we observe the spreading of the brick-like structure also for the
molecules on the “valleys”. At the same time, for an applied bias above 2.0 V, a
second net-like porous structure (Figure 6.6) appears in the STM topography on the
projected moiré“hills” region, at the energy of the (0−1) peak, together with the
(0−0) brick-like features for molecules at the “valleys”. This is represented together
as points “iii” and “iv” on “hill” and “valley” spectra, respectively.

6.4 Second intramolecular modulation

A striking outcome of the electronic decoupling of QDs from the substrate is the
observation of a second level with spatial conductance modulation related to the
vibronic excitations. High spatial and energy resolution is used to unravel the origin
of the observed brick-like topography features. Figure 6.7 depicts close-ups of the
STM topography at voltages in the (0−0) vibronic peak range, of 1.70 (A), 1.73
(B), 1.75 (C), and 1.80 V (D), respectively. Each brick-like feature is clearly shown
to fit to the assembly’s unit cell (red rectangles), which encompasses the area of
two molecules. The center-most position of the brick-like feature is due entirely to
one single molecule whereas the lower part appears to be composed of two excited
zigzag molecular ends strongly interacting together. It is worth mentioning that
equal vibronic signatures for every molecule in the assembly are recovered in the
net-like structure at energies in the (0−1) vibronic peak range (Figure 6.6).
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Figure 6.7: Modulation of vibronic conductance at the single-molecule level.
(a)−(d) STM images showing straightening of the molecules belonging to the
zigzag molecular rows (in yellow) a top of the moiré “hill” as a function of bias
(Vb = A, 1.7 V; B, 1.73 V; C, 1.75 V; D, 1.8 V; I = 100 pA). (e) Differential con-
ductance spectrum. Vertical lines represent normalized, nonzero normal-mode gas
phase vibrational (i.e., IR) modes from 1400 to 200 cm−1 (orange). These modes
are weighted with Gaussians to fit the experimental spectrum envelope. (f) Nor-
mal mode approximation benzonitrile deformation at 765 cm−1 (95 eV) and its
underlying real-space vibronic mapping. (g) Detail of a single-molecule vibronic
excitations during increasing energy in (a−d). (h) Modeled energy-accumulated
vibronic maps up to energies of A, 806 cm−1; B, 1008 cm−1; C, 1209 cm−1; and
D, 1612 cm−1. [210]
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Interestingly, the center-most molecule appears straight at 1.70 V bias. A detailed
inspection reveals (Figure 6.7a−d and Figure 6.8) that the row that includes the
center-most molecule consists exclusively of zigzag molecules (zigzag rows colored
in yellow). The fact that at 1.70 V the molecule near the “hill” appears straight
is assigned to a current-induced librational excitation, [197] causing molecules to
oscillate between high and low IPT angles. This points that the electrons injected
by the STM-tip effectively couple to molecular vibrations [157, 189, 190, 227] and
rotations. [191, 192, 228] Accordingly, the STM topography reflects current-induced
vibronic excitations. Thus, localized excitations can be tentatively assigned to dis-
crete, sub-molecular vibrational/librational modes when examining the topography
of a single center-most molecule belonging to the brick-like topography feature.

At 1.70 V, corresponding to energy A in the dI/dV spectrum in Figure 6.7e, one end
of the molecule appears brighter than the rest of the molecule. The center of mass of
this excitation is shifted upward and a higher conductance and brighter topography
contrast is detected upon increasing to energy B. At the same time, the opposite end
of the molecule becomes wider. At energies exceeding 1.75 V (C and D in Figure
6.7c, d) the vibronic excitations appear to couple to the lattice and a single-molecule
signature is hard to recognize as independent from the adjacent molecules. On the
one hand, vibrationally coupled vibronic excitations are known to occur in the form
of Frenkel polarons. [188] On the other, vibronically coupled excited molecules can
stem from formation of excimers [229] and other inter-molecular charge and energy
transfer effects.
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Figure 6.8: High resolution STM topography in Figure 6.7. At the “hill” of the
BN molecular film, a transition from zigzag to straight molecules (and vice versa)
is observed with increasing tunneling bias (Vb = A.1.7 V, B.1.73 V, C.1.75 V and
D.1.8 Vb, I = 100 pA), attributed to excitation of librational modes.

Despite evidence for vibronic excitations being strongly anharmonic, the normal-
mode approximation (NMA) can be used to compute the gas phase vibrational
spectrum in order to shed light into the possible origin of localized current-induced
vibronic excitations observed between 1.70 and 1.75 V (A and B in Figure 6.7c,d).
To this end, the dipole-weighted infrared (IR) gas phase vibrational spectrum of the
QD radical anion zigzag state was computed at the DFT PBE0 [225] level of the-
ory. Such dipole selected (IR) intensities have been found to describe well vibronic
assisted tunneling spectra in highly flexible molecules. [230] It is worth mentioning
that such an approximation to electron−phonon coupling is reasonable since rela-
tive electron−phonon modes and weights must also be assumed for complex spectra
[231, 232] and because of computational challenges, as elaborated below. The first
intense peak from the IR gas phase spectrum (95 meV or 765 cm−1 vibrational en-
ergy) corresponds to an asymmetric benzonitrile (ring-CN) deformation or breathing
(Figure 6.9). Considering the energy, intensity, and geometry of such modes, the
aforementioned increase in the STM contrast at the end of the molecule (A and B
in Figure 6.7g) can be tentatively assigned to this asymmetric benzonitrile deforma-
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tion. To get further insight, we fit the IR spectrum to the experimental conductance
(dI/dV ) spectrum and use it to weight the infrared intensity in real-space per atom
(a vibronic map). For the fitting, every IR mode with nonzero intensity is normal-
ized to one, as an approximation of (closely spaced) Franck−Condon active modes.
Subsequently, each IR mode is weighted with Gaussians (σv = 300 cm−1) to repro-
duce the envelope of the dI/dV (0−0) peak. Effectively, this oversimplified adiabatic
picture assumes a sum of progressions, with σv = 300 cm−1 the librational broadening
accompanying each active mode. Such a simple model is employed since comput-
ing the electron−phonon interactions [182] underlying the full vibronic conductance
[233] is a serious theoretical challenge, particularly for cases with multi-mode strong
coupling. [233, 234]

Figure 6.9: DFT as-computed and scaled Infrared gas phase spectrum. a) Com-
parison between the computed DFT Infrared gas spectrum (blue lines) and the
nonzero >50 meV IR active modes (in orange, convoluted to the dI/dV (0-0) peak
in the main text). b) The benzonitrile breathing mode at 95 meV (765 cm-1 ) and
individual IR intensity mapping. c) The benzonitrile rocking at 145 meV (1177
cm-1) and its individual IR intensity mapping. [210]

Figure 6.7e shows the position of the nonzero IR modes with orange lines. For the
vibronic mapping, the sum of squares of the dot product between the dipole ten-
sor and the respective NMA vector is mapped at the atom’s coordinates and color
coded. Figure 6.7f shows the ring-CN deformation NMA of the QD with its respec-
tive vibronic mapping. The rendered map displays intensity asymmetries proper of a
nonzero transition dipole matrix (see also the mapping for individual benzene modes
in Figure 6.10). Therefore, it is clear that the dipole-selected vibrational contribu-
tions explain the real-space molecular vibronic symmetry during current-induced
excitations, showing maximum amplitudes at the benzonitrile moieties.
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Figure 6.10: Benchmark for IR intensity mapping of individual modes. With our
mapping method of the IR intensity per atom, strongly asymmetric modes like the
benzene ~990 cm-1 E1g and ~ 3182 cm-1 E1u are recognized with ease. All other
symmetric modes, where movement of all atoms are involved, like for the ~1276
cm-1 mode A1g, are featureless with our mapping method. The lower resolution
(σv = 1.5 Å) used for the rendering of the maps in the main text Figure 6.7 is also
shown. The IR intensities shown here were calculated at the AM1 level of theory.
Complete scripts for quantum chemical calculations, individual script mapping
and cumulative summing are provided in the online supplemental material. [210]

In order to compare the experimental STM images to the vibronic maps, the mod-
eling results for each mode are Gaussian weighted and cumulatively summed to the
corresponding energies in Figure 6.7e. We find that the computed energy accumu-
lated vibronic maps in Figure 6.7h parts A and B, correlate with the corresponding
experiment in Figure 6.7g parts A and B. Energy A in both Figure 6.7g,h shows
a fair increase in the intensity of the vibrational excitation at the molecules’ ben-
zonitriles. At energy B in Figure 6.7h, this vibration is stronger at one side of the
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benzonitrile, in agreement with Figure 6.7g. At the same time, the opposite end
also shows a broad signal. At even higher energies (C in Figure 6.7g), strongly con-
voluted excitations are observed throughout the molecule. The higher amplitude of
the topographical excitations on one benzonitrile’s end at these higher energies can
be assigned to the contribution of a non-degenerate asymmetric vibrational mode,
the benzonitrile rocking at 145 meV or 1177 cm −1 (see Figure 6.9). Finally, at
energy D in Figure 6.7g these excitations move in amplitude toward the molecule’s
center. This is marginally reproduced by the vibronic maps, but in agreement with
the benzene double bond stretching modes being excited at this higher energy (∼200
meV or 1600 cm−1). Thus, our simplified model attributes the conductance shape
of the (0−0) peak to a pronounced mixing of fine-spaced ring torsions and stretches,
as reported in optical spectroscopy experiments. [197, 198, 220, 222]

One notable observation is the conservation of crystalline order during current-
induced asymmetric excitations. In other words, excitations where one end of the
molecule appears brighter are found on the entire monolayer, and the pattern ac-
quires an additional level of chirality in the excited state. Related phenomena have
been previously observed in electronic states [235] and may be an intrinsic effect of
the monolayer lattice phonons; influenced by the underlying substrate and dynamic
electrostatic (dipole) forces. These observations in a model conjugated oligomer
give remarkable insights on how charge transport occurs in polyphenylenes along
the vertical direction, en route toward a quantitative understanding of polarons in
bulk molecular wire solids.
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Figure 6.11: Schematics for the calculation of “vibronic” maps in the vibronic as-
sisted conductance (tunneling) picture.Schematics for the calculation of “vibronic”
maps in the vibronic assisted conductance (tunneling) picture. Every IR mode
with non-zero intensity is normalized to one, as an approximation of (closely
spaced) Franck-Condon active modes (red solid line) between the neutral and
charge species which are at the origin of electron-vibron coupling in the sequential
tunneling regime. [219] Subsequently, each IR mode is weighted with Gaussians
(σv = 300 cm-1, red dotted line) to reproduce the envelope of the dI/dV (0-0) peak
(yellow line) which is then cumulatively summed (blue) to the imaging energy in
order to reproduce the “vibronic” map at the respective biases. [210]

6.5 Experimental procedures and theoretical
methods

The BN surface was prepared by chemical vapor deposition (CVD) of borazine;
following a protocol described in previous chapters and ref. [37]. The QD molecules
were deposited using organic molecular beam epitaxy (OMBE) with the quartz
container held at 503 K while the BN/Cu(111) substrate was kept at 293 K. All
STM data were recorded in constant current mode and the dI/dV spectra were
taken using a lock-in amplifier (f = 969 Hz, ΔVrms = 18 mV). The STM images
shown in this work are processed using the WSxM software. [120]
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For molecular dynamics a full 200 nm x 100 nm monolayer molecular crystal con-
taining 270 QD using periodic boundary conditions was prepared. The experimental
unit-cell in the monolayers was rounded to the theoretically allowed super cell for
BN, a = 14.11 Å, b = 20.50 Å (a,b) = 90°, considering a fixed BN unit cell of
a,b = 2.54 Å, (a,b) = 120°. The QD monolayer with underlying BN substrate
was investigated by molecular dynamics (MD) using the MMFF parameter [236]
implementation in the program CHARMM c36. [237] The vdW parameters were
approximated by graphene Lennard-Jones parameters [213] which closely follow BN
adsorption energies. [214] The Langevin Thermostat was used to perform constant
temperature MD and to quench the monolayers from 300 K to 10 K, close to the
experimental imaging temperature. SHAKE [238] algorithm was used to constrain
the hydrogen atoms and 2 fs integration time steps were used.

The structures were minimized at the density functional theory level using a 6-311G
basis set with the PBE0 [225] functional to a RMS Energy gradient below 0.00001
Hartree. The Hessian and dipole derivative tensor were obtained from DFT and used
to calculate the IR intensities. DFT and TD-DFT calculations were performed with
the quantum chemistry package Firefly [224] based on the GAMESS (US) [239]
source code. For the TD-DFT the transitions between the first 10 excited states
were computed. All the DFT calculations shown here are based in a stationary
state of a negatively charged QD saddle point with IPT angles of 36°, 38° and 36°
and imaginary frequencies of 67 cm-1 , 58 cm-1 and 51 cm-1. For the fitting of the
IR phonon intensities to the dI/dV signal, the sum of squares of the dot products
between the dipole derivative tensors and the normal-modes was computed, the
intensities higher than 1 were normalized and fitted to the experimental (0-0) peak
by convoluting each peak with Gaussian envelopes of σv = 300 cm-1. To render the
vibronic maps in Figure 6.7, the IR intensity per atom was calculated by means of
the sum of the squares of the dot products between the dipole derivative tensors and
its Cartesian component at each atom. Then, these normalized “IR” intensities per
atom are fitted to Gaussian envelopes of σv = 3 300 cm-1 and cumulatively added (see
Figure 6.11) to the respective energies (A. 806 cm-1 B. 1008 cm-1 C. 1209 cm-1 and
D. 1612 cm-1 in Figure 6.7) and the isosurface was mapped. Figure 6.10 illustrates
how individual IR modes are represented by such mapping in a benchmark model.
For benzene the root square, rather than the square of the dot products was used
for clarity in the mapping. All scripts used are provided in the supporting online
information as an additional zip file, in accordance with rcecer.org.
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6.6 Conclusion

In conclusion, intramolecular current-induced vibronic excitations can be spatially
modulated in a substituted oligophenylene monolayer atop a BN/Cu(111) template.
We showed that intrinsically electronic corrugated platforms can shift molecular en-
ergy levels by up to 0.4 V. STM studies in conjunction with MD calculations revealed
how quaterphenylene dicarbonitriles transfer and amplify their axial chirality coher-
ently across a crystalline monolayer. Librational (inter-phenylene torsion) modes
are strongly excited during vibronic conduction. Higher energy vibronic excitations
are assigned to calculated dipole-selected vibrational excitations thanks to spatially
resolved vibronic maps. In conjunction with preferential conductance at specific
sites, these results might inspire a new generation of self-assembled, spontaneous
electronically patterned, molecular electronics device elements.
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7 Formation, Characterization
and Functionalization of Cobalt
Coordinated Structure of
Oligophenylenes on Boron
Nitride

Compared to weak hydrogen / van der Waals or sophisticated covalent bonded
nanostructures, metal directed systems offer stability, order and better control to
steer desired architectures and properties of matter at the nanoscale. Also important
is the establishment of fundamental properties and exploration potential function-
ality of such systems. Presented here is a detailed report of a low temperature
scanning tunneling microscopy/spectroscopy (STM/S) and complementary density
functional theory study of cobalt-coordinated structure of conjugated oligophenylene
linker molecule on an inert boron nitride spacer-layer. The metal-coordination con-
firms a previously predicted four fold square motif with two distinct inter-switchable
conformations of the molecule on BN; making it a model system for such current
induced functionalization. Furthermore, a comparative STS/DFT study of potential
barrier variation across the metal-ligand profile on two different substrates (BN and
Ag(111)) reveals a reverse charge distribution as compared to each other, revealing
the intrinsic chemistry of such systems and the role of substrates thereof.
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7.1 Introduction

With innumerous studies of self-assembled organic molecular systems, the under-
standing of surface supported supramolecular chemistry has grown tremendously.
With every step forward in the comprehension of the self-assembly protocols, we
come closer to create novel nanostructures for future artificial devices. So far,
both non-covalent (van der Waals forces, hydrogen bonding and metal-coordination)
[7, 8, 240] as well as covalent [19, 241, 242] inter-molecular interactions have been
employed for self-assembly of molecules on surfaces. In particular, metal directed
nanostructures have gained great attention due to their optimum properties like
stability and long-range order over large domains. The weaker (van der Waals, hy-
drogen bonds) or stronger (covalent) assemblies often lack one or more of the above
mentioned features. One-dimensional (1D) chains [13, 243] and numerous impressive
arrays of two-dimensional (2D) nanostructures, [7, 8, 12, 14, 240, 244–246] based on
various metal-organic assemblies have been reported; yielding diverse architectures.
However, to reach the goals of truly applicable devices, organometallic networks
with controlled structure, properties and above all functionality are needed. There-
fore, a systematic study to understand and exquisitely control the metal-coordinated
networks’ fabrication and functionality is highly desirable.

As a model systematic study, a series of scanning tunneling microscopy studies
of networks based on n-phenylene dicarbonitrile and their metal-coordination with
various metal atom centers have been reported. These are simple linear ditopic linker
molecules (see inset, Figure 7.1b) with extendable phenylene backbone terminated
by carbonitrile moieties (NC-Phn-CN; n = 3,4,5,6) The experiments were designed to
control aspects such as size, assembly, structure of the networks. First on a Ag(111)
surface, upon coordination with cobalt (Co) metal atoms, linear molecules with
CN moieties at terminal para-positions yielded a highly ordered porous honeycomb
nanomesh based on three-fold coordination at the metal center (see Figure 7.1a for
nanomesh, NC-Ph4-CN). Notably, the cavity sizes of the structures were tunable
by changing the number of phenylenes (3 to 6). [15–17] Next, by simply changing
the position of the carbonitrile groups in the molecules to meta-positions, a new
assembly of random 2D string network was recorded. [247] This was a consequence
of change in the position of the terminal groups and prochirality (due to rotatability
of phenylene rings) of the molecules. To control the network structure of the metal
organic framework, an alternative solution is to switch the coordinating metal center
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in the assembly. Lately, instead of cobalt atom centers we applied cerium and
gadolinium metal atoms of lanthanide elements. Due to larger sizes of the atoms
and higher number unsaturated electrons, cerium and gadolinium enable higher
number of coordination possibilities to the molecules. As a result, we were able to
demonstrate a special five-vertex Archimedean surface tessellation. [18, 248] Finally
as a leap further, in this work we substitute the underlying metal substrate to study
cobalt-coordination of the linear four phenylene linker on monolayers of insulating
boron nitride on Cu(111). This gives the possibility to study metal-coordination on
a decoupled environment where the probed system is unperturbed from the strongly
interacting metal support.

7.2 The substrate and the molecule

A range of spacer-layers that reduce adsorbate-metal substrate interaction like alka-
line halides [21, 178, 179], oxides [132, 180], graphene [24, 30, 111, 112, 135, 138] and
recently boron nitride [171, 210, 232, 249, 250] have been reported. However, most
of these epitaxially grown ultrathin layers have inherent drawbacks like strong po-
larity, non-planarity (corrugation) and inhomogeneity, thereby making it unsuitable
for nanostructures based on metal-coordination. Moreover, 2D metal-coordination
studies on decoupling insulating layers are simply rare. [171, 251] Recently, we re-
ported a rather interesting insulating monolayer of BN grown epitaxially on Cu(111).
It was demonstrated that on Cu(111) the special breed of sp2 hybridized hexagonal
ultrathin layer is topographically planar but has a continuous spatial workfunction
modulation. [37] Nonetheless, as an insulating flat layer, it is an ideal platform for
studying metal directed nanostructures on it.

Quaterphenylene dicarbonitrile (QD) is a ditopic linear molecule with four con-
jugated phenylene rings terminated by carbonitrile moieties at the para positions
(NC-Ph4-CN; see inset, Figure 7.1b). Linear polyphenylene molecules have inter-
esting optical and electronic properties with potential applications in organic thin
film transistors, light emitting diodes etc. [206] The CN groups of QD makes it
possible to use the molecule as organic ligand, which can be coordinated to metal
atoms to create nanoporous networks. [16, 17] The QDs were previously studied on
Ag(111) surface under monolayer coverages where the underlying metal substrate
played a significant role in the reported planar conformation, [166, 206] along with
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an extended honeycomb lattice through cobalt -coordination. Upon deposition of
QD on the decoupling BN/Cu(111) surface the molecule exhibits a zigzag feature
due to alternating rotation of the phenylenes. [210] Therefore, it is a promising
endeavor to form, characterize and explore functionality of the metal-coordination
of QDs on the insulating BN/Cu(111) support.

In this chapter, we present a low-temperature scanning tunneling microscopy, spec-
troscopy, and additional density functional theory study of cobalt-coordination of
QD linker molecules on BN/Cu(111) which exhibits a four-fold binding motif at the
metal center; supporting earlier predictions from DFT calculations. Additionally,
we observe bi-stable switchable states of the Co bonded molecules due to non pla-
nar conformations from phenylene rotations on the insulating layer. Importantly,
supported by a basic DFT study we report a distinct (opposite) potential barrier
variation across the metal-ligand profile on the spacer-layer as compared to on tra-
ditional metal substrate hinting; to an opposite charge distribution of such system
on an insulator. This opens up a completely new avenue for research and character-
ization of metal organic networks and their unexplored functionalization on novel
surfaces like BN.

7.3 Metal-coordination of QD

To form metal-coordinated frameworks, cobalt was deposited on submonolayer cov-
erages of QDs on BN/Cu(111). The process yields a structure consisting of four-fold
coordination motif with a tendency for a square lattice as seen in Figure 7.1b. This
is interesting as the same molecule forms a well characterized three-fold motif hon-
eycomb lattice on traditional metal surfaces like Ag(111) and Cu(111) (vide supra).
Such a case is illustrated by the overlapped model in the inset of Figure 7.1a, where
a Co atom coordinates three QD molecules, with two molecules spanning an angle of
120°. On the insulting spacer-layer however, a four-fold bonding motif is observed.
This corroborates earlier DFT calculations [16] that predicted four-fold coordina-
tion to be energetically favored over three-folded one, in the absence of a metal
support. This is a clear indication that BN indeed acts as an insulating support for
the metal-organic network.
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Figure 7.1: Co-coordination of QDs on surfaces. (a) Three-fold coordination motif
of QDs on Ag(111) (Vb = 0.5 V, I = 100 pA). Detailed zoom of a bonding motif
in the inset with superimposed model. (b) Four-fold coordination motif of QD-Co
on BN/Cu(111) (Vb = 0.3 V, I = 80 pA). Two distinct zigzag features of the
QDs observed shown with blue “s” and green “z” like lines. Model of QD with
four phenylene rings terminated by carbonitrile moieties in the inset. (c) Smaller
patches of four-fold QD-Co frameworks on BN (Vb = 0.3 V, I = 0.27 pA) with
an individual QD trapped in the square cavity of the top figure.

The sample was found to be replete with small patches of the four-fold QD-Co
metal organic framework as seen above in Figure 7.1b and c. However, extended
networks could not be found as the cobalt atoms clearly prefer cluster formation on
BN instead. Also the electronic modulation [37] of the BN surface had no significant
templating effect [171] on QD molecules; metal-coordinated or not. [210]

Further in Figure 1b, the metal-coordinated QDs appear zigzag on BN/Cu(111)
as compared to flat on metal surfaces. [16, 17] Such feature of the QDs on BN
was also reported in our previous work where uncoordinated non-planar molecules
form dense packed chevron assembly. [210] Due to absence of the meddling metal
surface, QD is stabilized on the insulating BN platform with alternating torsional
angles of the phenylene rings in the molecular backbone. It is however interesting
to note that the molecules exhibit non planarity after Co-coordination as well. It
can be easily explained as an effect of decoupling of the QDs from metal surface
with which the phenylenes normally have a laterally attractive π conjugation. On
an insulating BN support phenylene rings undergo the alternating rotation due
to steric hindrance to each other. Such phenomenon was also reported in previous
works comprising of similar molecules atop a decoupling monolayer. [206] Regardless
of metal-coordination whether on one end (see Figure 7.1b, blue “s” lines) or both
ends (green “z” lines) the molecules exhibit the zigzag conformation.
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7.4 Model functionalization of a robust
metal-organic structure on an insulator

The robustness of the metal-ligand framework was tested by performing vertical
manipulation on a QD-Co arm with one end of the molecule free as shown in Figure
7.2a. In this process the STM tip was placed on top of Co atom junction (green
sphere) for 10 seconds under a bias voltage of 1.2 V. As seen in the top and down
sequence images of Figure 7.2a, the metal organic bond was found to be stable with
the molecular arm strongly attached to the metal center. However, as seen in the
figure the QD appears to alter its conformations during the process from previously
described non planar green “z” to blue ”s” state. These are the same two distinct
conformations discussed in Figure 7.1b (vide supra) with alternating phenylene rings
on its molecular backbone. Upon repetition of the process the arm traverses up and
down forming almost 30° angle between the two states. Obviously, the alternating
non planar phenylene rings flip between the two states due to possible charging and
vibrations/librations as reported in our recent publication. [210] Moreover, the inert
BN surface facilitates such flipping of the phenylene rings as there is significantly
weaker π interaction on the spacer-layer.

Furthermore, the metal-organic framework was explored for potential functionaliza-
tion as model conductance switch system. On a similar insulating surface pioneering
work demonstrating conductance switch using naphthalocyanine [21] and later free-
base porphyrins on Ag(111) [150] using tautomerization has been performed. On
the insulating BN surface, we utilized a QD bonded to Co atoms with both nitrile
groups to demonstrate a bistable conduction switch (see Figures 7.2 b&c). Unlike
the molecule with one end free, the double bonded QD provides stable measurement
conditions. Applying tunneling current on top of the molecular backbone above a
threshold voltage 1.2 V, the QD undergoes reversible switching between green “s”
and blue “z” conformational states.

In order to visualize the switching process better we recorded the tunneling current
I versus time t by placing the STM tip above and slightly off the molecular center
(black dot, Figure 7.2b) while keeping the feedback loop open. As a result we get
a typical telegraphic curve I(t) depicting switching between the two distinct “z”
and “s” states shown by two defined current levels Q1 and Q2 (Figure 7.2d). After
careful examination of the switching curve and the images preceding/succeeding the
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measurement, we assign the higher conductance level Q1 and lower Q2 to “z” and
“s” conformations respectively. The reason behind higher conductance level Q1 is
the proximity of phenylene ring at the off center position of the STM tip for “z” and
vice versa. Importantly, we did not find any clear preference for the QD to stabilize
at either of the two conductance states or conformational states.

Figure 7.2: Functionalization of the QD-Co framework. (a) Flipping of QD arm
free at one end upon tunneling of electrons on the metal center (Vb = 0.5 V, I
= 27 pA). The molecule flips up and down forming a 30° angle and switching
between the two “s” and “z” states. (b &c) High resolution STM images (Vb =
0.3 V, I = 50 pA) of a QD bonded at both ends. Bistable switching observed
between the two states as the electron injection was performed at an off-centered
position (black dot) on the QD. (d) Telegraphic I(t) curves exhibits the switching
process between the two blue “s” and green “z” states with distinct Q1 & Q2 levels
of conductance.
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Figure 7.3: STS and switching rates of QDs. (a) Comparison of spectra of Co-
coordinated QD and free QD on BN. LUMO of Co-coordinated QD (red) around
1.2 V and free QD (blue) around 1.8 V. The complete feature of the red spec-
trum beyond LUMO unattainable due to rupture of metal-coordination at higher
energies. (b) Current dependence plot of the switching process. Linear fit of the
switching rate increment with current signifies a one electron process behind the
conductance switching.

As reported for the QDs on BN without metal-coordination, the molecules undergo
current induced vibronic progression as the molecules are charged during sequential
electron tunneling. [210] Additionally, we used STS to record differential conduc-
tance spectra on both Co-coordinated as well as free QDs in assembly wherein we
note that the lowest unoccupied molecular orbital (LUMO) energy for a metal-
coordinated QD is observed around 1.2 V above Fermi level EF (see Figure 7.3a).
As this is the threshold voltage above which the switching occurs, we can tentatively
assign it to transport through the LUMO. In principle the tunneling electrons are
likely to shortly fill up the LUMO thereby altering the molecule-sample interaction
inducing flipping or rotations of the phenylene rings.

To evaluate the current dependence of the switching process we performed series of
measurements at 1.2 V at varying tunneling currents. In all cases the STM tip is
placed on a slightly off-centered position on QD as described above. As the molecule
flips between the two states and conductance levels Q1 & Q2, a switching rate was
evaluated from the count of switching event per time for various tunneling currents.
As seen in plot of Figure 7.3b, the switching rate agreeably increases linearly with
current. This suggests that the flipping of the phenylene rings between the two
states is driven by a one electron process. Thus it is clear that our prototypical
system functions as a model bistable molecular switch on BN.
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7.5 Electronic structure of decoupled model
system

As further characterization of the QD-Co metal-ligand system and to probe its
potential functionality as molecular wire network, charge transfer as well as injec-
tion/extraction needs to be understood. For this, detailed profile of local work-
function across the molecule-metal center was measured, which is determined by
apparent barrier height φ . The apparent barrier height of the metal-ligand profile
was extracted by measuring slope of fitted logarithmic tunneling current I as a func-
tion of tip sample distance z . Following the protocol described by Vitali et al. [104]
a tip independent relative variation of the workfunction ∆φ = 2 (φQD − φBN)was
calculated and plotted along the measured profile of QD-Co metal organic system on
BN as seen in Figure 7.4a,b. Interestingly, the local relative workfunction variation
(∆φ) is seen to decrease on the molecular backbone while sharply increasing for the
Co metal centers. In contrary, ∆φ has the opposite behavior (see Figure 7.4d,e) for
the metal-ligand profile on Ag(111) compared to on the spacer-layer.

Generally, the workfunction is a good measure of chemical and physical processes in
a metal organic complex like QD-Co and depends on various factors like molecule-
substrate interaction, charge transfer & rearrangement, molecular bonding and ad-
sorption geometry etc. In stark contrast, all these parameters are totally different
for our two QD-Co frameworks primarily due to the underlying substrates. The
framework on BN is decoupled from the underlying electron rich metal surface,
which rules out many ordinary processes like charge transfer, formation of induced
dipoles etc. Moreover as discussed before, the non planar geometry of the molecular
backbone means the weakening of interactions via π conjugation as well. Therefore,
the chemical activity occurring in QD-Co on BN system is almost of intrinsic nature
and the measured workfunction variation can be arguably assigned to pure charge
rearrangement between the only two actors; metal Co and organic QD molecule.
By definition the increment of ∆φ of up to 0.50 eV on the metal centers indicates
electron accumulation and a symmetric 0.46 eV decrease of ∆φ indicates charge
depletion on the molecule. [104]This suggests the balance of charge in such a un-
perturbed system is accounted for.
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Figure 7.4: Electronic structure of QD-Co frameworks on BN and Ag(111). (a)
STM image (Vb = 0.3 V, I = 27 pA) of the QD-Co system on BN with colored
points along a line across metal-molecule-metal to characterize ∆φ. Colored scale
bar of ∆φ ranging from 0.5 eV to -0.46 eV in the inset. (b) workfunction variation
∆φ plot along the line passing through molecular axis between metal centers
representing Figure 7.4a. (c) Model sketching the tip-sample interface for free QD
(blue vacuum level) with high workfunction and Co-coordinated QD (red vacuum
level, dotted) with low workfunction. Accordingly, LUMOs of the Co-coordinated
LUMO (red curves) are nearer to the Fermi level as compared to the free QDs on
BN. (d) STM image (Vb = 0.2 V, I = 50 pA) of the QD-Co system on Ag(111) with
colored points along a line across metal-molecule-metal to characterize . Colored
scale bar of ranging from 0.48 eV to -1.06 eV in the inset. (e) Giant modulation of
the plotted along the line passing through molecular axis between metal centers
representing Figure 7.4d. Sharp reduction of the ∆φ observed in the vicinity of
the Co center on Ag(111). (f) Theoretical calculation of the workfunction plotted
along a free standing metal organic bond simulating the STM measured system
on BN which closely matches the trend of ∆φ variation. [252]
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In Figure 7.3a, STS measured around the center of the QDs with Co-coordination
(red) and without Co-coordination (blue) are shown with LUMO resonances around
1.2 V and 1.8 V respectively. Complete profile of the LUMO from Co-coordinated
QD was not possible due to tendency of the metal organic bond to break above the
1.2 V. Importantly, for the Co-coordinated QDs the LUMO (red) shifts towards EF

by around 0.6 V on BN. This reduction in LUMO further corroborates the above
exhibited ∆φ reduction on the molecular backbone. To make it comprehensible
see the energy level alignment diagram of Figure 7.4c where both Co-coordinated
and free QDs are featured. For both free (blue) and Co-coordinated (red) QDs, we
assume constant electron affinity (EA) from the respective vacuum levels shown here
are solid blue line and dotted red line. As the red LUMO level is shifted towards
the Fermi level in comparison to blue by 0.6 V, this signifies that the electrons
can tunnel into the LUMO at lower bias voltages as compared to free QDs. This
corroborates the conjecture above that the Co-coordinated QD is charge depleted
and attracts electrons more readily. Moreover, in Figure 7.4c we can see that to keep
EA constant the vacuum level has to decrease as well, thereby reducing the local
workfunction of the molecule φQD as compared to a free QD molecule on BN. In
turn this reduction of local workfunction φQD is understandably responsible for the
reduction (-0.46 eV) of the ∆φ as well. [consider the relation ∆φ = 2 (φQD − φBN)].

Periodic DFT calculations were used to study the freestanding QD-Co metal organic
network with four-fold coordination. The network was first geometrically optimized.
workfunction shifts were then extracted from the electrostatic potential, as explained
in the methods section (vide infra), both for the completely flat network and for a
network where the Co has been displaced 0.5 Å below the molecular layer. In
principle, the workfunction shift was defined as the shift of the electrostatic barrier
height, with respect to the vacuum level. In this definition the local workfunction
is basically the local electrostatic potential an electron has to climb to escape the
sample. As seen in the figure, the shift for both metal center and the molecular
backbone are positive, which is always the case for calculations using a freestanding
network with this definition. Only with inclusion of substrate explicitly, herewith
the correct reference, the symmetric positive and negative shifts we measured can
be achievable; which is in itself is another topic of detailed research. Nevertheless,
we see that the resulting workfunction shift calculated along a line running along
the center of one of the molecules and crossing the Co atoms in Figure 7.4f. Firstly,
considering the red curve where the Co is in the molecular plane. The workfunction
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shift is largest on the Co atom but not as significant as in the measurements. From
our experience in modeling metal organic networks on metal surfaces, the metal
center is closer to the surface than the molecules, and me may assume this to be
true on BN as well. When displacing the Co atom 0.5 Å below the molecular layer,
the workfunction shift increases quite significantly (over 0.9 eV) for the Co (purple
curve), and remains constant over the molecule. Now empirically adjusting for the
negative shift of the molecules, we can make an estimate that the adjusted increment
of the workfunction on Co metal centers would be around 0.4 eV, agreeing reasonably
to our measured value. It is nonetheless important to note that the basic model is
able to corroborate the main trends observed in experiments.

To further compare the workfunction shift of the metal-ligand system on a tradi-
tional Ag(111) system, measurements and extraction of ∆φ was performed across a
molecule bonded by Co atoms at both ends as seen in Figure 7.4d,e. As mentioned
above the trend is exactly opposite to that on the BN and rather asymmetric as
well with giant decrease of workfunction variation near metal atoms (-1.06 eV) and
relatively small increment of the ∆φ on the molecular backbone (0.48 eV). Upon
close inspection, it can be seen that the sharp reduction in ∆φ occurs just in the
immediate vicinity outside the Co centers. The asymmetry here in the charge re-
arrangement can be assigned to the presence of metal substrate underneath as an
additional actor in the charge redistribution dynamics. Following explanations pro-
vided in work from Vitali et al. [104] and their study of similar system we can safely
assign high charge accumulation atop the Co metal centers and the existence of
positive induced dipoles formed due to transfer of electron density from the bonded
QDs to the substrate using the metal center as junction or anchoring point. In turn
this strong interaction of the QD-Co system and the substrate at the point (Co
metal center) is likely to cause sharp electron density displacement in the vicinity.
This explains the giant modulation of ∆φ just outside the metal junctions. On the
other hand, ∆φ increases when measured on top on the QD molecule. Unlike on
the inert BN, the phenylenes of the QD here on Ag(111) are known to be planar
with π interaction. Again similar to the observation in Figure 2b in ref. [253], the
slight increment of ∆φ above the molecule can be assigned to electron accumulation
directly above the aromatic groups.

Lastly, we can safely state that the comparison clarifies the role and type of the
substrate for understanding charge distribution dynamics in such a potential molec-
ular wire system. On the decoupling BN in particular, the observation of sym-
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metric charge variation between Co centers and molecular background gives insight
to intrinsic nature of charge accumulation/depletion is a complex network. This
could open new avenues to studies and development of molecular wire network ar-
ray for hosting suitable molecular donor-acceptor complexes. Thus this makes BN
on Cu(111) and ever intriguing surface to explore a myriad different phenomenons
in nanoscience and functionality thereof.

7.6 Experimental procedures and theoretical
methods

The BN surface was prepared by chemical vapor deposition (CVD) of borazine
following protocol described in previous chapters and reports. [37, 54, 55] Sub-
monolayer coverage of QD molecules were deposited using organic molecular beam
epitaxy (OMBE) with the quartz container held at 503 K while the BN/Cu/(111)
substrate kept at 293 K. The cobalt metal atoms were sublimated on the sample
by resistively heating a cobalt filament placed in the OMBE. The sample temper-
ature was varied between room temperature and 218 K in an attempt to control
the growth of the nanostructure. For comparative purpose, the cobalt-coordinated
network was also reproduced on Ag(111) following protocol described in previous
publications. [16, 17] All STM data were recorded in constant current mode and
the dI/dV spectra were taken using a lock-in technique with a bias modulation am-
plitude of 18 mV rms and a frequency of 969 Hz. The STM images shown in this
work are processed using the WSxM software. [120]

Theoretical calculations were done within the framework of periodic density func-
tional theory using the VASP code, [254] using the projector-augmented wave method
to describe ion-core interactions. [253] Exchange-correlation effects were described
with the generalized gradient approximation using the PBE functional. [255] Plane
waves were expanded up to a kinetic energy of 500 eV and the Γ–point only was
used to sample the 1st Brillouin zone. QD-Co network was modeled in its freestand-
ing form using the optimized square unit cell of the network of 24.71×24.71 Å2. To
model local workfunction shift we calculated the difference between the largest value
of the electrostatic potential along a vertical line through the point of interest and
the vacuum level of the overall system.
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7.7 Conclusion

In summary, we have presented a detailed STM/STS study covering the formation,
characterization and functionalization of Co bonded QD framework on insulating
BN/Cu(111). The QD-Co system was shown to form characteristic four-fold coor-
dination motif upon decoupling from metal substrate, supporting a previous DFT
prediction. The molecules appear with zigzag features on BN pointing to a non pla-
nar conformation due to alternating rotation of phenylene rings. Upon excitation of
the LUMO by electron tunneling, the phenylene rings were found to flip between two
distinct conformational states; thereby depicting a model functionality of a bistable
switch driven by one electron process. As further characterization, the metal-ligand
profile on BN was probed with STS showing LUMO shifted towards the Fermi level,
together with ∆φ extracted from I (z) curves exhibiting a reduced workfunction
atop the molecular backbone. Both strongly point to a charge depleted molecule
upon bond formation while the Co metal junctions are negatively charged as shown
by elevated level. Complementary DFT calculations also show sharp rise in the ∆φ
on top of the Co junction corroborating the trend. As reference, ∆φ profile was also
measured for the metal directed QD-Co network on Ag(111) wherein the trends con-
trasted that on the BN and the local workfunction variation decreased sharply in the
vicinity of the Co centers. Following previous similar study on metal substrate [104]
the decrease of ∆φ was assigned to strong screening and electron depletion in the
periphery due to presence of charge accumulating Co centers which act as contact
point of strong interaction between the network and the substrate. In conclusion,
novel insulting surfaces such as BN are promising substrates for studying metal
organic networks and their intrinsic chemistry as well as potential functionalization.

110



8 Conclusion and Perspectives

This thesis is the final result of a research endeavor in nanoscience with departure
from studying molecules and their architectures on well-understood metal surfaces
like Cu(111) and Ag(111). Since the Nobel prize for graphene in the year 2010, BN
attracted increasing attention as the strongest potential candidate of the wonder
material’s substrate. However, we began the BN research as part of the search
for a suitable decoupling spacer-layer for our studies of molecules, their explorative
properties, self-assembly protocols and potential functionalization.

As all of our previous works were done on the well characterized Cu(111) and Ag(111)
surfaces, it was only logical to explore the growth of the ultrathin film on one of these
substrates. Moreover, detailed STM/STS studies of BN on these layers were simply
lacking. For the first part of the research, important research questions, to begin
with were: a) What would be the optimum experimental parameters of growth of a
sizeable clean surface? b) Would there be an extended surface or several domains
within? c) Would the surface be planar or corrugated? The second question was
important as domain boundaries hinder the potential growth of extended molecular
nano-architectures studied on it. The latter question is particularly interesting as
previous results of BN grown on different metal substrates yielded conformations
ranging from planar, concave corrugated to convex corrugated (as in the so called
nanomesh) in the “hills” area. The mechanism behind these variations was simply
lattice mismatches and the interaction between BN and the substrate underneath.
The chosen Cu(111) substrate, to begin with, was reported in theoretical studies to
have very low binding energy and a small lattice mismatch with BN. Upon mea-
surement, we observed several domains of BN formed on Cu with sizes up to several
hundred nanometers in dimension, enough for systematic studies of adsorbates on it.
However, due to low binding energy between the spacer-layer and substrate, domains
were prone to rotations on the copper surface. Importantly, rotation and the lattice
mismatches thereby contributed to moiré patterns of several different periodicities.
The moirés were observed at the scanning bias above 4 V with clear “hills” and “val-
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leys”; but the BN ultrathin films appeared featureless and planar around normal
scanning voltages. Through detailed STS and complementary DFT inspection (in
collaboration with the research group in Zurich) of the surface, we established that
the BN has a unique topographically planar but electronically corrugated property.
The electronic patterning on the BN was attributed to the periodic spatial variation
of workfunction across the surface. This is a significant discovery that opened new
avenues to not just a decoupled environment for studying our molecular specimen
but also to a potential usage of the BN/Cu(111) as a nano-template for functional
molecular units, clusters etc.

As further perspectives for future research, detailed comparative growth and study
of BN could be done on similar surfaces like Ag, Bi, 2D or other carbon allotropes
like graphene and diamond etc. Furthermore, various crystal lattices of the metal
substrates other than (111) could also be interesting and could offer novel properties
like in the electronically corrugated BN on Cu(111). An important issue that still
requires attention is the quest to grow uniform single moiré periodic BN surface
on Cu(111), with careful interplay of CVD deposition rates, the temperature of the
sample during deposition, cooling rates etc. It’s also worthwhile to explore if the
moiré size can be engineered or tuned as per requirement.

For further broader perpspectives, the low binding energy between the BN and
Cu(111) could be exploited to try and transfer the BN on to other surfaces. Upon
gentle contact with the BN containing Cu(111) with another crystal (Ag(111) for
instance), BN could in principle be exfoliated by the contact and transferred to the
clean surface. It is difficult to grow a clean extended domain of BN monolayer on
several surfaces, primarily due to uncontrolled high mobility of the surface atoms
at the elevated preparation temperature. Some desired surfaces might even have
a melting point lower than the standard CVD temperature required for a good
quality BN sheet. We could also imagine trying the famous scotch tape exfoliation
technique famously employed with Graphene for the transfer. Also, the growth of
BN could be envisaged on monocrystalline silicon with a melting point (1687 K) well
above the BN preparation. This could open more doors for various applications in
silicon industry, effectively as an alternative for currently employed oxide insulators
which are desirably made to be ever thinner. Moreover, a work proving successful
integration of BN on silicon would be favorable from the economic perspectives of
an already established industry that predominantly uses silicon wafers.
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For the second part of the research, BN was deployed as the originally intended
spacer-layer using well-studied porphine molecules on it. The 2H-Ps demonstrate
interesting repulsive interaction to each other on both Cu and Ag surfaces, with
significant influence from the metal substrates. Therefore, the important research
questions were: a) How would the porphines react to each other when decoupled?
b)What would the intrinsic electronic structure be like? c) Would the electronic
corrugation of BN have a templating effect on 2H-P? The porphines are found
to form clusters or islands on the BN. Indeed, the metal substrates on previous
studies had contributed to the repulsive interaction. As anticipated, the porphines
on BN clearly revealed previously elusive HOMO and LUMO resonances in STS.
Subsequent STM images at the two resonances revealed the frontier orbitals of the
molecules which were also matched with relevant Hückel rendering. Importantly we
could also resolve the tautomerization phenomenon with two hydrogen atoms at the
molecular core; seen by 90° flipping of the LUMO features. The templating effect of
the of the BN was observed starting from very low coverages already with porphines
residing on the moiré “hills” exclusively. Upon excitation with electron injection,
the molecule was observed to jump around within one moiré cell. Upon coverage
increment, they override the templating effect and form a complex chiral Kagomé
assembly with periodic holes in the film. STS data revealed an important aspect that
the workfunction variation of the underlying BN substrate (across the moiré) is also
translated on the adsorbed 2H-Ps as the HOMO-LUMO gap of the molecules varies
distinctly depending on their position on moiré. For instance, the LUMO resonances
of the porphines moiré “hills” were shifted towards Fermi as compared to ones near
the “valley” boundaries. This tunable electronic gap feature of molecules on the
electronic corrugation of BN was further elucidated in STM images scanned around
LUMO biases. Molecules with pronounced contrast were seen; first on the “hills”
and gradually propagating outward. This proved that the BN possesses templating
as well and band gap tunability properties for adsorbates, thereby opening more
doors for functional nano-architectures and arrays.

As further perspectives related to this part of the research, two aspects could be tar-
geted: templating and band-gap tunability. Countless different functional molecules
and metal clusters could be explored for confining on the moiré template. As the
surface potential modulation of BN enables band-gap tunability, heterostructure of
graphene and other sp2 layers could be studied. For better control of the experi-
ment direct deposition of smaller graphene components like triangulene etc. could be
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done. A direct proof of band gap opening and even their tuning of small graphene
patches on the BN would be worthwhile. As an ultrathin insulator, experiments
perceiving intercalation of atoms could be interesting. Moreover, growing BN sheet
on an already formed molecular network (possibly covalent networks for robustness)
could effectively serve the BN as hermetically sealing of packaging layer, useful in
potential future applications. Furthermore, studies of porphines or their derivatives
with metal centers could be quite elucidating. Experiments with an attempt to
change oxidation states of Ce metal atoms on a porphyrin double-decker compound
was planned but never tried. This would be an excellent result if successful.

For the third part of the research, QDs were studied on BN as a continuation of
an old research series. Conjugated oligophenylenes were extensively studied in our
group before using various molecular backbone lengths, metal centers (for metal
directed networks) on the two Cu and Ag metal single crystals. Studying QDs on
the novel BN substrate led to following research questions: a) Would they be con-
fined on the moirés too? b)What sort of assembly protocols would they follow?
c) What effect would the spatial modulation of the underlying substrate have on
them? Regardless of the coverage applied the QDs are unaffected by the templat-
ing effect of the BN, primarily due to higher inter-molecular interaction and the
presence of highly binding carbonitrile groups at the terminals. Compared to their
assembly on metal surfaces, the decoupling enables QDs to form a film with chevron
assembly. Importantly, the molecules appear with a zigzag shape due to prominent
torsion angles (rotations) of phenylene rings. Furthermore, the decoupling effect
of the substrate allowed high-resolution STS of the molecules on BN with distinct
resonances assigned to two level spatial modulations of vibronic conductance. This
was observed in high-resolution STM images as well. With strong support from
molecular dynamics and DFT studies, the phenomenon was well understood where
first level modulation of conductance at the nanometer scale is a direct impact of
the BN’s electronic corrugation. Of more importance is resolution and DFT proof of
the second level sub nanometer vibronic signature, including the special librational
degree of freedom. Indeed, the BN is a unique substrate enabling such experimental
and theoretical collaboration to extract such data, which is at the very edge of what
is possible with today’s instrumentation.

As further recommendations, similar studies could be done with varying lengths
of the oligophenylenes as the assembly protocol is directed by the length of the
molecules as well. Likewise, similar theoretical studies of films composed of other
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different functional molecules would also be interesting. A detailed DFT study of
the 2nd net like porous structure is still lacking and definitely would significantly
boost our understanding of the vibronic conductance further.

For the last part, QDs were used along with cobalt metal atoms on BN with an
endeavor to form a metal-organic network. This was a step further to the work de-
scribed in the third research segment and would provide additional perspective for
the older work done on metal surfaces. Answers that were sought from this segment
of research were: a) What would be the size, crystallinity and robustness of the
network formed? b) Would the phenylene backbone still exhibit non-planar torsion
angles? c) What would be the electronic properties of the metal-coordination on
such a decoupled environment? In absence of the metal influence underneath, QDs
formed a square network structure with four-fold binding motif at the Co centers,
validating an earlier DFT prediction during metal-coordination of QDs on metal
substrates. However, large domains of the network could not be formed due to the
tendency for Co to prefer formation of clusters on BN. The phenylene rings of the
metal coordinated QDs on displayed rotations on BN too with two distinct confor-
mational states “s” and “z”. Importantly, we were able to excite the molecules upon
electron injection in order to flip the phenylene rings, switching the QDs between
the two “s” and “z” states. Further investigation of this phenomenon confirmed
this model switch system to be driven by a one-electron process. The metal-ligand
system was probed for relative workfunction variation across the metal center and
molecular backbone, both on BN and on Ag(111) substrates. This offered a rare
insight into charge redistribution of an unperturbed system on BN. Comparative
study on Ag(111) produced a rather complex charge redistribution wherein several
additional factors like the presence of metal substrate and subsequent formation of
dipoles, interaction with the molecular backbone etc come into play. Overall the
metal-ligand system opens up a new window for further exploration and function-
ality of various molecular complexes in nanoscience.

In future, to grow a large domain of Co-QD network, engineering could be done by
playing with factors like stoichiometry, the deposition rate of Co metal atoms, the
temperature of the sample etc. Moreover, changing the length of the oligophenylenes
could also yield clean extended networks of interesting motifs. The above result ex-
hibited that the network coordination binding motif increased from a three-fold to
four-fold one due to the presence of BN. Experiments with other metal centers like
Ce, Gd could also yield excellent comparative results on top of the current unique

115



Conclusion and Perspectives

tessellations and 2D quasi-crystalline networks. The bistable switching mechanism
of a similar system on the BN could also be delved deeper into for better under-
standing and potential application.

As a bottomline, BN on Cu(111) is itself a promising new direction for repeating
all the experiments ever done using molecules and other adsorbates on metal and
other relevant surfaces. This would not only enable us to understand the intrinsic
properties of the adsorbates on BN/Cu(111) but would also perhaps promote fasci-
nating novel self-assembly protocols and functionality. In every step, it is a chance
to rewrite what we have known so far in nanoscience, enabling us to gain a deeper
understanding and better control of matter at the nanoscale.

*Note: Recent followup X-ray standing wave (XSW) and Atomic-force microscopy
(AFM) results show that the weakly bound BN have a measurable corrugation on
Cu(111).
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