
TECHNISCHE UNIVERSITÄT MÜNCHEN
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Abstract

The advent of the next-generation sequencing technology and RNA sequencing
(RNA-seq) in particular facilitates the investigation of the entire transcriptome of an
individual. The resulting data comprise plenty of useful information and more than
1,500 RNA-seq samples have been analyzed in the course of this PhD project. In order
to process these data and to interpret the gained information sophisticated software
is necessary. Although many tools are available for the analysis of RNA-seq data,
their application is often complex and time-consuming. Furthermore, large amounts
of sequencing data are produced in our local environment per week. Thus, fast and
easy yet reliable and tailored data analysis is vital.

The aim of this thesis was to design and to develop an automated RNA-seq data
analysis pipeline and to unite it with an already existing and established whole ex-
ome sequencing data analysis pipeline. Furthermore, methods and parameters were
investigated and implemented for each analysis step in order to generate reliable re-
sults. For that purpose, in-house as well as publicly available RNA-seq data were
used to benchmark existing strategies and to determine guidelines regarding study
design and input data quality. The here presented pipeline is able to use RNA-seq
data for different types of analyses like differential expression analysis, gene fusion
detection or variant calling and thanks to the flexible and modular architecture new
features can be added without great effort. In the course of the analysis process, var-
ious results are inserted into a relational database which can be browsed via a con-
venient and user-friendly web interface. The pipeline constitutes a valuable tool for
biologists or clinicians but also for bioinformaticians and could already demonstrate
its feasibility and utility in several projects.
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Zusammenfassung

Die Entwicklung der Next-Generation Sequencing Technologie und RNA Sequenc-
ing (RNA-seq) im Speziellen ermöglicht die Untersuchung des gesamten Transkrip-
toms eines Individuums. Die daraus resultierenden Daten beinhalten eine Vielzahl
von nützlichen Informationen und mehr als 1.500 RNA-seq Proben wurden im Zuge
dieses PhD Projekts analysiert. Um diese Daten zu verarbeiten und die gewonnenen
Informationen zu interpretieren ist jedoch passende Software nötig. Mittlerweile
gibt es eine Vielzahl von Programmen für die Analyse von RNA-seq Daten, jedoch
ist deren Nutzung oft komplex und zeitaufwändig. Hinzu kommt, dass in unserer
Einrichtung pro Woche große Mengen an Daten produziert und in weiterer Folge
analysiert werden müssen. Eine schnelle und einfache, aber auch zuverlässige und
den Anforderungen entsprechende Verarbeitung der anfallenden Daten ist daher
entscheidend.

Das Ziel dieses PhD Projekts war die Konzeptionierung und Entwicklung einer au-
tomatisierten RNA-seq Daten Analyse Pipeline, welche anschließend mit einer bere-
its bestehenden Exome-Sequenzdaten Analyse Pipeline zusammengeführt werden
sollte. Des Weiteren wurden Methoden und Parameter für einzelne Analyseschritte
untersucht und eingeführt, um zuverlässige Ergebnisse zu gewährleisten. Dazu wur-
den sowohl interne als auch öffentlich zugängliche RNA-seq Daten verwendet, um
verfügbare Strategien zu vergleichen sowie Richtlinien bezüglich Studiendesign und
Qualität des Startmaterials festzulegen. Die hier präsentierte Pipeline ist in der Lage
RNA-seq Daten hinsichtlich differenzieller Expression, Fusionstranskripte als auch
genetischer Mutationen zu untersuchen und Dank des flexiblen und modularen Auf-
baus können weitere Analyseschritte ohne großen Aufwand hinzugefügt werden. Im
Zuge der Datenanalyse werden zahlreiche Ergebnisse in eine Datenbank eingefügt
und diese Daten können dann mittels einer benutzerfreundlichen Webapplikation
durchsucht werden. Die Pipeline unterstützt Biologen und Kliniker aber auch Bioin-
formatiker gleichermaßen bei der Auswertung von RNA-seq Daten und konnte schon
in einigen Projekten erfolgreich eingesetzt werden.
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1. Introduction

The genome is thought to be the totality of hereditary information of an organism.
According to the Stanford Encyclopedia of Philosophy is the term “genome” hard to
define and to describe it solely as informational content is not accurate enough since it
is not a stable but rather an adaptive entity which is constantly changing in response
to the environment[232]. Thus, they suggest to understand it as “[. . . ] a process,
a highly complex set of dynamic activities crucial in maintaining the structural and
functional stability not only of the organism but also, through its role in reproduction,
of the lineage”[232]. Alternatively, two tenable ways of defining the genome is either
as “[. . . ] the sequence of nucleotides” or as “[. . . ] a material object, presumably, in
most cases, the nuclear chromosomes”[232]. Generally, a chromosome consists of a
genomic deoxyribonucleic acid (DNA) molecule as well as proteins. DNA molecules
are macromolecules that consist of two strands forming a double helix and each DNA
strand is composed of four different units called nucleotides (adenine (A), cytosine
(C), guanine (G) and thymine (T)). The specific succession of these four nucleotides
encodes the actual genetic information which characterizes the phenotype of a cell
and in further consequence of the entire organism. Different regions of the nucleotide
sequences fulfill different tasks and a major one is to encode for functional products
like proteins or nucleic acids such as transfer ribonucleic acid (tRNA) or ribosomal
ribonucleic acid (rRNA). These functional products are the actual transmitter of the
genetic information to the cell. DNA regions coding for functional products are called
genes[165, p. 11]. On the other hand, there are other sections in the DNA not serving
as template for functional products that possess important regulatory functions.

1.1. Gene Expression

DNA itself is unable to release its information to the cell directly, for this purpose,
intermediate steps are necessary. The flow of genetic information became known as
the central dogma of molecular biology[236, p. 13] and was proposed by Francis
Crick [38][39]. According to his dogma and as shown in Figure 1.1, the most common
transfer of genetic information is either from DNA to DNA (replication) or from DNA
to RNA to protein (gene expression). However, there are special cases where RNA
can be replicated or reverse transcribed into DNA and DNA directly translated into
polypeptides whereby the latter information transfer could only be performed on
cell-free extracts and under laboratory conditions[250].

DNA replication is the process by which an exact copy of the DNA is produced.

3



1. Introduction

ProteinRNARNA

DNA

Figure 1.1.: The central dogma as published by Francis Crick in 1970. Solid arrows
indicate common transfers of information which can take place in a cell
whereas dotted arrows indicate special transfers occurring only in special
cases. (Figure adapted from Crick, 1970[39])

The process that uses the genetic information stored in the DNA in order to produce
functional products is called gene expression.

Two major steps are part of the process of gene expression, namely transcription
and translation. Transcription denotes the production of ribonucleic acid (RNA), itself
a macromolecule made up of four nucleic acids (adenine (A), cytosine (C), guanine
(G) and uracil (U)). Based on the information stored in genes, RNA is a transcript
of that information where again the particular sequence of the four nucleotides en-
codes the information. In contrast to DNA, RNA is often single stranded and can
be assigned to different categories. The major distinction is between RNAs coding
for proteins, so called messenger RNAs (mRNAs), and non-coding RNAs (ncRNAs).
The latter ones can be subdivided into further categories, e.g. tRNAs or rRNAs to
name but a few. These non-coding RNAs will not be further translated into polypep-
tides but are already functional end products with a wide variety of functions. mR-
NAs, on the other hand, derive from protein coding genes and thus are capable of
being translated into polypeptides. The full range of mRNA molecules within a cell
is termed transcriptome[24, p. 70]. Other than DNA or RNA, polypeptides consist of
amino acids. In order to translate the encoded information of mRNA into polypep-
tides, the process of translation makes use of the genetic code. This code defines
how the nucleotide sequence is decoded. The underlying rule is that three consec-
utive nucleotides, named codon, can be unambiguously translated into one amino
acid and the particular succession of nucleotides determines the resulting amino acid
sequence. Finally, one or more polypeptides make up a functioning protein which
is now able to release the genetic information to the cell. The total abundance and
composition of all proteins in a cell is termed proteom which, in the end, determines

4



1.1. Gene Expression

the nature of the biochemical reactions that the cell is able to carry out. Although
transcription and translation are important steps of gene expression there are a num-
ber of additional processes involved in the regulation of the transcriptome and the
proteom.[24, pp. 70ff.][95, pp. 169ff.]

1.1.1. Regulation of Gene Expression

As already mentioned, the way a cell behaves is encoded in the DNA that transduces
its information via RNA and consequent proteins to the cell and almost every cell in
an individual organism possesses the same genetic material. However, in multicel-
lular organisms the functions and characteristics of different cell types differ. This is
because the presence of individual transcripts and in further consequence the reper-
toire of proteins in a cell are a crucial factor. Thus, depending on a cell’s needs it
expresses only a distinct proportion of genes.[236, pp. 13ff.] On top of that, not only
the pure absence or presence of a gene product is decisive but also its abundance.

Several regulatory processes are involved in the decision of which gene will be
expressed to what extent. An overview of the key regulatory processes is listed
below[236, pp. 19ff., 276ff.][95, pp. 232ff.]:

• Transcriptional Regulation of Gene Expression: In eukaryotic cells the syn-
thesis of mRNA takes place in the nucleus using DNA-dependent RNA poly-
merase enzymes. The initial regulatory mechanism of gene expression affects
the initiation of the transcription of a gene and the processivity of the respective
RNA polymerase. Essential influencing factors for this are, on the one hand,
regulatory regions in the DNA like promoters, enhancers or silencers and, on
the other hand, proteins that are able to recognize those regions. The initiation
of the transcription of a gene happens by binding of the RNA polymerase to an
according promoter whereby a couple of genes are known to have more than
one promoter enabling the cell to produce alternative transcripts from the same
gene. However, regulatory regions can be modified by a process named DNA
methylation, thus affecting initiation of gene expression. Furthermore, histone
modifications can lead to a change in chromatin structure which can also influ-
ence the expression of a gene. Moreover, the binding affinity and processivity of
the RNA polymerase and as a result the cellular level of the respective transcript
are greatly influenced by other proteins that are capable of binding to various
proximal regulatory regions. Those transcription factors together with the RNA
polymerase and regulatory DNA regions are therefore the first control elements
of transcription.

• Post-transcriptional Regulation of Gene Expression: Once synthesized most of
the RNA molecules undergo further processing steps. One of them is splicing
by which several different versions of a transcript can arise out of a precursor
RNA. This is possible as a lot of RNAs have regions called exons and introns.

5



1. Introduction

The former ones are regions that are actually serving as templates for the syn-
thesis of functional products whereas the latter ones are not and they are located
between the exons. Thus, splicing takes place by removing intronic regions and
subsequently joining together the exons. Provided that a precursor RNA com-
prises several exons the diversity of the resulting product can be achieved by
joining together exons in various different ways.
Another processing step of mRNA molecules is 5’ capping where a methylated
nucleoside is attached to the 5’ end of a transcript. This cap, in turn, is capable
of influencing splicing, the degradation rate and the transport to the designated
target of the respective transcript.
On top of that, the majority of mRNAs become polyadenylated. Polyadenyla-
tion is defined as the linking of a poly(A) tail to the 3’ end of the transcript. The
exact position where this tail is placed enables once more the production of sev-
eral different versions of the mature mRNA.
RNA editing, a further regulatory mechanism, has a direct impact on the nu-
cleotid sequence of the RNA molecule by inserting, deleting or replacing nu-
cleotides and thereby directly changing the information stored in the RNA. The
most frequent type of RNA editing is the conversion of adenosine to inosine
(A→I editing). However, the reverse transcriptase interprets the inosine as a
guanosine, thus when RNA is sequenced the A→I editing appears as an A→G
mutation[171].
In addition to that there are other regulatory mechanisms acting post transcrip-
tional like RNA interference (RNAi) that influence the repertoire of functional
products by inducing the degradation of RNA or the repression of its
translation[198].

• Translational Regulation of Gene Expression: The translation of mature
mRNAs into proteins takes place in the cytoplasm of eukaryotic cells and is
carried out by ribosomes. Ribosomes are ribonucleoproteins, hence made up
of rRNAs and proteins, and consist of two subunits. Although the noncoding
introns are already removed, mature mRNAs still possess regions that do not
code for proteins. These untranslated regions (UTRs) are located at the 5’ and 3’
ends of the coding region, respectively. Along with the 5’ cap and the 3’ poly(A)
tail they are important elements for determining the binding of the ribosome to
the according mRNA and thus are able to modulate translation. Depending on
that, the initiation of translation takes place by binding of one of the two ribo-
somal subunits to the 5’ cap. This unit moves along the RNA molecule until it
reaches the start codon, the signal for the ribosome to start translation. Once ar-
rived at the start codon the second subunit binds to the first one and the protein
synthesis starts with the help of tRNAs which provide different amino acids to
the growing polypeptide chain based on the succession of codons of the mRNA
molecule. This is done until a stop codon is reached.
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• Post-translational Regulation of Gene Expression: During or after protein syn-
thesis the originated polypeptides can be modified in order to alter their stabil-
ity, activity or destination[150]. One possible post-translational modification is
the addition of modifying groups to the polypeptide chain. Phosphorylation for
example, a common chemical modification[106], is important for the activation
or deactivation of enzymes. Another post-translational modification is cleavage
by which a long polypeptide results in a smaller one with altered functionality
and stability.

1.1.2. Gene Expression Profiling

Since RNAs and proteins and their respective composition within a cell are important
determinants for its activity, the investigation of expression levels allow interesting
insights into a cell’s and in further consequence into an organism’s state. In general,
it is possible to examine the abundance of RNAs and also proteins. As already dis-
cussed in the previous chapter, there are several regulatory mechanisms acting on
intermediate gene products influencing not only RNA but also protein abundances.
The RNA repertoire of a cell is a major parameter for its properties as changes in
a cell’s state are often associated with alterations of mRNA levels and therefore the
examination of the transcriptome can give valuable insights[191, p. 1].

Initial methods for mRNA abundance measurement include northern blots[105]
and qPCR[69]. These techniques are suitable for the investigation of a limited number
of genes at a time and as a consequence they can be useful if one is interested in just a
few candidate genes. However, they are impractical when the aim is to measure thou-
sands of genes or even the entire transcriptome at one go which is a common scenario
in modern research studies. Furthermore, there are several advantages when investi-
gating the entire transcriptome. For example, whole transcriptome analysis makes it
possible to compare expression levels of all expressed genes between different condi-
tions, thus it allows the identification of all genes with differing expression patterns
across conditions.

More recent technologies like serial analysis of gene expression (SAGE)[251] or the
consequent Super-SAGE[156] made it possible to analyze RNA abundances of thou-
sands of genes at once. Another and former commonly used[102] high-throughput
gene expression analysis technology are DNA microarrays[220]. Microarrays are
hybridization-based[255] which means that, in terms of gene expression profiling,
they are based on the hybridization of labeled RNA molecules to pre-defined DNA se-
quences which are attached to the microarray surface. These DNA sequences usually
represent sequences of known genes of the organism of interest. However, microar-
rays are known to have a number of limitations[76][154][177][255][267]. For example,
since the analysis is based on pre-defined sequences only transcripts whose sequence
is already known can be analyzed. Thus, new isoforms or previously unknown genes
will be missed. Another problem is cross-hybridization leading to high levels of back-
ground noise due to unwanted binding of sequences to incorrect targets[175]. Fur-
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thermore, targets on the microarray have varying hybridization properties which bi-
ases the expression quantification as well and makes comparisons more difficult[154].

In comparison to microarrays, sequencing-based methods like RNA-seq have sev-
eral advantages and do not possess the abovementioned limitations. RNA-seq is ex-
plained and discussed in more detail in Chapter 1.3.

1.2. DNA Sequencing

DNA sequencing is defined as the determination of the actual order of the four nu-
cleotides adenine, cytosine, guanine and thymine of a DNA molecule. In 1977, Allan
M. Maxam and Walter Gilbert proposed a method for DNA sequencing which is also
known as chemical sequencing[157]. Although used for some time it was mostly re-
placed be another technology published by Frederick Sanger and colleagues also in
1977[218]. Their method is known as dideoxy method, chain termination method or,
named after its inventor, Sanger sequencing. It utilizes dideoxynucleotides (ddNTPs)
which in comparison to deoxynucleotides (dNTPs) lacks the 3’-hydroxyl group and
thus, other than dNTPs, leads to the termination of DNA chain elongation when in-
corporated. To perform Sanger sequencing the double stranded DNA molecule that
should be sequenced has to be denaturated into single stranded DNA. The result-
ing single stranded molecule serves then as template for the creation of new com-
plementary strands. In order to create the complement of the template sequence,
DNA primer, DNA polymerase and dNTPs (dATP, dCTP, dGTP and DTTP) as well
as ddNTPs (ddATP, ddCTP, ddGTP and ddTTP) are needed. For the actual sequenc-
ing process the single stranded DNA template is divided into four reactions each of
which containing DNA polymerases, all four types of dNTPs but only one type of
ddNTPs, i.e. one reaction only containing ddATP, one only ddCTP, one only ddGTP
and one only ddTTP, with the concentration of ddNTP in each reaction just amount-
ing to a fraction of that of dNTPs. The DNA polymerase then starts to create the
complementary DNA strand based on the template strand by adding the respective
dNTPs. Randomly ddNTPs instead of dNTPs are incorporated into the growing se-
quence which stops the elongation resulting in DNA molecules with varying length.
After several rounds of synthesis the resulting molecules are sorted by size and since
each fragment can be assigned to one of the four reactions one knows which ddNTP
is last in each sequence and hence the complementary sequence of the input template
can be reconstructed.

After its invention Sanger sequencing was gradually enhanced which laid the foun-
dation for automated sequencing machines, also referred to as first-generation se-
quencing technology, and led to a decrease in sequencing costs and increased qual-
ity and sequencing length. As a result, it currently allows to sequence reads with a
length of up to about 1,000 base pairs (bp) with an accuracy of 99.999%[225]. Due to
its strength Sanger sequencing has been the most widely used DNA sequencing tech-
nology for nearly three decades and is still used for particular projects and issues,
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e.g. validation. However, after the completion of the human genome in the course of
the Human Genome Project, which was accomplished by means of Sanger sequenc-
ing, cost almost three billion US dollar and took nearly 13 years[73][93][161], the in-
terest in sequencing increased greatly which led to the development of even faster
and cheaper sequencing technologies named second-generation or next-generation
sequencing.

1.2.1. Next-Generation Sequencing

Next-generation sequencing (NGS) is the massively parallel sequencing of DNA pro-
ducing millions of short fragments simultaneously[161][225]. Its development and
the resulting decrease in cost and time revolutionized the field of genomics. In the
period between 2005 and 2007 three companies introduced distinct NGS platforms
namely Roche (454 sequencing)[153], Illumina (Solexa technology)[18] and LifeTech-
nologies (ABI SOLiD sequencing)[159]. Although all of them have their strengths
and weaknesses the Sequencing by Synthesis (SBS) method proposed by Illumina
prevailed and all data discussed in this thesis have been produced by means of Il-
lumina’s sequencing technology. Since its invention Illumina gradually refined their
technology which is currently able to generate more than 10,000 gigabases (Gb) per
week at a price of below 10 US dollar per Gb (Figure 1.2).
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Figure 1.2.: This graph illustrates the trend of price and output of several Illumina in-
struments between 2000 and beyond 2014 (x-axis). As can be clearly seen
there is a remarkable increase in sequencing output while costs are falling.
The left y-axis shows the sequencing costs per Gb in logarithmic scale (vi-
olet graph) and the right y-axis the weekly output also in logarithmic scale
(green graph). (Figure taken from [89])

The basic steps included in Illumina’s sequencing technology are as follows:

1. Library Preparation: First of all, the sample that should be sequenced has to
be prepared. This involves the fragmentation of the DNA into smaller pieces.
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As the resulting fragments have random length and neither too long nor too
short fragments are convenient for the Illumina sequencing technology only
fragments with appropriate size are kept. Finally, specific adapters are ligated
to the fragments which enables the attachment of the fragments to the flow cell
(Figure 1.3).

DNA
DNA fragmentation

Adapters

Size Selection and Ligation

Sequencing Library

Figure 1.3.: Schematic illustration of the Illumina Library Preparation step. Initially,
genomic DNA is fragmented and after that specific adapters are ligated to
the resulting, size selected fragments. (Figure adapted from [89])

2. Attachment to Flow Cell: A flow cell is a glass slide with eight lanes. A lane is
defined as a channel and each channel contains a lawn of oligonucleotides[85].
Using a machine named Cbot the prepared DNA fragments of the samples to
sequence can be attached to the flow cell (Figure 1.4). This is possible as the
oligonucleotides which are attached to the flow cell are complementary to the
specific adapters ligated to the fragments in the library preparation step.

Flow cell

Figure 1.4.: The prepared fragments are attached to the flow cell by randomly binding
to the present oligonucleotides. (Figure adapted from [89])

3. Cluster Generation: Since the sequencing process is based on the detection of a
fluorescent signal that is emitted when a labeled dNTP binds to a fragment and
the signal from a single incorporation process would be too weak the fragments
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have to be amplified. This is done by a process called bridge amplification (Fig-
ure 1.5) by which the single fragments are copied multiple times in order to
produce dense clusters constituted of up to 1,000 fragments with identical se-
quence information.

Flow cell Flow cell Flow cell

Figure 1.5.: Each fragment attached to the flow cell is amplified in multiple cycles in
order to create clusters. (Figure adapted from [89][152][256])

4. Sequencing: Once the fragments are amplified the flow cell is ready to be trans-
ferred to the sequencer. Here, in a first step, an universal adapter for sequencing
is hybridized to the single stranded fragments. Sequencing is then performed
in cycles where in each cycle the complementary sequence of the fragment is
extended by one base (Figure 1.6). This is possible as in each cycle DNA poly-
merases and modified dNTPs are washed through the flow cells and the poly-
merase extends the appropriate dNTPs to the growing sequences. The modi-
fication that is made to the dNTPs comprises the use of a reversible termina-
tor with four different removable fluorophores [18], one for each type of dNTP
(dATP, dCTP, dGTP and dTTP). This modification ensures that only one dNTP
can bind to the growing sequence per cycle and that the type of the incorpo-
rated dNTP can be detected. The surplus of polymerases and dNTPs is washed
away and the incorporated bases are identified by laser-induced excitation of
the fluorophores and imaging of the signal[18]. Subsequently, the terminators
and fluorophores are removed and a new cycle can start. Based on the fluores-
cent signals detected in each cycle the Illumina software assigns the according
base to each cluster in a process called base calling. In this way, decoding the
actual sequence of each fragment that was loaded on the flow cell.

Flow cell
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Sequencing cycles

Digital image

Sequences are stored 
in output file

Cluster1: ACAG...
Cluster2: TTAC...
Cluster3: GAAT...
Cluster4: CGGA...

Figure 1.6.: Schematic illustration of the Illumina Sequencing by Synthesis technol-
ogy. In each cycle an according fluorescently labeled dNTP is incorpo-
rated to the growing sequence and the respective emitted fluorescing sig-
nal is detected by a camera. (Figure adapted from [89])

In the early days the Illumina technology was able to perform 35 cycles[18], i.e. se-
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quence 35 bp per fragment. The rather small number is mainly due to the fact that
possibly not all fragments of a cluster incorporate a dNTP in each cycle leading to
a biased signal in the following cycles where mixed fluorescent signals might be de-
tected as not only the actual correct dNTP binds to the cluster but also the previously
missed ones. As a result, the more cycles performed, i.e. the longer the sequenced
read, the more the quality of the called bases suffers. This phenomenon is called de-
phasing. However, the chemistry and reagents improved over the years and by the
time of writing the Illumina systems are able to achieve read lengths of up to 300
bp[90].

Furthermore, with Illumina sequencing systems it is possible to perform paired-
end sequencing (Figure 1.7). This means that the fragments are sequenced from both
ends which offers several advantages for data analysis (see Chapter 1.4.1).

fragment to be sequenced

Read 2

Read 1

Figure 1.7.: Schematic illustration of the paired-end sequencing method where each
fragment is sequenced from both ends. (Figure adapted from [89])

Additionally, not only read length but also the number of fragments that can be
sequenced per run increased. This was possible thanks to the improved sequencing
chemistry but also due to refined optical systems. Nowadays, Illumina systems are
able to produce up to 1,800 Gb of sequence in less than three days[90].

1.2.1.1. Applications

As stated by Grada and Weinbrecht [73] “The applications of NGS seem almost end-
less [. . . ]”. It allows the investigation of the genome, the transcriptome or the epi-
genome of any organism[89]. Although providing an opportunity to answer a mul-
titude of different questions the sequencing process itself stays the same but the way
how the sequencing material is obtained and prepared and the final data analysis
make the difference.

First of all NGS can be used for de novo assembly, i.e. to reconstruct the genomic
sequence of an organism without using a reference genome. In this process the short
reads produced by the sequencer are searched for overlaps and assembled into larger
fragments, so called contigs, thus trying to trace back the entire genomic sequence of
the investigated organism.

Another widely used application of NGS is the detection of disease associated vari-
ants. The most sensible way to do this is by sequencing the entire genome, i.e. whole
genome sequencing (WGS). Although there is an ongoing decrease in sequencing
costs, it is reasonable for several cases not to sequence the entire genome but only
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specific parts of it. Several targeted sequencing methods are available for this pur-
pose. One of them is amplicon sequencing which is suitable to interrogate rather
small regions. Further targeted sequencing methods are gene panels, where only a
limited number of genes of interest are captured[15]. This approach is useful, for
example, when several known disease genes should be analyzed for a multitude of
samples. However, if the number of genes to investigate gets too big it is preferable
to use another, more comprehensive method where all genes of an organism can be
captured and this method is referred to as whole exome sequencing (WES)[169].

Beside the already mentioned applications NGS can be used in epigenetics as well.
Chromatin immunoprecipitation followed by NGS (ChIP–seq)[190] is used to detect
protein-DNA or protein-RNA interactions in vivo. Therefore, it is a widely used tech-
nique to detect binding sites of transcription factors and other DNA-binding proteins
which are important for the understanding of regulatory mechanisms. The analysis
of cytosine methylation is another application of NGS. The method for this purpose
is called bisulfite sequencing.

Finally, NGS cannot only be used to study the genome or epigenome but also the
transcriptome. A more detailed discussion regarding the application of NGS in the
study of the transcriptome can be found in the following Chapter 1.3.

1.3. RNA Sequencing

RNA sequencing (RNA-seq) is a method that utilizes NGS technology in order to
perform transcriptome profiling[164][166][255][258]. It provides a snapshot of the
transcriptome at a specific point in time, has several advantages and the potential
to overcome the limitations that are associated with microarrays[154] (limitations of
microarrays are discussed in Chapter 1.1.2).

By this time, RNA-seq has become a powerful technology with a big variety of ap-
plications. First of all, it can be used to quantify gene expression[164] and in further
consequence perform differential gene expression analysis, which is the identifica-
tion of genes whose expression differs among different experimental conditions[177].
Since RNA-seq does not rely on a priori sequence knowledge it can be used to de-
tect novel transcripts as well[77]. In addition to that one can interrogate alternative
splicing (AS)[188][238][253] but also gene fusion events[148]. Aside from that, RNA-
seq demonstrated its potential to identify genomic variants to study allele specific
expression (ASE)[45] or RNA editing[193][215].

Depending on the biological question that should be answered the sample prepa-
ration steps involved in each RNA-seq experiment can slightly differ. A typical RNA-
seq experiment workflow (Figure 1.8) can be summarized as follows.

First of all, total RNA is extracted from the sample to analyze. Subsequently, the
desired RNA subpopulation is enriched. This is done as >90% of a cell’s RNA reper-
toire consists of ribosomal RNA (rRNA)[257]. A common and widely used method
for mRNA enrichment is poly(A) capturing by which oligo(dT) beads are used to
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select solely polyadenylated RNAs. Another method is rRNA depletion where com-
plementary rRNA sequences conjugated to magnetic or biotinylated beads are used
to get rid of the abundant rRNA[265]. Once the favored RNA is enriched, the re-
maining molecules are sheared into smaller fragments and the resulting snippets are
converted into cDNA. Both steps are necessary since the Illumina sequencing technol-
ogy is only able to cope with DNA fragments of a specific length[257]. The resulting
cDNA molecules are then amplified and sequenced as described in Chapter 1.2.1.

selected cell population

extraction of total RNA

AAAAAA

AAAAAA

A
A
A
A
A
A

poly(A) capturing or
rRNA depletion

AAAAAA

A
A
A
A
A
AAAAAAA

fragmentation

cDNA synthesis

library construction and sequencing

Figure 1.8.: Overview of a typical RNA-seq library preparation workflow. Total RNA
is extracted and mRNA is enriched. After that the mRNA molecules are
fragmented and converted into cDNA which is then used to prepare a
library ready for sequencing. (Figure adapted from [265])

The abovementioned workflow can be applied to answer multiple questions. How-
ever, there are special cases where specific steps in the preparation have to be modi-
fied or added. One of these special cases, for example, is 4sU-tagging[51] which can
be used to interrogate changes in RNA synthesis as well as RNA decay by labeling
newly transcribed RNA in living cells with 4-thiouridine (4sU)[160]. The labeling
process is performed for a specific amount of time, then total RNA is extracted and
after thiol-specific biotinylation the labeled, newly transcribed RNA can be separated
from the pre-existing one with the aid of streptavidin-coated magnetic bead[51]. The
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extracted total RNA but also the labeled as well as unlabeled fraction of RNA are
applicable for subsequent RNA sequencing[259].

Another advancement of RNA-seq is the possibility to perform low-input or single-
cell RNA sequencing. In common RNA-seq experiments total RNA is taken from a
sufficient number of cells and the extracted RNA composite provides a snapshot of
the average expression profile of these cells[224]. Although this is suitable for a lot
of cases there are special experimental setups where only a limited number of cells is
available or where one is interested in the behavior or properties of single cells. For
this purpose, common RNA-seq library preparation methods are not suitable since
they typically require micrograms of RNA as starting material, in which case thou-
sands of cells are needed[240]. When dealing with very low amounts of RNA factors
like contamination, degradation or even sample loss might mess up the quality of
the results[168]. Therefore, methods especially designed to handle small quantities
of starting material have to be used such as SMART-seq[204] or CEL-Seq[84] which
are able to substantially amplify the extracted RNA population while preserving the
relative abundances of them[53]. Applications for small input or single cell RNA-seq
are, for example, the identification of differences in cells even if they are morphologi-
cally indistinguishable[1] or to interrogate expression patterns of rare cell types such
as circulating tumor cells[204].

1.4. RNA-seq Data Analysis Workflow

Once sequencing on an Illumina sequencing instrument finished the resulting binary
base call files (BCL) can be converted into a more common file format named FASTQ.
A FASTQ file is a plain text file that stores the sequence information of each sequenced
fragment as well as the corresponding base quality score. An example of the FASTQ
file format is shown in the following:

@SND00115:164:C86HWANXX:1:1104:1248:2037 1:N:0:CGTACTAG
ATTCCTGATACTCCTGCCTCCAGCTCTGGATTGTAGGCATGCACTACCATA
+
BBBBBFFFFFFFFFFFJFFFFFFFJJJJJJFFFFFFFF<<FFFJJFF##FF
...

By definition, each fragment is represented by four line types where the first line starts
with an ’@’ character followed by an unique identifier and an optional description, the
second line stores the actual nucleotide sequence information and can theoretically be
wrapped into multiple lines, the third line type starts with a ’+’ character optionally
followed by a copy of the unique identifier of the first line and finally, the fourth line
type, which stores the base qualities of each base of the second line[34]. Nowadays,
base calling qualities are usually represented by PHRED scaled quality scores which
are calculated as qi = −10log10(pi) where qi is the PHRED score for the estimated error
probability pi for base i[59][60]. The collectivity of base quality scores is already an
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early and crucial quality control parameter to check whether the sequencing process
was successful and hence if the reads can be used for further analysis.

Typically, each FASTQ file stores millions of short sequence reads of just a single
sample. Moreover, it is not unusual that the sequence reads of one sample are dis-
tributed among multiple FASTQ files. This is particularly the case if a sample’s se-
quence library is sequenced on multiple lanes on a flow cell which is common practice
to prevent sources of bias like lane effects, for example.

Regardless of how many FASTQ files per sample are produced they constitute the
starting point for the downstream data analysis. The structure of a common RNA-seq
data analysis workflow is shown in Figure 1.9 and each step involved is described in
the following sections.

FASTQFASTQ

Alignment

Quality Control

Downstream Analysis

Quality Control

Figure 1.9.: This figure depicts a standard RNA-seq data analysis workflow. Starting
point are FASTQ files storing the sequence information for each sample.
Usually these files are checked for quality and subsequently aligned. Af-
ter alignment, quality control is performed once again and good quality
alignments are kept for downstream analysis like differential expression
analysis, fusion detection or variant calling.

1.4.1. Alignment

The reads produced by an Illumina sequencing instrument have limited length (see
Chapter 1.2.1), thus one single read rarely represents the entire RNA molecule of ori-
gin. Taking these yet rather uninformative reads and trying to give them a meaning
is a fundamental step in RNA-seq data analysis[61]. There are several approaches to
do so and which one to choose depends to a large extent on the experimental ques-
tion and whether there is a profound reference sequence as well as gene annotation
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available for the investigated sample’s organism or not.
One approach is to reconstruct the transcripts by assembling the reads based on

their overlaps. If, however, a reference genome is available it is also possible to ini-
tially align the reads to the reference and subsequently assemble them into putative
transcripts[67]. The resulting assemblies can give valuable insights regarding novel
transcripts or alternative splicing[19][72].

For well studied organisms like human or mouse both, a sophisticated reference
genome as well as gene annotations are available. If this is the case, another way
to reveal the origin of the reads is by just aligning them to the reference genome or
transcriptome (Figure 1.10).

exon 1 exon 2

sequencing read

Gene A

(a) alignment to the transcriptome

exon 1 exon 2

sequencing read

Gene A

genome

(b) alignment to the genome

Figure 1.10.: Sequencing reads can be aligned either to the transcriptome (a) or
genome (b). For alignments to the genome, RNA-seq reads spanning
exon-exon junctions must be treated in a special way since they need to
map across introns which is not the case for alignments to the transcrip-
tome.

Reference sequences are usually stored in FASTA format. Like FASTQ files, FASTA
files are plain text files and have a rather simple format, e.g.:

>chr1
AGCTGAGCACTGGAGTGGAGTTTTCCTGTGGAGAGGAGCCATGCCTAGAG
TGGGATGGGCCATTGTTCATCTTCTGGCCCCTGTTGTCTGCATGTAACTT
AATACCACAACCAGGCATAGGGGAAAGATTGGAGGAAAGATGAGTGAGAG
...
>chr2
CGATTAACAGGTACCAAAGGATTACAGGAAATATAGGAAGTTAACCACTA
...

where each sequence starts with a ’>’ character followed by an unique identifier for
the particular sequence, which in many cases represents entire chromosomes. The
subsequent lines constitute the actual sequence.
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For the vast amount of reads produced by NGS instruments, formerly developed
alignment algorithms such as BLAT[103], SSAHA[170] or GMAP[263] are not effi-
cient enough[126]. Therefore, new short-read aligner have been implemented that
are specifically designed to satisfy the requirements presented by NGS data like deal-
ing with short, possibly paired-end sequenced reads that might possess sequencing
errors and perhaps map equally well to different sites in the reference genome[249].
In addition to that, RNA-seq reads pose another challenge since they can span exon
junctions[67]. The new alignment algorithms exploit sophisticated methods to meet
these challenges in a best possible way. Based on the method used they belong to
different categories which will be described in the following section[16].

A first distinction can be made based on whether the aligner is splice-aware, i.e.
if it is able to allow a read to span an entire intron, with intron lengths commonly
ranging from 50 to 100,000 bp in mammalian genomes[107], or not. Aligner that
are not splice-aware are especially suitable when aligning RNA-seq reads to a ref-
erence transcriptome. Here, the alignments are restricted to all known transcripts in-
cluded in the reference and the detection of novel isoforms is impossible, thus reads
that originated from unknown transcripts might remain unmapped. For the cate-
gory of splice-unaware aligner two major approaches emerged using either Burrows-
Wheeler transform (BWT)[26] or seed methods[67]. Alignment programs utilizing
BWT are, for example, Bowtie[118], SOAP2[130] or the Burrows-Wheeler Alignment
tool (BWA)[124]. The idea behind these methods is to use BWT to rearrange the
reference genome such that similar sequences occur together and to build an index
from the resulting data structure that allows for efficient yet accurate mapping of the
reads to the reference[61]. Seed methods, on the other hand, are usually based on
another indexing technique, namely hash tables[126]. An early generation of NGS
short-read alignment programs such as MAQ[127], SOAP[129] or ELAND[18] belong
to this category. A more recent representative of this category is Stampy[143]. The ba-
sic principle of the seed methods is to divide the query sequences into subsequences,
the so called seeds, and try to perfectly map them to the reference. The mapped
seeds are then joined and extended by more sensitive alignment methods, such as the
Smith-Waterman algorithm[229], to obtain full alignments[16][67]. Overall, most of
the splice-unaware aligner were actually developed for the mapping of reads coming
from genomic DNA to the reference genome.

Aligner belonging to the second category, i.e. splice-aware aligner, are able to align
RNA-seq reads to the reference genome as they support larger gaps in order to allow
for reads to span introns, thus enabling the detection of novel isoforms or chimeric
transcripts[50]. For splice-aware aligner also two major approaches emerged, namely
exon-first and seed-and-extend methods[67]. Exon-first methods, as their name im-
plies, initially try to completely align the reads to the genome without consider-
ing large gaps, thus neglecting introns. This step is performed by means of splice-
unaware aligners. Reads that could not be aligned in the first step are split into sub-
sequences which are then aligned to the reference genome as well. The expected
read clusters are then used to detect potential spliced connections. A prominent and
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widely used example of an aligner using this approach is TopHat2[107]. The other
approach, seed-and-extend methods, just as the abovementioned seed methods split
the reads into parts, the seeds, and try to align these seeds to the genome. Again, can-
didate alignments are then used to find the proper alignment location for each read
through iterative extension and merging of initial seeds with the use of more sensitive
alignment algorithms[67]. The ultrafast universal RNA-seq aligner STAR[50] or the
BWA-MEM algorithm[123] are both included in this category.

Apart from that, other splice-aware aligner, such as GEM[151], emerged that exploit
a hybrid strategy where they use an exon-first method for the initial alignment of
unspliced reads and then employ a seed-and-extend method for spliced reads[4].

If paired-end sequencing was performed, the typical procedure of alignment algo-
rithms is to initially process both reads of a pair separately, i.e. try to align them inde-
pendently and subsequently join them, provided that both of them could be mapped.
Paired-end reads constitute an advantage inasmuch as they can provide additional
information to the alignment algorithm especially for multi-mapped reads, i.e. reads
that fit equally well on multiple locations, as the mapping position of one read can
help to determine the correct position of its paired read.

For some of the aforementioned alignment programs it is possible to provide gene
annotations in order to guide the initial mapping steps[4]. Usually, gene annotations
are stored in the General Feature Format (GFF) or General Transfer Format (GTF) file
format1. Each line in these files represents one feature where a feature might be any
region in the genome but is typically an annotated exon or a coding region belonging
to a known transcript. A few example lines of a GTF file are shown in the following:

chr1 UCSC start_codon 11866320 11866322 0 + . gene_id "CLCN6"; transcript_id "uc009vne.2";
chr1 UCSC CDS 11866320 11866406 0 + 0 gene_id "CLCN6"; transcript_id "uc009vne.2";
chr1 UCSC exon 11866153 11866406 0 + . gene_id "CLCN6"; transcript_id "uc009vne.2";
chr1 UCSC CDS 11867188 11867247 0 + 0 gene_id "CLCN6"; transcript_id "uc009vne.2";
chr1 UCSC exon 11867188 11867247 0 + . gene_id "CLCN6"; transcript_id "uc009vne.2";
chr1 UCSC CDS 11875903 11876010 0 + 0 gene_id "CLCN6"; transcript_id "uc009vne.2";
chr1 UCSC stop_codon 11876011 11876013 0 + . gene_id "CLCN6"; transcript_id "uc009vne.2";
chr1 UCSC exon 11875903 11876844 0 + . gene_id "CLCN6"; transcript_id "uc009vne.2";

where the first column represents the name of the reference sequence (e.g. chromo-
some), the second one the data source, the third the feature name, the fourth and fifth
the start and end position of the feature, respectively, the following three columns the
score, the strand (forward(+) or reverse(-)) and the frame (for coding sequences only;
specifies whether the initial codon starts at the first(0), second(1) or third(2) position
of the feature) and the last column contains a list of attributes, usually the gene and
transcript name or identifier the feature belongs to.

Nowadays, most of the alignment programs use the same output format which
is termed Sequence Alignment/Map (SAM) and the companion Binary Alignmen-
t/Map (BAM) format, respectively[125]. The latter is a binary version of the former
one and includes the same information while requiring less disk space due to com-
pression. Furthermore, BAM files can be indexed which improves seek times con-

1http://www.ensembl.org/info/website/upload/gff.html (last accessed 01.10.2016)
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siderably. Each line in a SAM file represents the alignment of one read. An example
alignment of the two reads of a paired-end sequenced fragment is depicted here:

HWI_ST081 99 chr16 11846592 255 97M3404N3M = 11846613 3524 GGAAAACC...GT ??@DD?:ˆ...8?
HWI-ST081 147 chr16 11846613 255 76M3404N23M = 11846592 -3524 TCTCGGAG...TG ?:GFD=|_...ˆC

where each of the 11 mandatory and tab-separated columns store a specific informa-
tion which is explained in the following2:

1. QNAME - the unique identifier of the sequenced read

2. FLAG - bitwise flag

3. RNAME - the name of the reference sequence (e.g. chromosome) the read was
aligned to

4. POS - the position in the reference sequence the read was aligned to

5. MAPQ - mapping quality calculated as [−10log10(x)] where x is the probability
that the mapping position is wrong

6. CIGAR - the CIGAR string comprises information of how the read could be
aligned to the reference, e.g. completely, with gaps or just partly

7. RNEXT - if paired-end sequencing was performed this field stores the reference
sequence to which the mate pair read aligned (’=’ indicates same reference as in
RNAME)

8. PNEXT - same as RNEXT but holds the alignment position

9. TLEN - determined fragment length

10. SEQ - the read sequence

11. QUAL - the PHRED scaled base qualities of the read sequence

Optionally, additional columns can be attached for further information. These columns
have to be tab-separated as well and each of them should be in the TAG:TYPE:VALUE
format where TAG is a unique identifier for the column, TYPE specifies the format of
the VALUE field which itself stores the actual information.

To parse and edit a SAM/BAM file a special software package named SAMtools[125]
is available.

2based on https://samtools.github.io/hts-specs/SAMv1.pdf (last accessed 01.10.2016)
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1.4.2. Quality Control

Quality control (QC) is an essential procedure when analyzing RNA-seq data both
pre- and post-alignment since the entire data generation process is complex and in-
volves many steps. Errors can theoretically be introduced in any of these steps and
detecting them before performing any kind of downstream analysis is vital to guar-
antee reliable results.

It is known that the RNA-seq technology possesses various limitations and thus
making it prone to certain errors, artifacts and biases[83]. As stated by Lahens et
al.[116], previous studies could reveal several sources of errors in RNA-seq experi-
ments such as GC-content and PCR enrichment[3][17], biases originating from differ-
ent rRNA depletion methods[2], biases caused by random hexamer priming[80] or
errors introduced by the sequencing step itself[167]. Furthermore, problems during
sequencing can lead to lane effects[154] or an overall decrease in sequencing output.
Especially when comparing different samples with each other outliers and batch ef-
fects can lead to flawed conclusions[83]. In addition to that, nontechnical incidents
like sample swap and mixup, respectively, can mess up downstream analysis when
unidentified. Although many sources of these errors are known and improvements
of the technology help to overcome certain issues, chances of introducing biases still
exist which makes QC indispensable.

Regarding pre-alignment QC, a number of methods exist to check the quality of
RNA-seq samples already in the laboratory, i.e. during the sample preparation and
library creation process. Being important in order to identify possible problems in an
early stage of the analysis workflow and potentially saving money due to exclusion of
faulty samples before sequencing, this procedures can reveal just a limited number of
issues. For that reason, QC in the subsequent analysis steps is necessary by all means.
When sequencing with an Illumina instrument one has access to an on-board track-
ing system which provides a multitude of quality metrics, e.g. number of clusters,
signal intensities or number of filtered reads due to low quality, giving further insight
whether the material loaded on the sequencer was of good quality and moreover if
the sequencing process is performing well. Once sequencing finished and the FASTQ
files are created they can be used for further investigation. Programs like FastQC[11]
are able to use FASTQ files as input and create metrices and plots that help to de-
termine whether the sample’s quality is sufficient for further analysis. Widely used
data in this scope are, for example, number of optical duplicates, overall, lane-wise or
sample-wise alignment yield and base quality of the individual reads.

If no problem could be detected up to this stage, the reads of the sample can be
aligned (see previous Chapter 1.4.1). The alignment data in turn comprise further
important information that can be investigated with tools like RSeQC[254], RNA-
SeQC[47] or QoRTs[83]. All of them produce informative metrices to answer a multi-
tude of quality related questions such as how many reads could be aligned to anno-
tated exons in order to generally check whether the library preparation step worked
well or the fraction of reads that apparently originated from rRNA in order to see if
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the rRNA depletion succeeded. Further popular measures concern issues like map-
ping quality, mapping rate, duplicate rate or insert size (for paired-end sequencing).

Considering the myriad of possible quality metrices, some sequencing laboratories
implemented automated rules in their analysis pipelines which, based on certain cut-
off values, decide whether a sample can be used for downstream analysis or has to
be resequenced (McSherry, T., Illumina Inc., personal communication, February 02,
2016).

1.4.3. Downstream Analysis

Once the sample is sequenced, aligned and proved to be of good quality all further
analysis steps can be performed. Based on the question that should be answered
various steps can be performed.

1.4.3.1. Expression Quantification

A common use case of RNA-seq is expression profiling. In order to determine the
expression pattern of a sample, original transcript abundances are estimated based
on the number of reads that align to respective regions in the genome. In many
cases abundances are summarized gene-wise, i.e. all reads mapping within the anno-
tated region of a gene are assigned to that gene. This fairly simple task can be per-
formed using software tools like featureCounts[131] or HTSeq[9], or more specifically
its subcomponent htseq-count. These tools make use of the alignment information in
SAM/BAM format as well as the annotation in GFF/GTF format to calculate the re-
spective quantitative values. However, summarizing reads in a gene-wise manner
is just one option. Theoretically, instead of genes any other type of genomic feature,
e.g. exons, introns, UTRs or even self-defined regions, can serve as measuring unit.
Although virtually straightforward several issues must be beared in mind when sum-
marizing reads of genomic features. First, reads that cannot be uniquely aligned to
the genome, so called multi-mapped reads, must be dealt with. A simple way to
handle multi-mapped reads is to either discard them or to count them multiple times
for each mapping position. htseq-count uses the former strategy while featureCounts
provides the user the option to choose between both of them. Second, genomic fea-
tures can overlap in their genomic regions. Thus, the quantification algorithm must
be able to decide what to do with reads mapping to such overlapping regions. For
example, htseq-count allows to choose between three options of how to assign those
reads (Figure 1.11). Although gene-wise quantifications are widely used, assigning
reads to different isoforms of a gene (if present) can give additional valuable biolog-
ical insight. However, this is not a trivial task as isoforms often share parts of their
sequence and thus reads that align to common regions are difficult to assign uniquely
to a single transcript. In order to deal with this issue, algorithms using statistical
models have been implemented which try to estimate the expression level of each
isoform[4][12][98].
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Figure 1.11.: This figure illustrates the behavior of the three htseq-count algorithm
modes of how to deal with reads mapping to overlapping features. The
three modes are union, intersection-strict and intersection-nonempty.
While in many cases the behaviour is the same, example b), c) and f)
show the specific differences between the three modes. (Figure adapted
from [88])

The output of expression quantification tools is usually a file in tabular form where
the rows represent the particular feature and the columns the respective samples.

Normalization
The obtained expression values of the previous step are commonly used for com-
parisons either of different features within a sample (e.g. difference in expression
of various genes) or of the same feature across different samples (e.g. differential
expression of a gene between samples). However, prior to performing any kind of
comparisons, normalization is necessary in order to get meaningful expression val-
ues as RNA-seq count data are subject to certain biases[67][164][166][238][255]. Two
major categories of biases have been reported: within-sample and between-sample
bias[48][210]. The former category must be taken into account especially when per-
forming within-sample comparisons, i.e. comparing different features of the same
sample. The main source for within-sample bias is the different length of the respec-
tive features[79][195][211][215] since longer features result in more reads due to RNA
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fragmentation during library construction[67][178]. This means that the obtained ex-
pression values are not a direct measure of the expression levels of the features but
rather a proportional measure following Nij ∝ µijli where the obtained read count
Nij for feature i in sample j is proportional to the true expression level µij and the
feature length li[206]. On the other hand, a major source of between-sample bias arise
from differences in produced sequencing amount, i.e. the total number of sequenced
reads, as features with similar expression strength tend to have more reads in sam-
ples with higher sequencing depth and vice versa which means that the measured
expression also depends on the total amount of produced sequence[154][164]. When
testing for differential expression of features between different samples, it is crucial
to take this kind of bias into account.

One of the first and widely used normalization procedures is to calculate reads per
kilobase per million mapped reads (RPKM)[164]. This method considers both within-
and between-sample bias to some extent since observed read counts are divided by
feature length as well as total sequencing amount. When paired-end sequencing is
performed usually an equivalent adjustment named fragments per kilobase per mil-
lion mapped fragments (FPKM)[247] is applied that uses fragment counts, i.e. both
pairs of a read represent one fragment instead of single read counts as measuring unit.
Although aiming to correct for both, within- and between-sample bias, it was shown
that using RPKM/FPKM values for within-sample comparisons is appropriate but
for between-sample comparisons scaling counts by library size is too simple since the
obtained read counts not only depend on feature length and library size but also on
the composition, i.e. expression pattern, of the sampled RNA population[25][215].
This means that each FPKM value of a sample depends on the expression level of
each gene in this sample since FPKM values represent a proportional expression level
of a gene to all other genes[206]. For example, if a substantial number of features is
highly or even solely expressed in a sample the normalized expression values of the
remaining features are likely underestimated (Figure 1.12).

As already mentioned, normalization is especially important when expression pro-
files between samples are compared. Bullard et al., 2010[25] demonstrated that the
choice of the normalization procedure has a major impact on differential expression
detection. Thus, the aforementioned RPKM/FPKM adjustment with its deficiencies is
not suitable when investigating differential expression. Several normalization meth-
ods have been proposed over the last couple of years with the aim to optimally re-
move between-sample bias while minimizing the introduction of other noise in order
to guarantee best possible differential expression results[70][128][207]. Most of these
methods are global procedures which means that they calculate a single factor to scale
the raw read counts[48]. For example, Bullard et al., 2010[25] presented a method that
uses only feature counts of the upper quantile (UQ) to calculate the scaling factor. An-
other normalization method is the relative log expression (RLE) proposed by Anders
and Huber, 2010[7]. In this method, a pseudo-reference sample is initially created
through computing the geometric means of feature counts across all given samples.
This pseudo-reference sample is then used to create individual scaling factors for each
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(a) (b)

Figure 1.12.: This figure illustrates the results of FPKM normalization for two dif-
ferent scenarios. a) FPKM normalization is illustrated for two human
samples which have comparable expression patterns but different library
sizes with sample 2 (green) deeper sequenced than sample 1 (blue). The
characteristics of the unnormalized raw read counts is shown in the left
panel and the respective FPKM normalized counts on the right. After
normalization both data sets show good agreement (red fitted regres-
sion curve). b) The same two samples as in a), but this time with a
subset of genes in sample 2 artificially increased in order to mimic a set
of highly differentially expressed genes. After FPKM normalization, re-
sulting values of low expressed genes from sample 2 are skewed. Thus,
genes which have the same expression level across samples can appear
differentially expressed. (Idea for this plot is based on [71])

sample by calculating all feature ratios between a sample and the reference sample
and taking the median of those ratios as scaling coefficient (see Figure 3.19 in Chap-
ter 3.1.4). A further procedure, similar to the RLE method, is the trimmed mean of
M values (TMM)[215] which estimates global scaling factors between provided sam-
ples with the aid of an empirical strategy where features with very high overall or
large differences in expression are removed and the weighted mean of log ratios of
the remaining features is calculated.

Differential Expression Analysis
Differential expression analysis is used to identify features, often genes, that show
differences in expression levels between experimental conditions. Several methods
for differential expression analysis of microarray data are available which are based
on their nature of continuous intensity values. RNA-seq, on the other hand, results
in discrete read count measurements which require other statistical models[177]. Ini-
tially, Poisson distribution was used to model RNA-seq read count data and it could
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be demonstrated that it provides a sufficient fit for the read distribution across tech-
nical replicates[25][120][154]. However, the basic assumption of the Poisson distribu-
tion that the variance is equal to the mean is not appropriate for the higher variability
in biological replicates[117][216]. As a result, this overdispersion makes the analysis
prone to high false positive rates[7][177]. To overcome this problem an alternative,
namely the Negative Binomial distribution, was introduced first for SAGE[142][217]
and later also for RNA-seq data[214]. This approach is applied in widely used dif-
ferential expression analysis software packages such as edgeR[214], DESeq[7] and its
derivative DESeq2[140]. In contrast to the Poisson distribution, the Negative Bino-
mial distribution does not rely on the assumption of equal mean and variance. In-
stead, they are distinctly and uniquely determined[7]. Nevertheless, it is common
that the number of available replicates in experiments is low which makes the es-
timation of both parameters for each feature unreliable. Therefore, Robinson et al.,
2010[214] proposed an alternative solution for their edgeR package where the vari-
ance σ2 is related to the mean by σ2 = µ(1 + µφ) with µ representing the mean and
φ a single dispersion constant estimated from the data that is applicable for the entire
experiment. For the DESeq package, Anders and Huber, 2010[7] extended the edgeR
model by allowing a more data-driven relationship between mean and variance and
claim to reach better fits. More precisely, they assume similar dispersion for features
with similar expression strength, thus sharing information between multiple features
by using local regression to obtain an estimate for the variance. In DESeq2[140] they
advanced the DESeq approach by shrinking the dispersion estimates towards a fitted
smooth curve for the purpose of minimizing the impact of individual outliers.

A feature is said to be differentially expressed when the difference in observed ex-
pression levels is greater than what would be expected by random variation. To test
for this between two conditions A and B, the abovementioned differential expression
analysis algorithms assume the null hypothesis H0 that for each feature i the mean
values of both conditions µiA and µiB are equal, i.e. H0 : µiA = µiB[7][217][214].
Under this null hypothesis it is then possible to calculate the probability p(a, b) of ob-
serving any two counts a and b in both conditions and the resulting p-value for two
observed counts cA and cB is calculated as the sum of all probabilities p(a, b) less or
equal to p(cA, cB) divided by the sum of all probabilities p(a, b) where the variables a
and b can have values from 0 to (cA + cB)[7].

Enrichment Analysis
Identifying single features which show altered expression patterns across different
experimental conditions is of big importance but investigating differing expression
patterns in sets of features might reveal further valuable biological insights[177]. Fea-
tures are typically grouped into categories on the basis of common biological proper-
ties and a widely used technique to do so is based on Gene Ontology (GO)[244] cat-
egories while another technique is to group genes based on their affiliation to a com-
mon biological pathway[264]. Subsequently, GO and pathway enrichment analysis,
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respectively, can be performed by testing whether individual categories are overrep-
resented among differentially expressed features. This can contribute to the detection
of weaker signals which would not have been detected on the individual feature level.
Software tools like topGO[5], GAGE[145] or GOseq[145] have been developed for this
purpose.

1.4.3.2. Fusion Detection

In addition to the quantification and comparison of expression levels, RNA-seq data
can be utilized for the detection of gene fusion products, also known as
chimeras[148][149]. They arise from chromosomal rearrangements and have been
associated with tumor initiation and progression[162]. For the purpose of identifying
potential fusion events in RNA-seq data the usual splice-aware alignment step needs
to be adapted to the extent that single reads as well as read pairs (when paired-end
sequencing was performed) can have larger gaps in between or even align to dif-
ferent chromosomes. Furthermore, the assumption that successive nucleotides of a
read align in the same orientation must be discarded to enable the detection of fusion
events caused by inversions. These adjustments make the alignment computation-
ally more expensive, but are necessary in order to detect rearrangements. TopHat-
Fusion[108], an extension of the splice-aware alignment software TopHat[246], is es-
pecially designed to align reads in the aforementioned fashion by first trying to map
reads entirely to the genome and subsequently splitting the initially unmapped reads
into smaller segments to align them with these relaxed constraints. If the outer seg-
ments of a read map to different genes the interjacent segments are used to identify
the exact breakpoint location. The detected fusion candidates are then used to align
the initially unmapped reads against them. Putative fusion events are identified by
means of supporting reads where reads can either span, i.e. portions of the same
read map to different genes, or encompass, i.e. each part of a paired-end read map to
different genes, a fusion breakpoint.

A big challenge in the identification of true fusion events is the high number of
false positives in consequence of mapping problems caused by repetitive sequences,
paralogous genes or antisense RNA[64][35]. In order to get rid of false positives sev-
eral filtering strategies have been proposed to address various sources of errors[108].
An early filtering step, typically performed before the initial identification of puta-
tive fusion products, is the exclusion of multi-mapped reads and reads that span a
fusion breakpoint just slightly, i.e. only by a specified number of bases that is below
a certain threshold. After that, solely fusions with a sufficient amount of supporting
reads, both spanning and encompassing, are considered true. A further approach is
to filter fusions on the basis of read distribution which was proposed by Edgren et al.,
2011[55] who revealed that correct fusions show an uniform read distribution around
the fusion junctions while wrong ones do not[108]. Utilizing the expression levels of
involved genes is another option whereby potential fusions are filtered if the junc-
tion is supported by more reads as expected according to the expression levels[13].
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Further filtering can be performed by ensuring that at least one of the fusion partners
constitute an annotated gene, when both involved genes are known paralogs or, more
generally, are classified as duplicated genes[179].

1.4.3.3. Variant Detection

Identifying variations in the DNA sequence of an individual is one of the major tasks
when performing DNA sequencing since it has the potential to reveal mutations pos-
sibly causing diseases or other phenotypic traits. When dealing with RNA-seq data,
it is also possible to perform variant detection[31][75]. However, RNA-seq data pos-
sess some specific properties that make it more complex to reliably call variants. For
example, low expression and thus low coverage can result in incorrect variant calls.
Furthermore, possible allelic imbalances at heterozygous sites makes it difficult to de-
tect the variant when the mutated allele is weakly expressed[68]. Another potential
source of error concerns splicing. When sequencing mRNA the intronic sequence is
normally spliced out and the obtained reads align solely in exonic regions. Neverthe-
less, some reads might not be properly aligned and incorrectly extend into intronic
regions. This behavior can lead to numerous false positive variant calls, yet is rela-
tively easy to overcome by restricting variant calls to exonic regions or just discard
the overhang.

Although it is more complex to call variants in RNA-seq than in DNA-seq data,
there is still a number of benefits[196]. First of all, if both RNA-seq and DNA-seq
data are available the detected variants in the former can be used to validate findings
from the latter ones. Second, when only RNA-seq data are on hand, variant calling
in RNA-seq data does not produce any additional sequencing costs while possibly
already providing useful variant information and thirdly, variant calling in RNA-seq
data enables the investigation of RNA editing[189][196].

Sophisticated variant caller such as SAMtools[125] or the Genome Analysis Toolkit
(GATK) UnifiedGenotyper[158] use Bayesian models in order to calculate genotype
probabilities.The GATK HaplotypeCaller[158] performs a local de-novo assembly of
present reads in potentially mutated regions which increases accuracy especially for
sites where variant calling is difficult. For each potential region the software builds a
graph, with each path representing a distinct identified haplotype. With the aid of the
raw reads, the HaplotypeCaller finds the most likely haplotype for the investigated
region and this haplotype is then used to obtain potential variants, again, by means
of a Bayesian model[22]. VarScan 3[111][112], another variant caller, uses SAMtools’
mpileup function to process the input BAM file and subsequently, the resulting pileup
file is passed to a heuristic algorithm which uses the coverage, base quality and allele
frequency information of each position in order to determine the respective genotype.

Filtering variants is a usual step in order to get rid of false positive ones. For variant
calls, common filtering criteria concern base quality, coverage, accumulation of vari-

3http://dkoboldt.github.io/varscan (last accessed 01.10.2016)
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ants in small regions[68] but also homopolymers and repetitive regions[196]. Finally,
variants are annotated with additional information, such as affected gene product,
effect on amino acid composition or the allele frequency of the variant in the 1000
Genomes Project, to name but a few.

The output of variant calling programs is typically stored in Variant Call Format
(VCF)[43] files. Each VCF file has a header and a data section. The header contains
meta- and the data section the actual variant information where each line represents
one variant. An example of the data section with two variants is shown in the follow-
ing:

chr1 14599 . T A 507.7 PASS . GT:AD:DP:GQ:PL 0/1:2,12:14:45:536,0,45
chr1 18503 . G A 948.7 PASS . GT:AD:DP:GQ:PL 0/1:29,39:68:99:104,0,765

where the first and second column stores the genomic position of the variant, the
third column is reserved for an optional unique identifier for the variant, the fourth
and fifth represent the reference and alternative allele, respectively, the sixth column
stores the quality score of the variant call, the seventh whether the variant passed
the filtering steps or not, the eighth column is reserved for user specific annotations,
the ninth column specifies the format of the following columns where any number of
columns can be added and each additional column represents one specific sample.
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2. Materials and Methods

Before the implementation of the RNA-seq data analysis pipeline started, a whole
exome sequencing data analysis pipeline was already in use[54][256] (Figure 2.1).
However, this pipeline was designed to handle solely exome sequencing data and the

Figure 2.1.: This picture shows an overview of the pre-existing exome se-
quencing data analysis pipeline as initially developed by Eck,
2014[54] and which was subsequently enhanced by Wieland, 2015[256].
(Figure taken from Eck, 2014[54])

ever increasing number of RNA-seq data necessitated the development of an RNA-
seq data analysis pipeline.

Even so, the pre-existing infrastructure constituted a solid foundation and provided
several useful functionalities and information the new pipeline benefited from. For
example, a MySQL1 relational database system was already in use. It comprises a
number of databases storing results from exome sequencing data analysis right up to
informative meta data for each sample that goes along with an in-house laboratory
information management system (LIMS) which provides useful information support-
ing the automated sample analysis and thus reduces necessary user interactions. Fur-
thermore, the exome sequencing data analysis pipeline was constructed in a way that
independent analysis steps can be executed in parallel by using the batch-queuing

1http://www.mysql.com/ (last accessed 24.02.2016)
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system Open Grid Scheduler (OGS)2. This feature allows to utilize the available re-
sources as efficiently as possible and as a consequence drastically reduces analysis
time per sample[256].

It is important to mention that in some cases, the decision which technology, tools,
versions or reference provider, e.g. gene annotation file from UCSC, to use was af-
fected by the pre-existing setup. For the other cases, the decision was based on com-
parisons of competing products which is discussed in more detail in the Results Chap-
ter 3.

2.1. RNA-seq Data

By the time of writing, more than 1,500 RNA-seq samples from 20 different projects
and 4 distinct organisms were sequenced on Illumina HiSeq2000 and HiSeq2500 ma-
chines, respectively (Figure 2.2). For all of them, sequencing libraries were produced
with the Illumina TruSeq RNA Library Preparation Kit v2 and sequencing was per-
formed as 100 bp paired-end runs. After sequencing, every sample was processed
with the RNA-seq data analysis pipeline that was implemented in the course of this
PhD project. The majority of samples stem from mouse and human with a total num-
ber of 760 and 737 samples, respectively. The remaining samples constitute only a
minor fraction.

Furthermore, publicly available data were obtained in order to test the performance
of individual parts of the pipeline and detailed information about each data set used
is provided in the respective chapters.

Depending on the experimental design and biological question to answer, different
steps of the pipeline were performed. The most frequent type of analysis was the
identification of differentially expressed genes across two experimental conditions.
Nevertheless, numerous samples were also subject to other kind of analyses like fu-
sion detection, variant calling or differential exon usage analysis.

2.1.1. Simulated RNA-seq Data

Simulated human RNA-seq read data were generated with the aid of a benchmarking
framework named Benchmarker for Evaluating the Effectiveness of RNA-Seq Soft-
ware (BEERS)[74]. This framework simulates paired-end reads coming from Illumina
sequencing instruments by randomly choosing a specific number of transcripts (by
default 30,000) out of a plethora of transcript models from 11 different gene anno-
tation sets. The reason for this is to not bias the simulation towards any single an-
notation set[74]. The final simulated transcriptome consists of the chosen transcripts
and additional alternative splice forms of the initial transcripts where the number
of alternative splice forms per transcript can be modified by an input parameter.
Based on this transcriptome, pre-defined gene quantifications and intron inclusion

2http://gridscheduler.sourceforge.net/ (last accessed 01.10.2016)
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Figure 2.2.: This pie chart depicts the total number of RNA-seq samples that were
sequenced and analyzed in the course of this PhD project. In total,
1,533 samples were processed by the analysis pipeline where the majority
(about 98%) stem from human or mouse.

probabilities, BEERS chooses RNA fragments of normally distributed length and re-
ports 100 bp paired-end reads by returning the rightmost and leftmost 100 bp of the
fragment while introducing polymorphisms (substitutions and indel) to both of them
with polymorphism rates again depending on input parameters.

Here, three distinct in silico samples were generated. Two (Simulated Read Sample
1 and 2) were simulated using BEERS with standard parameter settings and a third
one (Simulated Read Sample 3) with slightly higher polymorphism rates (-error 0.01,
-subfreq 0.005, -indelfreq 0.001) and worse read tail qualities (-tpercent 0.001, -tqual
0.9). For each of the three samples 40 million 100 bp paired-end reads were simulated.
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2.2. Genome Assembly and Annotation

Both organisms, mouse and human, are well studied and have a mature reference
genome as well as gene annotations available. Thus, sequenced reads are not assem-
bled but directly aligned to the reference genome. For that purpose, the GRCh37/hg19
and NCBI37/mm9 assemblies for human and mouse, respectively, were downloaded
from the UCSC Genome Browser[104] website and used throughout the entire anal-
ysis workflow as needed. Moreover, all further files and results are based on these
assemblies.

In order to guide the splice-aware alignment and also for feature counting, gene an-
notations in the GTF format are used. Concerning this, the pipeline makes use of the
UCSC knownGene annotation[87] downloaded with the aid of UCSC’s table browser
tool[99]. A known issue with GTF annotations downloaded from the UCSC table
browser is that transcript based UCSC identifier are used as gene identifier which
will flaw gene-wise counting since each transcript will be treated as independent
gene. To overcome this problem, UCSC identifier were translated to gene symbols
using a custom script and UCSC’s kgXref table. The choice of which annotation to
use was on the one hand affected by the pre-existing database structure that was built
up on the UCSC knownGene annotation and on the other hand based on a compari-
son of three different annotations (Chapter 3.1.1). The comparison was performed for
both organisms, human and mouse and tested annotations were GENCODE (v11 for
human; vM1 for mouse), RefSeq Genes (Build 37.2 for human; Build 37.2 for mouse)
and UCSC knownGene (Feb. 2009 for human; July 2007 for mouse).

2.3. Data Analysis Pipeline

The semi-automated RNA-seq data analysis pipeline was developed using the highly-
capable, feature-rich programming language Perl3. In order to fulfill all necessary
analysis steps both, publicly available software as well as custom Perl scripts, are
combined. All implemented features are shown in Figure 2.3 and will be discussed
in more detail in the following sections. Further on, an important issue is the mini-
mization of computing time. The default behavior of the pipeline is to initially check
whether specific files for a sample already exist and to automatically perform only
those analysis steps whose result files could not be found. However, the user can
change this behavior if desired by simply passing the --co parameter which forces
the pipeline to start from scratch.

2.3.1. Split Read Alignment

So far, the splice-aware aligner GEM v1.7.1[151] is used as the default alignment
tool in the pipeline. The main reason for this is that the pipeline was developed

3https://www.perl.org (last accessed 01.10.2016)
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Figure 2.3.: Overview of the steps implemented in the RNA-seq data analysis
pipeline.

in the course of the RNA sequencing project of 1000 Genomes samples4 of the Genetic
European Variation in Health and Disease (GEUVADIS) Consortium5 whose results
were published in Lappalainen et al., 2013[119]. The GEM alignment tool was the
aligner of choice for this project and thus it was implemented in the pipeline. The
alignment with GEM is performed with standard parameter settings except for two,
i.e. --mismatches=0.04 and --min-decoded-strata=2. Other than in Lap-
palainen et al., 2013[119] no read trimming is performed. Currently, two additional
and widely used aligner, namely STAR v2.3.0[50] and TopHat v2.1.0[107], are incor-
porated in the pipeline and can be easily used instead of GEM by just changing the
default aligner argument --al gem to --al star and --al tophat, respectively.
Depending on the sample’s organism, all three aligner use the respective reference
genome together with the UCSC knownGene annotation as input parameter. More-
over, the sample’s FASTQ files which store the actual sequenced read information are
provided to the aligner as well. Often sample libraries are pooled together and the
consequent pool is sequenced on multiple lanes of the flowcell. As a consequence,
multiple FASTQ files, or more specifically one FASTQ file per lane, are generated for
each sample. If this is the case, alignment is performed on each FASTQ file sepa-

4http://www.geuvadis.org/web/geuvadis/RNAseq-project (last accessed 01.10.2016)
5http://www.geuvadis.org (last accessed 01.10.2016)
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rately or all together, depending on the aligner since not all of them are able to handle
multiple FASTQ files. The information how many FASTQ files per sample exist is all
stored in the LIMS. Furthermore, independent of what aligner chosen and owing to
the sample meta information obtained from the in-house database, the pipeline au-
tomatically detects whether single-end or paired-end sequencing was performed and
starts the alignment process accordingly. The alignment is stored in BAM format and
if separate alignment of multiple FASTQ files generated multiple BAM files per sam-
ple the BAM files are subsequently merged with the result that a single BAM file per
sample is available for all following analysis steps. Finally, by default the pipeline
creates another BAM file where duplicated reads are removed by the Picard toolkit
v1.139[23].

2.3.2. Quality Control

Quality control is performed both, pre- and post-alignment. The former is not carried
out automatically but rather accomplished by using Illumina’s Sequencing Analysis
Viewer (SAV)6 and manual inspection of the yield and quality of the sequencing runs.
If no noticeable problems are observed the sequencing run is declared valid for the
moment and downstream analysis will be performed. In the case of base quality
issues especially at the beginning and the end of the reads quality trimming can be
performed before alignment.

After the alignment a multitude of QC metrics are computed on a per sample ba-
sis and stored in the in-house database. For that purpose, publicly available tools,
namely RNA-SeQC v1.1.8.1[47], SAMtools v0.1.19[125] and the Picard toolkit v1.139[23],
as well as custom scripts are utilized. All of them run for each sample separately
and generate measures regarding sequencing and alignment yield, read distribution,
coverage and read properties, among others. Furthermore, the approach that en-
hances the likelihood of detecting possible sample mix-ups or between sample con-
tamination differs slightly between the exome sequencing and RNA-seq data analysis
pipeline. The former one calculates the coverage of the male-specific SRY gene and
checks whether it is consistent with the actual sex of the sample[256]. In contrast,
the RNA-seq data analysis pipeline checks the female-specific XIST gene expression
together with the Y-chromosome gene expression as was done in the GEUVADIS
project[119][239].

All generated QC metrics are stored in files. At the end of the QC step all of these
files are parsed and the metrics are stored in the in-house database.

2.3.3. Expression Quantification

Expression levels of genes are quantified using the htseq-count module of the HTSeq
v0.6.0 package[9]. The software requires aligned reads in SAM/BAM format as well

6https://support.illumina.com/sequencing/sequencing_software/sequencing_
analysis_viewer_sav.html (last accessed 01.10.2016)
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as gene annotation in GFF/GTF format in order to count reads per gene. The proper
GTF file together with specific parameters are determined based on the characteris-
tics of the RNA-seq sample to analyze which are obtained as meta information from
the database. However, several parameters like --type=exon, --idattr=gene id
and --mode=intersection-nonempty are invariable for all samples. If desired,
reads can be counted for introns instead of exons as well. For this purpose, htseq-
count is executed with --type=intron. Nevertheless, with the common GTF file
from UCSC this would not be possible since by default it does not contain intronic
regions. Therefore, intronic regions were added to the mouse and human GTF files
using a custom script. Once finished, htseq-count produces an output file with a
count value per gene.

In some cases researchers might be interested in differences in exon usage of par-
ticular genes. With this in mind, the pipeline allows for counting reads per exons
in addition to accumulating reads of entire genes. For the exon counting step, the
pipeline utilizes two Python scripts that come along with the differential exon usage
analysis tool DEXSeq[10]. The first script, dexseq prepare annotation.py, had to be ex-
ecuted only once at the first run and flattened the gene annotation file in a way that
it takes a GTF file as input and creates a new file where each exon constitutes an in-
dependent feature. If exon boundaries differ between isoforms, the script creates two
distinct exon parts which are treated independently in the downstream analysis (Fig-
ure 2.4). However, the script was not able to cope with GTF files downloaded from

 

exon 1

exon 1

  

exon 2

exon 3

exon 3

exon 1

exon 1

exon 2

exon 2

exon 3

exon 3

Figure 2.4.: Schematic representation of the gene model flattening as done by the
dexseq prepare annotation.py script. The artifical gene has three transcripts
with different exon boundaries. In this case, the script creates six couting
bins (dark grey boxes at the bottom). (Figure adapted from [10])

UCSC, thus gene annotation files for mouse and human were downloaded from EN-
SEMBL7 and used throughout the entire differential exon usage analysis. The second
Python script, dexseq count.py, is a wrapper script for htseq-count and performs the
actual counting. Again, an output file with counts is generated but in this case counts
are reported for each exon. Finally, resulting counts are inserted in the database.

7http://www.ensembl.org/info/data/ftp/index.html (last accessed 01.10.2016)
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2.3.3.1. Normalization

For now, FPKM measures are the only normalized values that are generated by the
pipeline. A custom script was implemented for this step and the FPKM value for
sample i and gene j is calculated as

FPKMij =
Fij ∗ 109

Ni ∗ Lj
(2.1)

where Fij is the raw fragment count of the gene, Lj is the length of the gene in bp and
Ni is the total number of fragments produced for the sample. Once calculated, FPKM
values are stored in the database along with the raw counts.

2.3.3.2. Differential Expression Analysis

Before differential gene expression analysis can be performed the user has to specify
which groups of samples to compare against each other. Once the groups are de-
fined and passed to the pipeline the analysis continues. Subsequently, the required
count files are collected and serve as starting point for the downstream differential
expression analysis. The language and environment for statistical computing R (cur-
rently v3.2.1)[201] is used to fulfill this task and to produce informative plots. Ini-
tially, a comprehensive R script was built around the R/Bioconductor package DESeq
v1.22.1[7] which not only executes DESeq but also performs all necessary prepara-
tory steps, generates a variety of helpful plots and prepares the results for later in-
spection. Later, a newer version of DESeq, namely DESeq2 v1.10.1[140], was avail-
able and another R script using DESeq2 was implemented. Additionally, a third R
script for differential expression analysis utilizing the R/Bioconductor package edgeR
v3.12.0[214] was developed mainly for comparison purposes (Chapter 3.1.4.3). All
three scripts are integrated into the pipeline and can be used for differential expres-
sion analysis.

No matter what script is chosen for this step the results of the differential gene
expression analysis are stored in the database but also on the file system in tabular
text files.

Beyond testing for differential gene expression the pipeline allows testing for differ-
ential exon usage as well. For this purpose, again, another R script was implemented
that uses the R/Bioconductor package DEXSeq v1.16.8[10]. This script takes as input
the exon-wise counts as mentioned in Chapter 2.3.3 and just like the differential gene
expression analysis scripts performs all necessary steps from preprocessing the input
data to postprocessing of the results.

2.3.3.3. Gene-Set Enrichment Analysis

After differential gene expression analysis the pipeline automatically performs gene-
set enrichment analysis in two different ways. First, it uses the R/Bioconductor pack-
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age goseq v1.22.0[264] to load publicly available Gene Ontologies (GOs)[20] and sub-
sequently test whether any of them are enriched among previously identified signif-
icantly differentially expressed genes. Second, pathway enrichment analysis is con-
ducted with the aid of the R/Bioconductor package gage v2.20.0[145]. At the begin-
ning of this step, Kyoto Encyclopedia of Genes and Genomes (KEGG)[174] pathways
as well as the results from the differential expression analysis are loaded into R and
after that gage checks for overrepresented pathways. The results are then visualized
with the aid of another R/Bioconductor package, namely pathview v1.10.1[144].

Additionally, independent of the organism, gene sets are commonly provided with
Entrez Gene Identifier while the pipeline works with gene symbols by default. For
that reason, first of all gene symbols of the differential expression analysis must be
translated into Entrez Gene IDs which is done with the aid of R and the R/Biocon-
ductor package mygene v1.6.0[155].

So far, GO and pathway enrichment results as well as pathway plots are solely
stored on the file system.

2.3.4. Fusion Detection

In order to minimize computational costs, fusion detection is performed optionally
rather than by default for each sample. Thus, the user has to select the fusion de-
tection mode at the start of the pipeline with TopHat-Fusion v2.1.0[108] being the
method of choice. This tool requires reads to be aligned with TopHat and parameter
settings are employed as suggested in TopHat-Fusion’s online tutorial8. Following
read mapping, TopHat-Fusion calls putative chimeras and after applying a number
of integrated filters (Chapter 1.4.3.2) it generates a file containing the detected fu-
sion breakpoints including annotated gene names, if applicable, and several reliabil-
ity scores in order to assess each fusion.

As for enrichment analysis, detected fusions are not stored in the database yet but
rather provided to users in tabular files.

2.3.5. Variant Detection

Variant detection is also an optional feature of the pipeline. GATK v3.5[158] is used
for this purpose and the analysis steps were implemented according to the GATK
Best Practices workflow for single-nucleotide polymorphism (SNP) and indel call-
ing on RNA-seq data[68] (Figure 2.5) and parameter settings are used as suggested
unless indicated otherwise. Briefly, reads are aligned using STAR aligner and du-
plicate reads are marked using the Picard toolkit. After that, reads extending into
intronic regions are clipped with GATK’s integrated SplitNCigarReads tool since these
likely misaligned fragments might otherwise increase the number of false positive

8http://ccb.jhu.edu/software/tophat/fusion_tutorial.shtml (last accessed
01.10.2016)
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Figure 2.5.: Overview of the variant detection step as suggested by GATK. (Figure
adapted from [68])

variant calls. Actual variant calling is then performed with the aid of the GATK Hap-
lotypeCaller and resulting variant calls are filtered with GATK’s VariantFiltration tool.
Finally, detected variants are annotated and inserted in the database using already
existing scripts from the exome sequencing data analysis pipeline.

2.4. Database

As already mentioned, the pre-existing exome sequencing data analysis pipeline uses
a MySQL relational database system. For practical reasons, the already existing MySQL
setup was utilized yet expanded by a table for RNA-seq quality metrics as well as two
new relational databases for RNA-seq data analysis results, one for mouse and one for
human. A detailed discussion regarding the new tables can be found in the Results
section in Chapter 3.3.

2.5. Web Application

Just like the MySQL database system, a web application was already available that al-
lows collaborators to access their analyzed data via the internet[54][256]. It runs on an
Apache HTTP Server9 and uses the Perl Common Gateway Interface (CGI) module.

9https://httpd.apache.org (last accessed 01.10.2016)

42

https://httpd.apache.org


2.5. Web Application

To guarantee data safety, the web application comprises a comprehensive user man-
agement along with various security features. Once successfully logged in, the users
have access to multiple components such as a general overview of samples associated
with their projects right up to several sophisticated ways to browse, investigate and
filter their analysis results. Again, a detailed explanation along with screenshots of
the web application can be found in the Results section in Chapter 3.4.
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3. Results

The aim of this PhD project was the design and development of an automated RNA-
seq data analysis pipeline along with the investigation and determination of key char-
acteristics and requirements of the input data material. The pipeline provides mul-
tifaceted analysis of RNA-seq data and convenient ways to investigate and browse
sample information and results. A wide range of competing tools are available for
most of the analysis steps involved in the RNA-seq data analysis workflow . Hence,
the pipeline is composed of publicly available software as well as custom scripts. The
performance of the implemented tools and the assessment of important criteria are
discussed in this chapter.

3.1. RNA-seq Data Analysis Pipeline

The pipeline includes several analysis steps and the structure is shown in Chapter
2.3. Prior to the implementation, proper gene annotations as well as analysis tools for
each step were selected in order to produce reliable results. For this purpose, com-
peting annotations and tools were compared to each other and the outcomes of these
comparisons are explained in the following. Furthermore, parameter settings and fil-
ter criteria for selected tools and analysis steps were investigated and implemented if
necessary.

3.1.1. Gene Annotation

At the beginning, publicly available gene annotations were compared to each other.
This was done to decide which one of them to use for the pipeline as this choice can
already have a considerable impact on the downstream analysis results[237]. Since
the majority of analyzed samples are from human and mouse the comparison and
presented results are restricted to these two organisms. For each of both organisms
three common annotations were tested, namely GENCODE, RefSeq and UCSC and
annotations were investigated regarding

i. number of genes and transcripts

ii. covered region

iii. effect on alignment and expression quantification.
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3.1.1.1. Number of Genes and Transcripts

All three annotation sets differ in terms of complexity in both, human and mouse
(Figure 3.1). GENCODE is the most comprehensive set and comprises a considerable
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Figure 3.1.: Barplots showing the total number of genes as well as the number of cod-
ing genes in a) human and b) mouse for the three gene annotations, GEN-
CODE, RefSeq and UCSC. c) and d) depict the respective transcript num-
bers.
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amount of non-coding genes. In comparison, RefSeq and UCSC include less anno-
tated genes in total with RefSeq having the smallest proportion of non-coding genes.
All three annotations feature a comparable number of coding genes in human as well
as mouse. On the transcript level, however, the difference between annotation sets
is higher even for the coding part (Figures 3.1c and 3.1d) and the average number
of total transcripts per gene for GENCODE, RefSeq and UCSC is 3.7, 1.6 and 2.9 in
human and 2.6, 1.2 and 1.9 in mouse, respectively. A comparison of how many tran-
scripts are identical across annotation sets shows that 32,343 and 24,322 transcripts in
human and mouse, respectively, are similar in all three sets (Figure 3.2). RefSeq, the
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3313 263242369

67532
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Figure 3.2.: These venn diagrams show the number of identical as well as unique tran-
scripts in the three investigated gene annotation sets GENCODE, RefSeq
and UCSC in a) human and b) mouse.

least comprehensive annotation set, has the smallest amount of unique transcripts
while GENCODE includes the most of all three sets. A comparatively small num-
ber of transcripts, namely 53,764 and 26,726 in human and mouse, respectively, are
identical across GENCODE and UCSC. One reason for the rather small number of
overlaps are the partially minor differences in exon start and end coordinates of ba-
sically similar transcripts and in many cases the disagreement involves just one exon
of compared transcripts.

3.1.1.2. Covered Region

In order to check how well the annotations agree, an additional comparison regarding
the covered regions of the genome was conducted. Here, matches are reported in
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terms of number of overlapping bases between any exons of annotation sets.
As expected, the most comprehensive annotation, GENCODE, covers the biggest

portion of the genome (Figure 3.3) with a total of about 113 megabases (Mb) and
87 Mb for human and mouse, respectively, followed by UCSC with 88 Mb and 75
Mb and finally RefSeq with 72 Mb and 66 Mb. In both organisms, overlaps between
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Figure 3.3.: Venn diagrams depicting the overlaps of covered regions for GENCODE,
RefSeq and UCSC annotations in megabases (Mb). Numbers for human
annotations are shown in a) and for mouse annotations in b).

covered regions are high and constitute the highest portion in each set. The amount
of uniquely covered regions is largest for GENCODE in both sets which could be
expected with the substantially higher total number of annotated transcripts in these
sets compared to the others in mind. Considering coding genes only, all annotations
show a high overlap with around 35 Mb of covered region in both, human and mouse.

3.1.1.3. Effect on Alignment and Expression Quantification

In order to test the impact of each annotation on the alignment, 10 randomly selected,
in-house sequenced human as well as mouse poly(A) RNA-seq libraries were aligned
to the respective reference genome using the STAR aligner and one of the three an-
notations at a time. The overall mapping rates were consistently above 97% which
is likely due to the fact that STAR initially tries to align the reads to the genome and
do not rely as strong as other aligners on a provided reference annotation (Chapter
1.4.1). Nevertheless, considering the intragenic rate, i.e. the fraction of reads map-
ping within annotated genes, a difference between annotation sets can be observed
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(Figure 3.4). For both organisms, human and mouse, the RefSeq annotations reach
slightly smaller intragenic rates while GENCODE and UCSC show high agreement.
The small difference between these two annotations is not as big as one might expect
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Figure 3.4.: Intragenic mapping rates (y-axis) using the same ten a) human and b)
mouse samples, respectively. Rhombuses represent the mean intragenic
rates and the error bars the standard deviations for each group.

from the yet considerable higher number of covered bases of the GENCODE anno-
tation compared to the UCSC annotation, suggesting that a lot of transcripts solely
covered by GENCODE are rarely present in poly(A) RNA-seq libraries.

Furthermore, when performing expression quantification using the three annota-
tion sets and comparing the results for each of the 10 samples a high concordance
between GENCODE and UCSC (average Spearman correlation coefficient of 0.997)
can be observed with genes unique to the GENCODE annotation frequently showing
expression values of zero (average of medians of expression values of genes unique
to the GENCODE annotation is 0), again suggesting that the UCSC annotation is suit-
able for the purposes of the pipeline.

3.1.2. Split Read Alignment

Alignment of sequencing reads to the correct genomic position is a fundamental step
when analyzing RNA-seq data since all subsequent analysis steps strongly depend on
its accuracy. Thus, it is crucial for the overall performance of the pipeline to choose
the right alignment tool. The performances of three frequently used split read aligner,
namely GEM v1.7.1, STAR v2.3.0 and TopHat v2.1.0, were compared to each other
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and henceforth referred to as GEM, STAR and TopHat. For comparison, BWA-MEM
v0.7.5a-r405[123], an aligner designed for the alignment of genomic sequences, was
included as well.

Again, 10 randomly chosen, in-house and 100 bp paired-end sequenced human
poly(A) RNA-seq libraries were used and aligned with each of the four aligner. The
average amount of sequence of these 10 samples was 7.4 Gb (sd ±0.92 Gb). In addi-
tion, three in silico samples (see Chapter 2.1.1) were used to ascertain the alignment
accuracy of each alignment tool. All four aligners were run with standard param-
eters except --mismatches=0.04 and --min-decoded-strata=2 for GEM and
--twopassMode Basic for STAR. To validate the performance of the four tools
various metrics like

i. runtime

ii. alignment yield and unambiguity

iii. extent of mismatch and indel introduction

iv. extent of soft clipping

v. exonic mapping rate

vi. effect on expression quantification

vii. alignment accuracy

were calculated and are discussed in the following. Some of these metrics were uti-
lized in related form in other studies as well[50][58][74][246].

3.1.2.1. Runtime

In a first step, the runtime of each program was measured (Figure 3.5). The alignment
was performed for all 10 samples on an Intel® Xeon® CPU E5-2697 v3 @ 2.60GHz
machine allowing only one thread per execution. In terms of runtime, the four align-
ment tools show major differences with STAR performing best with roughly three
CPU hours on average. BWA-MEM and TopHat required about ten times longer to
finish while GEM took by far the longest.

3.1.2.2. Alignment Yield and Unambiguity

Here, the overall alignment rate is defined as 1 − α, where α is the fraction of read
pairs that could not be aligned to a single position in the genome. On average, GEM
could align the highest proportion (98%) of the sequenced paired-end reads followed
by STAR (97%), BWA-MEM (93%) and finally TopHat (84%) (Figure 3.6). Regarding
TopHat, another 6% of total read pairs were present in the reported alignments where
at least one of the two read pairs could be aligned, resulting in about 10% of read pairs
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Figure 3.5.: Average per sample alignment runtimes in hours for each of the four
aligners based on the alignment of 10 samples. Error bars indicate the
standard deviation.

that could not be mapped at all by TopHat. GEM alignments have a high number of
fragments (18%) where the position of origin in the genome could not be unambigu-
ously revealed, i.e. multimapped reads. STAR returned the highest fraction (90%) of
uniquely aligned read pairs while TopHat and GEM performed comparably in this
category with 82% and 80%, respectively. As expected, BWA-MEM did not perform
as well as the other three tools when dealing with RNA-seq reads.

It is important to mention that due to the high variability in ambiguous alignments
of the different alignment tools only primary alignments (i.e. reads that do not have
the “not primary alignment” flag set in the BAM file) were used for further metrics
calculations in this section.

3.1.2.3. Extent of Mismatch and Indel Introduction

Reliable alignment software should be able to cope with mismatches and indels caused
by sequencing errors or true differences between the sample and the reference genome.
The quality of the resulting alignment is influenced by the extent of mismatch and in-
del introduction. This means that true differences should be accounted for but the
introduction should not be exaggerated just to align reads at any cost as this might
lead to an increased number of misplaced reads. As can be seen in Figure 3.7a, GEM
introduced at least one mismatch in nearly 50% of aligned reads. A considerable frac-
tion (about 3%) of reads aligned by GEM have five or more mismatches. On the other
hand, BWA-MEM and TopHat reported about 79% and STAR even more than 83% of
read alignments with zero mismatches. A similar performance can be observed when
inspecting the length and respective rate of introduced indels, with BWA-MEM, STAR
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Figure 3.6.: In this plot the alignment performance of each of the four tested aligners is
shown in terms of how many read pairs could be uniquely, ambiguously
or not at all mapped, how many read pairs with one read uniquely and
the other one multimapped and furthermore, how many read pairs show
the alignment pattern where one read cannot be mapped while the other
one can be uniquely and ambiguously mapped, respectively. Error bars
indicate the standard deviation. (Idea for the metrics used in this plot is
based on [58])

and TopHat consistently returning more than 99% of aligned reads without any in-
dels while GEM introduced on average at least 1 bp indels in more than 5% of aligned
reads (Figure 3.7b).

3.1.2.4. Extent of Soft Clipping

Soft clipping means that a few bases at the beginning and/or the end of the read
are ignored by the aligner if they do not match the reference sequence. This can
increase alignment sensitivity but also decrease alignment specificity when done too
extensively since the more bases are ignored the likelier it becomes that a read is
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Figure 3.7.: a) Average fraction of aligned reads of the 10 tested samples with zero,
one, two, three, four and five or more mismatches grouped by aligner. b)
Average fraction of aligned reads containing indels of length zero, one,
two and three or more bp. Error bars indicate the standard deviation.
(Idea for the metrics used in this plot is based on [58])

mapped to a wrong position. On the other hand, soft clipping is useful, for example,
when reads partially include adapter sequences. If soft clipping is not supported and
the aligner has to map a read with a few unreliable bases at the end it can either
introduce several mismatches, align the read somewhere else if possible or leave it
unmapped. Figure 3.8 shows the soft clipping behavior of the four alignment tools.
STAR truncates at least one base from about 9% and even 10 or more bases from
1.7% of aligned reads while GEM acts rather moderate. TopHat does not perform
soft clipping at all by default. Most extensive clipping is performed by BWA-MEM
whereas the majority of soft clipped reads in this case result from reads where the
clipped parts could have actually been mapped to an adjacent exon but were clipped
by BWA-MEM.

3.1.2.5. Exonic Mapping Rate

Another important metric for RNA-seq data derived from mRNA is the fraction of
reads that can be mapped to exonic regions in the genome. For the 10 samples in-
volved in this comparison all three RNA-seq split read aligner achieve comparable
results (Figure 3.9). STAR performs best with an average exonic rate of about 85%
followed by TopHat with 82%, GEM with 79% and BWA-MEM with 61%. The lower
exonic rate achieved by BWA-MEM can be mainly explained by a substantially higher
intronic rate with, on average, about twice as many reads mapping to intronic regions
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Figure 3.8.: Average proportion of aligned reads grouped by aligner and number of
clipped bases with groups of clipped bases ranging from zero to 10 or
more. Error bars indicate the standard deviation. (Idea for the metrics
used in this plot is based on [58])
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Figure 3.9.: Average achieved exonic rate per aligner. Error bars indicate the standard
deviation.

compared to the other three tools.
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3.1.2.6. Effect on Expression Quantification

Expression quantification is an important feature of the pipeline which heavily de-
pends on the preceding alignment. To check whether the choice of the aligner has
an impact on gene expression quantification, gene expression values were calculated
for the 10 samples using htseq-count and then compared to each other. Results are
similar across the 10 samples and Figure 3.10 shows the correlation of read counts
between the four alignment tools for one of the 10 samples. Overall, all four methods
yield rather similar results. BWA-MEM shows the least concordance with the other
three methods (Spearman correlation coefficient of 0.986, 0.983 and 0.978 with GEM,
STAR and TopHat, respectively) while STAR and TopHat show the highest correlation
(Spearman correlation coefficient of 0.997).

3.1.2.7. Alignment Accuracy

Finally, the mapping accuracy of the four alignment tools was tested with the aid of
three simulated 100 bp RNA-seq samples (Chapter 2.1.1). For this purpose, four co-
efficients were calculated, i.e. the fraction of reads where every single base could be
mapped correctly (match), the fraction of reads which do not align completely correct
but overlaps the correct mapping position by at least one base (partly match), the frac-
tion of reads that map to a different than the true position (no match) and the fraction
of reads that could not be aligned at all (not aligned). The performances of the four
aligner on each of the three simulated samples are shown in Figure 3.11. In terms of
perfectly placed reads, all three split read aligners perform equally well on the stan-
dard in silico datasets (Simulated Read Sample 1 and 2) with consistently more than
93% of reads falling in this category. For the sample with higher polymorphism rates
(Simulated Read Sample 3) the observed differences are more conspicuous. While
GEM could align the highest amount (92%) of reads to the correct position STAR and
TopHat lag behind and achieve 88% and 80%, respectively. For expression quantifi-
cations it is vital that reads can be assigned to the correct gene. Thus, taking together
reads falling into both categories, i.e. match and partly match, GEM and STAR yield
comparable numbers for each of the three samples. Furthermore, investigation of the
distribution of the number of overlapping bases for partly matched alignments re-
vealed that most of them show high agreement with the true mapping position with
an average of 93%, 94% and 93% overlapping bases per partly matched read for STAR,
GEM and TopHat, respectively (Figure 3.12). BWA-MEM, in contrast, yields by far the
lowest fraction of perfectly placed reads but on the other hand returns a high num-
ber of partly matched ones. However, on average only 64 bases of them overlap the
correct position. TopHat, again, shows the highest fraction of reads that could not be
aligned. And eventually, STAR reports least misplaced reads.
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Figure 3.10.: This plot depicts the comparison of gene read counts of one sample that
was aligned with all four aligners. In the lower left part of the plot log-
arithmized read counts are plotted against each other. The upper right
part shows the respective Spearman correlation coefficient of two aligner
associated read count sets each and the diagonal illustrates the density
plots of the logarithmized read count sets of each aligner.

Using the numbers illustrated in Figure 3.11, alignment qualities can be evaluated
in terms of precision and recall as was done in Lindner and Friedel, 2012[132] where

58



3.1. RNA-seq Data Analysis Pipeline

0.00

0.25

0.50

0.75

1.00

match partly match no match not aligned

fra
ct

io
n 

of
 m

ap
pe

d 
re

ad
s

aligner
BWA-MEM

GEM

STAR

TopHat

(a) Simulated Read Sample 1

0.00

0.25

0.50

0.75

1.00

match partly match no match not aligned
fra

ct
io

n 
of

 m
ap

pe
d 

re
ad

s

aligner
BWA-MEM

GEM

STAR

TopHat

(b) Simulated Read Sample 2

0.00

0.25

0.50

0.75

1.00

match partly match no match not aligned

fra
ct

io
n 

of
 m

ap
pe

d 
re

ad
s

aligner
BWA-MEM

GEM

STAR

TopHat

(c) Simulated Read Sample 3

Figure 3.11.: Alignment accuracy of simulated read data of the four tested alignment
tools. Reads were grouped into four categories, i.e. match, partly match,
no match and not aligned. Results are shown for each data set separately.

precision and recall are calculated as:

precision =
TP

TP + FP
(3.1)

recall =
TP

TP + FN
(3.2)

59



3. Results

0.00

0.25

0.50

0.75

1.00

1 50 99
overlapping bases

cu
m

ul
at

iv
e 

fra
ct

io
n 

of
 p

ar
tly

 m
at

ch
ed

 re
ad

s

aligner
BWA-MEM

GEM

STAR

TopHat

(a) Simulated Read Sample 1

0.00

0.25

0.50

0.75

1.00

1 50 99
overlapping bases

cu
m

ul
at

iv
e 

fra
ct

io
n 

of
 p

ar
tly

 m
at

ch
ed

 re
ad

s

aligner
BWA-MEM

GEM

STAR

TopHat

(b) Simulated Read Sample 2

0.00

0.25

0.50

0.75

1.00

1 50 99
overlapping bases

cu
m

ul
at

iv
e 

fra
ct

io
n 

of
 p

ar
tly

 m
at

ch
ed

 re
ad

s

aligner
BWA-MEM

GEM

STAR

TopHat

(c) Simulated Read Sample 3

Figure 3.12.: Cumulative distribution of the number of overlapping bases across
partly matched reads. The y-axis represents the fraction of reads that
show not more than x overlapping bases with the correct mapping posi-
tion (x-axis).

For that purpose, alignments have to be assigned to one of the three categories, namely
true positive (TP), false positive (FP) and false negative (FN):

• TP: All alignments that perfectly but also partly match the correct mapping po-
sition belong to this category. Partly matched alignments were included, first,
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because assignment of a read to the correct gene is paramount and second, due
to the high agreement of them with the correct mapping position (Figure 3.12).

• FP: Alignments that were mapped to a wrong position are classified as FP

• FN: All alignments that could not be mapped to the correct position, i.e. un-
aligned reads but also incorrectly aligned ones, are included in this category.
Thus, like in Lindner and Friedel, 2012[132], the sum of TP and FN is equal to
the total number of analyzed reads.

Resulting precision and recall values are shown in Table 3.1. Overall, each of the

BWA-MEM GEM STAR TopHat

precision recall precision recall precision recall precision recall

Sample 1 0.9722 0.9712 0.9789 0.9772 0.9876 0.9844 0.9813 0.9505

Sample 2 0.9692 0.9685 0.9844 0.9829 0.9861 0.9832 0.9803 0.9484

Sample 3 0.9698 0.969 0.9868 0.9831 0.9874 0.9825 0.9821 0.8114

Table 3.1.: Performance of the tested alignment tools on the three simulated RNA-seq
samples. The table shows the respective precision and recall scores for each
of the four aligners.

four aligners yield relatively high precision as well as recall scores. However, TopHat
results in slightly lower recall levels which is due to the higher number of unaligned
reads.

3.1.3. Quality Control

All QC metrics provided by the pipeline are calculated after the alignment step for
each sample separately using the alignment information stored in the BAM files (Chap-
ter 2.3.2). Quality metrics for RNA-seq data were evaluated and established in the
course of the GEUVADIS RNA-seq project and published in a companion paper by
t’Hoen et al., 2013[239]. Some of them as well as other quality metrics are used and
implemented in the here presented pipeline. In the following, four of them, namely

i. sequencing depth

ii. exonic rate

iii. rRNA rate

iv. XIST and Y-chromosome gene expression

are discussed in more detail.

61



3. Results

3.1.3.1. Sequencing Depth

A fundamental QC measure is the number of reads that result from sequencing since
an insufficient amount of reads might lead to an underrepresentation of biological
signals and in further consequence to potentially wrong conclusions. Of course, the
number of desired reads depends on the purpose of the experiment and the composi-
tion and dimension of the transcriptome under investigation[227]. For example, de-
tecting variants and reliably identifying variant allele frequencies in highly expressed
genes requires considerably less sequencing depth than intending to do the same for
very low expressed ones. The same holds true for the identification of alternative iso-
forms as well as differential expression analysis. Furthermore, and especially when
costs are a limiting factor, there is a tradeoff between sequencing depth and the num-
ber of biological replicates[137]. According to the ENCODE Consortium[37], about 30
million paired-end reads, or fragments, are sufficient to compare expression profiles.
In the GEUVADIS project the median number of single reads was 58 million[119][239]
which is equivalent to 29 million paired-end reads. For the more than 1,500 samples
that were processed by the here presented RNA-seq data analysis pipeline the median
number of generated reads is 60.6 million, or 30.3 million fragments (Figure 3.13).
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Figure 3.13.: Total number of fragments that were sequenced for each of the about
1,500 human and mouse RNA-seq samples, respectively. Numbers are
indicated in million (M).

3.1.3.2. Exonic Rate

To check whether the RNA-seq library preparation worked properly and especially
if the mRNA enrichment was sufficient, the fraction of reads that align to annotated
exons (exonic rate) constitute an informative score. Furthermore, the exonic rate gives
some indication of possible alignment problems or library contamination. The major-
ity of the analyzed samples have more than 70% of reads mapping to annotated exons
(Figure 3.14) which is in good agreement with published data[239].
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Figure 3.14.: Histogram of exonic rates for each of the analyzed RNA-seq samples.

3.1.3.3. rRNA Rate

One of the major steps of the RNA-seq library preparation is the removal of rRNA
(Chapter 1.3) since it accounts for >90% of total RNA in a mammalian cell and com-
monly other RNA subpopulations, such as mRNA, are desired. In order to check
whether rRNA removal worked properly the rRNA rate is calculated for each pro-
cessed sample. rRNA rate represents the fraction of reads that map to rRNA associ-
ated regions and should be low for such samples where poly(A) capturing or rRNA
depletion was performed. High rRNA rates might be an indication of problems dur-
ing library preparation and samples showing this trait should be considered for ex-
clusion from further analysis. Most of the here analyzed samples have rRNA rates
below 1% (Figure 3.15) which is again in good agreement with published results[40].
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Figure 3.15.: Histogram of rRNA rates for each of the analyzed RNA-seq samples.
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3.1.3.4. XIST and Y-chromosome Gene Expression

A further potential source of error is sample mix-up. If undetected this would dis-
tort analysis results. One way to check for sample mix-ups in human RNA-seq data,
where the gender of the samples are known, is to screen the expression of the XIST
gene. This gene is located on the X-chromosome and solely expressed in females[239].
If a sample is tagged to be of female origin and does not show XIST expression, or the
other way around for male samples, this would point towards a likely sample swap.
The expression strength of the XIST gene varies widely across human female samples
(Figure 3.16a) but with the exception of a few male samples which show noticeable
XIST expression and a few female samples with zero XIST expression the overall ac-
cordance of gender and XIST expression is high. Further evidence can be obtained
by additionally checking the expression of genes on the Y-chromosome while exclud-
ing those located in the pseudo-autosomal region (Y-genes). Only male samples are
expected to show expression for Y-genes. This provides even better resolution and re-
vealed additional female samples in the data set which show expression of the XIST
gene but also substantial expression of genes on the Y-chromosome suggesting likely
contaminations (Figure 3.16b).
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Figure 3.16.: Summary of gender-specific gene expression: a) Distribution of nor-
malized XIST gene expression values divided by gender. b) Normal-
ized XIST gene expression values (x-axis) plotted against the sum of
normalized expression values of genes on the Y-chromosome (pseudo-
autosomal regions excluded).
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3.1.4. Differential Expression Analysis

One of the main features of the RNA-seq data analysis pipeline is differential expres-
sion analysis on the gene level. Three major steps are necessary for this, namely

i. expression quantification

ii. normalization

iii. differential expression analysis.

and in order to provide state of the art differential gene expression analysis several
available tools were tested. After the identification of differentially expressed genes
the pipeline automatically performs enrichment analysis and all of these steps are
discussed in the following.

3.1.4.1. Expression Quantification

Reliable expression quantification depends on correct read alignment and quantifi-
cation. Combinations of three alignment (GEM, STAR, TopHat) and two expression
quantification tools (htseq-count, featureCounts) were tested. htseq-count offers three
different overlap resolution modes (see Chapter 1.4.3.1) and each of them was con-
sidered independently. On top of that, the built-in quantification module of the STAR
aligner was included in the test which, according to the manual[49], is implemented
like htseq-count’s union mode quantification algorithm but without any kind of pa-
rameter options though.

In order to test the performance of different alignment and gene expression quan-
tification tool combinations the in silico sample “Simulated Read Sample 1” from
Chapter 3.1.2 was used. For this sample, the true read counts per gene are provided
by the simulation software and serve as gold standard.

The correlation of observed and expected values are shown in Figure 3.17. All
tested combinations yield comparable results and tend to underestimate expression
levels. STAR in combination with htseq-count performs slightly better than the other
tested combinations as shown by the correlations coefficient of 0.771.

Runtimes of the quantification tools were tested on an Intel® Xeon® CPU E5-2697
v3 @ 2.60GHz machine. A clear difference between individual quantification tools can
be observed in terms of runtimes (Figure 3.18). htseq-count, irrespective of the used
mode, takes by far the longest with nearly 60 minutes on average for the about 40
million reads of the simulated sample. In contrast, STAR’s quantification module and
featureCounts are both fast with runtimes of around 2 and 3 minutes, respectively.
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Figure 3.17.: Performance of different alignment and expression quantification tool
combinations. Left: Scatter plots showing the correlation between the
observed (x-axis) and the expected (y-axis) gene counts for each of the
tested tool combinations in log-scale and Spearman correlation coeffi-
cients are added. Right: Observed (blue) and expected (green) gene
count distributions for each of the tested combinations, again in log scale
and in the same order as scatterplots on the left.

3.1.4.2. Normalization

Normalization of expression values is required before different samples are compared
to each other. Initially, FPKM values are calculated and stored in the database. The

66



3.1. RNA-seq Data Analysis Pipeline

0

20

40

60

fea
tur

eC
ou

nts

hts
eq

.in
e

hts
eq

.is

hts
eq

.un
ion

STAR.qu
an

t

C
P

U
 ti

m
e 

(m
in

)

Figure 3.18.: This figure shows the average runtimes of the test expression quantifica-
tion tools including different options for htseq-count (ine=intersection-
nonempty, is=intersection-strict, union). Average runtimes were calcu-
lated for each tool based on the three different alignments except for
STAR’s quantification module where only STAR alignment could be
used. Error bars indicate the standard deviation.

normalized FPKM measures serve as a valuable source of information for users who
want to get an idea of the overall expression characteristics of a sample or of specific
genes of interest. FPKM values together with raw read counts can be easily queried
via the provided web interface (Figure 3.47 in Chapter 3.4).

However, FPKM values are not convenient for differential expression analysis. Sev-
eral studies showed that the FPKM normalization method is prone to underestimate
lowly expressed genes especially when a small set of very high expressed genes is
present[25][35][48][178][206] (Figure 1.12 in Chapter 1.4.3.1). Thus, more sophisti-
cated between-sample normalization methods have been introduced. DEseq as well
as DESeq2 use a Relative Log Expression (RLE) approach for normalization[8][140]
which, they state, should not have the abovementioned limitations. To illustrate the
difference between FPKM and RLE, the same data used for FPKM normalization in
Figure 1.12 were used here in the same manner for RLE normalization (Figure 3.19).
Other than FPKM, this method does not mistakenly underestimate lower expressed
genes. Instead, the subset of highly expressed genes remains overexpressed while the
expression of the remaining genes were adjusted accordingly.
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(a) (b)

Figure 3.19.: In this figure, DESeq2’s RLE normalization strategy is shown for the
same two samples (blue and green) as used for Figure 1.12. a) Normal-
ization of two data sets with different sequencing depths yet compara-
ble gene expression patterns show good agreement (red fitted regression
curve) after RLE normalization (which is also the case for FPKM values
(see Figure 1.12)). b) RLE normalization of the same two samples but
this time with one sample having a subset of highly and differentially
expressed genes resulting in proper normalized values for the set of not
differentially expressed genes while preserving the information regard-
ing the subset of overexpressed ones. (Idea for this plot is based on [71])

3.1.4.3. Differential Gene Expression Analysis

The aim of differential gene expression analysis is to identify genes that show dis-
similar expression levels across different conditions. Each condition should be repre-
sented by at least three replicates which is the minimal amount to enable a sufficient
estimation of within-group variance and gene expression levels and in further conse-
quence to make inference on the population[35]. The proper amount of replicates de-
pends first, on the technical variability which might be introduced anywhere between
sample extraction right up to final gene expression quantification and second, on the
biological variability of the biological system to analyze[35]. Technical variability can
be reduced when samples are processed in batches. Biological variability, on the other
hand, depends strongly on the type of the experiment. For example, expression vari-
ability can be expected to be low in model organisms or cell culture experiments but
high in population-based studies or samples from individuals affected by diseases
like cancer.

When testing for differential expression across conditions one would expect that
samples of the same group, i.e. biological replicates, cluster together and if this is not
the case it might be indicative for some unwanted bias in the data to analyze. During
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this PhD project various RNA-seq samples from different projects were analyzed with
the pipeline (Chapter 2.1). One of them comprises 11 pairs of liver tumor and match-
ing normal tissue samples which constitutes the project with the highest number of
replicates analyzed so far. In order to enable the user to investigate the conformity
between groups in a convenient way the pipeline produces several figures including
principal component analysis (PCA) plots as well as heatmaps displaying euclidean
distances between samples as provided by DESeq2 (Figure 3.20). In this example,
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Figure 3.20.: Cluster analysis for 11 tumor-control sample pairs: a) Principal com-
ponent analysis plot b) Heatmap showing euclidean distances between
samples.

a separation between the two sample groups can be observed by the first principal
component of the PCA plot (Figure 3.20a) as well as by the cluster of control samples
on the top right of the heatmap plot (Figure 3.20b). The normal tissue samples cluster
together in a more consistent way while tumor samples show more heterogeneity.

After checking the integrity of the samples under study the actual differential ex-
pression analysis can be performed. By the time of writing, three differential gene
expression analysis tools (DESeq, DESeq2 and edgeR) were included in the pipeline
from which the user can choose, with DESeq2 being the pipeline’s default option.
5,621 significant hits (Benjamini–Hochberg adjusted p-value < 0.01) were reported
by DESeq2 when looking for differentially expressed genes across the 11 tumor and
control samples. The results of each performed differential expression analysis are
stored in the database as well as in a tabular text file including the following informa-
tion:
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gene meanCount log2FC p-value padj regulation
IGDCC3 841.807 8.572 3.20203719520227e-60 4.40116894317215e-56 up
GLS2 1960.95 -4.607 3.52093515453772e-60 4.40116894317215e-56 down
FAM3B 567.04 4.754 4.41583595114812e-54 3.67986329262344e-50 up
TNFRSF19 1560.41 4.201 2.36395609102288e-44 1.4774725568893e-40 up
NKD1 4842.47 6.023 8.67876162955515e-43 4.33938081477758e-39 up
HAL 5558.49 -5.866 3.1831419482173e-41 1.32630914509054e-37 down

where these six lines depict six top differentially expressed genes from the aforemen-
tioned tumor-control analysis. Column one represents the name of the gene, column
two the average read count across all samples involved, column three the binary log-
arithm of the fold change of the mean read count of all tumor samples compared to
the mean read count of all control samples of the respective gene, column four the
assigned p-value, column six the Benjamini–Hochberg adjusted p-value and column
seven whether the gene is up- or down-regulated in the tumor samples compared to
the control samples. Furthermore, the pipeline produces several plots for visualiza-
tion of the results (Figure 3.21).

Comparison of DEseq2 and edgeR Results
DESeq or DESeq2 as well as edgeR are widely used tools for differential gene
expression analysis[8][241]. However, previous studies showed that there are
notable differences in the output of these tools, especially between DESeq and
edgeR[172][223][230][266]. Yet, this issue can be illustrated for DESeq2 and edgeR
as well. For that purpose, the 11 tumor-control samples were analyzed with both
tools independently. Figure 3.22a shows the agreement of DESeq2 and edgeR re-
sults in terms of significantly detected genes (Benjamini–Hochberg adjusted p-value
< 0.01). In comparison to the 5,621 genes reported by DESeq2, edgeR returns roughly
20% more genes (6,649) using the same adjusted p-value threshold. The number of
overlapping genes between the result lists is 3,985. Hence, 1,636 and 2,664 genes
were solely returned by DESeq2 and edgeR, respectively. Furthermore, the rank-
ing of genes reveals a notable difference between DESeq2 and edgeR (Figure 3.22b),
with gene ranks based on first, ascending adjusted p-values and second, ascending p-
values. The same fact can be observed from the distribution of p-values and adjusted
p-values for the top 5,000 differentially expressed genes as well (Figure 3.22c). While
DESeq2 assigns smaller p-values for top hits, edgeR is more conservative for p-values
> 10-7 and adjusted p-values > 10-5, respectively. Based on these results, so far, the
pipeline offers the option to use both tools for differential expression analysis.

In order to test the influence of different numbers of replicates on DESeq2 and
edgeR, respectively, differential gene expression analysis was performed for the same
data set but this time with different numbers of replicates, with numbers of repli-
cates ranging from 2 to 11. All possible

(n
k

)
combinations were tested for each group

where n is the total number of sample pairs, i.e. 11, and k the respective number
of replicates in the group. Average total number of reported significant genes (Ben-
jamini–Hochberg adjusted p-value < 0.01) as well as average overlap between DE-
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Figure 3.21.: Subset of differential expression result plots: a) Heatmap showing the
top 75 differentially expressed genes (according to adjusted p-values) b)
Volcano plot illustrating the overall expression relationship between the
two conditions plus top gene hits.

Seq2 and edgeR results for each group were calculated. As can be seen in Figure 3.23,
there is a clear relationship between number of replicates and number of reported
significant genes. Strikingly, the number of detected genes does not reach a plateau
with higher numbers of replicates indicating that for very heterogenous samples, like
tumors, even more replicates are necessary for a representative inference.

Enrichment Analysis The pipeline automatically performs enrichment analysis in
two different ways. For this purpose, the results of the preceding differential gene
expression analysis step are used. First, Gene Ontology (GO) enrichment analysis
and second, pathway enrichment analysis are performed on a set of differentially ex-

71



3. Results

DESeq2edgeR

26641636 3985

(a)

0

5000

10000

15000

20000

25000

0 5000 10000 15000 20000 25000
edgeR gene rank

D
E

S
eq

2 
ge

ne
 ra

nk

(b)

0

20

40

60

0 1000 2000 3000 4000 5000
gene rank

lo
g 1

0 (
(a

dj
us

te
d)

 p
−v

al
ue

)

measure
p-value

p-adjusted

package
DEseq2

edgeR

(c)

Figure 3.22.: Comparison of DESeq2 and edgeR results based on the analysis of the 11
tumor-control sample pairs: a) Total number and overlap of reported sig-
nificantly differentially expressed genes (Benjamini–Hochberg adjusted
p-value < 0.01). b) Gene ranks based on adjusted p-values and p-values,
respectively, for both, DESeq2 and edgeR, and plotted against each other
where each dot represents a gene and the particular x-coordinate the
rank assigned by edgeR and the y-coordinate the rank assigned by DE-
Seq2. If ranks would totally agree, all dots would lie on the red line and
the green fitted regression curve would superimpose it. c) Gene ranks as
in b) on the x-axis and the respective (adjusted) p-value on the y-axis.

pressed genes which are selected based on an user-defined adjusted p-value threshold
(default: Benjamini–Hochberg adjusted p-value < 0.01).

Using the results of the differential gene expression analysis of the 11 tumor-control
samples of the previous chapter, 799 significantly enriched GOs (Benjamini–Hochberg
adjusted p-value< 0.01) could be detected. The results of the GO enrichment analysis
are stored in tabular text files and the top six significant hits of the analysis are shown
in the following:
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Figure 3.23.: Relationship between number of replicates (x-axis) and number of re-
ported significantly differentially expressed genes (y-axis) for DESeq2
(red) and edgeR (green). Furthermore, the overlap between the reported
genes are shown (blue). The average number of genes (dot) and the stan-
dard error of the mean (coloured vertical lines) for each replicate quan-
tity group are depicted.

category term ontology pvalue padj
GO:0044281 small molecule metabolic process BP 3.603045e-79 7.254010e-75
GO:0019752 carboxylic acid metabolic process BP 1.109189e-70 1.116565e-66
GO:0006082 organic acid metabolic process BP 1.826085e-64 1.225485e-60
GO:0043436 oxoacid metabolic process BP 3.464821e-64 1.743931e-60
GO:0055114 oxidation-reduction process BP 1.984909e-62 7.992435e-59
GO:0016491 oxidoreductase activity MF 1.020264e-56 3.424396e-53

where the first column represents the GO identifier, the second column the descrip-
tion, the third one the domain with possible values being BP (biological process), CC
(cellular component) and MF (molecular function), the fourth the assigned p-value
and the fifth column the Benjamini–Hochberg adjusted p-value.

Performing pathway enrichment analysis based on the same differential gene ex-
pression analysis results, the pipeline reports 37 significantly enriched KEGG path-
ways (Benjamini–Hochberg adjusted p-value < 0.1). Again, results are stored in tab-
ular text files which have the following format (extract of six resulting pathways):
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keggid name p-value padj
hsa04610 Complement and coagulation cascades 4.365456e-08 2.525102e-06
hsa00071 Fatty acid metabolism 3.630276e-05 6.534498e-04
hsa04630 Jak-STAT signaling pathway 1.278777e-04 1.726349e-03
hsa04976 Bile secretion 3.297373e-03 2.428066e-02
hsa04210 Apoptosis 6.137185e-03 3.823938e-02
hsa03320 PPAR signaling pathway 1.885611e-02 8.485249e-02

where the first column represents the KEGG identifier, the second one the name of
the pathway, the third the assigned p-value and the fourth the Benjamini–Hochberg
adjusted p-value. On top of that, the pipeline creates illustrative figures for each of
the identified pathways (Figure 3.24).

Figure 3.24.: One of the enriched pathways identified in the analysis of the 11 tumor-
control sample pairs. Genes or respective proteins are represented by
rectangular boxes and the background colour indicates whether the gene
is upregulated (red) or downregulated (green) in the tumor samples
compared to the normal tissue samples.

3.1.5. Alternative Splicing Analysis

RNA-seq data can be used to analyze splicing as well. One approach is to compare
samples of different conditions to each other and check if they show some splicing
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differences. Another approach is to check for aberrant splicing events. If matching
whole genome sequencing data are on hand, one can check whether mutations result
in aberrant splicing events in an individual. By the time of writing, the pipeline offers
two different ways to analyze alternative splicing, i.e.

i. differential exon usage analysis

ii. Sashimi plots

which could be successfully used in a number of projects and are explained in the
following.

3.1.5.1. Differential Exon Usage Analysis

First of all, the pipeline provides the option to detect differential exon usage across
different conditions. This functionality was used, for example, in a project with 30
sequenced mouse RNA-seq samples. 15 of these mice were mitochondrial brown
fat uncoupling protein 1 deficient which was achieved by targeted inactivation of the
Ucp1 gene as described earlier[57]. In short, an essential membrane-spanning domain
located in exon 2 and partly exon 3 was deleted, thus disabling the functionality of
the resulting protein[57]. The remaining 15 mice were wild-type. To test whether
the experiment succeeded, differential exon usage analysis was performed with the
pipeline and the result of the test is shown in Figure 3.25. As expected, exon 2 and to
a minor degree exon 3 are considerably underrepresented compared to the remaining
four exons.

3.1.5.2. Sashimi Plots

The second approach for splicing analysis can be used by loading the BAM files of the
samples of interest into IGV. IGV has a built in functionality to produce Sashimi plots
which are used to quantitatively visualize alternative isoform
expression[100][101]. The step of loading the desired samples into IGV is provided in
a convenient way via the web interface. IGV requires split read alignments in BAM
file format, as created by common alignment tools such as STAR, and a reference gene
annotation which defines the exon boundaries in order to create Sashimi plots. Sev-
eral gene annotations are already included in IGV and can be used for support. The
BAM files, on the other hand, are streamed in a secure way over the Internet to the lo-
cal IGV of the user where the alignments can be inspected and in further consequence
the Sashimi plots created (Figure 3.26).

Exploiting this feature helped to discover atypic isoforms of the gene FLAD1 caused
by biallelic frameshift variants which could be linked to Multiple acyl-CoA dehydro-
genase deficiencies (MADDs)[176].

Furthermore, another gene encoding the respiratory chain complex I assembly fac-
tor TIMMDC1 could be identified and selected for further testing. As a result, TIM-
MDC1 could be established as a mitochondrial disease-associated gene[114].
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Figure 3.25.: Differential exon usage plot produced with DEXSeq: Normalized aver-
age read counts are shown for each exon of the gene encoding for the
mitochondrial uncoupling protein and for both groups, UCP deficient
(red) and UCP wild type (blue).

Figure 3.26.: Sashimi plot of the FLAD1 gene as published in [176]. (Figure adapted
from [176])

3.1.6. Gene Fusion Analysis

Gene fusion detection is sensitive to various NGS data properties which hampers the
reliable identification of fusion break points (Chapter 1.4.3.2). The major limiting fac-
tor is the short length of the sequencing reads which makes them prone to incorrect
alignment due to polymorphisms and homology, respectively, and in further conse-
quence to missed or mistakenly reported fusion events[35]. Different studies have
already compared various fusion detection tools to each other but so far there is no
single tool that outperforms all others but rather each of them have their strengths and
weaknesses[28][29][115][134]. Here, another tool, the fusion detection module of the
STAR aligner, is compared to TopHat-Fusion. Furthermore, several filtering strate-
gies were tested in order to increase the accuracy of fusion detection. For this pur-
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pose, four extensively investigated breast cancer cell lines[55] (BT474, SKBR3, KPL4,
MCF7) were analyzed and raw data were downloaded from the NCBI Sequence Read
Archive (SRA)1 with accession number SRP003186.

3.1.6.1. Gene Fusion Detection Software Comparison

The two tools used for comparison are TopHat-Fusion v2.1.0[108] and the integrated
fusion detection algorithm of the STAR aligner. Using parameter settings as recom-
mended2,3, TopHat-Fusion and STAR reported 179 and 66 fusions, respectively. The
results of both tools were then evaluated in terms of precision (Equation 3.1) and
recall (Equation 3.2). Reported fusions were compared with the respective and con-
tinually refined fusion result sets of previous studies of the four breast cancer cell
lines[55][97][134] in order to obtain the numbers of true positive, false positive and
false negative fusions. Table 3.2 illustrates the performance of the two tools. This

BT474 SKBR3 KPL4 MCF7

total
known 21 10 3 6

STAR 24 21 10 11

TopHat 94 51 17 17

precision
STAR 0.29 0.24 0.2 0.09

TopHat 0.2 0.1 0.12 0.24

recall
STAR 0.3 0.5 0.67 0.17

TopHat 0.9 0.5 0.67 0.67

Table 3.2.: Performance of STAR-Fusion and TopHat-Fusion on four extensively
tested breast cancer RNA-seq data sets. “known” indicates the total num-
ber of validated fusions for each of the four breast cancer cell lines based
on previous studies[55][97][134].

comparison reveals that overall, TopHat detects more true positive fusions. How-
ever, this is accompanied with a higher number of reported false positive ones which
underlines the importance of a balanced, i.e. not too stringent nor too loose, filtering
strategy.

3.1.6.2. Filtering

Since STAR missed more true positive fusions, TopHat-Fusion v2.1.0[108] was im-
plemented in the pipeline for gene fusion detection. In order to try to decrease the

1http://www.ncbi.nlm.nih.gov/sra (last accessed 01.10.2016)
2http://ccb.jhu.edu/software/tophat/fusion_tutorial.shtml (last accessed

01.10.2016)
3https://github.com/STAR-Fusion/STAR-Fusion/wiki (last accessed 01.10.2016)
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amount of mistakenly reported fusions, i.e. false positives, several filtering strategies
were tested and applied to TopHat-Fusion’s results.

The first one checks whether the fusion breakpoints are located within a ±5 bp
window around known exons.

The second filter is a rough estimate of the conformity of coverage (COC) at the
fusion breakpoints of two fusion partner genes A and B and is calculated as

COCfusionAB
=

∣∣∣∣∣ log2
( rA

trA
rB
trB

) ∣∣∣∣∣ (3.3)

where rA is the number of reads directly mapping to the fusion breakpoint of gene
A, trA the total expression level of gene A and equivalent rB and trB for gene B.
As a consequence, fusions exhibiting a value close to zero should be kept while
values far from zero can be indicative for questionable fusions. Fusions falling in
this category should be treated with caution and possibly require additional evalu-
ation. This formula was implemented in the pipeline and is based on earlier find-
ings that true fusion events are supported by a comparable read distribution at the
breakpoints[13][55][108].

The final filter verifies whether the two fusion partners are known ENSEMBL par-
alogs or known duplicate genes[179].

All of the abovementioned filters have a supportive character, meaning that they
do not remove fusions from the final output but just add additional annotations to
each of the reported fusions.

Harnessing this complementing information by keeping only those fusions of the
TopHat-Fusion results where first, at least one of the two breakpoints is located in
close proximity to an annotated exon, second, they receive COC values between 0
and 2, and third, both involved genes are not annotated as ENSEMBL homologs nor
duplicate genes, reduced the list of initially 179 detected fusions to 50. Calculating
precision and recall values based on the list of filtered fusions shows a clear improve-
ment (Table 3.3). The total number of false positives could be decreased from 149 to

BT474 SKBR3 KPL4 MCF7

total 28 10 6 6

precision 0.64 0.3 0.33 0.5

recall 0.86 0.3 0.67 0.6

Table 3.3.: Performance of TopHat-Fusion plus custom filtering steps on the four
breast cancer RNA-seq data sets.

24. However, three putative true positive fusions were filtered since they were present
in the duplicate gene list suggesting to be conservative in interpreting fusions flagged
with this information.
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Finally, results reported by the pipeline’s fusion detection module can be compared
to and in further consequence annotated with publicly available fusion data sets in or-
der to detect possible recurrent chimera candidates. The data sets which are used for
this kind of comparison were downloaded from the Catalogue Of Somatic Mutations
In Cancer (COSMIC)[63] and the Mitelman Database of Chromosome Aberrations
and Gene Fusions in Cancer[163].

3.1.7. Variant Detection

RNA-seq data comprise sequence information, thus they can be used for variant de-
tection as well. This possibility can be valuable in terms of detecting functionally im-
portant variants since only expressed sequence information is represented by RNA-
seq data[196]. Furthermore, it allows for the examination of RNA editing and can help
to validate variant calls from matching DNA-seq experiments, if available[189][196].
However, variant detection in RNA-seq data is not a trivial task due to factors like
weak expression, allelic imbalances or alignment problems at splice junctions[68]
(Chapter 1.4.3.3). To evaluate the performance of three prominent variant calling
tools, benchmark tests were conducted. The three tested tools are GATK v3.5, SAM-
tools v0.1.19 and VarScan v2.3.9. GATK was executed as described in Chapter 2.3.5
and SAMtools and VarScan with standard parameters except for -d 999999 for
SAMtools in order to allow for variants in highly expressed genes. The performance
of the tools was determined on the basis of two tests, i.e.

i. comparison to a gold standard data set

ii. comparison to available and matching whole exome and whole genome se-
quencing data.

One of these tests was also used by Wieland, 2015[256] in a comparable way to ex-
amine the performance of variant calling programs on exome sequencing data. Here,
the alignment was performed using STAR aligner and variant calling was performed
for single-nucleotide variants (SNVs) and indels. Due to their distinct characteris-
tics, SNVs and indels are treated separately in the following sections unless stated
otherwise.

3.1.7.1. Comparison to a Gold Standard Dataset

One way to assess the performance of a variant calling tool is to compare its resulting
set of variants with a corresponding high confidence variant call set and calculate sta-
tistical performance measures such as precision and recall where precision represents
the fraction of reported variants that are actually true and recall the fraction of true
variants that could be identified correctly. Both values were calculated as stated in
Equation 3.1 and 3.2, respectively.

In order to validate variant calls the Illumina tool hap.py v0.3.14 was used as sug-
4https://github.com/Illumina/hap.py (last accessed 01.10.2016)
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gested by the Global Alliance for Genomics and Health (GA4GH) Benchmarking
Team5. The reason to do so is that especially complex mutations can be stored in
different yet correct ways in the VCF format and thus mistakenly treated as wrong
calls if not accounted for[269]. hap.py overcomes this issue by not comparing the
VCF file entries itself but rather build all possible haplotype sequences for all variants
and compare those to each other. Based on this comparison the analyzed variants are
classified into one of the three categories TP, FP and FN which are defined as follows:

• TP: In this category are all those variants of the test variant set that are present
in the gold standard variant set with matching genotypes

• FP: Variants of the test variant set that are not present in the gold standard vari-
ant set or that have differing genotypes

• FN: Variants in the gold standard variant set that are not present in the test
variant set or that have differing genotypes

A gold standard variant set is provided by the Genome In a Bottle Consortium6.
It was first published by Zook et al.[269] in 2014, constantly refined ever since and
contains high confidence SNP as well as indel calls. The VCF file7 containing the
gold standard variants as well as a BED file8 that specifies gold standard regions in
which confident variant calling should be possible were downloaded and used for
the benchmark tests in this chapter. The BED file includes genomic human regions
from the 22 autosomes and sex chromosome X and covers about 2.5 Gb. The VCF
file comprises nearly 4.3 million variant calls from the HapMap/1000 Genomes CEU
genome NA12878 and evolved from sequencing of this genome with different in-
struments but also analyzing the resulting data with various alignment and variant
calling tools. NA12878 stems from the lymphoblastoid cell line GM12878 (Coriell In-
stitute) and RNA-seq raw read data from this cell line can be freely downloaded from
the NCBI SRA with accession number SRX082565. This data set comprises about 47
million 75 bp paired-end reads which is in good agreement with the average number
of reads per sample the pipeline usually has to deal with.

By aligning these reads with STAR and subsequently calling variants with the three
different tools stated above a total of 164,833, 171,592 and 68,615 variants were called
by GATK, SAMtools and VarScan, respectively. These numbers include SNVs as well
as indels and were obtained without applying any kind of specific filtering or region
restrictions, except for VarScan which, by default, does not report any mutations with

5https://github.com/ga4gh/benchmarking-tools (last accessed 01.10.2016)
6http://jimb.stanford.edu/giab (last accessed 01.10.2016)
7ftp://ftp-trace.ncbi.nlm.nih.gov/giab/ftp/release/NA12878_HG001/NISTv3.
2.2/NA12878_GIAB_highconf_IllFB-IllGATKHC-CG-Ion-Solid_ALLCHROM_v3.2.2_
highconf.vcf.gz (last accessed 01.10.2016)

8ftp://ftp-trace.ncbi.nlm.nih.gov/giab/ftp/release/NA12878_HG001/NISTv3.
2.2/NA12878_GIAB_highconf_IllFB-IllGATKHC-CG-Ion-Solid_ALLCHROM_v3.2.2_
highconf.bed (last accessed 01.10.2016)
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less than 8 supporting reads. In the following, the comparison of the gold standard
variant set with the identified variants in the RNA-seq data is restricted to the confi-
dential gold standard variant calling region (2.53 Gb). Furthermore, only variants that
are located within annotated exons of the UCSC gene annotation discussed in Chap-
ter 3.1.1 are used for downstream analysis since the gold standard data set comprises
variants from the entire human genome and RNA-seq data cover mainly transcribed
exons which represent just a fraction of the genome. Using these restrictions, 62,423
of the roughly 4.3 million variants remained in the gold standard variant set. For
the RNA-seq variant calling results of GATK, SAMtools and VarScan the resulting
numbers are 26,076, 25,987 and 19,001, respectively. The performance of the tools is
illustrated in Table 3.4. GATK performs best in terms of precision and recall for both

GATK SAMtools VarScan

SNV Indel SNV Indel SNV Indel

total 24,099 1,977 24,343 1,644 17,971 1,030

precision 0.86 0.87 0.84 0.76 0.85 0.62

recall 0.37 0.29 0.36 0.21 0.27 0.11

Table 3.4.: Results of the comparisons between the refined gold standard variant set
and each of the three refined variant caller outputs. Total numbers of SNVs
as well as indels identified by the three tools are shown together with pre-
cision and recall measures. All numbers are based on variants that are
located within annotated exons only.

classes of variants, SNV and indel. Nevertheless, these numbers reveal that there is
a considerable amount of variants which could not be detected (FN) or which were
detected but are not present in the gold standard variant set (FP). For example, 20,807
of the 24,099 SNVs identified by GATK overlap with the gold standard variant set
leaving 3,292 SNVs exclusively found in RNA-seq data. On the other hand, 35,676
SNVs were not detected at all. A big fraction of undetected variants can be explained
by low- or unexpressed genes but other factors might contribute as well. The fol-
lowing sections discuss several of these factors and SNVs and indels are addressed
separately.

Single-nucleotide Variants
This section focuses on the identification of reasons for the FP and FN SNV calls of
GATK to define quality and filter criteria for reliable SNV calls. Especially

i. coverage

ii. RNA editing

iii. genotype discordance

are discussed in detail.
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Coverage As already mentioned, low coverage is a serious factor favoring both,
FP as well as FN SNVs (Figure 3.27a). In fact, the majority (35,063 out of 35,676)
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Figure 3.27.: Effect of coverage on SNV calling performance: a) fraction of FP and
FN SNVs per read depth b) the cumulative fraction of genes based on
expression values (FPKM) c) precision and recall measures as well as
number of SNVs per read depth d) precision and recall measures as well
as total number of SNVs with at least x-fold coverage

of FN GATK SNVs have a read coverage below 10 and 26,707 of these 35,063 sites
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show even zero coverage in the RNA-seq data. The main reason for this is the large
number of low- and unexpressed genes (nearly 60% of genes with FPKM 6 1; Figure
3.27b). Examining precision and recall values per read depth reveals that both values
depend on coverage (Figure 3.27c). Filtering SNVs with read depth lower than 10
improves the recall outcome from 0.27 to 0.71. However, filtering all SNVs with less
than 10 supporting reads also removes correct ones (5,557 out of 20,807). Figure 3.27d
illustrates the effect of filtering SNVs below a certain coverage in terms of precision
and recall and reveals that filtering SNVs with less than 5 supporting reads yields the
highest recall measure. On the other hand, the number of FP GATK SNVs does not
depend on coverage as much as the FN ones (734 out of 3,292 FP SNVs with coverage
< 5; Figure 3.27a) since a high fraction of FP SNVs can be explained by other reasons
(see following paragraphs).

RNA editing One cause for the substantial number of FP SNVs is post transcrip-
tional RNA editing. The examination of the mutation profile of the 2,558 FP SNVs
with coverage ≥ 5 reveals that more than 80% of the FP SNVs show an adenine to
guanine and thymine to cytosine mutation pattern, respectively, which is characteris-
tic for the most common type of RNA editing, A→I[171] (Figure 3.28; Chapter 1.1.1).
The number of FP SNVs in the GATK variant set drops from 2,558 to 765 when SNVs
at known RNA editing sites are removed. Known sites were downloaded from the
Rigorously Annotated Database of A-to-I RNA editing (RADAR)[202]. This database
includes about 2.5 million RNA editing sites with about 75% and 20% of them lo-
cated in intronic and intergenic regions, respectively[202][203]. After removal, there
were still 259 remaining SNVs that showed the typical RNA editing mutation pattern
which might be indicative that there are still many RNA editing sites in the human
genome that have not been discovered yet.

Genotype discordance A further reason for FP SNVs is genotype discordance.
Allele-specific expression, meaning that one allele of a gene is preferentially expressed,
is common in multiploid organisms and can lead to monoallelic expression where
solely the preferred allele is expressed[110]. Hence, this can result in homozygous
genotypes in RNA-seq data although heterozygous in the genome. As a consequence,
monoallelic expressed genes, where exclusively the alternative allele is expressed,
lead to additional FP SNVs. Actually, a substantial amount of the 765 remaining FP
SNVs show a high alternative allele frequency (Figure 3.29) and 340 of them are in-
deed classified as false positive due to differences in the assigned genotypes between
gold standard and RNA-seq variant calling data. 313 out of these 340 FP SNVs have
a homozygous genotype in the RNA-seq data while heterozygous in the gold stan-
dard. In fact, 275 of them show alternative allele frequencies higher than 0.85, which
points to true monoallelic expression. The remaining 38 exhibit frequency values be-
tween 0.5 and 0.85 but also low coverage (5≤ coverage ≤10) and more than 90% of
reads that support the reference allele have low mapping quality with at least one
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Figure 3.28.: The mutation profile of the subset of false positive variant calls of GATK.

alignment mismatch at another base, thus they are likely true homozygous.
On the other hand, 27 FP SNVs are denoted as homozygous in the gold standard

variant set while heterozygous in GATK’s RNA-seq variant calling results which is
highly likely an indication for incorrectly assigned genotypes in the RNA-seq variant
calling results. In fact, 20 of these presumably wrong SNVs show alternative allele
frequencies higher than 0.85 and another five have alternative allele frequencies be-
tween 0.8 and 0.85, i.e. the vast majority of reads support the alternative allele. One of
the remaining two has low coverage (6 supporting reads) and an alternative allele fre-
quency of 0.6̇ where 16% of both of the two reference allele supporting reads are soft
clipped even though they are neither located at an exon boundary nor an indel. Using
BLAT[103] to look for alternative alignment positions in the human genome for these
two reads revealed that the reported alignment positions are the best ones. Neverthe-
less, these two reads likely did not origin from the reported genomic position, thus
probably constitute misalignments and as a consequence hamper the assignment of
the correct genotype.

The last one of the misgenotyped SNVs show sufficient coverage (24 supporting
reads) but an alternative allele ratio of not more than 0.2. This SNV is located within a

84



3.1. RNA-seq Data Analysis Pipeline

0.0

0.2

0.4

0.6

0.00 0.25 0.50 0.75 1.00
alternative allele ratio

de
ns

ity

(a)

0

50

100

150

0 50 100 150
reference allele count

al
te

rn
at

iv
e 

al
le

le
 c

ou
nt

(b)

Figure 3.29.: Alternative allele ratios of the 765 FP SNVs where known RNA editing
sites have already been excluded: a) distribution of alternative allele ra-
tios b) reference versus alternative allele read counts

known Short Interspersed Nuclear Elements (SINE) region in the 5’UTR of the DTD2
gene. Since SINEs are frequently occurring, highly repetitive genomic elements with
lengths of less than 500 bp[228] the supporting reads are again likely due to alignment
problems and the SNV is probably a true FP in terms of assigned genotype.

Gold Standard Issues and Problematic Regions Downloading whole
genome sequencing data of the GM12878 cell line from the European Nucleotide
Archive (ENA) with the accession number ERP001229, aligning them and subse-
quently assessing the allele frequencies at the sites of the residual 284 FP GATK SNVs
(coverage≥5; no known RNA editing site and no characteristic RNA editing muta-
tion pattern; no genotype discordance) revealed that for 11 of them there is strong
evidence in the whole genome sequencing data (allele frequency > 0.2; coverage >
50) that the variant calls in the RNA-seq data are actually true. For another 52 sites
there is at least one read in the WGS data set showing the alternative allele. More-
over, 28 of these 63 SNVs are also present in dbSNP[226] version 142. Additionally,
64 SNVs occur in clusters with at least three SNVs located within a 50 bp window
which are indeed likely false positives (Figure 3.30). The residual FP SNVs show low
coverage and are mainly caused by misaligned reads in repetitive regions.

Indels
Concerning indel identification, the performance of GATK is comparable to its SNV
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Figure 3.30.: IGV screenshot: Example of likely false positive SNVs that are located in
close proximity to each other.

results in terms of precision and recall. Nevertheless, the causes for FP and FN indels
are partly different and

i. coverage

ii. mapping problems

iii. genotype discordance

are discussed in the following, again, with the aim to identify quality and filter crite-
ria for reliable indel calls.

In total, 1,710 of the 5,937 indels that are present in the filtered gold standard variant
set could be detected by GATK (TP) while another 267 were called presumably wrong
(FP). Altogether, GATK detected 1,038 insertions and 939 deletions where the lengths
of them range from 1 to 16 bp in both classes. However, one true FP deletion has a
length of 90 bp which is caused by a short intron of exact that size.

Coverage is not only a crucial factor for SNVs but for indels as well. Figure 3.31a
illustrates that the majority of FN indels has coverage below 5 and that precision and
recall depend both on coverage (Figure 3.31b).

However, not all FN indels can be explained by low coverage. Instead, 244 of the
465 FN indels that exhibit coverage equal to or above 5 can be ascribed to repetitive
regions. Another issue concerns indels close to exon boundaries since reads aligned
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Figure 3.31.: Effect of coverage on indel calling: a) fraction of FP and FN indels per
read depth b) precision and recall measures as well as total number of
indels with at least x-fold coverage

to those positions tend to be soft clipped instead of introducing an actual indel. Fur-
thermore, there are five cases where STAR incorrectly introduces a split read instead
of a deletion. 24 FN indels show clear evidence in the RNA-seq data, hence should
have been called while 6 do not have any alternative allele supporting reads although
sufficient coverage and thus indicating monoallelic expression of the reference allele.

As with SNVs, indels can be involved in monoallelic expression. According to the
VCF files, 81 of the 267 FP indels are caused by genotype discordances. Again, some of
them, i.e. 26, are homozygous in the gold standard variant set but heterozygous in the
RNA-seq results. Verifying these sites with the RNA-seq alignment data illustrates
that the majority of reads support the homozygous genotype for all but one of the 26
cases. However, they are all located around repetitive regions. Thus, several reads,
especially those which do not span the repeat, mistakenly support the heterozygous
genotype. 45 FPs, on the other hand, show a reasonable zygosity pattern in terms
of monoallelic expression, that is heterozygous in the gold standard variant set and
homozygous in RNA-seq data. Here, 42 could be confirmed as indeed homozygous in
the RNA-seq alignment data while another three have only 6 75% of reads supporting
the indel but also low read depth (coverage < 5).

Furthermore, repetitive regions and particularly homopolymers are not only an
issue for genotype discordance but also contribute to variant calls that are actually
not present in the data. More precisely, 257 of the 267 FP indels detected by GATK
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overlap with known repetitive regions downloaded from the UCSC table browser9 or
are located within homopolymers > 4 bases, suggesting to be especially careful with
the interpretation of indels in such regions.

3.1.7.2. Variant Filtering

Based on the insights of the previous chapter, several criteria were defined for the
purpose of obtaining high confident variant calls. Thus, the following filters can be
successively applied to the GATK output:

• use only variants located within annotated exons

• removal of known RNA editing sites10 (except RNA editing is of interest)

• SNVs as well as indels with less then 5-fold coverage

• indels with lengths longer than read length minus 20 bp

• variants located within known repetitive regions11 or in homopolymers > 4
bases

• all variants where at least three occur within a 50 bp window (adapted from
GATK Best Practices workflow for single-nucleotide polymorphism (SNP) and
indel calling on RNA-seq data[68])

Applying these filters on the RNA-seq data used in the previous chapter results in
higher precision but on the other hand reduced recall measures for SNVs and indels
(Table 3.5). The higher precision shows that most of the false positive variants could

SNV Indel

total 9,636 558

precision 0.99 0.98

recall 0.17 0.09

Table 3.5.: Performance of GATK variant calling plus custom filters based on the com-
parison with the refined gold standard variant set.

be removed with the strict filters. On the other hand, numerous true positives are
discarded as well. Thus, these filters are optional and can be applied if solely high
confident variants are desired.

9https://genome.ucsc.edu/cgi-bin/hgTables (last accessed 01.10.2016)
10RADAR[202] dataset downloaded from http://rnaedit.com (last accessed 01.10.2016)
11downloaded from https://genome.ucsc.edu/cgi-bin/hgTables (last accessed 01.10.2016)
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3.1.7.3. Comparison to Whole Exome and Whole Genome Sequencing Data

In order to test the behavior of GATK together with the defined filters on in-house
sequenced RNA-seq data, RNA-seq variant calling results were compared to whole
exome and whole genome sequencing data. Using GATK as described in Chapter
2.3.5 and subsequently applying the strict filters discussed in the previous chapter,
variant calling was performed for 74 human fibroblast in-house RNA-seq samples.
For all of them matching WES variant calling data were available. These WES libraries
were consistently prepared using the same capture kit, i.e. Agilent SureSelect 50Mb
v5, in order to prevent any region-related bias in the follow-up analysis. Additionally,
14 of the 74 samples have WGS on top of the WES data available. Together, they
were used to assess the results of the implemented variant detection strategy. Again,
hap.py was utilized to identify TP, FP and FN variants.

Comparison to Whole Exome Sequencing Data
The limited overlap of covered regions (37 Mb) is a problem when comparing RNA-
seq with WES data since the enrichment kit region of the WES data covers a lot of
intronic and some intergenic regions while not covering the majority of UTRs. Thus,
both kinds of data sets, RNA-seq as well as WES, were restricted to variants that are
located first, within annotated exons of the UCSC gene annotation and second, within
the Agilent SureSelect 50Mb v5 kit target region. After limiting to this region and
applying the filters defined in the previous chapter, on average only 6,016 variants
were reported for the 74 RNA-seq samples. The comparison to their matching WES
data yields precision values consistently above 0.99 and 0.97 for SNVs and indels,
respectively (Table 3.6). Recall measures, on the other hand, are again low. Of course,

¬ custom filtering custom filtering

SNV Indel SNV Indel

total 12,993 760 5,944 72

precision 0.93 0.36 0.99 0.97

recall 0.47 0.31 0.25 0.09

Table 3.6.: Average performance of GATK variant calling on 74 RNA-seq samples
with and without applied custom filters based on the comparison with
matching whole exome sequencing data and restricted to annotated exons
and the Agilent SureSelect 50Mb v5 kit target region.

the strict filtering criteria are limiting factors in terms of recall but also the big fraction
of low- or unexpressed genes has a considerable impact (Figure 3.32).

Comparison to Whole Genome Sequencing Data
For the comparison with the 14 WGS data sets no preceding region-based restrictions
were applied. In this way, 12,720 SNVs and 700 indels remain on average for the 14
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Figure 3.32.: Cumulative fraction of genes based on expression values (FPKM)

matching RNA-seq samples resulting again in high precision measures of 0.99 and
0.95 for SNVs and indels, respectively (Table 3.7). In contrast, recall values are below

SNV Indel

total 12,720 700

precision 0.99 0.95

recall 0.004 0.002

Table 3.7.: Average performance of GATK variant calling on 14 RNA-seq samples
with applied custom filters based on the comparison with matching whole
genome sequencing data.

0.005. Certainly, the substantial amount of FNs in this case is mainly due to the much
larger region covered by WGS data and the consequently much higher number of
about 3 million variants per sample. Annotation of the FN variants shows that the
majority of them is located in intergenic (57%) and intronic (42%) regions while most
of the RNA-seq mutations are detected at UTR (38%), coding (36%) and intronic (19%)
loci (Figure 3.33).

Variant Characteristics
Examining solely the annotated functional classes of coding variants in both data
sets reveals that the average amount of loss-of-function mutations is significantly
enriched in WGS data (2.15%) compared to RNA-seq data (0.43%) (χ2-test, p-value
< 3.9 ∗ 10−18) (Figure 3.33). Furthermore, also the proportion of missense mutations
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Figure 3.33.: This figure displays the variant characteristics of the high confidence
variant calls in terms of where in the genome they are located (inner bars)
and which functional class the coding variants are assigned to (outer
bars).

is notably higher in the WGS (47%) versus the RNA-seq variant sets (40%) (χ2-test,
p-value = 1.16 ∗ 10−14).

Hypothesizing that deleterious mutations might have an adverse effect on gene ex-
pression one would expect that such mutations are less frequently detected in RNA-
seq data. To check this, variants were annotated with conservation as well as func-
tional prediction scores which were downloaded from the Database of Human Non-
synonymous SNVs and Their Functional Predictions and Annotations
(dbNSFP)[135][136]. In short, the underlying idea of conservation score is that more
conserved sites are more important in terms of function than less conserved ones. On
top of conservation, functional prediction scores encompass additional information
to predict the harmfulness of a mutation at a specific loci. Depending on the algo-
rithm, these information can be population-based allele frequencies or the predicted
functional effect on the respective protein[109]. Annotated variants were divided into
two groups where group one (TP) comprises all variants which could be detected in
both data sets, WGS as well as matching RNA-seq, and group two (FN) the ones
that were detected solely in the WGS data. In order to avoid any bias from possibly
less important intergenic regions, only variants located within annotated exons were
considered. However, no clear trend of enrichment of more deleteriously predicted
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variants in the TN group could be observed (Figure 3.34a). In fact, there is a gen-
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Figure 3.34.: Subset of prediction (a) and conservation scores (b) provided by
dbNSFP: The depicted results are based on the pair-wise comparison
of the 14 RNA-seq - WGS sample pairs and grouped by overlapping
(TP) and WGS exclusively (FN) variants located within annotated ex-
ons. Indel scores (top right) were calculated with the CADD’s online
scoring tools[109]. All scores were normalized to fit the common scale
between 0 and 1 where 0 is the least and 1 the most extreme value for
both kinds of scores. n=total number of variants in the respective group
where scores were present; m=median normalized score; p-values were
calculated with Mann-Whitney U test (two sided); (Idea for this plot is
based on [109] and [256])

eral disagreement between different prediction algorithms which was also perceived
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by Wieland, 2015[256]. Conservation scores, on the other hand, are more consistent
and favor TP mutations (Figure 3.34b). When evaluating the relationship between
the genome-wide coverage of each single base of the 14 RNA-seq samples with the
corresponding conservation score no real correlation can be observed. In fact, two
conservation scores were utilized and resulted in a Spearman correlation coefficient
of 0.12 and 0.15 for phyloP and phastCons, respectively.

Apart from that, functional effects can be observed as well. Nonsense mediated
decay, where due to nonsense mutations corrupted transcripts are degraded soon af-
ter transcription, could be quantified and described in the course of the GEUVADIS
project[119]. The same effect can be detected in in-house data too. Comparing alter-
native allele frequencies between heterozygous synonymous and heterozygous non-
sense variants reveals that while alternative allele ratios of heterozygous synonymous
variants follow a normal distribution with the mode of the distribution around 0.5,
multiple heterozygous nonsense mutations show a notable decrease of the alterna-
tive allele. Thus, an increased loss of the variant allele for nonsense mutations can be
observed, which is indicative for nonsense mediated decay[119] (Figure 3.35).
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Figure 3.35.: Alternative allele ratios for heterozygous synonymous (a) and heterozy-
gous nonsense variants (b) of 74 RNA-seq samples

3.1.8. Merging with Preexisting Architecture

Each of the abovementioned analysis steps is implemented in a modular way mean-
ing that they can be combined, exchanged and in further consequence executed in a
dynamic fashion. In order to avoid the maintenance of two parallel analysis systems
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the RNA-seq analysis modules were integrated in the already mentioned, preexisting
in-house exome sequencing data analysis pipeline infrastructure rather than consti-
tuting a stand-alone system. This entails several advantages like consistent usability
and reduced hands-on time which is vital since the pipeline is used in a core-facility-
like environment where more than two terabase of sequence can be produced per
week and the analysis of the resulting output should be fast and easy. Thanks to the
combined implementation, the analysis pipeline can be started for all samples of an
entire flow cell with a single, consistent command, regardless of which libraries, i.e.
whole exome sequencing or RNA-seq, were on the flow cell. The pipeline collects all
necessary meta-information from the database and starts the analysis for each sample
accordingly. If no additional parameters are provided, default analysis is performed
for all RNA-seq samples which involves alignment, quality checks, expression quan-
tification and FPKM value calculation. However, the user can modify the pipeline’s
behavior by passing various parameters to the initiation command.

In order to perform differential gene expression analysis or differential exon usage
analysis an intermediate step is necessary where the user has to specify which groups
of samples should be compared to each other. Furthermore, a separate command has
to be used to issue this kind of analysis.

3.2. Fundamental Considerations for RNA-seq Data Analysis

In order to ensure proper RNA-seq data analysis, the data included in each exper-
iment should feature certain characteristics. Thus, before the start of an RNA-seq
experiment particular questions regarding study design and data quality must be ad-
dressed and criteria for them were determined using RNA-seq data which were se-
quenced in the local environment and analyzed as described in the previous chapters.
In the following, pivotal considerations regarding

i. sequencing depth

ii. number of replicates

iii. duplicate reads

iv. insert size

are discussed.

3.2.1. Sequencing Depth

An important yet difficult to define quality is how much sequence should be pro-
duced for each sample since this number depends on the purpose of the data, i.e. will
it be used for differential expression analysis and/or variant detection, etc., and in fur-
ther consequence on the biological question that should be answered. Furthermore,
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samples might differ in terms of number of expressed genes and overall expression
patterns depending on the tissue the sample originated from and the underlying con-
dition. Figure 3.36 illustrates the number of detectable protein coding genes (FPKM
value > 0.5; based on UCSC reference annotation) for 565 human samples that were
analyzed with the presented pipeline and where tissue information was provided. On
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Figure 3.36.: Number of genes per sample with FPKM values > 0.5 as a function of
total number of mapped reads and samples are coloured by tissue type.

average, between 50 and 75 million reads were produced per sample which results in
around 13,000 traceable genes for each sample. Based on the UCSC gene annotation
this corresponds to about 65% of coding genes which is in good agreement with pub-
lished results[205].

The number of detected genes depends on the amount of produced sequence (Fig-
ure 3.37a). However, this is just the case up to a certain threshold. Like for exome
sequencing data[256] there is a saturation phenomenon meaning that above a certain
amount of produced sequence additional information does not result in an increased
number of detected genes. This point is reached by about 7.5 Gb of sequence which
corresponds to roughly 75 million 100 bp reads. This circumstance is also shown in
Figure 3.37b. For samples with a total amount of sequence of 5 Gb, and especially
7 Gb upwards, only a minor difference can be observed on the distribution of the
fraction of genes as a complementary cumulative distribution function of the average
gene coverage. Hence, especially for differential gene expression analysis an outcome
of 30 to 40 million 100 bp paired-end reads should be sufficient.

While the number of detectable genes is an essential measure for differential gene
expression analysis, an especially important one for variant detection is the number
of single bases that are covered by an adequate amount of reads. In Chapter 3.1.7 it
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Figure 3.37.: Correlation between the amount of sequence and average gene cover-
age: a) How many percent of genes per sample have average coverage
> α. Here, average coverage instead of FPKM was used since FPKM
values lack the dimension of amount of sequence and average gene cov-
erage was calculated as GC ∗ RL/GL where GC is the number of reads
that map to the gene, RL is the length of the sequenced read in bp and
GL is the length of the respective gene. b) Distribution of the fraction of
genes with at least x-fold average gene coverage and averaged for sam-
ples with specific amounts of sequence.

could be shown that the accuracy of variant detection depends on coverage to a high
degree. However, it was also shown that a large amount of genes is lowly- or not
expressed at all. In terms of base-wise coverage, and based on the human samples
analyzed with the pipeline, this means that on average about 70% of exonic bases are
covered at least 1-fold while about 60%, 50% and 40% of bases are covered at least 4-,
8- and 20-fold, respectively (Figure 3.38).

3.2.2. Number of Replicates

How many replicates to include in an experiment is a fundamental consideration for
differential expression analysis. Two types of replicates can be included, namely tech-
nical and biological. Technical replicates are samples that originated from the same
material but are treated independently in the downstream analysis and can be used
to alleviate possible variability introduced by technical steps ranging from library
preparation right up to sequencing. However, nowadays most experiments have
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Figure 3.38.: Distributions of percentages of exonic bases per sample that are covered
at least 1-, 4-, 8- and 20-fold.

high technical reproducibility which means that technical replicates are
dispensable[137][154]. Biological replicates, on the other hand, are samples with
the same biological background, e.g. same condition, but from different biological
sources. Their purpose is to estimate the variation within each condition group and
are neccessary to make generalized inferences about the involved conditions[71][137].
According to the ENCODE Consortium[37] and other published work[35][230][231],
at least three biological replicates per condition should be involved in each experi-
ment. Furthermore, they state that the correlation based on gene read count between
biological replicates should be high (> 0.9). As could be shown in Chapter 3.1.4.3
(Figure 3.23) the number of replicates heavily influences the number of significantly
differentially expressed genes and a clear difference could be observed between the
results obtained with three replicates compared to the results yielded with a higher
number of replicates. Calculating the n ∗ (n − 1)/2 intra-group pairwise correlation
coefficients for the n = 11 tumor and n = 11 control samples used in Chapter 3.1.4.3
reveals a high correlation among biological replicates (Figure 3.39). Except for one
case, correlation values are consistently above 0.9 with the control group showing
higher homogeneity than the tumor group. In fact, the two samples of the pair that
result in a Spearman correlation coefficient below 0.9 are responsible for the majority
of numbers below 0.93 which is in agreement with the PCA as well as cluster analysis
for these samples (Figure 3.20). When excluding these two samples and recalculating
the influence of the number of replicates, as was done in Figure 3.23, a slightly in-
creased number of significantly differentially expressed genes (Benjamini–Hochberg
adjusted p-value < 0.01) is reported (Figure 3.40). However, similar to the results
based on all 11 sample pairs, no saturation in terms of number of differentially ex-
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logical replicates of the 11 tumor-control pairs.
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Figure 3.40.: Same graph as in Figure 3.23 (pale colours) but this time with putative
outliers excluded (solid colours).

pressed genes can be observed with higher numbers of replicates even if putative
outliers are excluded.
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3.2.3. Duplicate Reads

The detection of duplicate reads is commonly based on the mapping position of the
reads which means that multiple reads that map to exactly the same position are
classified as duplicates and if duplicate removal is performed, all but one of them
will be discarded. One source of duplicate reads is the PCR amplification step in the
course of the library preparation and these reads should be removed as they have the
potential to mistakenly amplify a signal which in further consequence might lead to
wrong conclusions. However, duplicate reads can also occur by chance if two reads
stochastically map to the same position. This can be mitigated by paired-end reads as
the information of both pairs is combined for duplicate detection, thus decreasing the
probability of identical mapping positions.

For the mouse and human samples analyzed with the pipeline the average dupli-
cate rate is 0.27 (Figure 3.41). This means that if duplicate removal is performed on
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Figure 3.41.: Distribution of duplicate rates among sequenced samples.

average about 25% of sequenced reads per sample get discarded.
For whole exome sequencing data it is common practice to remove duplicate reads

before performing any kind of downstream analysis. Doing the same with RNA-seq
data preliminary to differential expression analysis is still an ongoing discussion and
both strategies were used in different studies[30][119][172][260].

In order to ascertain the best approach for the pipeline gene read counts normalized
by respective gene lengths are used since raw read counts do not cover the fact that
the total number of unique alignment positions per gene is proportional to the length
of the gene. Widely used FPKM values, on the other hand, are additionally normal-
ized by the total number of reads which changes when duplicates are removed. Thus,
resulting values might be skewed by very highly expressed genes (see Chapter 1.4.3.1)
and genes with little duplicates would receive higher FPKM values in the set with re-
moved duplicates than in the one without. For investigation of the characteristics of
duplicate reads, length normalized gene read counts were calculated for an average
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human RNA-seq sample with nearly 8 Gb of total sequence produced and a dupli-
cate rate of 0.23 for both, gene expression levels with duplicate reads included and
excluded. The comparison of them shows that especially higher expressed regions
are affected by duplicate reads (Figure 3.42) and a similar pattern can be observed for
other samples as well.
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Figure 3.42.: a) Normalized gene read counts with (x-axis) and without (y-axis) du-
plicate reads where each dot represents a gene. b) Fold changes per gene
based on normalized gene read counts are calculated as dij/dej where
dij is the read count with duplicates included for gene j and dej is the
respective read count with duplicates excluded. Subsection from 0 to 25
of normalized and duplicate included read counts are shown.

Based on these findings, the pipeline keeps a BAM file per sample with duplicate
reads included but also generates a BAM file with removed duplicates. Thus, for
differential expression analysis the file with duplicates is used and for other kinds of
analyses, e.g. variant detection, the one without duplicates is usable.

3.2.4. Insert Size

The RNA-seq data analysis pipeline processes almost entirely paired-end reads and
the quality of them depends on the length of the sequenced fragments, i.e. the insert
size, to a large extent. If the insert size is too small the resulting reads will contain
similar read information and, if insert size is very small, adapter sequences might be
included as well with both cases likely flawing the resulting alignment. Thus, for 100
bp paired-end reads a sufficient insert size would be above 200 bp[256]. As can be
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seen in Figure 3.43a the majority of RNA-seq samples processed by the pipeline have
insert sizes between 200 and 300 bp. However, a small fraction of samples show lower
values and combining insert size with mapping rate reveals that for samples with
insert sizes below 200 a substantially lower fraction of reads could be successfully
mapped to the reference, underlining the importance of sufficient insert sizes (Figure
3.43b).
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Figure 3.43.: Insert sizes of sequenced mouse and human samples: a) Distribution of
insert sizes across samples b) Correlation of insert size with fraction of
mappable reads per sample

3.3. Database

The pre-existing database infrastructure was used and extended by several tables
which are depicted in Figure 3.44. The central point of the entire database system is
the sample table and any generated information, either by the LIMS or subsequently
by the analysis pipeline, is linked to that table. This enables on one hand the pipeline
to gather all information needed for automated analyses and on the other hand the
web interface to display the results in a sample-wise manner.

One of the new tables is rnaseqcstat. Here, all generated metrics of the qual-
ity control step are stored. Furthermore, two identical databases, one for mouse and
one for human, were created, holding nine new tables each. The tables genebased
and exonbased store results produced by the expression quantification steps along
with calculated FPKM values. Differential expression analysis findings are inserted
into the deresult table. Since samples might be used for multiple comparisons
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Figure 3.44.: Entity Relationship Diagram of the RNA-seq database for human sam-
ples.

the table deresult is linked to deexperiment which in turn is connected to the
cross-reference table sample2deexperiment. The latter table assigns samples to
conditions and associates them with experiments. Finally, SNVs as well as indels
identified in the variant detection step are inserted into the snv table where basic
information like genomic position, reference and alternative allele, effect of the muta-
tion (e.g. synonymous, missense, frameshift, etc.) or class (e.g. SNV, indel) is stored
for each mutation. These entries are then linked with the respective samples via the
table snvsample. Here, sample specific information like coverage at the variant po-
sition, assigned variant quality or zygosity is saved.
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3.4. Web Application

In order to enable the users to investigate their RNA-seq data, two new features were
added to the web interface so far. First of all, an informative RNA sample overview
(Figure 3.45) where not only general sample information like internal and foreign
sample ID, organism, tissue or name of the collaborator the sample belongs to, but
also important quality metrics such as number of mapped reads, exonic and intronic
rate, intra- and intergenic rate or rRNA rate are displayed. Additionally, by clicking

Figure 3.45.: A screenshot of the RNA sample overview component of the web inter-
face. Information is presented in tabular form with one sample per row.

on the internal sample ID link the split read alignment of the sample is opened in
the Integrative Genomics Viewer (IGV)[213] (Figure 3.46) and can be inspected by the
user in a convenient manner.

The second feature allows users to investigate read counts and FPKM values of all
or just particular genes of their samples (Figure 3.47).
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Figure 3.46.: A screenshot of the IGV showing read alignments to gene GAPDH. Grey
bars represent the actual reads and blue lines in between indicate that
the read spans an intron.
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(a)

(b)

Figure 3.47.: a) A screenshot of the web interface showing the search formular for the
count search. b) The resulting page provides read counts and respective
FPKM values, here for 22 different samples of a random project for gene
ARMC5. Again, information is presented in tabular form.
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RNA-seq has become a widely used technique for studying the transcriptome and of-
fers a wide variety of applications. Thanks to advanced sequencing technology, mul-
tiple samples can be processed in parallel and depending on the desired sequencing
depth, up to more than 100 RNA-seq samples can be sequenced on a current Illumina
instrument within a few days resulting in several hundred gigabyte of data. Process-
ing this kind of data in an efficient and systematic way is vital. In order to meet these
requirements, an RNA-seq data analysis pipeline was implemented. Several publicly
available pipelines existed before or emerged during this PhD project[41][44][46][65]
[78][86][96][138][208][245][261]. However, they were not suitable mainly for the fol-
lowing reasons: First of all, the majority of them constitute a closed system where
only some of the needed analysis steps are covered and an adaption, and especially
the integration into the existing IT infrastructure of them was not feasible. Second,
some published pipelines are web-based, meaning that the data under investigation
should have been uploaded to a web server which poses a data security risk. This is
particularly an issue since a lot of the 1,500 samples are of human origin. And third,
pipelines only executable via a graphical user interface are not suitable as they are
difficult or simply impossible to execute in a parallel manner. However, the sequenc-
ing instruments produce a lot of data per week and the available computer resources
have to be utilized as efficiently as possible, thus parallelization of analysis steps is
important. Furthermore, the already existing whole exome sequencing data analy-
sis pipeline and the established infrastructure as a consequence thereof encouraged
the design and development of a custom pipeline which is specially tailored to and
dovetailed with the pre-existing system and which provides fast and convenient yet
reliable and tailored RNA-seq data analysis. To satisfy these requirements, publicly
available tools as well as custom scripts are used and the decision which tool to use
for each step was based on comparisons of competing software. In order to further
improve the performance of the selected tools, methods and filtering criteria for im-
plemented analysis steps were defined. Additionally, default parameter settings of
individual tools were changed if proved to produce improved results. Investigation
of different properties of the input data material, on the other hand, helped to define
key input data quality and study design requirements which are adopted for new
RNA-seq projects.
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4.1. Components of the RNA-seq Data Analysis Pipeline

Gene annotation The pipeline is designed to process samples from well studied or-
ganisms for which a reference genome as well as a gene annotation exist. By the time
of writing, two default organisms, i.e. mouse and human, with all necessary reference
information are covered with version NCBI37/mm9 and GRCh37/hg19, respectively.
These versions are still in use since they constituted the most established genome as-
semblies for their respective organisms for several years with reliable genome annota-
tions and a comprehensive collection of supportive data. Nevertheless, newer and al-
ready widely used versions for both organisms, i.e. GRCm38/mm10 and
GRChg38/hg38, are available and an upgrade for the pipeline is planned for the near
future. Thanks to the flexible implementation it is easy to add newer versions, en-
tirely new organisms or even custom references. If it is desired to save the results of
a newly added organism to the database, all required tables have to be created man-
ually which can be done with available SQL scripts. Furthermore, for mouse and hu-
man in particular, there are usually a standard reference genome but several different
gene annotations available which differ in terms of comprehensiveness and the choice
of which one to use can influence the outcome of the analysis considerably[237][268].

Three prominent gene annotations (GENCODE, RefSeq and UCSC) were compared
to each other in order to support the choice of which one to use. To some extent, Har-
row et al., 2012[82] performed a comparable analysis when they released the human
genome annotation GENCODE version 7. Here, not only a later release (v11; see
Chapter 2.2) but also mouse annotations were investigated. The here presented re-
sults proved that GENCODE is the most comprehensive one followed by UCSC and
finally RefSeq for both, mouse as well as human[81]. However, GENCODE comprises
a lot of non-coding transcripts and the agreement between all three sets regarding
coding genes is high. Furthermore, alignment of 10 random samples using all three
annotations separately revealed that at least GENCODE and UCSC show a compara-
bly high fraction of total reads that could be mapped to annotated regions which is
indicative that the additional transcripts covered by GENCODE are dispensable for
the requirements of the pipeline. This was also concluded by Wu et al., 2013[262],
who solely examined the effect of different human gene annotations on expression
quantification results, and stated that the supplementary transcript of more complex
annotations belong to lowly- or unexpressed genes. These results, and the fact that
the pre-existing exome data analysis pipeline uses it, led to the utilization of the UCSC
gene annotation.

Alignment Split read alignment is a fundamental step in RNA-seq data analysis
since every single kind of the downstream analysis depends on its results. Thus,
the choice of a reliable alignment software is crucial when analyzing RNA-seq data.
Initially, GEM was the only aligner implemented in the pipeline since it was used
for the GEUVADIS project[119]. Later, two additional and widely used alignment
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tools were added, namely STAR and TopHat2. In order to find out which one should
be the first choice all three of them together with a further development of BWA,
BWA-MEM, which is also able to introduce larger gaps to the alignment[123], were
compared to each other (Chapter 3.1.2).

In general, all of them have their strengths and weaknesses. STAR, for example,
reported the highest number of unambiguously mapped reads which is especially
important for expression quantification as different quantification tools have differ-
ent strategies how to deal with ambiguous reads where they either discard them,
distribute them equally or assign them randomly to one of the reported positions.
Comparable results could be shown by Engström et al., 2013[58] who also evaluated
split read aligner but with shorter reads, a partially different collection of tools and
older versions of them, which is also the case for other published aligner comparisons
of this type[74][107][132]. Moreover, it was important to assess the performance of up
to date tools on the present infrastructure and on data with similar properties to the
ones generated by our sequencing facility. A first and particularly essential bench-
mark was mapping speed. Although Dobin et al., 2013[50] stated that their STAR
aligner outperforms other mapping tools, including TopHat2, in terms of mapping
speed by more than 50 times, such a big difference could not be observed in the here
used setup. However, they used six and 12 threads in their comparison, respectively,
compared to just one used here, where STAR was still several times faster than the
other three tools. The main reason for the increased speed, according to Dobin et al.,
2013[50], is the utilization of an uncompressed suffix array that is loaded in the RAM
(random-access memory). As a tradeoff, STAR requires a large amount of memory
(nearly 30 GB for the human organism) but with the benefit of decreased runtime[50].
Moreover, when processing multiple samples from the same organism in parallel on
the same server, the suffix array is loaded just once and can be shared among all STAR
processes, thus keeping the memory footprint within reasonable limits. Another im-
portant measure is the overall mapping rate since a high number of unmapped reads
constitute lost information, provided that the unaligned reads are not caused by se-
quencing artefacts. GEM could align the highest proportion of total reads, but this is
accompanied by a higher fraction of ambiguously mapped reads and a higher num-
ber of introduced mismatches as well as indels. While it should be accounted for
true variations between the reads and the reference genome, excessive introduction
of them is not desired since inadequately added mismatches or indels might lead
to an aggregation of reads at a potentially incorrect position and in further conse-
quence to wrong conclusions. STAR, on the other hand, showed the lowest number
of mismatches and indels while performing more soft clipping than the other tools.
Engström et al., 2013[58] hypothesized that the number of introduced variations is in-
versely proportional to the extent of soft clipping which is a likely explanation for the
observed results. Furthermore, evaluation of the distribution of the aligned reads on
the genome revealed that STAR reaches the highest exonic rate while the other tools
map more reads to intronic or intergenic regions. In spite of that, comparison of gene
expression quantification values of each of them showed high concordance among all
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tools, with STAR and TopHat exhibiting the highest correlation suggesting that the
choice of the aligner might have only a minor effect at least in terms of subsequent
differential gene expression analysis. Precision and recall measures calculated on the
basis of alignments of simulated reads back this hypothesis as all aligners received
comparably high values when including partly matched reads to the group of true
positives. However, regarding simulated reads, results should be interpreted with
caution since in silico reads are based on artificial error models which may not per-
fectly represent real RNA-seq reads[50]. Overall, STAR was the most convincing tool
particularly with regard to runtime and it also reached high accuracy. In future, when
longer reads will be common (see Chapter 5.1), alignment tools able to meet the chal-
lenges longer reads entail will be necessary and according to Dobin et al., 2014[50] is
STAR already able to align several kilobases long reads with high accuracy.

Quality Control In order to guarantee reliable results it is vital to detect any kind
of bias or outlier as there are numerous possibilities to introduce errors in RNA-seq
experiments before analysis-ready data are available[83][116]. For this reason, a com-
prehensive set of quality measures are calculated by the pipeline which should help to
unvail different kinds of problems like technical biases or sample swaps. In fact, qual-
ity control is performed on multiple stages of sample processing starting in the labora-
tory and continuing with Illumina’s Sequencing Control Software for the sequencing
step. Finally, the quality control measures implemented in the pipeline are performed
with most of them being calculated based on the BAM file after the alignment but also
later based on intermediate analysis results, e.g. inter- and intra-condition-group cor-
relation for differential expression analysis, total number of identified mutations for
variant detection or total number of reported fusion.

All together, these metrics constitute a sound basis for the assessment of whether
the RNA-seq experiment produced reliable data and in further consequence whether
to include or exclude the sample from downstream analysis.

Expression Quantification and Associated Downstream Analysis Although a rel-
atively straight forward task, several aspects have to be taken into account for ex-
pression quantification. Most prominent ones are how to deal with multi-mapped
reads, reads with low mapping quality and reads that map to overlapping features.
While it is common to have a fixed mapping quality threshold there are different ap-
proaches of how to deal with the remaining two issues. htseq-count, for example,
completely ignores multi-mapped reads and offers three different strategies for reads
mapping to overlapping features. Other tools like featureCounts or STAR’s quant-
Mode adopt a similar approach to htseq-counts’ union-mode. However, Liao et al.,
2013[131] wrote that htseq-counts’ counting algorithm interprets the necessary gene
annotation input wrong to the extent that, different from the GFF file specification, it
mistakenly excludes the right-most base of each feature, i.e. [startpos, endpos[ rather
than [startpos, endpos]. Extending each right-most position of the UCSC gene anno-
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tation features by one base resolves this issue though. Using simulated reads with
known expected read counts for each gene showed that the best performing com-
bination of alignment and quantification tool is STAR with subsequent htseq-count
quantification in intersection-nonempty mode, although the resulting Spearman cor-
relation coefficient is only 0.771. Schuirer and Rome, 2016[221] used the same sim-
ulated data set as Fonseca et al., 2104[62] in order to evaluate their exon quantifi-
cation pipeline and reported Spearman correlation of slightly below 0.77 for STAR
combined with htseq-count. Robert and Watson, 2015[212] performed a related eval-
uation where they simulated a fixed number of 1,000 perfect, i.e. zero mismatches,
paired-end reads for each of about 20,000 genes and reported slightly higher corre-
lation values overall. However, they stated that more realistic data will likely yield
far worse results which is the case in the here presented comparison and multiple
issues might be blamable for the rather small correlation. A substantial reason are
alignment problems. For example, the overestimation of a few genes can be partially
explained with the small fraction of misplaced reads and underestimated genes, on
the other hand, with reads that could not be mapped (Figure 3.11a). A further reason
are overlapping features, meaning distinct entities with shared genomic regions, with
9% of exons or more specifically 6% of total covered bases overlapping in the anno-
tation file of the simulated set, thus reads mapping to these regions are underrated
since discarded by default by htseq-count, featureCounts as well as STAR’s quan-
tification module. Concerning UCSC’s gene annotation files for mouse and human,
which are utilized by the pipeline, these numbers are even higher (19% of exons or
16% of bases for mouse and 15% of exons or 12% of bases for human). One approach
to mitigate the issue of overlapping features is the application of stranded RNA-seq
library preparation protocols, where the information about which strand a read was
transcribed from is preserved, hence the quantification tools are able to unambigu-
ously assign the reads to overlapping features that are located at different strands.
The vast majority of analyzed samples so far were prepared with unstranded proto-
cols but this will likely change in future and the pipeline is already able to cope with
stranded RNA-seq data. Apart from that and as a result of the rather small correlation
of expected and observed counts and the increasing importance of RNA-seq for diag-
nostics (see Chapter 5.3), Robert and Watson, 2015[212] proposed a list of trustworthy
and untrustworthy human genes, respectively, which should support researchers in
the interpretation of the results.

In terms of runtime, htseq-count performed worst with around 60 minutes regard-
less of the mode compared to the 20 to 30 times faster featureCounts and STAR.
However, the slightly higher accuracy and the still acceptable duration of one hour
endorsed the usage of htseq-count in intersection-nonempty mode.

For read count normalization two different strategies are implemented. After ex-
pression quantification, FPKM values are calculated for all processed samples by de-
fault. These values possess some shortcoming (see Chapters 1.4.3.1 and 3.1.4), thus
should not be used to draw any final conclusions but constitute a helpful source to
get a first impression of the data. For differential expression analysis a more adequate
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normalization is advisable. For that reason, the Relative Log Expression approach,
implemented in the DESeq2 package, is used. Even so, additional normalization can
be advantageous, especially when expression among samples under study is very
heterogeneous with spike-in controls possessing the potential to improve normaliza-
tion in cases like this[14][141][164][215]. Tools like DESeq2[140] or RUVseq[210] can
directly employ the additional dimension of information provided by the spike-ins
and incorporate it into the normalization factors. So far, only very few libraries with
included spike-ins were processed with the here presented pipeline and spike-in nor-
malization has to be performed manually yet.

Irrespective of the normalization strategy, differential gene expression analysis is
performed using DESeq2 by default. Here (Chapter 3.1.4), as well as in other studies
where partially other organisms were used, and, except for the DESeq2 publication
itself[140] and briefly mentioned in Seyednasrollah, et al., 2013[223], DESeq2 was not
included[172][230][266], it could be shown that the results of distinct differential ex-
pression analysis tools disagree notably. With the used human tumor-control sam-
ple data set edgeR reported considerably more differentially expressed genes than
DESeq2 using the same Benjamini–Hochberg adjusted p-value cutoff. On the other
hand, edgeR was more conservative with lower numbers of replicates (66). A short-
coming of using tumor samples for this kind of comparison is the typically higher
degree of heterogeneity of them. Apart from that, this tumor-control data set consti-
tuted the one with the highest number of replicates analyzed with the pipeline so far,
hence valuable to analyze the effect of different numbers of replicates and moreover
complement other comparison studies of differential expression analysis tools. How-
ever, more studies will be necessary to find a consensus about which DE analysis tool
should be used.

Regarding the step of differential expression analysis, the pipeline is semi-automated
in that the user has to define the condition groups and to assign the according sample
to them before analysis can be started. This, however, could be easily automated pro-
vided that the collaborators specify the type of analysis and sample classification at
the beginning of the project. Another possibility would be to offer this functionality
via the web application, which would again enhance the usability of the pipeline for
the collaborators and, on the other hand, would not be connected with great expenses
since all necessary scripts are already in place.

In addition to differential gene expression analysis there are two features imple-
mented in the pipeline that allow for investigation of RNA-seq data at a higher res-
olution than at the gene level. Both of them have different aims with one of them
being able to reveal differences on the exon level between samples of different con-
ditions by utilizing DEXSeq[10], thus allowing for differential alternative splicing de-
tection, and the other one to visualize alternative isoform expression[100][101]. The
latter one, i.e. IGV’s Sashimi plot feature, is only applicable when one or just a few
genes of interest have to be investigated for a few samples at a maximum since ex-
amination has to be done visually, thus manually, and cannot be performed in a sys-
tematic and automated manner. Aside from that, differential expression analysis on
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the transcript level can provide additional valuable insights, but this is not a triv-
ial task since reliable transcript expression quantification is challenging due to the
fact that transcripts belonging to the same gene often share a substantial amount of
their sequence and revealing the transcript of origin, especially for short reads, is
difficult[35][243]. Recent advances in this field led to the advent of new tools like
Sailfish[192], kallisto[21] or RSEM[122] which could demonstrate improved transcript
quantification reliability[243], hence are able to produce reliable results even on the
transcript level.

Fusion Detection An important feature particularly for the analysis of RNA-seq
data of tumor samples is the possibility to identify chimeras, i.e. gene fusions. A
big challenge is still the relatively high number of false positives reported by fusion
detection tools (Chapter 3.1.6)[28]. In order to increase the precision of the results
additional annotations are created by the pipeline for each of the reported fusions
which purpose is not primarily to filter fusions but rather to support the user in mak-
ing decisions whether or not a fusion appears to be reliable. These annotations were
designed and implemented based on the comparison with a set of four well-studied
breast cancer cell lines where initial fusion detection reported a substantial amount of
false positive but also some false negative chimeras. However, the data sets comprise
reads with a length of 50 bp, what is notably shorter than the nowadays common
100 bp or longer reads, and it could be shown recently that longer reads can consider-
ably increase the accuracy of fusion detection[115]. Nevertheless, using the additional
annotation information for the fusions detected in the four cell lines could help to re-
duce the number of false positives (Chapter 3.1.6). On the other hand, using too strict
filtering criteria proved to involve the danger of discarding true fusions and more
sophisticated algorithms will be needed for adequate fusion detection in future.

Variant Detection Since RNA-seq data include sequence information of the pro-
cessed individuals they can be used for variant detection as well. In comparison
to whole exome or whole genome sequencing data, RNA-seq data possess some
special characteristics which complicates variant calling and must be taken into ac-
count. In spite of that, these characteristics also hold some additional advantages
since RNA-seq data comprise expressed thus functionally important genetic regions
and the detection of variants in these regions can provide valuable biological
insights[196]. While other studies already investigated variant calling in RNA-seq
data[32][173][196][200][252] they focused on SNVs but not indels, did not compare
the performance of different tools or, if they did, compared older versions or different
collections of tools. Here, three widely used programs were evaluated in terms of
performance not only for SNVs but also for indels in order to determine which one
should be used by the pipeline for variant calling in RNA-seq data. For that purpose,
a published gold standard data set including high confidence SNV and indel calls as
well as high-confidence variant calling regions of a well-studied sample was down-
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loaded and used along with respective RNA-seq and whole genome sequencing raw
data. STAR was used for the alignment due to the results of Chapter 3.1.2 where
it was shown that GEM, for example, introduces disproportionately large amounts
of mismatches and indels. Regarding variant calling, the results showed that GATK
performed best in terms of precision and recall for both, SNVs and indels. However,
results based on this gold standard data tend to euphemize the outcome since they
are restricted to high-confidence regions, thus performance might be overestimated
here compared to common RNA-seq variant calling results. In spite of that, a sub-
stantial amount of false positive as well as false negative mutations were reported
even by the best performing tool GATK, which is partly due to the special charac-
teristics of RNA-seq data. Several reasons for that could be determined where read
coverage was the most crucial factor. Certainly, variants in unexpressed regions can-
not be detected at all, but also for expressed regions it could be shown that variant
detection accuracy enhances with increasing read depth, indicating that especially
variants detected in low expressed regions, that are of particular interest, need fur-
ther validation. Another reason is RNA editing and filtering of known RNA editing
sites showed that a high number of putatively wrong variants are likely caused by
this post-transcriptional mechanism. Moreover, after filtering there were still more
than 250 remaining SNVs which showed the RNA editing characteristic A→I mu-
tation pattern[171], which might indicate that numerous RNA editing sites are still
unknown. An additional reason for supposedly wrong mutations could be shown
to be allelic differences. Apart from SNVs, special emphasis was also put on the de-
tection of indels. Stenson et al., 2014[234] stated that more than 23% of mutations in
HGMD are indels which underpins the importance of reliable indel detection. As for
SNVs, indel detection resulted in good precision but moderate recall values which
is partially due to poor coverage as well but also other indel specific reasons. For
example, short introns that caused the alignment program to introduce a deletion in-
stead of the correct intron, i.e. split the read, led to several false positive deletions.
This issue could be mitigated by adapting STAR’s --alignIntronMin parameter
that determines the minimum intron size, i.e. all alignment gaps below this value
are classified as deletion, which is set to 21 by default[49]. However, defining an
appropriate value is difficult since there are 1,589 unique introns which are shorter
than 21 bases in the UCSC hg19 gene annotation and even 184 of them have a length
of one. Thus, more sophisticated approaches like GATK’s Indel Realignment feature,
which is commonly used for indel calling in DNA sequencing data but not yet mature
enough for RNA-seq according to GATK’s GATK Best Practices Guide[68], would be
beneficial. Apart from that, several incorrect mutations remain where no biologi-
cal explanation could be found, hence likely true false positives and false negatives,
respectively. Most of them are caused by repetitive regions where the alignment pro-
gram cannot correctly map the reads, thus introducing SNVs or indels that are not
true. Moreover, allelic mapping bias, which means that a read carrying a mutation
has a lower probability to be mapped correctly, can lead to wrong genotypes or even
missed mutations[30]. Problems like this will likely be solved with longer reads (see
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Chapter 5.1) which in turn will increase the accuracy of variant calling and Piskol et
al., 2013[196] concluded in their study that correct mapping is the most fundamen-
tal factor for reliable variant calling. Nevertheless, for now, sophisticated filtering
strategies have to be applied in order to gain reliable results. Based on the findings
in Chapter 3.1.7 several additional filter criteria for variants were defined and tested
for sequenced in-house RNA-seq samples, where matching whole exome and par-
tially whole genome sequencing data were available. Using these filters resulted in
high precision yet low recall values which is largely due to the high fraction of unex-
pressed regions, but too strict filtering, on the other hand, involves also the danger
of discarding true and informative variants. Filtering known RNA editing sites, for
example, is only appropriate when this kind of mutations do not matter for the bio-
logical question that should be answered. Furthermore, correctly identified variants
might have less than 5-fold coverage, hence would be discarded. Consequently, there
is a tradeoff between precision and recall and filter criteria should be applied or ig-
nored based on the application. For instance, the high precision values achieved by
RNA-seq variant calling and additional filtering indicate that the remaining variants
are indeed highly confident, which is especially important if RNA-seq is used as a di-
agnostic tool (see Chapter 5.3). On the downside, recall values are low, which shows
that a lot of true variants are missed. Thus, depending on the scientific question that
should be addressed with RNA-seq variant calling, individual filtering criteria can be
either relaxed or discarded at all in the pipeline.

4.2. Input Data Quality

Crucial factors for successful RNA-seq data analysis are, on the one hand, the study
design and, on the other hand, the quality of the starting data material. Several fun-
damental considerations regarding design and input data quality were examined and
helped to define basic criteria that should be met. For example, generating more se-
quence does not linearly increase the number of sufficiently covered bases. In fact,
more than 7.5 Gb of sequence will only marginally enhance average coverage per ex-
pressed gene. This led to the decision that on the HiSeq2500 six and on the HiSeq4000
seven RNA-seq samples per lane are sequenced since the former is able to produce
about 400 Gb per flow cell[92] and the latter about 500 Gb per flow cell[91] if run in
100 bp paired-end mode. Read depth is especially essential for variant detection and
using the aforementioned criteria for sequencing the resulting samples show on av-
erage about 50% of exonic bases that are covered more than 8-fold. For differential
expression analysis, however, coverage is not as important as a sufficient number of
replicates which could be shown in multiple studies that investigated the impact of
both factors[137][206][222]. Liu et al., 2014[137] concluded that everything above 10
million reads per sample results in only slightly enhanced power to detect differen-
tially expressed genes but increasing the number of replicates shows an considerable
effect. This could also be shown here in Chapter 3.2.2 where the number of detected
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differentially expressed genes increased with the number of replicates. Schurch et al.,
2016[222] suggested to use at least six biological replicates and even 12 if it is impor-
tant to identify differentially expressed genes for all fold changes. The main reason
for this is that the underlying mathematical models of differential expression anal-
ysis tools heavily depend on a sufficient number of replicates in order to be able to
properly model the variability in gene expression measurements[206].

Another important yet controversial issue is whether to remove duplicate reads or
not. In Chapter 3.2.3 it could be shown that duplicate reads mainly occur in highly
expressed genes, indicating that duplicates mainly occur by chance since alignment
of a high number of reads to a limited number of bases will inevitably result in reads
that map to the same position. These findings were also published in the course of the
GEUVADIS project and underlined the conclusion that duplicates are more likely due
to a saturation of the read mapping space than technical artifacts and that the removal
of duplicates would underestimate the expression of numerous genes and possibly
interfere the detection of true variation[119]. Accordingly, duplicate reads are kept
for expression quantification. Nevertheless, it is common practice for variant calling
to remove duplicates beforehand to not bias the outcome by possibly accumulated
artifacts, thus duplicate reads are removed prior to variant calling by the pipeline.

Furthermore, a basic consideration that has to be taken into account already before
alignment is whether or not to preprocess sequenced reads. A sound reason for that
are possible present adapter sequences in the resulting reads as a consequence of too
short insert size. These undesired bases would likely distort the resulting alignment
and should be clipped. However, the majority of the sequenced RNA-seq samples
showed insert sizes larger than 200 which is sufficient for 100 bp paired-end reads
to not suffer from included adapter sequences, hence adapter clipping and quality
trimming are not performed by the pipeline by default but can be done if there are
any base quality issues.

4.3. Database and Web Application

Various results are inserted into the database in the course of the analysis of an RNA-
seq sample. Together with the variant information of whole exome as well as whole
genome sequencing data and in near future likely also with ChIP-seq data, this data
pool constitutes a valuable source of information and provides the opportunity to
combine these data in order to gain deeper understanding of biological processes.
All the information stored in the database enables the implementation of database
queries and in further consequence of scripts that help to answer biological ques-
tions. For this purpose, the Database Interface and MySQL Driver for R (RMySQL)1

package can be exploited which offers the possibility to load all necessary data into
R and process the information there in a convenient way. The scripts, in turn, can be
integrated into the analysis pipeline and results can be stored in the database.

1https://cran.r-project.org/package=RMySQL (last accessed 01.10.2016)
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Taken together, the information in the database in combination with the web ap-
plication constitutes a useful tool where data can be visualized but also analyzed in
a user-friendly manner. Several sample-centered queries are provided which can be
used to browse general sample information but also detailed, mainly quality related
information that helps to determine whether the sample should be used for down-
stream analysis or not. On top of that, queries featuring analysis purposes are im-
plemented which allows to browse stored RNA-seq data analysis results but also to
identify causative mutations based on pre-defined queries[256].
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RNA sequencing has superseded microarrays for transcriptome analysis and already
covers a wide range of applications. Nevertheless, consistent further development
helps to improve analysis but also opens up new possibilities. One remaining is-
sue with RNA-seq analysis is the limited read length which complicates analysis and
makes the results prone to certain errors but longer sequencing reads will help to
overcome these problems. Furthermore, new methods like the sequencing and sub-
sequent analysis of RNA-seq data from very small amounts of starting material will
further contribute to a better understanding of biological functions. Finally, enhanced
sophistication and reliability of RNA-seq data and analysis results will make RNA-
seq not only attractive for scientific reasons but also for clinical decisions. These ef-
forts will be discussed in more detail in the following.

5.1. New Sequencing Technologies

The entire area of genomics made a great leap forward in development since the ad-
vent of second- or next-generation sequencing. The decreasing costs together with
the massively increasing amount of sequence produced in a short period of time[152]
promoted the investigation of the transcriptome as well as genome of many different
species. Consequently, this led to a better understanding of underlying mechanisms
and, especially in humans, facilitated the identification of many pathogenic processes
in the genome[52].

Despite numerous unquestionable advantages of NGS compared to earlier sequenc-
ing technologies there are also downsides[121] which complicate data analysis and
in further consequence the interpretation of analysis results. The most obvious is-
sue is the limited length of resulting sequence reads. This hampers the correct and
unique alignment of reads, respectively, most notably in repetitive regions of the tar-
get genome[249]. Misaligned reads, in turn, can lead to mistakenly called variants
and multimapped reads, i.e. reads which cannot be mapped uniquely, have the po-
tential to bias expression quantification if not accounted for. Regarding gene fusion
detection, mapping problems due to sequencing errors or homologous or polymorph
regions can mislead fusion detection algorithms to report fusion events that are not
true[35]. Furthermore, another problem of short read length arises when trying to re-
construct transcripts and quantifying their expression levels since limited read length
makes it hard to correctly assign a read to a distinct isoform as they usually do not
span all splice junctions[35].
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New sequencing technologies, also referred to as third generation sequencing (TGS)
technologies, can generate much longer reads and thus are able to overcome the
abovementioned short read length related issues. Resulting reads can have the length
of up to 100,000 bp and beyond which becomes possible since they do not have to
deal with amplification- or phasing-induced bias. This, in turn, is due to the fact that
they do not rely on amplification nor on cycle-wise sequencing but rather perform
uninterrupted sequencing of a single molecule[121][219].

Eventually, the advantages that come with longer reads are accompanied by new
challenges regarding data analysis and new tools, which are able to meet those chal-
lenges, will be needed.

Two available single-molecule sequencing technologies are discussed in the follow-
ing two chapters.

5.1.1. Single-Molecule Real-Time Sequencing Technology

Single-molecule real-time (SMRT) sequencing is a technology developed by Pacific
Biosciences (PacBio) which was published in 2009[56]. Here, sequencing is performed
by replication of target DNA molecules with a polymerase that is immobilized at
the bottom of a so called zero-mode waveguide (ZMW) (Figure 5.1), the central se-
quencing unit of the SMRT technology[209]. SMRTcells, containing up to one million
ZMWs[186], are then used by the PacBio sequencing instruments for the actual se-
quencing process. Beforehand, SMRTbells (Figure 5.2) must be prepared which repre-
sents the target DNA molecules in double-stranded form. The SMRTbells are capped
with hairpins on both ends containing complementary primer sequences so that they
can bind to the polymerase at the bottom of the ZMWs[248]. SMRTbells are put on
a SMRTcell and once the prepared target molecules are bound to the polymerases in
the ZMWs sequencing can start. For this purpose, flourescently labeled nucleotides
are added to the SMRTcells which, in turn, are used by the DNA polymerase to repli-
cate the template DNA. Each time a nucleotide is incorporated a fluorescent signal is
emitted which is recorded in real time resulting in a sequence of signals that repre-
sent the sequence of bases of the target DNA molecule[209]. In order to ensure that
the signal of the incorporated nucleotide is higher than that of the surrounding ones
the ZMWs have a diameter which is markedly smaller than the wavelength of the
used laser light. As a consequence, the light will only illuminate the very bottom of
the ZMW, thus just the nucleotide in this area will emit a signal[219].

At the time of writing, PacBio offers two sequencing instruments, namely the PacBio
RS II and the Sequel System. Exploiting the SMRT technology, they can produce av-
erage read length of over 10,000 bp with some reads even longer than 60,000 bp[187].
One drawback is that single reads have a high error rate[6]. However, this can be
considerably improved since the target DNA molecules are provided in the form of
SMRTbells. Thus, sequencing does not have to stop when the sequence is read once
but can rather be continued to produce several copies of it, given that the template is
short enough that the polymerase is functioning for several cycles[209]. When per-
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Figure 5.1.: Schematic representation of a zero-mode waveguide (ZMW) with a DNA
polymerase (grey) fixed at the bottom and flourescently labeled nu-
cleotides (red, blue, green and yellow, respectively) that are incorporated
to the growing sequence by the polymerase where the emitted fluorescent
signal can be detected by an optical system in real time. (Image taken
from [219])

Figure 5.2.: SMRTbell representing the target DNA molecule. Forward as well as re-
verse strand are present and form a circular molecule through hairpin
sequences at both ends. The hairpins include complementary primer se-
quences where the polymerase (grey) can bind to. (Image taken from
[248])

forming sequencing in this manner for at least 30 cycles the resulting consensus se-
quences can have an accuracy of above 99.999%. Apart from that, both instruments
can run for a maximum of 4 hours in the course of which the RS II can produce up to
1 Gb and the Sequel up to 10 Gb[6] of sequence.

Currently, the main limitation of SMRT sequencing are the high costs and relatively
small throughput in comparison to second-generation sequencing technologies, yet it
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has already been used successfully in several studies especially for de novo assembly
of various organisms[121].

5.1.2. Nanopore Sequencing Technology

In early 2014, Oxford Nanopore Technologies rolled out their first sequencing instru-
ment, the MinION, through the MinION Access Program where early access users
could test their pocket-sized portable device. Several months later, in May 2015, the
MinION became commercially available[180]. By the time of writing, two additional
instruments were in the pipeline of Oxford Nanopore Technologies. The Prome-
thION instrument provides very high throughput real-time analyses and is available
through an early access program since the middle of 2015[182]. The second instru-
ment, SmidgION, was announced in early 2016 and is designed to work with low
power devices such as smartphones[184].

The central sequencing unit of nanopore sequencing technologies is the nanopore
which can be either biological or synthetical[219]. All of the three abovementioned
instruments use biological ones which will likely change in future devices[185]. In
the current generations, biologically engineered protein-nanopores are placed in an
electrically resistant synthetic polymer membrane (Figure 5.3) and sequencing is per-
formed by measuring and recording the characteristic modulation of the flowing cur-
rent as the single stranded target DNA molecule is driven through the nanopore base
by base[235].

Just as the SMRT sequencing technology, nanopore sequencing allows for sequenc-
ing of a single molecule in real time. Furthermore, molecules do not have to be mod-
ified nor amplified, thus sequencing can be performed quickly with a relative small
amount of starting material while producing long reads with constant quality[33][219].
Recently, Oxford Nanopore published results where they directly sequenced entire
RNA molecules without the need of preceding reverse transcription and amplifica-
tion, thus producing full-length, strand-specific RNA sequences[66]. In general, the
average read length yielded by the R7 generation of the chemistry is around 6,000 to
8,000 bp[94][147] while the latest version, R9, can create reads with an average length
of 9,000 bp, with the longest reads exceeding 130,000 bp[139]. However, despite ongo-
ing improvements the accuracy of the resulting reads is still a limiting factor, where
a single read can reach a per-base accuracy of about 90%[133][183]. Using Oxford
Nanopore’s 2D method, where a hairpin adapter is added to one end of the double
stranded DNA template resulting in the continuous sequencing of template as well
as complement strand, the accuracy of a read improved to 95% and higher[183].

The key advantages of the Oxford Nanopore instruments are the low costs, the
effortless library preparation, the handy size (i.e. of the MinION and likely the Smid-
gION) and as a consequence thereof the simpleness and flexibility for the user. These
features predestinated the MinION to be used even in remote locations and in 2015,
for example, helped to monitor the Ebola virus disease epidemic in West
Africa[121][199].
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Figure 5.3.: Schematic illustration of the Oxford Nanopore sequencing technology.
A protein-nanopore (petrol blue) is inserted into an electrically resis-
tant membrane (light grey) and the different salt concentrations on both
sides of the membrane result in a voltage across that membrane which
leads to an ionic current flowing solely through the nanopore[33][219].
An enzyme (green) is attached to a single stranded end of the double
stranded target DNA molecule and the entire complex is transferred to
the nanopore. Subsequently, the enzyme unwinds the double strand and
pulls it through the nanopore where sequencing takes place by identi-
fying the characteristic ionic current disruption of each of the four nu-
cleotides as they run through the nanopore (dark grey shaded graph).
(Image adapted from [181])

5.2. Single-cell RNA-seq

Advances in library preparation protocols make it possible to create RNA-seq li-
braries from very small amounts of input materials. This is useful if just a limited
amount of biological material is available or insights at the cell level are of partic-
ular interest. Especially single-cell analysis is getting more popular as it implicates
several benefits and offers new possibilities like the characterization of different cell
populations in a specific tissue, gaining deeper understanding of different cell states,
analyzing the stochasticity of gene expression or revealing new insights into gene reg-
ulation mechanisms[35][113]. Nevertheless, before sequencing on a single-cell level
can be performed, cells must be isolated and the tiny amount of resulting RNA must
be amplified[113]. For both steps, several methods emerged which could already
demonstrate their usability. A single-cell capturing workflow starts with dissecting
the tissue, dissociating the cells, suspending them in a buffer and subsequently sort-
ing them using sophisticated tools and methods like the Fluidigm C1[197] or Drop-
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seq[146] where the latter one is able to process up to 10,000 cells at a time[35][113].
After single-cells are isolated sequencing libraries can be created with protocols like
Clonetech’s SMART-Seq[204][194] or NuGEN’s Ovation RNA-seq system[242] and
resulting libraries can be sequenced on common instruments. The resulting data,
however, possess some special characteristics, mainly due to the minute amount of
starting material and different analysis strategies must be pursued for single-cell
RNA-seq compared to traditional RNA-seq data. Stegle et al., 2015[233], who dis-
cussed computational as well as analytical challenges when processing single-cell
RNA-seq data, concluded that apart from existing ones, the development of addi-
tional, sophisticated analysis tools, which are tailored to the distinctive properties of
single-cell RNA-seq data, will be vital in order to uncover all information these data
can reveal. If desired, these single-cell RNA-seq data analysis designated tools can
be implemented in a wrapper script which in turn can be incorporated in the here
presented pipeline thanks to its modular architecture.

5.3. RNA-seq in Diagnostics

Owing to its increasing accuracy RNA-seq is coming closer to diagnostics and recent
studies already demonstrated the potential and importance of the additional informa-
tion RNA-seq can provide especially when whole exome or whole genome sequenc-
ing data do not return any genetic diagnosis which applies to about 50% to 75% of
cases for a lot of rare Mendelian diseases[42][114]. In Kremer et al., 2016[114], for ex-
ample, RNA-seq data of 47 unsolved mitochondrial disease patients were analyzed
and a diagnosis for 5 of them could be provided which was not possible with DNA
sequencing data alone. Cummings et al., 2016[42] investigated 50 cases with rare
neuromuscular disorder which again could not be diagnosed with DNA sequenc-
ing data and were able to solve 17 of them with the aid of RNA-seq. Both of the
mentioned studies focused on aberrant splicing and allele specific as well as differ-
ential expression but additional applications are emerging[27]. Large scale fusion
detection, for example, can help to better identify and classify cancer and in further
consequence help to determine appropriate treatment based on the detected fusions.
However, if RNA-seq should be established in clinical decision making, further ef-
forts concerning general standards and best practices are required in order to guaran-
tee accuracy, reproducibility and precision[27]. The GEUVADIS project was such an
effort where the reproducibility of RNA-seq could be proved and certain quality mea-
sures established[119][239]. Furthermore, other endeavors like the Genotype–Tissue
Expression (GTEx)[36] or the Sequencing Quality Control (SEQC)[237] project also
aimed to advance the RNA-seq technology. Revealing the gene expression landscape
across different tissue types, as was done by the GTEx pilot analysis, will further help
to understand distinct variations in disease relevant tissues which is crucial since dis-
ease causing differences are often solely observeable in specific tissues[42].

In conclusion, RNA-seq has already demonstrated that it is a powerful technique

128



5.3. RNA-seq in Diagnostics

with a wide variety of applications and that it has the ability to complement DNA
sequencing in clinical diagnostics. However, further quality standards and guidelines
to enhance and consequently guarantee reliability, but also specially trained clinical
staff which is able to interpret as well as communicate results, will be vital.
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