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Abstract 

Endoscopic imaging techniques play a vital role for physicians to diagnose gastrointestinal 

diseases, such as white-light endoscopy (WLE), narrow-band imaging, optical coherence 

tomography and confocal laser endoscopy. Although these techniques can achieve cellular 

and subcellular resolution, their applications are limited to superficial structures due to strong 

photon scattering in soft tissue. While endoscopic ultrasound achieves much deeper 

penetration in tissue, it provides weak soft tissue contrast and low sensitivity, preventing its 

broad clinical use. In contrast, optoacoustic (also termed as photoacoustic) imaging is less 

sensitive to photon scattering and provides high resolution optical visualization in deep tissue 

compared to conventional optical imaging methods. Thus, optoacoustic technique in 

particular is well suited for endoscopy and disease detection can be enhanced via the 

application of multispectral optoacoustic tomography. 

The work presented herein focused on developing optoacoustic endoscopy. Several 

implementations of optoacoustic endoscopy probes based on different scanning 

configurations, illumination settings and ultrasound transducers are implemented and 

analyzed regarding their influence on the endoscopic imaging performance. Afterwards, two 

dedicated endoscopy systems are developed for esophageal imaging, and imaging 

performance is characterized on phantoms and pig/human esophageal samples.  

In addition to the technical development of the instrumentation, the necessary detection 

bandwidth for visualizing esophagus morphology is studied. For endoscopic or tomography 

image reconstruction, limited signals are usually recorded, resulting in artifacts and low 

image quality. Therefore, two image quality enhancement approaches are proposed to 

improve the reconstruction performance. 

Finally, the clinical relevance of optoacoustic imaging on esophagus tissues is demonstrated 

by measuring excised esophageal samples from pigs and human with high resolution 

optoacoustic mesoscopy and the developed optoacoustic endoscopy systems. Afterwards, 

optoacoustic parameters such as the optimal laser wavelength and necessary detection 

bandwidth of the ultrasound transducer for esophagus imaging are investigated based on 

these measurements.  



Overall, the imaging capabilities of optoacoustic and the developed endoscopy systems have 

been demonstrated to effectively resolve the structures of esophageal tissues, showing great 

clinical potential of esophagus imaging. 
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Chapter 1 Introduction 

“The ability to establish an immediate endoscopic diagnosis that is virtually consistent with 

the histologic diagnosis has been the ultimate objective of endoscopists since the very earliest 

phases of the development of endoscopy” [1]. In order to achieve this goal, imaging 

techniques are generally applied to enable visualization of tissue structures under surface. 

Modern clinical imaging techniques allow visualization of the representations of the interior 

of a body revealing internal structures concealed by the skin and bones. They play a key role 

in clinical diagnostic procedures and medical intervention. Endoscopy provides an alternative 

solution for medical doctors to examine the interior of a hollow organ or cavity inside the 

body [2]. Many imaging modalities have been implemented into endoscopic modes, which 

can be inserted directly into luminal organs and acquire high quality images. For example, 

optical imaging approaches relying on the electromagnetic field at visible wavelengths have 

been widely used for endoscopy applications, such as white-light endoscopy and confocal 

laser microendoscopy (CLE) [3, 4]. However, these techniques are limited to superficial 

structures due to photon scattering in soft tissue. Ultrasound endoscopy can achieve deep 

penetration depth in soft tissue, while low soft tissue contrast limits its clinical use for 

gastrointestinal diseases. Optoacoustic imaging, as a novel modality, is less sensitive to 

photon scattering within biological tissues. It provides high resolution optical visualization in 

deep tissue compared to conventional optical imaging methods, which is well suited for 

endoscopy applications [5-9]. Therefore, the goal of this work is to develop optoacoustic 

endoscopy system.  

1.1 Clinical imaging modalities 

The most commonly used imaging modalities in clinics include: X-ray Computed 

Tomography (X-ray CT), Positron Emission Tomography (PET), Magnetic Resonance 

Imaging (MRI) and medical ultrasound. These techniques can achieve whole body imaging 

and provide anatomical and function information, which have been applied for the diagnosis 



12 Introduction 

 

of gastrointestinal disease, such as identifying advanced esophageal or colon cancer [10-13]. 

However, limited resolution or contrast restricts their capability of resolving the earlier 

gastrointestinal diseases [14, 15]. Indeed, several reports showed the limited ability of 

evaluating earlier esophageal cancer because of incapability to discriminate the esophageal 

wall layer and detect the infiltration depth of the tumor [10, 14, 16]. 

1.1.1 X-ray CT 

X-ray CT scan is a computer-processed combination of many X-ray images taken from 

different scanning positions to produce cross-sectional images of an object, allowing 

noninvasively visualizing inside the object [17, 18]. Since its introduction in the 1970s, X- 

ray CT has been an important medical imaging tool to supplement X-rays and 

ultrasonography, which can acquire detailed images of internal organs, bones, soft tissue and 

blood vessels [17, 18]. Pixels of X-ray CT images represent relative radiodensity of tissue. 

Intrinsic differences in absorption between bone, fat, air and water result in high-contrast 

images of anatomical structures. Comparing to traditional two-dimensional medical 

radiography, X-ray CT has several advantages. Frist, X-ray CT completely eliminates 

artifacts produced outside the area of interest. Secondly, because of its high sensitivity, X-ray 

CT scan can differentiate tissues that differ in physical density by less than 1%. Finally, the 

cross-sectional images generated during a X-ray CT scan can be reformatted into multiple 

planes, and three-dimensional images can generated and viewed on a computer monitor, 

printed out or transferred to electronic media. Recent advances in X-ray CT technology, 

including multi-detector rows X-ray CT and new real time volumetric imaging systems, have 

enhanced the applications of CT scan to evaluate the intestinal organ.  For example, X-ray 

CT colonography and the generation of volumetric images of colon can be used for cancer 

detection [19]. Volume rendering of X-ray CT data coupled with interactive volumetric and 

stereoscopic display is very helpful to more clearly depict gastric disease. However, due to its 

ionizing nature, great attention is taken to minimize the use of X-ray CT scan for a given time 

interval. There is always a slight chance of cancer from excessive exposure to radiation. 

However, the benefit of an accurate diagnosis far outweighs the risk.  
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1.1.2 PET 

Another modality based on ionizing radiation is known as positron emission tomography.  

This technique detects pairs of gamma rays emitted indirectly by a positron-emitting 

radionuclide (tracer), which is introduced into the body on a biologically active molecule 

[13]. Early PET scanners had only a single ring of detectors; hence the acquisition of data and 

subsequent reconstruction was restricted to a single transverse plane. More advanced 

scanners now include multiple rings, essentially forming a cylinder of detectors. By rotating 

the detection camera around the patient, cross-sectional images and 3D volumes can be 

reconstructed directly according to the detection geometry. PET offers quantitative analyses 

and can monitor relative changes of the tracer over time as a disease evolves or in response to 

a specific stimulus. For example, PET scanning with the tracer fluorine-18 (F-18) 

fluorodeoxyglucose (FDG), called FDG-PET, is widely used in clinical oncology [13]. Use of 

this tracer to explore the possibility of cancer metastasis is the most common type of PET 

scan in standard medical care. However, the widespread clinical use of PET has been 

restricted because of the high costs of cyclotrons needed to produce the short-lived 

radionuclides for PET scanning. Also, there are very limited choices of the tracer used for 

PET scan. Besides, safety and high costs are needed to be concerned for PET test. Typically, 

PET scans are combined with CT or MRI scans, giving both anatomic and metabolic 

information, which enhances the PET scan to provide higher sensitivity and specificity and 

expands its application fields [11, 13].  

1.1.3 MRI 

Magnetic resonance imaging is used in radiology to produce images of the anatomy and the 

physiological processes of the body based on stimulating water molecules [20]. In contrast to 

X-ray or PET, MRI does not rely on ionizing radiation but rather on strong magnetic fields, 

which has been proven to have no harm on patients. The main principle of MRI is to use 

strong magnetic fields to generate detectable radio frequency signal from hydrogen atoms, 

which exists naturally in tissue, particularly in water and fat. For this reason, MRI scans 

usually map the location of water and fat in the body. Pulses of radio waves excite the nuclear 

spin energy transition, and magnetic field gradients localize the signal in space. By changing 



14 Introduction 

 

the parameters of the pulse excitation and recording, different contrasts can be generated 

between tissues based on the relaxation properties of the hydrogen atoms known as T1 and 

T2 weighting. MRI is considered as the best imaging modality for soft tissue pathology. It is 

also widely used in assessing prostate cancer, staging of esophagus tumor, hepatocellular 

cancer and liver metastases, renal cell carcinoma, pancreatic adenocarcinoma and other 

malignancies [13, 20]. Besides its excellent ability of providing anatomical information, 

functional MRI (fMRI), diffusion MRI or MR angiography, have extended applications to 

obtain functional and molecular information. For example, fMRI is widely used for brain 

imaging, which can help to understand how different parts of the brain respond to external 

stimuli or resting state activity [13, 20]. Change of the ration of oxyhemoglobin and 

deoxyhemoglobin can be measured by blood oxygenation level dependent (BOLD) fMRI 

[21]. However, limitations of this modality include applicability, procedural cost and 

availability. Generally, patients carrying ferromagnetic implants are not allowed for MRI 

scanning. Frequently, patients are not always prescribed a MRI test because of the high costs 

covering a long process that can take several hours and involve several medical personnel 

[20].  

1.1.4 Medical Ultrasound 

Medical ultrasound is a diagnostic imaging technique based on the application of 

ultrasonography [22]. Ultrasonic images also known as sonograms are produced based on 

sending pulses of ultrasound into tissue using a transducer probe and recording the reflected 

waves. The recorded waves can be reconstructed as images, which reflect the acoustic 

impedances of tissue. Typical medial ultrasound systems are operated in the frequency range 

of 1 to 18 megahertz, although high frequencies (50–100 MHz) have been used 

experimentally in a technique known as US bio-microscopy [23, 24]. The choice of 

frequency significantly determines the spatial resolution and imaging depth: lower 

frequencies create less resolution but image deeper up to tens of centimeters. Higher 

frequency ultrasound signals can lead to high resolution in the range of micrometers. 

However, higher frequency waves have a larger attenuation coefficient, limiting the depth of 

penetration. B-mode ultrasound images are usually acquired by using transducer array, which 

can display the acoustic impedance of a cross-section of tissue in real time. Other 
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information, like blood flow, motion of tissue over time, the location of blood, the presence 

of specific molecules, the stiffness of tissue, or the anatomy of a three-dimensional region can 

be acquired by advanced ultrasound techniques, such as Doppler ultrasound and 3D 

ultrasound [24-27]. Compared to aforementioned medical imaging modalities, ultrasound has 

several advantages. For example, it provides real-time 2D images. Besides, current 

ultrasound systems are portable and can be brought to the bedside. Low cost and no harm 

make it very commonly used in clinics. Drawbacks of medical ultrasound include low tissue 

contrast, difficulties in imaging structures behind bone and air, and its dependence on a 

skilled operator [25].  

1.2 Endoscopic imaging today 

1.2.1 White light endoscopy 

The first endoscope was developed in 1806 by Philipp Bozzini in Mainz with his introduction 

of a "Lichtleiter" (light conductor) "for the examinations of the canals and cavities of the 

human body. Modern clinical endoscopy procedure was initially conducted by white-light 

endoscopy with magnification and/or augmented by chromo-endoscopy, which yielded 

reasonable accuracy rates for the prediction of histology [28]. Gradually high-definition WLE 

(HD-WLE) replaced the standard-definition WLE because of its high resolution and better 

capabilities for tissue characterization [28]. Despite its wide clinical acceptance, WLE is 

limited by accessing only superficial tissue features and generally low contrast between early 

disease and surrounding tissue, leading to reduced sensitivity and specificity in detecting flat 

adenomas and identifying disease infiltration [29]. Moreover, human vision is insensitive to 

detecting early disease as it lacks disease specificity. Typically, gastrointestinal diseases 

generally grow and develop below the tissue surface [2]. Since video endoscopy can only 

provide information of the superficial mucosal structures, features underneath the tissue 

surface cannot be seen with conventional endoscopy or even higher-resolution forms of 

endoscopy such as high-definition magnification endoscopy. In these instances, random 

biopsy is usually used to get more information [14, 30]. Normally a flexible video endoscopy 

probe is inserted into the luminal digestive organs. If an abnormal region is identified, 

https://en.wikipedia.org/wiki/Philipp_Bozzini
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endoscopic biopsy forceps are used to extract a small amount of tissue from the irregular 

areas. Typically, biopsies are taken from several fields with the hope of sampling the correct 

spot, which, unfortunately, often has high missing rate [14, 30]. Pathologist then processes 

and reviews the biopsied samples under a microscope to define the diagnosis and intervention 

strategies [28].  

1.2.2 Optical endoscopy 

As random biopsy is an invasive method and has high missing rate for gastrointestinal tests, 

optical imaging techniques have been considered to complement WLE, such as confocal laser 

endomicroscopy [31, 32], fluorescence endoscopy [2], and optical coherence tomography 

[33, 34].  

Confocal laser endomicroscopy is a newly introduced endoscopic tool that makes it possible 

to carry out confocal microscopic examination of superficial layer during ongoing endoscopy 

[31]. The method of CLE has recently been developed, which allows high resolution in vivo 

histological assessment, so that changes in vessels, connective tissue, and cellular or 

subcellular structures can be evaluated during ongoing endoscopy examinations. It has been 

shown that living cells and cellular structures of the mucosal layer in human esophagus were 

observed [31, 35]. Different types of tissue and diseases can be diagnosed immediately, 

facilitating early diagnosis of gastrointestinal cancer [31, 35]. Analysis of in vivo 

microarchitecture relying on the CLE approach is helpful in targeting biopsies to relevant 

areas [31]. However, due to intrinsic limitations of photon propagation in tissues, CLE has 

limited imaging penetration depth and only interrogates small superficial lumen volumes 

(<0.1 mm
3
) at a time, which prevents application to surveillance endoscopy [31, 35].  

The use of fluorescence imaging has a promising outlook for endoscopic surveillance, 

especially when utilizing systemic or local administration of agents with disease specificity 

[36-38]. Video autofluorescence endoscopy is an imaging technique, which utilizes the 

autofluorescent properties of endogenous fluorophores in the gastrointestinal tract, such as 

collagen and elastin [2]. Light at specific wavelength is required to excite these fluorophores, 

emitting light of a longer wavelength. Based on the autoflurescence properties, this technique 

can identify areas of dysplasia as magenta on a background of green mucosal reflection [37]. 
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This information is helpful for diagnose Barret esophagus [2]. Although autofluorescence 

endoscopy is a new technology for wide-field imaging, the high false-positive rates of current 

generation autofluorescence endoscopes have limited its clinical use [36-38]. In order to 

enhance the specificity of fluorescence endoscopy, exogenous fluorophores accumulate 

selectively in malignant lesions and induce fluorescence after illumination with light of 

adequate wavelength [36-38]. However, fluorescence imaging is two-dimensional in nature 

and the administration of sensors comes with a higher threshold of clinical regulatory 

processes compared to label-free lumen inspection.  

Optical coherence tomography provides non-invasive and label-free imaging of living tissue 

and organism [34, 39].  OCT images generated based on the principles of optical 

interferometry, which gives several distinctive capabilities comparing to other imaging 

modalities for endoscopy applications [40]. For example, OCT imaging uses longer 

wavelengths in the near-infrared region, which allows OCT to image at high resolution and 

deeper into soft tissue than possible using shorter wavelength optical microscopy [40]. 

Besides, OCT has proved real time imaging capability of human gastrointestinal tract [41]. 

These factors have combined to result in the adoption of OCT for several diagnostic 

applications, such as ophthalmic OCT and intravascular OCT [40, 42]. However, like other 

optical imaging modalities, OCT imaging is still limited to superficial structures, impairing 

its clinical applications [34, 39].  

1.2.3 Ultrasound endoscopy 

Endoscopy ultrasound (EUS) is a widely used clinical imaging modality for esophagus cancer 

staging, which can provide high-speed, high-resolution, cross-sectional imaging over a large 

field of view [24, 26, 27, 43]. The poor tissue contrast, however, limits ultrasound endoscopy 

for early-stage tumor detection or in situ characterization of diseased tissues [44]. The 

boundaries in EUS images are set by the reflections of the interfaces between various layers, 

and there is little difference between the actual anatomical structure and the echoic gray scale 

of EUS. Furthermore, tumor boundaries and connections with surrounding blood or 

lymphatic vessels are clinically relevant and provide necessary information for assessing 

disease stage or progress and planning treatment strategies [45]. However, pure ultrasound-
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based image contrast does not sufficiently provide this crucial information, since low tissue 

contrast of ultrasound restricts the ability of resolving the esophagus structures [43, 46]. 

Therefore, EUS requires further improvements or cooperating with other imaging modalities, 

to enhance the accuracy of early esophagus cancer staging. 

1.3 Objectives addressed in this thesis 

Optoacoustic imaging combines the advantages of both modalities, i.e. the rich contrast of 

optical imaging and the high resolution of ultrasonic imaging [7, 9]. This technique is less 

sensitive to photo scattering within biological tissue, and provides high resolution optical 

visualization across a wider ranges of depths, from a few hundred micrometers to several 

centimeters, exceeding the penetration depths of conventional high-resolution optical imaging 

modalities [7, 9]. In recent multi-spectra optoacoustic tomography (MSOT) modality, 

optoacoustic has been widely applied to resolve the bio-distribution of targeted optical 

agents, fluorescent proteins, circulating gold-nanorods, vascular structures and tumor hypoxia 

[6-8, 47, 48]. Because of these advantageous features, optoacoustic endoscopy has recently 

emerged as a new research area for applications in preclinical and clinical development, like 

the intravascular, gastrointestinal and urogenital systems [49, 50]. With high optical contrast, 

tumor boundaries and surrounding lymphovascular systems can be resolved with endogenous 

or exogenous contrast agents [6, 8, 48]. Additionally, physiological or functional information, 

including total hemoglobin concentration, oxygen saturation of hemoglobin (SO2) can be 

gained for accurate staging of gastrointestinal cancer [51].  

However, current optoacoustic endoscopy are mostly designed and validated on small 

animals, which have been shown to resolve the superficial vascular structure of the 

esophageal lumen of rats and rabbits [52-55]. However, imaging of human esophageal lumen 

has not yet been investigated. The layer thickness of the mucosa and submucosa in the human 

esophageal wall varies from a few hundred µm to millimeters, which is markedly greater than 

the thickness of rat and rabbit esophageal wall, possibly requiring different operational 

characteristics in terms of ultrasound transducers. Besides, the imaging capability and 

working distance of the existing endoscopic probes are designed to scan small luminal 

organs, such as colon and esophagus of rats or rabbits [52-55]. However, gastrointestinal 
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tracts of human usually have much larger diameters and more complicated structures, which 

require adapted implementations of endoscopy probes. Furthermore, miniaturized transducers 

with low sensitivity and complicated implementations are commonly used in current 

optoacoustic endoscopy probes, resulting in limited image quality and penetration depth. 

Therefore, advanced implementations of optoacoustic endoscopy should be developed for 

esophagus imaging of human or large animals. 

This work focuses on the development of optoacoustic endoscopy system and rigorous 

evaluation of optoacoustic imaging on excised esophageal samples from human and pigs. It 

also presents improved frameworks for better image reconstruction and image quality 

enhancement. The framework of this thesis in divided in three main objectives: 

(1) Development of optoacoustic endoscopy probe 

Frist, several optoacoustic endoscopic probes are built based on different scanning 

geometries, illumination settings, and ultrasound transducers to explore possible 

implementations of optoacoustic endoscopy probes. The influence of these factors on the 

endoscopy imaging performance is analyzed, which is helpful to optimize the endoscopy 

system development. Then two optoacoustic endoscopy systems are developed for esophagus 

imaging. One is based on an intravascular ultrasound detector with the support of commercial 

working channel and the other is a miniaturized capsule version based on a spherical focused 

transducer. Furthermore, the necessary detection bandwidth of ultrasound transducers for 

resolving esophagus layer structures is studied, which suggests how to optimize the selection 

of ultrasound transducers for esophagus imaging.  

(2) Improvement of image reconstruction 

The reconstruction method for radial scanning mode is studied. Besides, two image quality 

enhancement approaches are introduced to enhance the reconstruction performance of 

optoacoustic tomography. One method is implemented to accelerate the model-based 

reconstruction process with novel coherence factor weighting scheme for suppressing noise 

and artifacts. Another one is a geometrical super resolution approach, which integrates 
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information from multiple optoacoustic images acquired at sub-diffraction steps into one high 

resolution image by means of an iterative registration algorithm.  

(3) Study of optoacoustic imaging on esophagus tissues 

The capability of optoacoustic on resolving the structures of the esophagus wall is 

demonstrated by measuring esophagus samples from human and pigs with optoacoustic 

mesoscopy and the developed optoacoustic endoscopy systems. Optoacoustic parameters for 

esophagus imaging, such as wavelength, contrast and detection bandwidth, are studied and 

analyzed based on the measurements.  

1.4 Outline of this dissertation 

This work is organized as follows: 

Chapter 2 firstly introduces the theoretical and technical background of optoacoustic imaging, 

which reviews the main principles of optoacoustic imaging, including the signal generation 

and sound propagation in tissue. Afterwards, representative reconstruction approaches for 

optoacoustic imaging are introduced, including the backprojection and mode-based methods. 

At end of this chapter, the existing implementations of optoacoustic endoscopy and 

corresponding image display methods are discussed. 

Chapter 3 introduces several implementations of optoacoustic endoscopy probes based on 

different scanning geometries, illumination configurations and ultrasound transducers. For 

example, a curved endoscopy probe is implemented based on the IVUS detector, which could 

achieve better image quality than the linear scanning configuration. Besides, a hybrid optical 

resolution and acoustic resolution optoacoustic endoscopy with a single sensor is proposed. 

Apart from single element based endoscopy probe, the merits and imaging performance 

achieved with a miniaturized linear transducer is investigated, which could allow the 

endoscopic deployment of MSOT.  

Chapter 4 describes two endoscopy systems designed for esophagus imaging. An IVUS based 

endoscopy probe is first introduced. With a diameter less than 3.6 mm, it can be cooperated 

with working channel of conventional optical endoscope. In order to enhance the image 
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quality, a spherical focused detector is used for endoscopy implementation, enhancing the 

image quality with the ultrasound focusing capability.  

Chapter 5 analyzes the importance of ultrawide detection bandwidth of ultrasound 

transducers for esophagus imaging. Utilizing two detectors with 15 and 50 MHz center 

frequencies, phantom and fresh pig esophagus samples were measured to compare the 

imaging performance of both detectors. 

Chapter 6 introduces two improved approaches to enhance the image reconstruction 

performance. The fast sparse recovery method is implemented to accelerate the model-based 

reconstruction process. Besides, a geometrical super resolution approach for optoacoustic 

image quality enhancement is proposed. These two methods can be used to enhance the 

image quality of datasets acquired in the curved or linear scanning endoscopy configurations 

or tomography scanning systems. 

Chapter 7 validates the imaging capability of optoacoustic on esophagus samples. High 

resolution optoacoustic mesoscopy and the developed endoscopy systems are applied to 

measure pig and human esophagus samples. The frequency bandwidth required for 

distinguishing layer structures of esophagus wall is investigated.  

Finally, the main work of this thesis is summarized and the future developments of 

optoacoustic endoscopy system are given. 
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Chapter 2 Theoretical and technical background  

This chapter introduces the theory of optoacoustic imaging and the general knowledge of 

optoacoustic endoscopy. 

Section 2.1 describes the main principles of optoacoustic imaging, including the signal 

generation and sound propagation in tissue.  

Section 2.2 analyzes the common reconstruction approaches for optoacoustic imaging, 

including the backprojection and model-based methods.  

Section 2.3 discusses the current implementations of optoacoustic endoscopy and 

corresponding image display methods. 

2.1 General knowledge of optoacoustic imaging 

2.1.1 Optoacoustic signal generation and properties 

A. G. Bell first reported the phenomena that sound can be generated by light in 1880. With 

the development of techniques, optoacoustic imaging based on this phenomenon has shown 

great potentials in preclinical applications in recent ten years [56-58]. At present, biomedical 

optoacoustic imaging is a fast-growing field of research. The schematic of a simple 

optoacoustic imaging system is illustrated in Fig. 2.1. The image object is first illuminated by 

short pulse laser light in the range of ns. The absorption of light by the object leads to a slight 

temperature rise. Then the object relaxes by diffusing heat energy and emitting optoacoustic 

waves [56, 57]. There are two important conditions for optoacoustic signal generation [56, 

57]. One is the thermal confinement. It requires that the excitation time should be shorter than 

it takes for the heat to diffuse to neighbor region, which is characterized by the thermal 

relaxation time 𝜏𝑡ℎ. The detailed relationship can be characterized as: 𝜏𝑡ℎ =
𝑑𝑐

2

𝐷𝑇
, where 𝑑𝑐 is 
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the targeted resolution element (the minimal diameter of the absorber), and 𝐷𝑇  is the thermal 

diffusivity (about 1.4×10
-3

 cm
2
s

-1
 in soft tissue). Generally, the  𝜏𝑡ℎ should be less than 1 µs 

[56]. Another condition is the stress confinement, which means that the volume expansion of 

the absorber during the excitation pulse should be negligible. It requires the stress relaxation 

time  𝜏𝑠 should be less than 
𝑑𝑐

𝑣𝑠
, where 𝑣𝑠 is the speed of sound. For a resolution of 100 µm,  𝜏𝑠 

should be less than 67 ns. In reality, nanosecond lasers (less than 10 ns) are generally 

employed [58].  

Under thermal and stress confinement, optoacoustic signals can be generated, and ultrasound 

transducers are used to record optoacoustic waves. Image reconstruction techniques can be 

applied afterwards to form optoacoustic images. The generation and propagation of the 

acoustic wave is given by the following wave equation [57, 59, 60]: 

(∇2 + 𝑘𝑎  2)𝑝(𝑟, 𝑡) = −
𝛽

𝐶𝑝
 
𝜕𝐻(𝑟,𝑡)

𝜕𝑡
                         (2.1) 

where p(r,t) indicates the acoustic pressure at a position r and time t, H(r,t) indicates the 

heating function, which is obtained as a product of absorption coefficient and light fluence. 𝛽 

is the thermal expansion coefficient of the tissue and Cp is the specific heat at constant 

pressure. ka represents the acoustic wave number given as ka=ω/vs, where ω is the temporal 

frequency and vs is the speed of sound.  

Meanwhile, the acoustic pressure at a certain position 𝑟 inside the object can be expressed as: 

𝑝0(𝑟) = 𝛤 𝐻𝑟(𝑟) = 𝛤 𝜇𝑎(𝑟)𝛷(𝑟)                                         (2.2) 

Where 𝜇𝑎(𝑟)is the absorption coefficient of the object (unit: cm
-1

). The local optical fluence 

is 𝛷(𝑟). 𝛤 = 𝛽𝑣𝑠
2/𝐶𝑝 is the Grüneisen parameter, which describes the conversion properties 

of the medium [57, 59, 60].  
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Figure 2.1. Illustration of a prototypic optoacoustic system. The laser light illuminates the tissue sample, and the 

absorber emits optoacoustic waves. Ultrasound sensors were scanned position by position to collect 

optoacoustic waves. 

The optoacoustic equation Eq. 2.1 can be solved with the Green function approach [60]. 

Under stress confinement and with delta heating  𝐻𝑡(𝑡) = 𝛿(𝑡) , the expression of the 

acoustic field can be written as: 

𝑝𝛿(𝑟, 𝑡) =
Γ

4𝜋𝑣𝑠
2

𝜕

𝜕𝑡
{

1

𝑣𝑠𝑡
∫ 𝐻𝑟(𝑟′)𝛿 (𝑡 −

|𝑟−𝑟′|

𝑣𝑠
)

𝑉
𝑑𝑟′}                              (2.3) 

Where the integration is implemented over the illumination region V, and 𝑟′is a point within 

the object. From the equation, it can be explained that a detector at the position r and time t 

senses the integrated sound pressure, originating from optoacoustic point source on a 

spherical shell with radius 𝑣𝑠𝑡 and center at r. The optoacoustic signal can be simulated based 

on the analytical solution of the pressure wave equation for a homogenous spherical absorber 

with radius a positioned at 𝑟𝑠: 

𝑝𝛿(𝑟, 𝑡) = 𝑝0𝑈(𝑎 − |𝑅 − 𝑣𝑠𝑡|)
(𝑅− 𝑣𝑠𝑡)

2𝑅
                                      (2.4) 

Where U is the Heaviside function, R defines as the distance of the absorber from the 

detection position, 𝑝0 is the amplitude of the initial pressure and 𝑣𝑠 is the speed of sound. 

Four spheres with radius a = 15, 25, and 50 µm were simulated and illustrated in Fig. 2.2. 

Fig. 2.2(a) shows the duration of the simulated pulse, which correlates with the propagation 
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time of sound along the sphere diameter and scales with the size of the sphere. The 

theoretical frequency response is obtained by fast Fourier transformation of each simulated 

optoacoustic signals as shown in Fig. 2.2(b). The frequency spectra are very broad, ranging 

from low frequencies corresponding to the dimensions of the absorber, to high frequencies 

generated from the object boundaries. The maximal amplitude of the spectra defines the 

central frequency 𝑓𝑐 of the source, and the rough approximation of 𝑓𝑐 for a given feature size 

a can be defined as: 𝑓𝑐~{0.7 … 0.8}
𝑣𝑠

𝑎
. The full width at half maximum of the lobe defines the 

bandwidth 𝐵𝑤 of the signal as the ratio  
𝐵𝑤

𝑓𝑐
= 𝑐𝑜𝑛𝑠𝑡. It can be noted that the frequency and 

bandwidth scale with the diameter of the optoacoustic source. The small objects result in 

higher center frequency and broader bandwidth. Anatomical structures vary from centimeter 

range to micrometers, thus generates optoacoustic waves from several kilohertz to a hundred 

megahertz. In reality, however the spectra of the recorded optoacoustic waves are usually 

narrower than the theoretical values as plotted in Fig. 2.2. First, the limited detection 

bandwidth of the ultrasound transducers restricts the recorded frequencies. Besides, the image 

object is hard to be illuminated uniformly as the light fluence rapidly decays towards the 

center of the sample. Furthermore, the positioning of the object relative to the detector may 

influence the signal shape. Nevertheless, broadband detection devices are optimal to record 

optoacoustic signals in order to enhance the image quality. 
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Fig. 2.2. Ideal optoacoustic signals from simulated spheres with different diameters: 30 µm in red, 50 µm in 

green and 100 µm in blue respectively. The time signals are presented in (a) and the corresponding frequency 

spectra are shown in (b). The diameter of the spheres determines the maximum frequency. The larger sphere 

contains lower frequency components. 

The amplitude of the generated optoacoustic waves is proportional to the absorbed laser 

energy, which describes the map of the optical absorption properties of tissue [56-58]. 

Important intrinsic absorbers in biological tissue are oxygenated (HbO2) and deoxygenated 

(HHb) hemoglobin, tissue pigments like melanin and lipids [51]. Fig. 2.3 shows their 

absorption spectra. We can see the absorption of these pigments is strongly sensitive to the 

wavelength. At shorter wavelengths, like the visible range, hemoglobin absorption is much 

higher and can exceed that of other chromophores by more than two orders of amplitude. It is 

the very strong preferential absorption of hemoglobin that enables the vasculature to be 

visualized with high contrast in optoacoustic imaging. In this work, the wavelength of 532 

nm is used to characterize the vasculature structure of tissue measurements. The optical 

absorption of hemoglobin drops two orders of magnitude in the range of 650-900 nm, where 

light can penetrate relatively deep up to several centimeters. Otherwise, light penetration is 

hindered by the absorption of hemoglobin or water.  
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Fig. 2.3. Absorption coefficient spectra of several endogenous tissue chromophores. Red line: oxyhemoglobin, 

blue line: deoxyhemoglobin, black line: water, brown line: lipid (a) (20% by volume in tissue), lipid (b), pink 

line, black dashed: melanin, Collagen (green line) and elastin (yellow line) spectra. Data compiled by Scott 

Prahl, Oregon Medical Laser Center (http://www.omlc.ogi.edu/spectra). 

Besides intrinsic absorbers, different types of exogenous contrast agents can be used to 

highlight specific biological target because of their high absorption. For example, organic 

dyes, such as indocyanie green (ICG) has been widely used in clinics [48]. Beside, 

nanostructures, such as nanorods or nanoparticles, can be used for preclinical measurements 

[48]. Through adjusting their properties, the peak absorption wavelength can be tuned to NIR 

wavelengths, which can enhance the penetration depth. More importantly, multispectral 

optoacoustic tomography can identify or even quantify sources of contrast according to their 

absorption spectra based on the unmixing techniques [6, 48].  

2.1.2 Penetration depth 

It is known that light scattering is very strong in biological tissue in the visible and NIR 

wavelength range [9]. As for pure optical imaging approaches, the directionality of light is 

rapidly degraded over 1 mm depth, resulting in the degradation of spatial resolution [9]. For 

example, optical coherence tomography, which depends on the backscattered light, can 
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achieve maximum 1.5 mm imaging depth [39]. However, the scattering of sound is orders of 

magnitude lower in tissue than light, which allows the absorbers to be resolved with a high 

spatial resolution even though the illumination light is diffused [9]. Therefore, optoacoustic 

imaging can achieve much deeper imaging depth with high resolution comparing to pure 

optical imaging modalities.  

Penetration depth is a very important factor to evaluate the imaging technique. For 

optoacoustic, the imaging depth is limited ultimately by optical and acoustic attenuations. For 

soft tissue, optical attenuation determines the imaging depth although acoustic attenuation is 

significant. Optical attenuation is dependent on both the absorption and scattering 

coefficients, which is strongly wavelength-dependent [51]. The optical attenuation coefficient 

μe is derived from the diffusion theory and expressed as μe = (3μa(μa + μs
′ ))1/2, in which 

μa and μs
′  are the absorption and reduced scattering coefficients. In homogeneous scattering 

media, light becomes diffuse beyond the mean free paths (approx. 1 mm), and the irradiance 

decays exponentially with depth [9]. 1/μe is the depth at which the irradiance has decreased 

by 1/e and termed the penetration depth. For example, at wavelength of 700 nm, μs is set the 

value of 1.6 cm
-1

[9]. HbO2 and HHb are the main absorbers. The  μe is approximate as 0.13 

mm
-1

. The optical penetration depth 1/μe is thus about 8 mm. This means light is attenuated 

by approximately a factor of 4 for each additional centimeter depth. Accounting with the 

acoustic attenuation, the total attenuation of sound and light is thus over one order of 

magnitude per centimeter [51]. Despite this, optoacoustic imaging has demonstrated several 

centimeters penetration depth through optimization of wavelength, light delivery approach 

and high sensitivity transducers. In this work, the wavelength of 532 nm is mainly used to 

characterize the vasculature structure of samples. Light penetration is hindered by the 

absorption of hemoglobin and thus achieved few millimeters penetration depth in general. 

2.1.3 Acoustic reflection and attenuation 

When optoacoustic waves propagate through tissue, several issues are needed to be 

considered for the reconstruction process, like acoustic reflection and attenuation. 

A. Acoustic reflection 
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Acoustic refection takes place at the interface between two media with different acoustical 

properties. Because of the acoustic impedance mismatch, partial acoustic waves are reflected 

back. If the impedance difference between the two media is large, the relative amplitude of 

the wave transmitted to the second medium is very low, resulting in low SNR of recorded 

optoacoustic signals. This explains why acoustic coupling medium is needed between tissue 

and ultrasound detector. In biological tissue, acoustic inhomogeneity is more common, 

resulting in degradation of reconstruction. For example, boundaries between tissues and 

bones can cause serious acoustic reflection, producing artifacts in the reconstructed 

image[61].  

B. Acoustic attenuation 

Frequency dependent acoustic attenuation is an important factor, which can affect 

optoacoustic signals transmission and image reconstruction. This phenomenon is generally 

determined by the frequency spectra of ultrasound signals, the acoustic and thermodynamical 

properties of the medium [62, 63]. In optoacoustic imaging, the ultrasonic waves are 

generated by thermal expansion of structures with varying dimensions resulting in very broad 

signal bandwidth [62, 63]. Normally it ranges from few kHz up to 100 MHz or more. In the 

low-megahertz frequency range, acoustic waves in tissue have the properties of low 

scattering and deep penetration. The attenuation is temperature and frequency dependent. The 

frequency dependency of acoustic attenuation can be represented by the expression 𝜇 = 𝑎𝑓𝑏, 

where 𝜇 is the attenuation coefficient, a and b are constants, f is the frequency of sound [57]. 

A mean value of acoustic attenuation equals about 0.6 dB cm
-1

MHz
-1

 for soft tissue. The 

attenuation increases with the frequency and the penetration depth decreases with the 

frequency. Since spatial resolution depends ultimately on the frequency content recorded by 

the detector, frequency-dependent acoustic attenuation limits the maximum frequency content 

and thus defines the ultimate practically achievable spatial resolution limit.  

For simplicity, optoacoustic reconstruction algorithms usually do not consider the acoustic 

reflection and attenuation issues. However, acoustic reflection and attenuation can induce 

artifacts and degrade image resolution. Therefore, an improved image reconstruction method 

will be introduced in chapter 6 to solve these issues. 
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2.2 Optoacoustic image formation 

Optoacoustic images reconstructed from a set of measured optoacoustic signals reflect the 

absorbed energy distribution. The easiest case relies on the focusing ability of transducers or 

using focused light. By scanning the focused detector or light, a sequence of A-scan images is 

acquired, and optoacoustic images can be formed by aligning A-scan images in the focusing 

regions. This image formation method does not require computational reconstruction and is 

frequently used in the fields of optoacoustic microscopy [5, 47]. Besides, several 

reconstruction schemes are employed for optoacoustic tomography. The spherical radon 

transform also known as backprojection, is widely used due to its simple implementation and 

high efficiency. Model-based approaches are capable of incorporating information regarding 

the detection geometry, acoustic attenuation, and transducer properties in the reconstruction 

process, resulting in more accurate reconstruction [64, 65]. 

2.2.1 Backprojection algorithm 

The backprojection algorithm is an analytical solution to Eq. 2.1 under assumption of thermal 

and stress confinements, and delta heating. The pressure wave at time instant t and at position 

r is given by [57, 59, 60]: 

𝑝(𝑟, 𝑡) =
𝛤

4𝜋𝑐

𝜕

𝜕𝑡
∫

𝐻(𝑟′)

|𝑟−𝑟′|
𝑑𝑆′ 

𝑆′                                              (2.5) 

S′ is a spherical surface (or arc in the 2D case) with|r − r′| = ct. H(r′) is the optical 

absorption distribution, i.e., the amount of energy absorbed in the tissue per unit volume, c is 

the speed of sound in the medium and 𝞒 is the Grueneisen coefficient (dimensionless) [59]. 

Optoacoustic image reconstruction then inverts Eq. 2.5 to retrieve the absorbed energy 

distribution H(r′) based on a set of measured optoacoustic signals  p(r, t) (projections). 

Several reconstruction approaches exist for this purpose [57, 59, 66]. Herein, we use an 

approximate version of the backprojection algorithm, which is expressed in discrete form as 

[61, 66, 67]: 

𝐻(𝑟𝑗
′) = ∑ {𝑝(𝑟𝑖, 𝑡𝑖𝑗) − 𝑡𝑖𝑗

𝜕𝑝(𝑟𝑖 ,𝑡𝑖𝑗)

𝜕𝑡
}𝑖                                         (2.6) 
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Where 𝑟𝑖  is the position of the i-th measurement point, 𝑟𝑗
′ the position of the j-th point in the 

region of interest, and tij = |ri − rj
′|/c. The backprojection method is also known as delay-

and-sum beamforming technique and spherical radon transform. This method can be easily 

implemented for different detection geometries. Time-resolved optoacoustic signals are 

backprojected to spherical shells and then summed them up in order to form an image. This 

method is very efficient and has been widely used to reconstruct large amount of data for 

real-time optoacoustic imaging.  

However, the backprojection method uses the time derivative term as an approximation to 

reconstruct. Since derivative time acts as a ramp filter in the frequency domain, 

backprojection method enhances image boundaries while leads to the loss of low frequency 

information. Additionally, negative values appearing in the reconstructed image limit the 

applicability of the method for quantitative imaging. Besides, factors such as the transducer 

properties or variations of speed of sound cannot be taken into account in the backprojection 

formula, which degrades the reconstruction accuracy. 

2.2.2 Model-based algorithm 

Model-based methods are based on numerically modeling the forward optoacoustic problem 

and using that model in an optimization algorithm [64, 65]. A model of optoacoustic signal 

propagation is built on a grid. This model can then be inverted and multiplied with the 

measured signals to form an optoacoustic image. The integral in Eq. 2.5 is discretized to form 

a model matrix using an interpolated model matrix method, resulting in the following matrix 

equation, 

𝐴𝑥 = 𝑏                                           (2.7) 

Where b is the recorded data and x is the reconstruction image. A is obtained by linear 

interpolation of the heating function over the image grid. Efficient inversion of Eq. 2.7 

requires regularization. We selected conventional Tikhonov regularization with parameter 

(𝜆), and assuming an initial pressure rise distribution is smoothly varying. The objective 

function to be minimized in this case is given as, 

Ω = ||𝐴𝑥 − 𝑏||
2

2
+ 𝜆||𝑥||

2

2
                   (2.8) 
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whereby ‖ ‖2 represents the L2 norm. The above objective function can be solved using 

normal equations [68], i.e., 

𝑥𝑡𝑖𝑘ℎ = (𝐴𝑇𝐴 + 𝜆𝐼)−1𝐴𝑇𝑏                                (2.9) 

However, Eq. 2.9 is computationally expensive due to the time-consuming matrix inversion. 

Alternatively, the LSQR approach can be employed [69], i.e. 

𝑥𝐿𝑆𝑄𝑅 = 𝑉𝑘((𝐵𝑘
𝑇𝐵𝑘 + 𝜆𝐼𝑘)−1𝛽0𝐵𝑘

𝑇𝑒1)                          (2.10) 

where Bk represents a bi-diagonal matrix, Vk is the right orthogonal matrix resulting from 

Lanczos bidiagonalization [69, 70] and β0 is defined as ‖b‖2
2. e1 is [1 ⋯ ]T. Eq. 2.10 can be 

inverted in a faster fashion compared to Eq. 2.9 since it involves inverting the diagonal 

matrix, which is computationally efficient.  

Model-based algorithms show superior performance over analytical techniques. The main 

reason is that model-based method can integrate the characteristics of the transducer and 

other properties of light and sound transmission into the reconstruction model, resulting in 

more accurate reconstruction. However, model-based methods usually require large numbers 

of repeated sparse matrix-vectors multiplications in an iterative manner, causing significant 

computational cost [65, 71]. Accelerated model-based methods are developed to reduce the 

computation cost [71-73]. For example, the angular discretization method was used to 

generate the model matrix, which effectively reduced the computational cost and saved 

memory [71, 72]. Other approaches performed inversion on parallel-processing platforms 

based on graphics processing units (GPU), which enabled real-time model-based 

reconstruction [73, 74]. In chapter 6, a fast model-based reconstruction approach is proposed 

to reduce the computation time and enhance the image quality of limited view scenarios.  

2.3 Technical aspects of optoacoustic endoscopy implementation 

2.3.1 Existing configurations  

As mentioned, optoacoustic imaging has shown great potential for clinical applications. 

Label-free optoacoustic technique in particular is well suited for endoscopy [75] and disease 

detection can be enhanced via the application of multispectral optoacoustic tomography [6].  
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Several optoacoustic endoscopy implementations and animal measurements have been 

proposed [50, 52-55, 76-79]. The first example of optoacoustic endoscopy was a probe for 

1D sensing of treatment depth after photodynamic therapy [76]. High frequency intravascular 

imaging catheters have been used for optoacoustic sensing of rabbit arteries [80]. Initially 

using outside illumination and ex vivo imaging, these approaches have now evolved and 

shown the possibilities of using an integrated illumination and detection system to improve 

the feasibility of in vivo intravascular optoacoustic imaging [77, 78]. The gastrointestinal tract 

of a rat was imaged ex vivo using a 4.2 mm diameter optoacoustic imaging probe comprising 

an integrated light guiding optical fiber, an ultrasonic detector and a mechanical rotating 

acoustic and optical reflector for sectorial B-scan imaging [53]. This system was further 

miniaturized to 3.8 mm equipped with a spherical focused ultrasound transducer to enable 

simultaneous optoacoustic and ultrasonic endoscopy of the esophagus, the colon and the 

lymphovascular system near the colon of a rat in vivo [52]. Recent implementations of the 

system achieved additional size reduction to 2.5 mm to fit through the working channel of a 

standard colonoscopy for endoscopic guidance [55]. Optoacoustic endoscopes operating on 

ultrasonic diffraction limitations using focused ultrasound detectors, could achieve lateral 

resolution spanning from hundreds to tens of micro-meters with an imaging depth up to 

several millimeters. Such acoustic resolution optoacoustic endoscopes (AR-OE) have been 

showcased to provide high-resolution visualization of the intestinal vasculature of small 

animals in vivo [52, 54, 81, 82]. Even higher resolution can be achieved by optical-resolution 

optoacoustic endoscopy (OR-OE) using a focused laser beam, in analogy to intra-vital optical 

microscopy [79, 83-86].  

In general, the typical configurations of optoacoustic endoscopy implementations can be 

divided into two categories. The first one is simply aligning the illumination fiber with the 

ultrasound detector, which makes the light overlaying with the detection view of the 

transducer as illustrated in Fig. 2.4(a). Such implementation has been widely used in 

optoacoustic intravascular imaging, where a single element transducer is used to record 

signals, such as IVUS detector [50, 78, 87]. The diameter of the IVUS based endoscopic 

probe can be minimized to 2 mm or even smaller. For such implementation, the working 

distance of the endoscopic probe is determined by the overlay region between the 
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illumination light and the detection view of ultrasound detectors. Normally the working 

distance of such probe is limited to few millimeters. In order to get volumetric images, 

proximal translational and rotation stages are required, and torque coils are used to transfer 

the pulling and rotating force to scan the probe. This design has a quite simple structure 

without complex components inside the probe. The image resolution is usually determined by 

the focusing properties of ultrasound transducers as no reconstruction method is employed. 

Currently, high frequency intravascular imaging catheters have been reported for detecting 

optoacoustic waves from in vivo rabbit arteries [50, 78, 87]. Optoacoustic endoscopy probe 

based on IVUS transducers in this configuration will be further introduced in chapter 3 and 4. 

Another representative implementation as illustrated in Fig. 2.4(b) has a more complex 

structure. Ultrasound transducer with a hole in the center is used to record optoacoustic 

waves. Illumination fiber passes through the hole, leading to a coaxial overlay between the 

detection view of the transducer and the light. In order to get side-view detection, a reflector 

that can reflect both light and sound is used to redirect the detection path. As shown in Fig. 

2.4(b), a micro rotation motor connected to the reflector is used to get a full view scanning. 

For this implementation, the illumination and detection components keep stationary, thus 

effectively reduce motion during scanning. By gradually pulling the probe, 3D images can be 

formed. Due to the coaxial overlay between the illumination and detection, this probe has 

longer imaging distance in principle. In order to improve the image quality, focused 

ultrasound detectors are applied to improve the lateral resolution. Thus the working distance 

is determined by the focal length of the detector. Even though micro-motor avoids rotating 

the whole probe, the micro-motor itself will take space, increasing the diameter and length of 

rigid part of the endoscopic probe. Nevertheless, such endoscopic implementations have 

demonstrated the ability of imaging small animals in vivo [53]. For example, an optoacoustic 

endoscopic probe with 3.8 mm in diameter and about 38 mm long was developed for imaging 

gastrointestinal tracts of rabbits and rats in vivo [53]. This system enabled simultaneous 

optoacoustic and ultrasonic imaging of the esophagus, colon and neighbor tissue. Recent 

implementations of the system featured an additional size reduction to 2.5 mm to fit through 

the working channel of a standard video endoscopy [55].  
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Fig. 2.4. (a) Schematic of the single alignment design. (b) Implementation with micro-reflector.  

2.3.2 Ultrasound transducers  

In order to minimize diameters of endoscopy probes, ultrasound sensors with limited size are 

usually used to record optoacoustic signals. In this work, IVUS transducers and spherical 

focused detectors are employed for endoscopy implementations. The corresponding 

endoscopy systems based on these two types of transducers will be introduced in Chapter 3 

and 4. The main properties are introduced here: 

(a) Intravascular ultrasound detector 

IVUS detectors commercially used in clinical intravascular ultrasound applications has been 

widely applied to intravascular optoacoustic imaging [77, 80, 88, 89]. The diameter of IVUS 

detectors can be minimized to few hundreds of micros. According to different applications, 

IVUS transducers with different center frequencies are manufactured, ranging from few MHz 

to 80 MHz [78]. Generally, the detection field of IVUS can be divided into near field and far 

field. The near field area is adjacent to the transducer face and has a converging beam profile, 

which has high sensitivity. Because of its good detection directionality, IVUS can achieve 

similar image quality in the near field. However, the detection sensitivity decreases in the far 

field and the detection aperture gets expanded. As shown in Fig. 2.5(a), the near field length 

is dependent on the diameter (d) and center frequency of the transducer (F): 𝐿𝑁 =
𝑑2

4𝜆
=

𝑑2𝐹

4𝑉
, 

where V is the velocity of sound in the material. For example, for a 15 MHz IVUS detector 

with diameter of 0.8 mm, the length of near field length 𝐿𝑁 is about 3.7 mm. In the near field, 
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the signal amplitude is relative constant, while it drops dramatically in the far field as 

illustrated in Fig. 2.5(a). The corresponding simulated sensitivity filed of the 15 MHz IVUS 

is illustrated in Fig.  2.5(b).  

 

Fig. 2.5. (a) Illustration of the detection properties of 15 MHz IVUS sensor in the near field and far field. (b) 

Simulated sensitivity of a 15 MHz IVUS detector. 

A single 100 µm microsphere was imaged by the 15 MHz IVUS detector at different depths. 

The result is shown in Fig. 2.6(a). The lateral resolution characterized by the FWHM (Full 

Width Half Maximum) value is displayed in Fig. 2.6(b). It can be seen the lateral resolution 

varies slightly in the near field (below 5 mm) and decreases rapidly in the far field. The SNR 

values (determined by the ratio of the maximum signal intensity to the stand deviation of the 

background) shown in Fig. 2.6(c) reveals that the signal intensity gradually increases in the 

near field and drops rapidly in the far field. 
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Fig. 2.6. (a) Optoacoustic images of a 100um microsphere at different depths. (b) Lateral resolution changes 

along the depth direction; (c) SNR changes along the depth direction.  

(b) Focused detector 

Currently there is no effective reconstruction approach to enhance the image quality of the 

radial scanning optoacoustic endoscopy (detailed analysis is presented in the coming section). 

Thus the lateral resolution is determined by the focusing properties of the transducer. To 

enhance the resolution, focused ultrasound transducers can be applied to achieve high 

resolution images in the focused region. For example, a spherical focused detector with a 

focal length of 7 mm is used for endoscopy implementation and the details will be introduced 

in the chapter 4.  The simulated sensitivity fields of this transducer are shown in Fig. 2.7(a). 

From the simulation, we can see the length of the focal zone is about 2 mm. In the region 

outside of the focal zone, the resolution decreases rapidly. A 10 µm suture was scanned by 

this detector along the depth direction and the corresponding image was displayed in Fig. 

2.7(b). High resolution images of sutures (thread with high absorption) were acquired inside 

the focus, while they elongated outside of the focal region.  
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Fig. 2.7. (a) Simulated sensitivity field of the focused detector. (b) Optoacoustic image of a 10 µm suture 

measured at different depth. 

2.3.3 Image display approaches  

For optoacoustic endoscopy, the image reconstruction method is determined by the scanning 

geometries. If the ultrasound detector is scanned linearly or along a small arc, computational 

methods can be applied to improve the image quality. Endoscopy implementations with 

linear or curved scanning geometries will be introduced in Chapter 3 and corresponding 

image reconstruction approaches are described in Chapter 6. Here the imaging formation 

methods for the radial helical rotation scanning are discussed. For the radial scanning 

geometries, image formation is based on measurements capturing only a small acceptance 

angle of the ultrasound field emitted from tissue. Although optoacoustic image reconstruction 

methods in the frequency and time domains have been extensively studied, few stable 

optoacoustic reconstruction algorithms are available for the radial scanning mode [57, 90]. 

The reason can be contributed to the special scanning geometry. When the endoscopy probe 

revolves around its axis inside the luminal organ, the image object cannot be immersed and 

only a small acceptance angle of the ultrasound field emitted from the object is captured. 

Besides, the illumination moves with the detector in the radial scanning mode and the 
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distance between the detector and object is not constant. All of these factors limit the 

performance of backprojection or mode-based reconstruction methods on the radial scanning 

geometry. Therefore, optoacoustic images acquired in the radial scanning geometry are 

currently displayed by converting detected optoacoustic waves in polar coordinates into 

Cartesian coordinates. Hilbert transform is often used to enhance the envelope of 

optoacoustic signals.  

2.4  Summary and discussion 

In the first section of this chapter, the theoretical background of optoacoustic imaging was 

introduced. The theory of optoacoustic signal generation was explained in details. The 

thermal and stress confinements were used to define the requirements for optoacoustic signal 

generation. Afterwards, the analytical estimation of optoacoustic signal intensity was given 

based on the absorption coefficient and light fluence. The acoustic reflection and attenuation 

issues were studied to understand the behavior of optoacoustic wave propagation in soft 

tissue.  Besides relying on the focusing properties of transducers, computational 

reconstruction methods, including backprojection and model-based methods were introduced 

separately in the second part of this chapter. In the last section, representative 

implementations of optoacoustic endoscopy were introduced as well as the detection 

properties of common ultrasound transducers used for optoacoustic endoscopy. The 

representative IVUS and focused detectors were characterized respectively.  
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Chapter 3 Implementations of optoacoustic endoscopy 

probes 

In order to optimize the development of optoacoustic endoscopy system, several 

implementations of optoacoustic endoscopy probes were built based on different scanning 

geometries, transducers and illumination settings and then tested on phantoms and biological 

samples to analyze the imaging performance.  

Section 3.1 presents a curved endoscopy probe. The curved geometry offers larger effective 

acceptance angle, which can improve image quality compared to rotational systems. Phantom 

and tissue experiments are conducted to test its performance.  

Section 3.2 describes the hybrid optical and acoustic resolution optoacoustic endoscopy 

probe. Laser light is transmitted to tissue by two types of illumination for achieving optical 

and acoustic resolution imaging. The hybrid endoscopy system can gain optical resolution 

imaging of the surface and tomography imaging for the deeper features.  

Section 3.3 introduces a transducer array based endoscopy probe. This section investigates 

the merits and imaging performance achieved with a miniaturized linear transducer array. 

Phantom and tissue measurements are conducted to demonstrate the implementation concept 

for real-time multispectral imaging and investigate its imaging performance as a function of 

different detector configurations. 

Section 3.4 summarizes this chapter and discusses future developments. 

3.1 Curved endoscopy probe 

Current endoscopy probes are mostly scanning in radial scanning mode. Radial mode means 

the detector incrementally revolves around its axis while B-scan images are captured. This 
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radial mode arrangement can be easily controlled to get cross-sectional images of luminal 

organs. However, image formation in the radial mode is based on measurements capturing 

only a small acceptance angle of the ultrasound field emitted from tissue, which may 

compromise image performance compared to systems using a larger ultrasound collection 

aperture. In this part, we interrogate the merits of optoacoustic endoscopy implemented by 

translating a sound detector in linear or curved geometries. The linear and curved detection 

geometries are achieved by employing an intravascular ultrasound transducer within a plastic 

guide shaped to a line or a curve. This geometry offers larger effective acceptance angle, 

along the direction of image formation, which can improve image quality compared to 

rotational systems [54]. Linear scanning only detects a small fraction of the view offered by 

rotational systems; however the technique can be combined with conventional optical 

endoscopy approaches, for example by inserting the optoacoustic detector through the 

working channel of an optical scope. Therefore linear scanning offers a different working 

approach in optoacoustic endoscopy. 

3.1.1 Endoscopy probe implementation 

A schematic of the endoscopy system and a photograph of the distal end of the proposed 

curved optoacoustic tomography endoscopy probe are shown in Fig. 3.1(a) and (b), 

respectively. A commercial IVUS sensor (2.5-Fr, Atlantis SR Pro, Boston Scientific, Natick, 

MA) with a center frequency of 15 MHz is used for signal detection. This IVUS detector has 

the same properties as the one introduced in last section of this chapter. The transducer was 

inserted in the bigger lumen of a two-lumen flexible polyethylene terephthalate (PET) tube 

(Boston Scientific, USA) with an outer diameter of 2.5 mm. The transducer could be 

translated within the lumen using a proximal translation stage. A curved metal wire (0.5 mm 

in diameter) was inserted into the second lumen of the tube to give the tube a specific shape. 

This defined the detection geometry. The tube was cut open at the sensing side of the 

transducer to improve propagation of sound. For illumination we used a nanosecond pulsed 

laser (Phocus, Opotek USA). The illumination wavelength was 700 nm. A fiber bundle was 

used to guide laser light onto the sample. The light fluence at the surface of the sample was 

18 mJ/cm
2
. The detected acoustic signals were amplified by 63 dB (AU-1291, Mited Inc., 

Haupppauge, New York, USA) and recorded with the data acquisition card. 
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Two imaging configurations were investigated, i.e. a linear geometry with the ultrasound 

element scanned along a straight line and a curved geometry with the ultrasound element 

scanned over a 90° arc with a radius of 22.6 mm as shown in Fig. 3.1(b). The length of the 

scanning aperture was 36 mm in both cases and data from 200 consecutive scanning positions 

averaged over 5 laser pulses were acquired. The signals measured were deconvolved with the 

electrical impulse response of the system and bandpass filtered between 1-20 MHz. Then 

image reconstruction was performed using filtered back-projection [91]. Negative values 

resulting from the use of an approximate algorithm were set to zero.  

 

Fig. 3.1. (a) Schematic illustration of the imaging setup. (b) Photograph of the distal end of the curved 

endoscopy probe. 

3.1.2 Characterization measurements 

To characterize the resolution and overall imaging performance of the system under defined 

conditions we constructed a phantom of black polyethylene microspheres (Cospheric 

BKPMS; diameter range 180−210 μm), embedded in a 1.9 cm diameter 2% w/v agar (Sigma, 

Germany) cylinder [Fig. 3.2(a)]. Images obtained from the linear geometry [Fig. 3.2 (b)] and 

curved geometry [Fig. 3.2(c)] reveals the imaging ability of the two implementations. The 

image obtained by linear scanning shows, as expected, a lateral elongation of the 

reconstructed microspheres. The image also contains some visible artifacts. Conversely, the 

image obtained by the curved geometry exhibits better definition of the actual size and shape 

of the spheres and reduces the appearance of artifacts. Fig. 3.2(d) shows the profiles obtained 
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through the images of the microspheres along the direction of detector translation and 

confirm a significant improvement of lateral resolution. For example, the resolution 

characterized as the FWHM along the lateral direction of microsphere 3 is improved from 

520 μm in linear mode to 207 μm in curved mode, the latter value representing the true size 

of the sphere.  

 

Fig. 3.2. (a) Photograph of the microsphere phantom. (b) The result in the linear geometry and (c) in the curved 

geometry. (d) The lateral profile (the black dash line) thorough microsphere 1 and 2, respectively and (e) the 

profile through microsphere 3 (the black arrow).  Scalebar 1 mm. 

A second phantom was built to examine the imaging fidelity in resolving more complex 

patterns. The phantom was constructed by printing a pattern of circles, a line and a triangle on 

a sheet of paper using a laser printer. The phantom was similarly embedded in a 1.9 cm 

diameter 2% w/v agar cylinder. An illustration of the 2D phantom is shown in Fig. 3.3(a). 

Reconstructed results of linear and curved configurations are then shown in Fig. 3.3(b) and 

(c), respectively. In analogy to the microsphere phantom, the reconstruction in the curved 
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geometry better resolves the absorbing features of the phantom and shows fewer artifacts 

compared to the results obtained in the linear geometry. Fig. 3.3(c) correctly captures the size 

of the big circles measuring double the diameter of the small circles as printed on the 

phantom. However in the linear mode, those features are hardly resolved and the circles 

cannot be clearly identified as circular objected in Fig. 3.3(b). The shape of all objects is 

better resolved and appears more continuous in the curved scan than in the linear scan.  

 

Fig. 3.3. (a) Illustration of the pattern printed onto the paper phantom. Reconstruction results in the linear (b) 

and curved (c) mode. Scalebar 1 mm. 

To examine the characteristics of the two geometries in vivo, we employed a four-week-old 

athymic nude-Foxn1
nu 

mouse with a 4T1 subcutaneous tumor. All procedures were approved 

by the District Government of Upper Bavaria. The mouse was anesthetized under 1.8% 

isoflurane anesthesia. Sound coupling was achieved using a water bed where the tumor was 

immersed, whereby the mouse was kept outside the water and its body temperature was 

maintained at 36 °C. Fig. 3.4(a) shows a photograph of an ex vivo cryoslice through the 4T1 

tumor, in a plane that is approximately the same as the one imaged in the two scanning 

configurations. The corresponding reconstructions of the linear and curved modes are 

presented in Fig. 3.4 (b) and (c). The tumor boundaries are resolved with higher contrast in 

the curved mode geometry, compared to the linear mode. The overall resolution achieved is 

also better in curved scanning mode, as evident in the insets of Fig. 3.4(b) and (c).  
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Fig. 3.4. (a) Photograph of a cryoslice through a mouse containing the tumor (arrow) the tumor corresponding to 

the imaged cross-section. Reconstruction images in the linear (b) and curved (c) mode. The tumor is indicated 

with a dotted line, and the curved detector allows for better tumor delineation and higher contrast to noise ratio 

compared to the linear scan which showcases higher background and lower overall resolution.  The inserts 

depict a magnified in-scale view of a central vessel resolved in the tumor, indicated on (b) and (c) by an arrow 

and demonstrate the resolution improvement in curved scanning.  Scalebar 2 mm. 

Optoacoustic endoscopy can be based on the translation of a single ultrasound element in 

linear and curved geometries. This approach can offer miniaturized designs and cost-effective 

implementations. We analyzed the image performance achieved by a linear and curved scan 

using phantoms and mice in vivo. The curved scanning geometry achieved better image 

quality than the linear scanning configuration. The resolution characterized by the 

microsphere phantom was 27% more accurate in the curved mode than the linear scanning 

mode against the known dimensions of the phantoms imaged. In the paper phantom, the 

shape structure of the circles and triangle obtained in the curved mode resembles much more 

the reference image than in the linear scanning mode. In optoacoustic imaging sources 

generated inside the region of interest radiate spherical waves in all directions. In a curved 

geometry, where detectors partially surround the region of interest, a larger portion of the 

acoustic field can be detected thus resulting in the detection of more complementary 

information and better image quality. This makes the curved geometry particularly interesting 

for a detailed examination of lesions such as polyps or flat adenomas in colonoscopy. 
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Conversely, the linear geometry offers a limited viewing angle which reduces the image 

quality with respect to lateral resolution over the curved geometry. In the linear approach, the 

lateral resolution is proportional to the detector size ( )
L

R h   [57], whereas in the curved 

geometry lateral resolution scales by 0( ) ( / )CR r r r   [57].   represents the diameter of the 

detector, r is the position and r0 is the radius of the detection arc.  

Image quality in both geometries could be further enhanced using a detector with a larger 

sensing angle. The IVUS detector utilized herein has a quite narrow field of view due to its 

rather big shape. A transducer with a large aspect ratio (large in elevation and narrow in 

scanning direction) would satisfy such conditions, or alternatively the combination of a big 

detection element with a negatively focused lens. The implementation herein employed fixed 

illumination. This is advantageous from a tomographic reconstruction point of view, but the 

limitation lies in that a high power laser is necessary to illuminate the whole area of interest. 

In combination with high repetition rate lasers necessary to impart fast imaging performance, 

this might be problematic from a laser safety limit point of view. Therefore, future 

implementations will scan the illumination unit together with the detection unit and use lower 

energy lasers. The change of the acoustic field due to the modification of illumination 

conditions can be overcome by using model-based reconstruction algorithms [92]. Overall, 

the presented concept could be used together with optical endoscopes to yield hybrid optical 

and optoacoustic imaging performance better than the one achieved by optical imaging alone.  

3.2 Hybrid OR and AR optoacoustic endoscopy probe 

Optoacoustic endoscopes operating on ultrasonic diffraction limitations using focused 

ultrasound detectors, achieve lateral resolution spanning from hundreds to tens of micro-

meters with an imaging depth up to several millimeters. Such acoustic resolution 

optoacoustic endoscopes have been showcased to provide high resolution visualization of the 

intestinal vasculature of small animals in vivo [52, 54, 81, 82]. Even higher resolution can be 

achieved by optical-resolution optoacoustic endoscopy using a focused laser beam, in 

analogy to intra-vital optical microscopy [83-86]. However, as intra-vital microscopy, OR-

OE is affected by light scattering in tissue and thus limited to superficial structures. Herein, 
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we propose an optical resolution (OR) and acoustic resolution (AR) optoacoustic endoscope 

appropriate for improving the endoscopic depth and resolution range [79].  

3.2.1 Hybrid endoscopy probe 

Fig. 3.5(a) presents the schematic overview of the OR/AR-endoscope. A custom-designed 

unfocused ultrasound transducer (Imasonic, France) with a center frequency of 20 MHz is 

used for the detection of ultrasound signals. The diameter of the transducer is 2 mm and the 

sensing area has a rectangular shape with a length of 0.25 mm and a width of 1.6 mm, 

yielding an acceptance angle of 80 degrees as derived experimentally from point-source 

measurements. A GRIN-lens fiber (GT-MMFP-10 µm, GRINTECH, Germany) is secured 

beneath the transducer for OR illumination. This fiber has a core diameter of 10 µm, a 

numerical aperture of 0.1, and consists of a gradient index lens, a coreless spacer and a prism. 

To align the illumination focus, the GRIN-lens is placed with a tilt angle of 5 degrees in 

relation to the transducer. Such arrangement prevents the fiber tip from blocking the 

transmission path of optoacoustic signals. Using a beam profiler (SP620U, OPHIR Beam 

Gauge, US), we measured the beam diameter based on the FWHM value, which at the focus 

region estimates to be ~8.7 µm [Fig. 3.5(b)]. To implement AR imaging, a multi-mode fiber 

(400 µm diameter) with a broad side-view illumination has been aligned with the transducer 

at a tilt angle of 30 degrees. With such an arrangement, the overlapping areas between the 

laser beam and the acoustic axis begin at about 1 mm distance from the transducer sensing 

surface, and extend over a large depth. Illumination is provided by a 532 nm laser, with a 

pulse repetition rate of 2 kHz and energy of 1 mJ∕pulse and pulse width of 0.9 ns (Wedge 

HB532, BrightSolutions SRL, Pavia, Italy). The beam is attenuated, collimated and guided 

through a pinhole (10 µm in diameter, Thorlabs) to ensure spatial filtering. It is then passed 

into a telescopic lens array (Thorlabs) to adjust the beam diameter to match the back aperture 

of a low NA microscope objective (L-4X, Newport), which is mounted on a manual fiber 

coupler (F-91TS, Newport). Finally, the beam is tightly focused and coupled into the OR and 

AR fibers respectively. The light fluence at the surface of the sample is measured to be about 

10 mJ/cm
2
 for OR imaging and about 6 mJ/cm

2
 for AR imaging. The recorded optoacoustic 

signals without averaging are amplified by a low noise amplifier (63 dB, AU-1291, Miteq 

http://search.newport.com/?x1=sku&q1=F-91TS
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Inc., Hauppauge, New York, USA) and sampled by a high-speed digitizer, operating at 1 

GS∕s (NI PCI-5124, USA; 12 bit resolution; max sampling rate 4 GS∕s).  

 

Fig. 3.5. (a) Schematic illustration of the imaging setup with alignment of various modules; Abbreviations: L, 

Lens; OL, objective lens. (b) Laser beam intensity profile at the focal distance. (c) Photograph of the distal end 

of the hybrid endoscopy probe.  

The endoscope probe is encapsulated in a medical-grade (polyethylene terephthalate) tube 

with an outer diameter of 3.6 mm, which can readily pass through 3.8 mm working channels 

of commercial video endoscopes. Fig. 3.5(c) shows the enlarged photograph of the probe. To 

obtain volumetric images, fast linear and rotational stages (Oriental Motor, Japan) are 

employed. The probe is scanned linearly along the direction of the lumen and rotated to get 

adjacent cross-sectional images. This scanning mode is suitable only for limited-view 

imaging of the lumen volume, i.e. an imaging mode that is appropriate for operation under 

optical endoscope guidance, whereby the hybrid optoacoustic endoscope is operated through 

the working channel of an optical endoscope. However, 360 degrees rotation could also be 
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contemplated for endoscopes designed to operate in stand-alone mode, i.e. without white-

light endoscopy guidance. In the current implementation, OR and AR scans are performed by 

sequentially coupling the light into the corresponding fiber. The linear and rotational 

scanning step sizes are 0.01 mm and 0.01 degrees for OR imaging, and 0.08 mm and 0.1 

degrees for the AR imaging. Hilbert transform is performed to process the OR data; the 

filtered back-projection method is used to reconstruct the AR data as described previously 

[91]. 

3.2.2 Characterization measurements 

To characterize the resolution of the system, we measured a phantom with several sutures (10 

µm diameter) embedded in scattering agar (6% intra-lipid) at different depths (0.3 mm to 4 

mm). The suture positions are illustrated in Fig. 3.6(a). In order to quantify the OR resolution, 

point-spread-functions (PSFs) were measured by imaging the first suture at different 

distances from the OR fiber. Fig. 3.6(b) and (c) present the OR images with results of these 

measurements. Evidently, the width of PSF shows a clear depth-dependency following the 

diameter variation of the laser beam, and the corresponding beam diameter characterized as 

FWHM along the depth direction is depicted in Fig. 3.6(c). The highest signal intensity 

corresponds to the focal distance of the optical illumination (i.e., 0.8 mm from the probe 

surface), as indicated by the white arrow in Fig. 3.6(b). From this specific position, the lateral 

resolution is estimated to be 13 µm, as illustrated in the inset of Fig. 3.6(c). To determine the 

combined OR and AR resolution, a B-scan image of the phantom was obtained and shown in 

Fig. 3.6(d). The detector was kept at 0.5 mm distance from the phantom surface. OR readouts 

are presented in green while AR measurements are marked in red. Obviously, the OR mode 

can only resolve the first suture because of optical scattering. The AR mode on the other hand 

can image much deeper, obtaining a lateral resolution of ~250 µm at depths of at 1.5 mm. 

Fig. 3.6(e) presents the AR resolution as a function of the imaging depth. To demonstrate the 

volumetric imaging ability of the hybrid endoscope, a four suture phantom was imaged as 

illustrated in the Fig. 3.6(f, inset). The phantom was built by fixing sutures (10 µm in 

diameter) at two different layers of ~1 mm separation. Subsequently, the sutures were 

arranged in a luminal structure, and scanned cylindrically over 10 degrees. Fig. 3.6(f) depicts 

the corresponding 3D image, showing the overlay of the OR and AR optoacoustic scans. 



50 Implementations of optoacoustic endoscopy probes 

 

 

Fig. 3.6. (a) A schematic illustration of the suture phantom. (b) Optoacoustic images of a 10 µm suture imaged 

with OR illumination at different depths, scale bar 500 µm. (c) Graphical representation of the OR beam 

diameter characterized as FWHM along with the depth direction. The inset shows a lateral line profile of the 

suture (indicated by the white arrow in (b)) in the focus region of the GRIN fiber. (d) Optoacoustic images of 

sutures acquired at different depths with OR and AR illumination, the +y axis corresponds to depth direction, 

scale bar 1mm. (e) Lateral AR resolution graph along the depth direction. (f) The corresponding 3D image, 

showing the overlay of normalized OR and AR optoacoustic images of the suture phantom; the +z axis 

corresponds to depth direction; scale bar 1mm. The OR images are presented in green while the AR image are in 

red. 

In order to assess the imaging performance of the system on biological specimens, a fresh 

mouse ear was imaged ex vivo. A luminal structure was casted by rolling the mouse ear 

inside a plastic tube. A photograph of the ear imaged prior to rolling is shown in Fig. 3.7(a). 

Volumetric images were obtained by scanning the probe cylindrically over 20 degrees and 

linearly along the lumen longitudinal dimension over 3 mm, with the distance between the 

mouse ear and the probe kept about 1mm during scanning. By linearly pulling the probe, we 

acquired sectional images [indicated by the dash line in Fig. 3.7(b)] in the AR and OR mode 

respectively, which are displayed in Fig. 3.7(d) and (e). The maximal amplitude projections 

of the volumetric images acquired in AR and OR modes are shown in Fig. 3.7(b) and (c) 
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respectively. As can be seen, the AR image resolved the large vessels, which accurately 

matched those visible in the photograph. Of note, numerous smaller vessels are 

distinguishable on the OR image, which are not visible on the AR readouts [e.g. indicated by 

the white arrow in Fig. 3.7(c)].  

 

Fig. 3.7. Optoacoustic images of a mouse ear ex vivo. (a) The photograph of the mouse ear shows the scanning 

area (highlighted by a dash square). (b) and (c) Volumetric maximal amplitude projection images acquired in 

AR and OR mode respectively, from the mouse ear boxed by the dash square in (a). (d) and (e) Corresponding 

AR and OR sectional images in the position marked by the yellow dash line in (b). Red and green colors 

represent the AR and OR images, respectively. Scalebar 500 µm. 

The data presented herein demonstrate the feasibility of hybrid optical resolution and acoustic 

resolution optoacoustic endoscopy with a single sensor for the first time to our knowledge. 

The diameter of the probe is 3.6 mm, compatible with the working channel of white-light 

optical endoscopes. As shown, by focusing the laser light with the GRIN fiber, an optical 

resolution of the order of 13 µm can be achieved, with an impressive SNR of 20 dB 

(determined based on the ratio of the peak signal intensity and average noise) based on the 

characterization of a 10 µm diameter suture with the laser energy below the ANSI safety limit 
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(20 mJ/cm
2
). The results of the ex vivo measurements of the mouse ear and phantoms show 

that the proposed hybrid endoscopy system can gain optical resolution imaging of the surface 

and tomography imaging for the deeper features. It should be noted that, due to the short 

working distance of the OR fiber, the probe in the current implementation must be close to 

the sample surface, thus only a limited luminal segment can be imaged at a time. To improve 

the applicability of the presented endoscope to obtain circumferential images of the big 

lumen, a GRIN fiber with longer focal distance should be applied. Besides, advanced 

ultrasound transducers, such as optical interferometry based ultrasound detectors, could 

increase both the sensitivity and AR resolution [93]. Furthermore, beam-splitting or 

preferably two time-interleaved laser sources could be employed for concurrent imaging, 

which can further improve imaging efficiency. The presented concept of using two different 

fibers to achieve dual OR and AR imaging can improve endoscopic applications, yielding 

additional information inaccessible to previous implementations.  

3.3 Linear array-based endoscopy probe 

Single detector based endoscopy normally needs a complex control system to scan the 

endoscopy probe. For example, the gastrointestinal tract of a rat was imaged ex vivo using a 

4.2 mm diameter photoacoustic imaging probe composed of an integrated light guiding 

optical fiber, an ultrasonic detector and a mechanical rotating acoustic and optical reflector 

for sectorial B-scan imaging [53]. This system was further miniaturized to 3.8 mm equipped 

with a spherical focused ultrasound transducer to enable simultaneous optoacoustic and 

ultrasonic endoscopy of the esophagus, the colon and the lymphovascular system near the 

colon, of a rat in vivo [52, 55]. Recent implementations of the system feature an additional 

size reduction to 2.5 mm to fit through the working channel of a standard colonoscope for 

endoscopic guidance [55]. However, due to the limitation of laser repetition rate, the imaging 

speed is restricted. Then motion issues during scanning hinder the ability of real time 

sectional imaging or volumetric imaging for in vivo measurements. Herein, we present a 

novel endoscopy concept for intracavital applications in humans. In contrast to single 

transducer implementations, transducer arrays can be employed in rotation or translation 

mode and can offer real-time 2D image formation based on parallelized tomographic 
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detection in analogy to a previously reported real-time MSOT handheld device [94]. By using 

a multitude of transducers operating in parallel, arrays can accelerate detection by minimizing 

scanning times.  

3.3.1 Transducer array based endoscopy probe 

A schematic representation of the probe is depicted in Fig. 3.8(a). Key components of the 

system are a miniaturized linear multi-element transducer array and an illumination unit 

arranged in a way so that signals are generated confocal to the ultrasound detection plane. In 

this way, a single light pulse can be used to form a 2D image. A picture of the experimental 

setup is shown in Fig. 3.8(b). The key component is a 64 element, linear transducer array 

catheter with a diameter of 3 mm and insertion length of 1.2 m (Vermon, France). The 

detector is manufactured using piezocomposite technology with a central frequency of 

approximately 7 MHz and a nominal transmit-receive bandwidth of 60%. The elements have 

a rectangular shape and are arranged in a row with a pitch of 205 µm. Their height is 2 mm. 

A real picture of the array is shown in Fig. 3.8(d). The schematic map of the endoscopy 

system is illustrated in Fig. 3.8(c). As for the light source, we use an optical parametric 

oscillator (OPO) with a tuning range in the near-infrared (680 nm - 980 nm) and pumped with 

a frequency doubled diode-pumped Nd:YAG laser (Phocus, Opotek). The laser pulse 

duration is below 10 ns whereas the pulse repetition frequency is 10 Hz. Light is coupled into 

a custom silica fused-end fiber bundle consisting of a linear output and oriented to create a 

stationary illumination zone of ~3mm height on the surface of the sample, coinciding with 

the ultrasound detection plane. The incident light energy was kept below the laser safety 

standards of 20 mJ/cm² at wavelength of 740 nm. 

A custom-built acquisition system with  64 channels, a sampling rate of 40 megasamples per 

second, 12 bit digital resolution, amplification of 32 dB and triggered by the laser’s Q-switch 

was used to record the time-resolved optoacoustic signals. A motorized translation stage 

(Thorlab) was used to scan the array along its longitudinal axis. To investigate the image 

quality for different detection apertures, the array was scanned over a 4 cm range with a step 

size of 205 µm. Two samples were imaged: To characterize the imaging performance of the 

system under defined conditions a 2D phantom was built by printing a complex pattern on a 
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sheet of paper using a laser printer (FS-C5400DN). A photograph of the complex pattern is 

shown in Fig. 3.9(a). The paper was embedded into a turbid agar cylinder made of 2% w/v 

agar (Sigma, Germany) and 6% v/v intralipid (Sigma-Aldrich, Germany). The second sample 

was a freshly sacrificed nude CD1 mouse with a 4T1 tumor on its back. The goal of this 

experiment was to see whether it was possible to identify the infiltration depth of the tumor in 

the image. Both samples were immersed in water used as coupling medium to propagate the 

acoustic waves from the sample to the detector.  

Before reconstruction, the measured signals were corrected for the electrical impulse 

response of the system and bandpass filtered between 800 kHz and 8 MHz. The image 

reconstruction was done with the 2D IMMI method on a 301x301 grid with a pixel size of 77 

µm [65, 71]. In addition we applied top-hat filtering with a disc shaped kernel of 8 pixels for 

background subtraction.  
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Fig. 3.8. (a) Schematic representation of the optoacoustic endoscope probe. (b) Photograph of the experimental 

setup. (c) Schematic of the system. (d) Picture of the array.  

3.3.2 Characterization measurements 

Fig. 3.9(b) – (f) show the reconstruction of the phantom for different scanning distances by 

lineally scanning the array apertures. Fig. 3.9(g) depicts the correlation coefficient between 

the reconstruction result and the reconstruction with the longest aperture for different lengths 

of the detection aperture. The profiles through the reconstruction along the two lines 

indicated in Fig. 3.9(b) are shown in Fig. 3.9(h) and (i), respectively. The ability to discern 

the two points along line 2, which are separated by 460 µm, shows that the lateral resolution 

is better than 460 µm. Perpendicular to it, all structures can be distinguished, even the one 

which are only 140 µm apart. Thus the resolution along the acoustic axis of the array is 

around 140 µm. For shorter detection apertures, we perceive reduced reconstruction accuracy 

manifested by an increased blurring of structures along the scanning direction. The blurring 

increases significantly for apertures shorter than 1.5 cm, Perpendicular to it, which is along 

the acoustic axis of the transducer; the resolution loss due to the shorter detection aperture is 

less.  
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Fig. 3.9. (a) Photography of the phantom. (b) – (f) Reconstructions with different lengths of the detection 

aperture. The distance between individual transducer elements is 205µm. (g) Cross-correlation coefficient 

between reconstruction and reconstruction with the longest detection aperture for different detection apertures. 

(h) Profile along line 1 shown in (b). (i) Profile along line 2 shown in (b). Distance d1=460µm. distance 

d2=140µm 

Fig. 3.10 shows the reconstruction results of the tumor experiment. Panel Fig. 3.10(a) shows 

a photograph of a cryosliced mouse with a 4T1 tumor on its back for comparison. Panels Fig. 

3.10(b)-(f) display the reconstruction results as a function of the aperture length. The tumor 

and surrounding tissue structures can be recognized clearly. The penetration depth is about 1 

cm below skin surface. Only small differences are visible in the reconstructions for apertures 

between 2 cm and 4 cm. On the other hand, below 2 cm the reconstruction accuracy 

decreases significantly, especially in the deeper tissue structures.  
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Fig. 3.10. (a) Photograph of a cryosliced through a HT1 tumor implanted on the back of a nude CD1 mouse. (b) 

– (f) Reconstruction result for different detection apertures.  

In summary, we implemented a novel concept for endoscopic multispectral optoacoustic 

tomography. We have analyzed the influence of the length of the detection apertures on the 

reconstruction result and have seen that we can delineate tumor boundaries and resolve 

structures even 1 cm deep inside tissue. Accuracy of the reconstruction depends hereby on 

the detection aperture of the array utilized. Significant improvement could be achieved by 

increasing the detection aperture to about 2 cm. For longer detection apertures, additional 

improvement is marginal. The reason for this behavior is the directivity of the elements due 

to their finite width. This prevents them from covering a larger area. More elements and a 

longer detection aperture would therefore increase the field of view of the whole system, but 

would not provide additional complementary information to improve the reconstruction. To 

increase their field of view, the width of the elements should be reduced; however at the cost 

of the SNR. 

Producing small arrays is a requirement for this implementation. In this experiment we used 

an array with 3 mm out diameter and a detection aperture of 12 mm and 64 elements. 

Increasing the detection aperture to 2 cm or beyond is therefore realistic. The next step is to 

combine detection and illumination unit in one encapsulated device. Overall the presented 

results have proven the great potential of endoscopic multispectral optoacoustic tomography 
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to be applied to clinical diagnosis, for instance in early stage tumor detection, determination 

of infiltration depth, distinction between benign, malignant and premalignant lesions. 

3.4 Summary and Discussion 

In this chapter, three optoacoustic endoscopy probes were built based on different scanning 

geometries, illumination settings and ultrasound transducers. These implementations tried to 

analyze the influence of different configurations on the imaging performance of optoacoustic 

endoscopy. For example, we interrogated the merits of optoacoustic endoscopy implemented 

by translating a sound detector in linear or curved geometries.  The linear and curved 

detection geometries were achieved by scanning an intravascular ultrasound transducer 

within a plastic guide shaped to line or a curve. This concept could be used together with 

optical endoscopes to yield hybrid optical and optoacoustic imaging. Comparing to the 

radical scanning geometry, the curved scanning geometry achieved better image quality as 

demonstrated by phantom and biological measurements.  

Besides, we proposed the implementation of hybrid optical and acoustic resolution 

optoacoustic endoscopy. Laser light was transmitted to tissue by two types of illumination 

achieving optical and acoustic resolution imaging. The imaging performance of the hybrid 

endoscope was validated on phantoms and biological samples, which show that the proposed 

hybrid endoscopy system can gain optical resolution imaging of the surface and tomography 

imaging resolution for the deeper features for the first time. The presented concept of using 

two different fibers to achieve dual OR and AR imaging can improve endoscopic 

applications, yielding additional information inaccessible to previous implementations.  

Furthermore, a miniaturized linear transducer was used for optoacoustic endoscopy 

implementation, which could allow the endoscopic deployment of MSOT. By using a 

multitude of transducers operating in parallel, arrays can accelerate detection by minimizing 

scanning times. The presented results have proven the great potential of real-time endoscopic 

multispectral optoacoustic tomography compared to single element scanning based 

endoscopy probes.  
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Overall, the three endoscopy probes have shown the influence of scanning geometries, 

illumination settings and transducers on the development and performance of optoacoustic 

endoscopy. The gained knowledge is helpful to optimize the development of optoacoustic 

endoscopy probes for esophagus imaging. However, all probes introduced in this chapter are 

designed for small animal imaging and not optimal for human or large animal esophagus 

imaging. For example, the curved endoscopy probe has fixed illumination, impairing the 

capability of volumetric imaging. The limited focal length of the GRIN fiber inside the 

hybrid endoscopy probe limits its imaging distance to 1 mm, preventing imaging large 

esophageal lumens with diameters up to several centimeters. The array based endoscopy 

probe can only acquire cross-sectional images in a very limited field of view. Therefore, new 

implementations of optoacoustic endoscopy systems should be developed for esophagus 

imaging. 
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Chapter 4 Optoacoustic endoscopy system 

development 

The influence of scanning geometries, illumination and transducers has been investigated to 

optimize the development of optoacoustic endoscopy probes. In order to apply optoacoustic 

for endoscopy applications, the endoscopy imaging system, including the illumination source, 

the acquisition component, and the mechanical movement unit, have been developed and 

integrated with the optoacoustic endoscopy probes, enabling optoacoustic imaging inside the 

gastrointestinal organs. Existing optoacoustic endoscopy systems are mainly designed for 

small animals (like rats and rabbits), which are not suitable for imaging gastrointestinal 

organs of human or large animals. In this chapter, two optoacoustic endoscopy systems are 

developed for esophagus imaging, and the performance are validated on phantoms. Section 

4.1 first introduces the scanning control system, which enables volumetric scanning of 

endoscopy probes introduced. The IVUS based endoscopy system is then described in section 

4.2. Afterwards, the capsule endoscopy system is presented in section 4.3. At last section, we 

summarize this chapter and discuss the challenges and necessary improvements of endoscopy 

systems for in vivo esophagus imaging. 

4.1 The scanning control system  

A schematic of the endoscopy system is shown in Fig. 4.1. This system includes four main 

parts. First, for the illumination source, we utilized a 532 nm laser wavelength with a pulse 

repetition rate of 2 kHz, energies of 1 mJ∕pulse, and pulse widths of 0.9 ns (Wedge HB532, 

BrightSolutions SRL, Pavia, Italy). The laser beam was focused and coupled into the fiber. A 

custom-designed hybrid rotary joint (Princetel, Inc, US) was made, which enabled 

continuously rotation of optical and electrical paths. The joint had the ability of free coupling 

for fibers with different diameters. Beside the optical channel, it has four electrical channels. 



4.1 The scanning control system 61 

 

Several supporting components of the system were made by 3D printer. As shown in Fig. 4.1, 

the rotary joint was combined with the rotation and translation stages (Oriental Motor, 

Japan), and the endoscopy probe was stabilized by the probe holder, mounted on the rotation 

stages. In this system, an electrical amplifier (63 dB, AU-1291, Miteq Inc., Hauppauge, New 

York, USA) was connected between the rotary joint and the ultrasound detector. This 

configuration can help to improve the SNR. The reason is that the rotary joint may introduce 

artifacts to the signal transition path during rotation process. If the amplifier is connected 

after the rotary joint, the SNR decreases as artifacts induced by the rotary joint are amplified. 

Once optoacoustic signals passed through the rotary joint, a high-speed digitizer, operating at 

2 GS∕s (CS122G1, Gage, Lockport, Illinois, USA; 12 bit resolution; max sampling rate, 2 

GS∕s) was used to record the ultrasound waves. This control system allows moving 

endoscopy probes in radial or linear scanning geometries.  

 

Fig. 4.1. Schematic of the endoscopy system, including the scanning control unit and endoscopy probe. 

Aberrations: LS, translation stages; RS, rotation stage; AP, Amplifier; RJ, rotary joint. 
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4.2 IVUS-based endoscopy system 

Optoacoustic endoscopy has been so far implemented using dedicated endoscopes operating 

using rotational and translational scanning of ultrasound sensors [50, 53, 55]. 

Implementations of this concept have been presented using single-element unfocused [53] 

and focused [55] detectors. The detector incrementally revolves around its axis while B-scan 

images are captured. This radial mode arrangement can be easily controlled to get cross-

sectional images of a lumen.  However, it is difficult to get a full-view image of a big lumen, 

because the working distance of the probe is limited by the overlay region between the 

detection view and illumination [55, 88]. The uncovered area would increase when the probe 

is not positioned at the center of the lumen. In addition, motion artifacts limit the volumetric 

imaging performance of measurements in vivo [95]. We have implemented an endoscopy 

probe by aligning a single element detector with a side-view fiber. The endoscopy probe is 

fully encapsulated inside a plastic tube connected with a cylindrical housing made of stainless 

steel. The housing is cut with an open window and then covered with plastic membrane. With 

such implementation, the endoscopy probe can be centered and stabilized inside the housing 

during volumetric scanning. Phantom and ex vivo pig esophagus samples are measured to test 

its performance and practicability. 

4.2.1 System implementation 

A picture of the endoscopy system and a photograph of the distal end of the proposed 

optoacoustic endoscopy probe are shown in Fig. 4.2. A commercial IVUS sensor (2.5-Fr, 

Atlantis SR Pro, Boston Scientific, Natick, MA) with a center frequency of 15 MHz was used 

for signal detection. The active element had a disc-like shape with a diameter of 0.8 mm 

yielding an acceptance angle of 30 degrees as derived experimentally from point-source 

measurements. In order to optimize the signal detection sensitivity over a larger depth range, 

a side-view fiber (600 μm in core diameter) was aligned to the transducer with a tilt angle of 

about 15 degrees, and the overlapped areas between the laser beam and the acoustic axis 

[indicated by the dash lines in Fig. 4.2(b)] started about 2 mm distance from the transducer 

sensing surface and extended over a large depth. An example of the beam shape emitting the 

optical fiber is presented in Fig. 4.2(b), resulting in a broad illumination pattern. The signal 
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wire of the transducer and the fiber has been immersed in a custom-designed torque coil (3.2 

mm in diameter), which can accurately transfer the rotation force from the proximal rotation 

stage. The probe was fully encapsulated in a plastic tube (3.6 mm in diameter). In order to 

stabilize the probe during scanning, a cylindrical housing was connected to the end of the 

plastic tube. The metal housing was made of a stainless steel tube (wall thickness of 0.5 mm, 

and 6 mm in outer diameter) with a 320 degree open cut. PET membrane (25 μm wall 

thickness) was fully coved the lumen to form 320 degrees detection window for optical and 

acoustic transmission. The whole length of the metal housing was 25 mm and the length of 

the membrane window was 20 mm.  

The IVUS detector was scanned along the center axis of the metal housing and can acquire 20 

mm long volumetric images without moving the plastic tube. This configuration can make the 

endoscopy probe centered inside the lumen and keep constant distance to the image object. 

The control system mentioned in section 4.1 was used for volumetric scanning. Larger 

imaging field of view can be achieved by either extending the length of the metal housing or 

moving the plastic tube. The recorded signals were firstly bandpass filtered between 1-20 

MHz and the image reconstruction was performed using Hilbert transform subsequently. 
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Fig. 4.2. (a) Picture of the imaging setup. (b) illumination pattern. (c) Photograph of the distal end of the 

endoscopy probe, including the metal housing head. 

4.2.2 System characterization 

To characterize the imaging performance of the system, we imaged two phantoms as shown 

in Fig. 4.3. The first phantom included four sutures (100 μm in diameter) which were fixed in 

several layers using semi-transparent tapes, and rolled into the shape of a cylinder. Sutures 

were arranged at different distances to the center of the tube and one full view B-scan image 

is shown in Fig. 4.3(a). The radial and transverse resolutions were quantified using this 

phantom by analyzing the FWHM values. And the resolution dependencies on the target 

distance from the surface of the probe are plotted in Figs. 4.3(c) and (d), respectively. As 

presented in Fig. 4.3(c), the transverse resolution depicts strong target distance dependence. 

For example, it shows a minimum value of 650 µm at 2.2 mm distance from the transducer 

surface, and gradually increases with the target distance. The radial resolution appears much 
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less variations around 180 µm. To test the volumetric imaging capability of the system, 

another phantom with cylinder shape made of black tape was imaged. The cylinder covered 

the metal housing area without any extra support, forming a 300 degrees cylindrical contour. 

Fig. 4.3(b) shows the reconstructed 3D image, where the tape surface is clearly recovered 

with uniform image quality.  

 

Fig. 4.3. (a) One B-scan optoacoustic image of the suture phantom, suture positions are labeled from 1 to 4 

along the radial direction. (b) Volumetric optoacoustic image of the black tape phantom. (c) and (d) transverse 

resolution and axial resolution along the depth direction.   

4.3 Focused detector based endoscopy system 

IVUS based endoscopy probes have been introduced in section 4.2 and will be further 

discussed in chapter 5.  Even though IVUS based endoscopy is easy to implement with a 

simple structure, poor lateral resolution determined by the size of the IVUS sensor limits its 
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wide use. Therefore, transducers with ultrasound focusing ability can be used to improve the 

image resolution. 

4.3.1 System implementation 

As mentioned in Chapter 2, a spherical focused detector [made of polyvinylidene difluoride 

(PVDF) Precision acoustic, UK] with focal length of 7 mm is used for endoscopy 

implementation.  The diameter of the sensing area as shown in Fig. 4.4(a) is about 3 mm. The 

simulated sensitivity fields of this transducer are shown in Fig. 4.4(b). From the simulation 

result, we can see the length of the focal zone is about 2 mm, where high quality images can 

be obtained. Outside of the focal zone, the resolution decreases rapidly. A multimode fiber 

with diameter of 600 µm was aligned side of the transducer for illumination. A 10 µm suture 

was imaged by this detector along the depth direction and the corresponding image is 

displayed in Fig. 4.4(c). The result showed high resolution images of sutures were acquired in 

the focus, while sutures located outside of the focus got elongated. The starting and ending 

points of the focal zone are located where the on-axis pulse-echo signal amplitude drops to -

6dB of the amplitude of the focal point, which is illustrated by the white rectangle. Therefore, 

the image object should be positioned inside the focus of the transducer to obtain high quality 

images. The control system described in section 4.1 is applied for helical volumetric 

scanning. 
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Fig. 4.4. (a) The endoscopy probe. (b) Simulated sensitivity fields of the PVDF detector. (c) Optoacoustic image 

of the suture phantom. 

4.3.2 System characterization 

The detection bandwidth is characterized based on the 10 µm suture phantom and the 

corresponding raw signal of the suture located in the focus is shown in Fig. 4.5(a). The 

detection bandwidth is calculated and displayed in Fig. 4.5(b). It can be noted that the -6 dB 

frequency bandwidth is from 7- 49 MHz and the center frequency is about 28 MHz. Based on 

the FWHM values, the lateral and axial resolution is characterized as 67µm and 51 µm as 

shown in Fig. 4.5(c) and (d). 
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Fig. 4.5. (a) The raw optoacoustic signal of a 10 µm suture. (b) the corresponding frequency spectrum. (c) and 

(d) are lateral and axial resolution profiles characterized by the suture measurement as shown in the insect of (c). 

The endoscopy probe was scanned in radial scanning configuration and a paper phantom with 

complex structure was imaged. The absorber structure illustrated in Fig. 4.6(a) was printed in 

paper and then rolled into a plastic tube to form a cylindrical structure as shown in Fig. 

4.6(b). The tube has a diameter of 14 mm. The endoscopy probe was inserted inside the 

plastic tube and positioned in the center. In such arrangement, the paper object was located 

inside the focus of the transducer. With a rotation speed of 1 frame/second, volumetric image 

of the phantom was acquired and shown in Fig. 4.6(c). Absorber features are clearly resolved, 

which matches the reference well. The maximum intensity projection image is shown in Fig. 

4.6(d), where structures, like the lines and cross, are well reconstructed. It can be seen that 

the ellipse regions are recovered with low contrast. The reason can be that the endoscopy 

probe is shifted from the center axis of the tube, making the ellipses outside of the focus of 

the transducer. 
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Fig. 4.6. (a) Reference image of the paper phantom. (b) Picture of the phantom and endoscopic probe; (c) 

Volumetric optoacoustic image. (d) MIP image of the phantom. 

4.4 Summary and discussion 

In this chapter, two implementations of optoacoustic endoscopy systems were introduced. 

The IVUS based endoscopy probe has diameter of 3.6 mm, which can easily pass through the 

working channel of video endoscope. The probe is controlled by the proximal actuation 

mechanism using torque coils to accurately transmit the rotating force. This design has more 

simplified distal structure with less mechanical components inside the probe. However, 

limited sensitivity of the IVUS probe and poor resolution restricted the ability of acquiring 

high quality images. Besides, the limited imaging distance of the IVUS probe only enables 

partially scanning the esophagus wall of large animals. In the future, high sensitivity IVUS 

transducers or other types of advanced sensors with minimal size can be used to enhance the 

performance of this design. In order to improve the image quality, a spherical focused 

detector based endoscopy probe was implemented. Several phantom measurements were used 

to characterize the transducer and results have showed that high quality images were 
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reconstructed in the focus regions of the detector. Biological samples, including esophagus 

tissues from human and pigs, will be measured to validate the practicability of the developed 

endoscopy systems and corresponding results will be introduced in chapter 7. 
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Chapter 5 Importance of ultrawide bandwidth for 

endoscopy performance 

Optoacoustic (photoacoustic) imaging has been successfully shown to resolve anatomical and 

functional features beyond the penetration depth of pure optical imaging, which indicate great 

potential to widely impact endoscopic applications. In-vivo rat and rabbit esophagus 

measurements have been reported [52-55]. The capability of resolving layers of esophagus 

samples from human or pigs have been shown in previous sections. In order to further 

enhance the performance of optoacoustic endoscopy on measuring esophagus samples, the 

necessary detection bandwidth of ultrasound transducers used for optoacoustic esophagus 

imaging is studied.  In this chapter, we simulate the frequency response of esophagus wall 

and then validate the simulation results with experimental pig esophagus measurements. 

Utilizing two detectors with 15 and 50 MHz center frequencies, phantom and fresh pig 

esophagus samples are measured to compare the imaging performance of both detectors. 

Furthermore, we analyze the frequency bandwidth of optoacoustic signals in relation to 

morphological layer structures of the esophagus wall. This study will help to optimize the 

selection of ultrasound transducers for esophagus imaging.  

5.1 Introduction 

Optoacoustic endoscopy has been considered as an alternative endoscopy technique, which is 

administered analogously to OCT but allows visualization of hemodynamic and molecular 

contrast [52, 54, 79]. In addition, optoacoustics can penetrate deeper than OCT, possibly 

allowing more comprehensive staging. Optoacoustic imaging is insensitive to photon 

scattering within biological tissues, providing high-resolution optical visualization deeper in 

tissue than conventional optical imaging methods. [7, 9]. Multispectral optoacoustic methods 

have been widely applied to resolve vascular structures and tumor hypoxia, as well as the bio-
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distribution of targeted photo-absorbing agents or circulating particles [6, 8]. Optoacoustic 

endoscopy has been shown to resolve the superficial vascular structure of the esophageal 

lumen of rats and rabbits [52-55]. However, imaging of human esophageal lumen has not yet 

been investigated. The layer thickness of the mucosa and submucosa in the human 

esophageal wall varies from a few hundred µm to millimeters, which is markedly greater than 

the thickness of rat and rabbit esophageal wall, possibly requiring different operational 

characteristics in terms of detected bandwidth. Blood vessels in these layers range from thin 

capillaries with a diameter of several µm located in the lamina propria layer to larger vessels 

with a diameter of up to a hundred µm in deep layers [96]. Thus, the frequency content of 

optoacoustic signals generated in the esophagus wall is intrinsically broadband. 

In this study, we interrogated the frequency bandwidth that is best suited for human 

esophageal imaging. This investigation relates to the selection of a transducer for developing 

an optoacoustic endoscope for human studies. First, we performed simulations to explore the 

frequency response of different layer structures in the esophagus wall. Then, we employed 

two intravascular ultrasound transducers with central frequencies of 15 and 50 MHz to 

measure esophageal samples. Images acquired with the two transducers were analyzed to 

identify the frequency contributions of different layers in the esophageal wall. We summarize 

our findings and discuss the implications in the selection of components for esophageal 

optoacoustic endoscopy. 

5.2 Simulations and experimental measurement 

5.2.1 Simulations 

To understand the requirements needed for optoacoustic imaging of esophagus wall, we 

simulated the optoacoustic response of main absorbers in different layers of esophagus wall. 

The simulated esophagus wall of human is composed of several different tissue layers as 

illustrated in Fig. 5.2(a). From the lumen outwards, the superficial structures include 

epithelium lamina propria, muscularis mucosa, submucosa and muscularis propria [96]. The 

main optoacoustic source of the esophagus wall comes from hemoglobin at wavelength of 

532 nm. The epithelium is composed of a layer of epithelial cells, while the lamina propria 



5.2 Simulations and experimental measurement 73 

 

contains rich capillaries and lymph vessels, measuring around 10 to 20 µm in diameter [96]. 

The muscularis mucosa is mainly composed of several thin layers of smooth muscle fibers. 

These three layers are termed as the mucosa layer. Besides, blood vessels and lymphatic 

vessels (ranging from 30 to 50 µm in diameter) run through the submucosa layer [96]. The 

muscularis propria is a thick layer of muscular fibers, where blood vessels with diameter up 

to 100 µm exist [96]. For the simulation, all layer structures enriched with blood vessels are 

selected. The frequency responses of vessels with diameters of 10 µm in LP layer, 30 and 50 

µm in SM layer and 100 µm in MP layer are calculated to ensure the simulated model close 

to the real esophagus wall. The optoacoustic signal simulation was based on the analytical 

solution of the pressure wave equation for a homogenous spherical absorber with radius a 

positioned at rs [57]: 

𝑝𝛿(𝑟, 𝑡) = 𝑝0𝑈(𝑎 − |𝑅 − 𝑣𝑠𝑡|)
(𝑅− 𝑣𝑠𝑡)

2𝑅
                                       (5.1) 

Where U is the Heaviside function, R defines as the distance of the absorber from the 

detection position, p0 is the amplitude of the initial pressure and vs is the speed of sound. Four 

spheres with radius a = 5, 15, 25, and 50 µm were simulated respectively, which are selected 

based on the normal size of vessels in different layers of esophagus wall. The duration of the 

simulated pulse correlates the propagation time of sound along the sphere diameter, thus 

scales with the size of the sphere. The theoretical frequency response is obtained by fast 

Fourier transformation of each simulated optoacoustic signals. For the simulation, acoustic 

attenuation is not considered. Thus it should be noted that frequencies of the recorded 

ultrasound waves are lower than the simulated values due to acoustic attenuation and limited 

detection bandwidth of ultrasound transducers [62]. 

5.2.2 Imaging setup 

To validate the simulation results, we performed measurements of phantoms and pig 

esophagus samples using two detectors with different detection bandwidths. Fig. 5.1(a) shows 

a schematic of the endoscopy control system, and Fig. 5.1(b) shows a photograph of the distal 

end of the optoacoustic endoscopy probe. One detector was a commercially available IVUS 

transducer (2.5-Fr, Atlantis SR Pro, Boston Scientific, Natick, MA, USA) with a central 

frequency of 15 MHz and a disc-shaped active element of lead zirconate titanate (PZT) with a 
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diameter of 0.8 mm; the other was a custom-designed IVUS transducer with a central 

frequency of 50 MHz and a disc-shaped PZT element with a diameter of 0.4 mm. Point-

source measurements indicated that the respective acceptance angles of the two detectors 

were 30 and 40 degrees. Figs. 5.1(c) and (d) indicate the respective simulated sensitivity 

fields of the two detectors calculated using the software package Field II [23].  

Light from a 532 nm laser (Wedge HB532, BrightSolutions SRL, Pavia, Italy) with a pulse 

repetition rate of 2 kHz was delivered via a 400-µm-core multimode side-viewing fiber. Pulse 

energy was 1 mJ, and pulse width was 0.9 ns. The laser beam was focused and coupled into 

the fiber through several lenses (Thorlabs), yielding an optical fluence of approximately 12 

mJ/cm
2
 at the fiber tip. In order to optimize optoacoustic sensitivity over a larger depth range, 

the side-viewing fiber was aligned so that the laser beam was tilted 15 degrees relative to the 

ultrasound beam. The two beams began to overlap at approximately 2 mm from the sensing 

surface of the transducer.  

The ultrasound detector was connected to a low noise amplifier (63 dB, AU-1291, Miteq, 

Hauppauge, New York, USA), and amplified signals passed through a hybrid rotary joint 

(Princetel, USA) to a high-speed digitizer operated at 1 GS/s and 12-bit resolution 

(CS122G1, Gage, Lockport, IL, USA; maximum sampling rate of 2 GS/s). This arrangement 

reduced noise generated by the rotary joint during rapid rotation. The endoscopy probe was 

rotated and translated using mechanical stages (Oriental Motor, Japan). Recorded signals 

were digitally band-pass filtered based on transducer bandwidth, and images were 

reconstructed using the Hilbert transform. 
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Fig. 5.1. Schematic of the optoacoustic endoscopy system and simulated sensitivity fields of both transducers. 

(a) Schematic illustration of the endoscopy set-up. (b) Photograph of the distal end of the two endoscopy probes 

with central frequencies of 15 or 50 MHz. (c,d) Simulated sensitivity fields of the (c) 15-MHz detector and (d) 

50-MHz detector. 

5.2.3 Phantom and tissue measurements 

Bandwidth detection characteristics of the two detectors were determined by scanning a 

phantom consisting of an agar cylinder containing four, 10 µm microspheres positioned at 

different depths within the agar. The phantom was scanned along the transversal axis. To 

prevent the detected optoacoustic signals from being affected by variable illumination effects, 

the excitation laser beam was guided through a fiber bundle and microspheres were fully 

illuminated.  

For ex vivo experiments, fresh esophageal sections 6 cm long were obtained from a 1-year-

old male pig. The sections were cut open and packed into a polyethylene tube to form a 

cylindrical structure, as shown in Fig. 5.5(a). This facilitated imaging the esophageal tissue, 

since on its own, the sample tended to collapse onto itself. Samples were imaged along 
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several sections using linear or radial scanning using both transducers. Optoacoustic images 

obtained using the 50 MHz detector were reconstructed using data from three frequency 

bands (5-20, 20-50 or 50-80 MHz), which were selected using appropriate bandpass filters. 

Our goal was to investigate the signal frequencies contributed by different layers of the 

esophageal wall. 

5.3 Results 

5.3.1 Simulation results 

Fig. 5.2 shows the simulated optoacoustic response of an esophageal wall. Fig. 5.2(a) shows 

the layer structure with red structures representing blood vessels, which were assumed to be 

the only optoacoustic absorbers at the excitation wavelength of 532 nm. This simulation 

predicts that EP and MM layers will be visualized with lower optoacoustic contrast because 

of the relatively low abundance of vessels, while the LP, SM and MP layers will be 

visualized with high contrast. Fig. 5.2(b) shows variations in the simulated blood vessel 

diameter with increasing depth in the esophageal wall. Fig. 5.2(c) shows the simulated 

frequency response of blood vessels with different diameters. The simulation predicts that LP 

capillaries with an average diameter of 10 µm emit a peak frequency of approximately 150 

MHz (at -6 dB), much higher than the peak frequencies of 60 MHz emitted by vessels in the 

SM layer and of 10-20 MHz emitted by larger vessels in the MP layer. 

 

 



5.3 Results 77 

 

 

Fig. 5.2. Simulated frequency response of blood vessels in different layers of the esophageal wall. (a) Layer 

structure of the superficial esophageal wall. Red structures represent blood vessels. EP, epithelium; LP, lamina 

propria; M, mucosa; MM, muscularis mucosa; MP, muscularis propria; SM, submucosa. (b) Diameter of 

simulated blood vessels with increasing depth in the esophageal wall. (c) Frequency response of simulated blood 

vessels with diameters of 10-100 µm. 

5.3.2 Experimental results 

Figs. 5.3(a) and (c) show optoacoustic images of the microsphere phantom based on data 

collected using the 15 and 50 MHz detectors, respectively. The ultrasound beams diverge 

with distance from the probe. Figs. 5.3(b) and (d) show lateral and axial profiles of the 

optoacoustic signal generated by a microsphere located approximately 2 mm from the probe. 

Based on full width at half-maximum values, axial and lateral resolution were, respectively, 

186 and 782 µm for the 15 MHz transducer and 69 and 421 µm for the 50 MHz transducer. 
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Fig. 5.3. Optoacoustic imaging of a microsphere phantom using the 15- and 50-MHz transducers. (a,c) Images 

acquired using the (a) 15 MHz or (c) 50 MHz detector. (b,d) Lateral and axial profiles of optoacoustic signal 

through the first microsphere using the (b) 15 MHz or (d) 50 MHz detector. 

To analyze the bandwidth detection characteristics of each detector, we performed a fast 

Fourier transform of the optoacoustic signals generated by the first microsphere. Fig. 5.4 

shows the optoacoustic signal and corresponding bandwidth for each detector. Pulse-width is 

at least 2-fold narrower for the 50 MHz detector, which explains its higher axial resolution. 

For the 15-MHz transducer, the central frequency of the spectrum lies at 15 MHz, and 

bandwidth at −6 dB is 8-22 MHz, corresponding to a fractional bandwidth of 93%. For the 

50-MHz transducer, the central frequency lies at 47 MHz, and bandwidth is 20-76 MHz, 

corresponding to a fractional bandwidth of 110%. 
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Fig. 5.4. Bandwidth detection by the 15 and 50 MHz transducers during optoacoustic imaging of a microsphere 

phantom. (a) Raw optoacoustic signal and the corresponding Fourier-transformed spectrum (dashed line) for the 

15-MHz detector. (b) Raw signal and spectrum (dashed line) for the 50 MHz detector. 

Next we used the two transducers to image ex vivo samples of pig esophagus. Fig. 5.5(a) 

shows the orientation of the sample, which was measured along the longitudinal axis as well 

as in cross-section. Fig. 5.5(b) shows the layered structure in a longitudinal cross-section of 

the sample. Figs. 5.5(c) and (d) show optoacoustic images of a longitudinal section 

corresponding approximately to the position shown in Fig. 5.5(b). Figs. 5.5(e) and (f) show 

optoacoustic images of a cross-section from the same sample. The 15 MHz probe achieves 

penetration depth over 2 mm; however, it does not resolve vessel structures in mucosa well, 

and it fails to resolve the EP, LP and MM layers. Vascular structures in the SM and MP 

layers are resolved poorly. The 50 MHz probe, in contrast, resolves vessel structures better, 

but at shallower depths (approximately 1.5 mm). The 50 MHz probe also resolves the layers 

of the mucosa better, as indicated by the blue dashed lines in Fig. 5.5(d). Both transducers 

reveal clear separation between the mucosa and SM layer, despite the fact that the intervening 

MM layer comprises several thin layers of smooth muscle fibers, which are expected to show 

low optoacoustic contrast relative to neighboring tissue. 
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Fig. 5.5. (a) The picture of the rolled esophagus sample; (b) A histological image of the sample along the 

longitudinal direction. (c) and (d) are sectional optoacoustic images corresponding to the sliced position of (b) 

acquired by the 15 and 50 MHz detectors. Blue dash lines are used to help identifying layer structures. (e) and 

(f) are cross-sectional images of the sample acquired by the 15 and 50 MHz detectors. Abbreviations: EP, 

squamous epithelium; LP, lamina propria; MM, muscularis mucosa; M, mucosa (including the EP, LP and MM 

layers);  SM, submucosa; MP, muscularis propria. Scalebar 500 µm. 

Finally, we examined which frequency bands in the optoacoustic signal are important for 

reconstructing the layers of the esophageal wall. Fig. 5.6 shows optoacoustic image 

reconstruction of a cross-section of pig esophagus using different frequency bands collected 

using the 50 MHz detector. Fig. 5.6(a) shows the image reconstructed using all frequencies in 

the detection bandwidth. Fig. 5.6(b) shows the image reconstructed using 5-20 MHz; this 

image clearly shows the MP layer, while the mucosa and SM layer are less well resolved, and 

imaging depth does not extend past 1.5 mm. This image is similar to the one in Fig. 5.5(c), 

acquired using the full detection bandwidth of the 15 MHz transducer. Fig. 5.6(c) shows that 
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reconstruction using 20-50 MHz reveals detailed structure in the mucosa and SM layer at 

depths down to 1 mm. Fig. 5.6(d) shows the reconstruction using 50-80 MHz, which reveals 

fine structures, such as capillary dots in the LP layer and vessel edges in the SM layer, albeit 

to a limited penetration depth of only 600 µm. These results indicate that the layer features of 

the esophageal wall are visualized much better by combining all frequency bands collected 

by the 50-MHz transducer. 

 

Fig. 5.6. Sectional optoacoustic images of esophagus wall with different frequency contents.  (a) Reconstruction 

result of all frequency contents within the detection bandwidth of the 50 MHz IVUS sensor (5-80 MHz); (b) 5- 

20 MHz; (c) 20- 50 MHz; (d) 50-80 MHz. Scalebar 500 µm. 

5.4 Summary and Conclusion 

This study examined what optoacoustic detection bandwidth is necessary for esophagus 

imaging in order to reconstruct the layered structure of the esophageal wall. Simulations 

suggested that a wide frequency band is necessary, and this was confirmed in imaging 

experiments with ex vivo pig esophagus. The 50-MHz detector was better than the 15 MHz 

detector at resolving the LP and SM layers, although the 15 MHz detector was able to image 
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deeper. Optoacoustic signals ranging from 5 to 20 MHz corresponded mainly to gross 

structure in the MP layer, signals from 20-50 MHz corresponded to finer structure, especially 

in the LP and SM layers, and signals from 50-80 MHz corresponded to even finer features of 

the LP and SM layers. Small vessel structures could not be adequately imaged even when 

detecting the full bandwidth of the 50-MHz detector (5-80 MHz). These results suggest that 

ultrawide bandwidth detectors ranging from a few MHz to 100 MHz can provide reasonable 

resolution of esophageal layers.  

Our work with phantoms and ex vivo samples has identified two hardware and software 

limitations that need to be addressed when developing optoacoustic endoscopic probes. One 

limitation is the apparent trade-off between the ability to resolve esophageal layers, which 

was better with the 50 MHz detector in our experiments, and the ability to resolve features 

deeper within the wall, which was better with the 15 MHz detector. Both abilities are critical 

for esophageal cancer staging [14, 46, 97]: high-resolution imaging of the esophageal wall 

allows detailed analysis of the mucosa and SM layer, which is important for detecting 

esophageal cancer in earlier stages; deeper imaging offers the possibility of detecting more 

advanced lesions that have invaded into the wall [15, 98]. The development of accurate 

optoacoustic endoscopes will require optimizing this trade-off. A good solution may be an 

ultrawide bandwidth transducer covering the bandwidths of the 15 and 50 MHz detectors or 

an even wider bandwidth. Such transducers are commercially available, but they are too large 

for endoscopy applications.   

The second limitation identified in our work is the finite aperture effect of the detector, which 

led to relatively low lateral resolution in our reconstructed images. Although it may be 

possible to improve this resolution using more advanced reconstruction methods, this is likely 

to be extremely challenging in the case of endoscopy imaging [90]. A potentially more 

feasible option is to use focused ultrasound detectors that can provide high-resolution images 

at the focus [52, 55]. 

The present study makes clear that ultrawide bandwidth transducers are necessary for 

optoacoustic endoscopy capable of resolving the layers of the esophageal wall. It further 

suggests the need to strike a reasonable balance between resolution and imaging depth in 
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order to permit accurate early staging of esophageal cancer. The present work may help guide 

the design of optoacoustic endoscopes that are more accurate than ultrasound and provide 

more clinically useful information than confocal or OCT.  
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Chapter 6 Image quality enhancement methods  

In this chapter, two improved optoacoustic image reconstruction methods are introduced to 

enhance the reconstruction performance. These approaches can be applied to reconstruct 

datasets acquired in the curved and linear scanning endoscopy. Moreover, they can be used to 

enhance image quality of tomography configurations. 

Section 6.1 presents an improvement of the fast converging Split Augmented Lagrangian 

Shrinkage Algorithm method based on Sparse Equations and Least Square (LSQR) inversion 

for improving the reconstruction speed. We further show image fidelity improvement when 

using a coherence factor to weight the reconstruction result. Phantom and in vivo 

measurements demonstrate that the proposed method provides images of reduced artifacts 

and faster convergence compared to existing sparse recovery methods. 

Section 6.2 investigates a method that integrates information from multiple optoacoustic 

images acquired at sub-diffraction steps into one high resolution image by means of an 

iterative registration algorithm. Experimental validations performed in target phantoms and 

ex-vivo tissue samples confirm that the suggested approach renders significant improvements 

in terms of optoacoustic image resolution and quality without introducing significant 

alterations into the signal acquisition hardware or inversion algorithms. 

6.1 Accelerated sparse recovery method 

Model-based approaches are capable of incorporating information regarding detection 

geometry, acoustic attenuation, and transducer properties in the reconstruction process [99, 

100], resulting in more accurate reconstructions. However, model-based methods require 

large numbers of repeated sparse matrix-vectors multiplications in an iterative manner, which 

results in significant computational cost [65, 71]. Accelerated model-based methods were 

developed to reduce the computation cost [71-73]. For example, the angular discretization 
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method was used to generate the model matrix, which effectively reduced the computational 

cost and saved memory [71, 72]. Other approaches performed inversion on parallel-

processing platforms based on GPU, which enabled real-time model-based reconstruction 

[73, 74].  

A particular challenge in optoacoustic tomography is the implementation of limited-view 

projections, i.e. cases where 360-degree projections are not available. This could be the case 

for example in imaging large volumes (whole-animals or humans), whereby access is 

afforded only from one side of the tissue, in analogy to ultrasound imaging. Limited-view 

implementations typically results in lower image fidelity and a larger number of artifacts 

compared to 360 degrees view datasets [65]. Nevertheless, sparsity based algorithms were 

shown to perform better with limited view datasets [65, 101, 102], compared to Tikhonov 

based reconstructions, albeit at a higher computational cost. Moreover, sparse recovery based 

methods may amplify noise in limited-data scenarios [103].  

In this section, the sparse method proposed was implemented to accelerate the reconstruction 

process implemented within the SALSA framework, using least square QR (LSQR) inversion 

and a novel coherence factor weighting scheme for suppressing noise and artifacts[104]. The 

reconstruction performance was validated on several phantoms and biological tissue ex vivo 

to quantify improvements over previously described SALSA implementations.  

6.1.1 Methods and materials 

A. Acoustic Forward Problem  

The generation and propagation of the acoustic wave is given by the following wave equation 

[59, 60]: 

(∇2 + 𝑘𝑎  2)𝑝(𝑟, 𝑡) = −
𝛽

𝐶𝑝
 
𝜕𝐻(𝑟,𝑡)

𝜕𝑡
       (6.1)  

where p(r,t) indicates the acoustic pressure at a position r and time t, H(r,t) indicates the 

heating function, which is obtained as a product of absorption coefficient and light fluence. 𝛽 

is the thermal expansion coefficient of the tissue and Cp is the specific heat at constant 

pressure. ka represents the acoustic wave number given as ka=ω/vs, where ω is the temporal 
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frequency and vs is the speed of sound. Note that the heating function is independent both 

spatially and temporally i.e. H(r,t) = Hr(r)Ht(t). The solution for the above equation is given 

as, 

𝑝(𝑟, 𝑡) =  
𝛽𝑣𝑠

4𝜋𝐶𝑝

𝛿

𝛿𝑡
∫

𝐻𝑟(𝑟′)

𝑅
𝑑𝐴′

𝑅=𝑣𝑠𝑡
              (6.2) 

whereby R=|r-r’| and spherical integration is performed over surface element dA’. This 

integral is discretized to form a model matrix using an interpolated model matrix method to 

result in the following matrix equation, 

𝐴𝑥 = 𝑏          (6.3) 

where b is  the recorded data and x is the reconstruction image. A is obtained by linear 

interpolation of the heating function over the image grid. 

B. Regularization & Inversion 

Efficient inversion of Eq. 6.3 requires regularization. We selected conventional Tikhonov 

regularization with parameter (𝜆), assuming an initial pressure rise distribution that is 

smoothly varying. The objective function to be minimized is given as, 

Ω = ||𝐴𝑥 − 𝑏||
2

2
+ 𝜆||𝑥||

2

2
           (6.4) 

whereby ‖ ‖2 represents the L2 norm. The above objective function can be solved using 

normal equations [68], i.e., 

𝑥𝑡𝑖𝑘ℎ = (𝐴𝑇𝐴 + 𝜆𝐼)−1𝐴𝑇𝑏              (6.5) 

However, Eq. 6.5 is computationally expensive due to the time-consuming matrix inversion. 

Alternatively, an LSQR approach can be employed [69], i.e. 

𝑥𝐿𝑆𝑄𝑅 = 𝑉𝑘((𝐵𝑘
𝑇𝐵𝑘 + 𝜆𝐼𝑘)−1𝛽0𝐵𝑘

𝑇𝑒1)                       (6.6) 

whereby Bk represents a bi-diagonal matrix, Vk is the right orthogonal matrix resulting from 

Lanczos bidiagonalization [69, 70]and β0 is defined as ‖b‖2
2. e1 is[1 ⋯ ]T. Eq. 6.6 can be 

inverted in a faster fashion compared to Eq. 6.5 since it involves inverting the bidiagonal 

matrix, which is computationally efficient.  

C. Proposed SALSA acceleration with coherence factor 
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The proposed method is based on applying a sparsity constraint and accelerating the 

reconstruction with the help of bidiagonal matrices. The accelerated Split Augmented 

Lagrangian Shrinkage Algorithm (ASALSA) is proposed herein as an improved version of 

SALSA minimization implemented using Krylov subspace optimization.  In this case, the 

objective function to be minimized is, 

Ω = ||𝐴𝑥 − 𝑏||
2

2
+ 𝜆||𝑥||

1
            (6.7) 

Sparsity optimization schemes are expected to offer better performance over conventional 

Tikhonov regularization for limited projection data [105, 106].  Eq. 6.4 assumes a smooth 

solution and hence results in large number of unknowns and edge smoothening. Eq. 6.7 

assumes the number of unknowns to be sparse (by considering only non-zero entries) and is 

known to perform well in limited data scenarios. Eq. 6.7 is minimized using the SALSA 

scheme, which has demonstrated the fastest convergence among existing sparsity norm based 

optimization schemes [107].  In this scheme, we utilize a variable splitting approach, wherein 

a new variable is introduced in the optimization procedure. The above objective function is 

now split into two quadratic minimizations with the help of the temporary variable (v) given 

as, 

𝜔 = ||𝐴𝑥 − 𝑏||
2

2
+ 𝛼||𝑥 − 𝑣𝑘 − 𝑑||

2

2
                           (6.8) 

𝜔̃ = 𝜆||𝑥||
1

+
𝛼

2
 ||𝑥𝑘+1 − 𝑣 − 𝑑𝑘||

2

2
         (6.9) 

where 𝛼 represents the regularization parameter (depends on the noise). Eq. 6.8 is solved 

using a maximum a posteriori (MAP) based algorithm to obtain an estimate for initial 

pressure rise (x). Eq. 6.9 is minimized to obtain an estimate for v, using a soft thresholding 

operation (which acts as a derivative for sparsity minimization). The update for the alternated 

direction method of multiplier (ADMM) parameter is given as 𝑑𝑘+1 = 𝑑𝑘 − (𝑥𝑘+1 − 𝑣𝑘+1). 

The minimizations in Eqs. 6.8 and. 6.9 and the ADMM parameter update are repeated until 

convergence.  

The original SALSA algorithm involved inversion of a large matrix during the optimization 

procedure [107]. To accelerate inversion, we recast the SALSA algorithm, as indicated in 

Table I, by using the LSQR solver. Faster computations are achieved by using LSQR iterative 

inversion schemes for enabling accelerated SALSA (termed as ASALSA) reconstruction 
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using the L1-norm based approach. It can be seen that Eq. 6.4 applies a smoothness constraint 

(||x||2); hence noise will be smoothed out during reconstruction. Conversely, since Eq. 6.7 

applies sparsity constraint, it may amplify weak signal and noise [103]. To suppress noise 

amplification and artifacts arising due to limited view data and sparsity constraint, we 

introduce herein an additional operation using a coherence factor (CF) [108, 109], defined as 

the ratio between the energy of the coherent sum of optoacoustic signals to the total 

incoherent energy, i.e.  

𝐶𝐹(𝑖) =  
|(𝑥𝑟𝑒𝑐𝑜𝑛)𝑖|2

𝑁 ∑ |(𝑥𝑏𝑎𝑐𝑘)𝑖|2𝑁
𝑖=0

=
|(𝑥𝑟𝑒𝑐𝑜𝑛)𝑖|2

𝐴𝑇𝑏2
                                   (6.10) 

where N represents the total number of pixels in the reconstructed domain. 𝑥𝑟𝑒𝑐𝑜𝑛 is the 

reconstructed image obtained using ASALSA and x𝑏𝑎𝑐𝑘 is the backprojection reconstruction. 

The numerator in Eq. 6.10 represents the energy of the coherent sum of the signals, and the 

denominator is the total energy sum. The CF values can be interpreted as a focusing quality 

index estimated from the measured optoacoustic data, ranging from 0 to 1. It is maximal 

when all signals emitted by an optoacoustic absorber at position r' arrive in same phase at the 

different detector positions r. After being projected, real signals will constructively 

superimpose on their point of origin. In this way, good focusing properties can be achieved 

and consequently a sharp reconstruction. Conversely, incoherent signals will not superimpose 

on their point of origin after summation, but rather smear out, overall resulting into 

degradation of image quality. Weighting the amplitude of each image pixel with the 

corresponding CF can therefore suppress contributions from incoherent signals, which 

enables identification of noise/artifacts in the reconstructed image and consequently 

thresholding them. Therefore, the CF is further used for weighting the reconstructed image 

given as, 

𝑥𝑟𝑒𝑐𝑜𝑛 = 𝐶𝐹.∗ 𝑥𝑟𝑒𝑐𝑜𝑛     (6.11) 

This CF weighting enables amplification of the higher optoacoustic signal, and suppresses the 

noise. The ASALSA algorithm along with the CF is indicated in Table 1. 
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TABLE I ASALSA-CF Algorithm 

                                  

D. Optoacoustic imaging system 

A multispectral optoacoustic tomography small animal scanner (MSOT256-TF, iThera 

Medical GmbH, Munich, Germany) was employed to experimentally examine the 

performance of the proposed reconstruction method. In brief, a custom-made 256-element 

cylindrically-focused array was used to record the optoacoustic signals. The ultrasound array 

covered an angle of approximately 270° with a radius of 40 mm, allowing simultaneous 

acquisition of the signals generated with each laser pulse. The central frequency of the array 

elements was 5 MHz with a bandwidth of 90%. The sample was illuminated with a 

wavelength-tunable optical parametric oscillator laser with 10 Hz repetition rate. The 

detected optoacoustic signals were simultaneously digitized at 40 Megasamples per second 

and were averaged 10 times to improve the SNR of the signal. Detailed information about the 

imaging setup can be found in [5, 110, 111]. 

Aim: Estimation of x by solving Eq. (7). 

Input: A, b, 𝜆, 𝛼, max_iter 

1. Output: x 

Initialize ADMM parameter d=0.  

2. Calculate backprojection solution (x=A
T
b), 

CF=𝑨𝑻𝒃𝟐 

3. for  k=1,2,…max_iter 

4. Optimize Eq. (9): v = soft(x+d, (0.5* 𝝀)/ 𝜶) 

5. Optimize Eq. (8): x1  = 𝑺𝒌((𝑪𝒌
𝑻𝑪𝒌 +

𝝀𝑰𝒌)
−𝟏

𝜷𝟏𝑪𝒌
𝑻𝒆𝟏), where matrix C is 

obtained by Lanczos bidiagonalization of 

A
T
  with k iterations and 𝜷𝟏 is the euclidean 

norm of (A
T
b+ 𝜶 *(v-d)). 

6. xrecon =𝑴𝒌((𝑯𝒌
𝑻𝑯𝒌 + 𝝀𝑰𝒌)

−𝟏
𝜷𝟐𝑯𝒌

𝑻𝒆𝟏), 

where 𝜷𝟐 is the euclidean norm of x1. 

7. Update ADMM parameter: d=d+xrecon-v 

8. end 

9. CF =  (x
2
/CF)  

10. x = xrecon.*CF 
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E. Phantom and tissue experiments 

In order to test the performance of the proposed method, a printed paper (USAF resolution 

target, standard inkjet printer with black ink) embedded in a 1.9 cm diameter diffuse agar 

cylinder (6% by volume intralipid in the agar solution) was imaged. The absorbing features 

of the phantom are shown in Fig. 6.1(a). The phantom consisted of several groups of line 

elements of different sizes, which can be used for resolution and image quality 

characterization at different levels. In order to mimic limited-view scenarios, we assumed two 

down-sampled data sets, one employing 128 positions over 270 degrees coverage angle and 

one employing 128 positions over 135 degrees coverage angle.  

A tissue mimicking agar phantom was also prepared to examine the ASALSA-CF 

performance. The phantom contained areas containing 0.016% India ink to impart higher 

optical absorption than background. The absorption coefficient of the ink-containing 

inclusions was μa = 1.6 cm−1. In addition, a hollow cylindrical cavity was introduced for 

illustrating the nature of artifacts produced due to acoustic mismatches. The phantom was 

used to examine the performance of the proposed algorithm in relation to artifacts arising due 

to reflecting material.  

Furthermore, a mouse kidney was imaged ex vivo to examine the performance of the 

proposed method with biological tissue. The kidney sample was extracted post-mortem (non-

perfused) according to institutional regulations regarding animal handling protocols and 

subsequently embedded in a diffuse agar block (6% by volume intralipid in the agar solution) 

for ensuring uniform illumination of the sample.  

F. Image Reconstruction 

The performance of reconstructions based on Eq. 6.6 (L2-norm), Eq. 6.8 and 6.9 (ASALSA) 

and Eq. 6.11 (ASALSA-CF) was compared using the experimental measurements collected 

from phantoms and mouse kidneys. Prior to reconstruction, the optoacoustic signals were 

band-pass filtered with cut-off frequencies between 0.2 and 7 MHz in order to remove low 

frequency off-sets and high frequency noise. A uniform speed of sound of 1510 m/s was used 

for all the reconstructions[112]. For all phantom measurements, images were reconstructed 
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with a pixel size of 100 µm (200x100 pixels
2
), and in the case of tissue data a pixel size of 

100 µm (200x180 pixels
2
) was used. The regularization parameter for the L2-norm based 

scheme was obtained using an L-curve approach while in case of ASALSA algorithm, it was 

chosen heuristically. The parameters α and λ were set as 100 and 1500 for the ASALSA 

algorithm. Note that in case of ASALSA algorithm, we have multiple parameters (𝛼 and 𝜆) 

which are sensitive to noise, therefore they can be adjusted based on the image quality of the 

reconstructed image.  

In order to further quantify the reconstruction improvement, the average intensity (S) of the 

resolution lines were calculated for the paper phantom, as well as the standard deviation of 

background (B) signals in the spaces between the lines. The ratio of the average signal to the 

standard deviation of background noise provided a contrast ratio 𝐶𝑁𝑅 = 20 ∗ log (𝑆/𝐵). 

6.1.2 Results 

The reconstruction results corresponding to the printed-paper USAF-resolution phantom 

using 256 detector elements over 270° are depicted in Fig. 6.1. Fig. 6.1(a) shows the structure 

of the paper phantom. Fig. 6.1(b) is the image reconstructed by L2-norm scheme whereas 

Fig. 6.1(c) indicates the reconstructed image obtained by ASALSA method. Both 

reconstructions result in similar initial pressure rise distribution. In contrast, the proposed 

ASALSA-CF method achieves sharper structure and lesser background artifacts compared to 

the other results. The artifact reduction is apparent from the zoomed in areas shown in the 

insets of Fig. 6.1(b)-(d), the zoomed region is indicated by red rectangle in Fig. 6.1(a). Even 

though the image intensity of line features [label 1 marked in (b)] is partially distorted, the 

line profiles along the red dash line indicated in Fig. 6.1(b) [shown in Fig. 6.1(e) and (d)], 

suggest that line features are better resolved in the image reconstructed by the proposed 

method.  



92 Image quality enhancement methods 

 

 

Fig. 6.1. (a) Reference USAF phantom printed on white paper with black ink, which was embedded in scattering 

agar. (b) The reconstructed image by L2-norm. (c) ASALSA method and (d) the proposed method. The subsects 

in (b-d) are the zoom-in of region marked in red rectangle of (a) respectively. The line profiles in the horizontal 

and vertical directions marked in panel (b) are represented in (e) and (f) respectively.   

Results of the limited data situation (128 positions over 270°) are depicted in Fig. 6.2. Fig. 

6.2(a) shows the result reconstructed with L2-norm based algorithm. Due to limited dataset, 

the line features (labels 1 and 2) are heavily blurred. However, the image obtained by 

ASALSA method recovers the absorbing features much better compared to L2-norm based 

approach. Fig. 6.2(c) displays the result obtained by the proposed method (ASALSA-CF), 

where the line features are better distinguishable as observed in the zoomed areas. In analogy 

to Fig. 6.1, Fig. 6.2(c) shows fewer artifacts compared to the results reconstructed by other 

methods. The lateral and axial line profiles marked by the red lines in Fig. 6.1(b) also suggest 

significant resolution improvement achieved by the proposed reconstruction method on 

highly undersampled data.  
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Fig. 6.2. Images reconstructed using 128 transducer positions over 270 degrees. (a) The reconstructed image by 

L2-norm. (b) ASALSA method and (c) the proposed method. The subsects in (a-c) are the zoom-in of region 

marked in red rectangle of Fig. 1(a) respectively. The line profiles in the horizontal and vertical directions 

marked in panel Fig. 7.1(b) are represented in (d) and (e) respectively.   

Undersamped data with limited-view condition (128 transducer positions over 135 degrees) 

are reconstructed and the corresponding results are shown in Fig. 6.3. The L2-norm based 

reconstruction is fully distorted and blurred. Line features (labels 1 and 2) in Fig. 6.3(a) 

cannot be identified. In contrast, the ASALSA method shows better performance in resolving 

the line pattern. Clearly, both images contain artifacts and blurry regions. However, Fig. 

6.3(c) shows fewer artifacts and line features are better resolved compared to the other 

reconstruction results indicating the superiority of the proposed scheme. Line profiles and 

zoomed images present similar resolution improvement as in previous cases. Meanwhile, the 

CNR values of line features (yellow labels 1, 2, 3 and 4) are calculated and displayed in 

Table II. It can be seen that the ASALSA-CF method achieve better image contrast than the 

other methods. 
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Fig. 6.3. Images reconstructed using 128 transducer positions over 135 degrees. (a) The reconstructed image by 

L2-norm. (b) ASALSA and (c) the proposed method. The subsects in (a-c) are the zoom-in of region marked in 

red rectangle of Fig. 1(a) respectively. The line profiles in the horizontal and vertical directions marked in panel 

Fig. 6.1(a) are represented in (d) and (e) respectively.   

 

The reconstruction results pertaining to the tissue-mimicking agar phantom containing 

background optical absorption and scattering are shown in Fig. 6.4. Optoacoustic signals 

from 128 detector positions over 180 degrees are used for reconstruction. The light 
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absorption takes place throughout the phantom, resulting in reflected waves (due to mismatch 

between air and tissue mimicking agar), thus more reconstruction artifacts are produced. The 

L2-norm and ASALSA results contain obvious artifacts (white arrows).  However, CF 

weighting method removes background artifacts and the two absorbing areas are recovered 

with higher contrast compared to other reconstruction approaches.  

 

Fig. 6.4. Reconstructed images of the tissue-mimicking agar phantom, which includes hollow cavity filled with 

air and two high absorbing areas. (a) Reference image of the phantom. (b) Reconstructed image by L2-norm. (c) 

ASALSA method and (d) the proposed method. Arrows indicate artifacts caused by reflections or scattering of 

the acoustic waves, which are significantly reduced with the proposed method. 

The results pertaining to the ex vivo kidney experiment reconstructed from 256 elements over 

270 degrees are presented in Fig. 6.5. Fig. 6.5(a) and (b) shows images obtained with the L2-

norm and ASALSA method. In analogy to the paper phantom, these two images display 

similar image quality. However, the CF method further improves the reconstruction 

performance of the SALSA scheme, as illustrated in Fig. 6.5(c) showing improved 

reconstruction quality. Specifically, blood vessel structures marked with the box indicated on 

Fig. 6.5(a) are better distinguishable and less blurry with the ASALSA-CF approach 

compared to other scheme (insets of Figs. 6.5(a-c)). The visual evaluation is further 
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corroborated by the line profile drawn over a given image segment [indicated by the dash line 

in Fig. 6.5(a)], which indicates that blood vessels marked by the red line are better resolved in 

the ASALSA-CF reconstructions. 

 

 

Fig. 6.5. Reconstructed images of the mouse kidney from 256 transducer positions over 270 degrees. (a) The 

reconstructed image by L2-norm. (b) ASALSA method and (c) the proposed method. The subsects in (a-c) are 

the zoom-in of region marked in red rectangle of Fig. 5(a) respectively. The line profiles marked by the red line 

in panel (a) are represented in (d).   

The results for the ex vivo kidney data reconstructed from 128 elements over 135 degrees are 

presented in Fig. 6.6. Fig. 6.6(a) and (b) show images obtained with the L2-norm and 

ASALSA method respectively. It can be seen that the ASALSA method is able to 

reconstruction more details, while producing more artifacts than the L2-norm based scheme. 

The reconstruction result [Fig. 6.6(c)] obtained by the proposed method significantly reduces 

artifacts. Insets in Figs. 6.6(a-c) marked by the red box and the line profile clearly show that 

the vessel structures are better distinguishable and have higher contrast in the ASALSA-CF 

image than in the images obtained with other methods.  



6.1 Accelerated sparse recovery method 97 

 

 

Fig. 6.6. Reconstructed images of the mouse kidney from 128 signal positions over 135 degrees. (a) The 

reconstructed image by L2-norm. (b) ASALSA method and (c) the proposed method. The subsects in (a-c) are 

the zoom-in of region marked in red rectangle of (a) respectively. The line profiles marked by the red line in 

panel (a) are represented in (d).   

The comparison of different reconstruction schemes with respect to the computational time 

and memory requirements is presented in Table-III. We calculated the reconstruction time 

and memory usage for Fig. 6.5 and Fig. 6.6 using a normal PC (Intel Core i5-3470 @2.3GHz 

and 16 GB memory). It can be seen from Table-II that the proposed method takes more time 

and memory compared to the L2-norm approach. However, the conventional SALSA method 

cannot reconstruct the 256 signals because of computer memory limitation. For 128 signals, 

the original SALSA method is over 20 times slower and takes 7 times more memory 

compared to the proposed method. 
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Discussion 

In this work, we proposed a fast sparse recovery method along with coherence factor 

weighting for optoacoustic tomographic image reconstruction. The interpolated model matrix 

method employs a sparse matrix; hence it is beneficial to utilize mathematical tools 

pertaining to sparse algebra. Therefore the original Basis Pursuit (solved using Augmented 

Lagrangian method) is rewritten using iterative Krylov subspace solvers (LSQR inversion), 

which tends to converge in fewer iterations. It has been proved that the accelerated SALSA 

approach can save enormous memory and significantly accelerate the computation time 

compared to the original SALSA approach. 

Previous work utilized the SALSA algorithm in the deconvolution framework to remove the 

blurring caused by the regularization parameter[113]. In this work, we directly used the 

SALSA algorithm for performing the image reconstruction and hence avoiding the two-step 

procedure. Further many L1-norm based algorithms are present in the literature namely, two-

step iterative shrinkage thresholding, fast iterative shrinkage thresholding algorithm (FISTA), 

optimization based on majorization-minimization, and greedy algorithms like orthogonal 

matching pursuit etc. SALSA is known as the fastest converging algorithm among all these 

family. Hence in this work, the SALSA algorithm has been applied and rewritten with LSQR 

inversion, foreseeing its utility for real-time implementation. 

Table-III also shows that the proposed scheme is slower compared to the traditional L2-norm 

based approach by about 4 times. The reason is that the ASALSA based approach needs two 

iterative inversion (LSQR) operations (as shown in Table I).  In terms of the order of 

computation, the ASALSA approach is O(4(M+N)N) while L2 based reconstruction is 
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O(2(M+N)N), where M is the number of measurements and N is the number of pixels to be 

reconstructed. This drawback can be overcome by the using of GPU to accelerate the 

reconstruction procedure. 

We further hypothesized that the application of a weighting coherence factor will reduce the 

noise and artifacts arising during sparsity based reconstruction, since noise and artifacts are 

incoherent and optoacoustic signals are coherent. This hypothesis was motivated by the CF 

use in ultrasound imaging for similar reasons [108, 109]. CF weighting was integrated into 

the SALSA algorithm for reducing artifacts arising in limited-view cases. On the other hand, 

artifacts also arise due to acoustically reflecting materials like bone and air, previous works 

have reduced these artifacts by using coherence factor weighting [108, 109]. From Fig. 6.4, it 

is evident that coherence factor weighting clearly reduces artifacts arising due to acoustic 

mismatches. In the resolution phantom measurements, undersampled limited data and limited 

view scenarios were retrospectively studied, and was observed that ASALSA method 

outperformed the L2-norm based method in reconstructing the line features.  The CF method 

further helps reducing artifacts and improving resolution and contrast. However, the distorted 

line feature (label 1) in Fig. 6.1 suggests that the CF method may underestimate the image 

intensity when SNR is low. This can be improved by using the SNR-based CF calculation 

method [108]. In analogy to the phantom measurements, reconstruction results of the mouse 

kidney data also proves that the proposed method can better recover vessel structure 

compared to conventional methods. Overall, the implication of the proposed reconstruction 

method could be in its utility for limited view datasets compared to conventional model-

based methods and much faster reconstruction than original sparse methods. 

6.2 Geometric pixel super-resolution approach 

The spatial resolution of optoacoustic imaging is limited by the properties of the ultrasound 

transducer(s) used to collect the signals as well as by acoustic propagation parameters [57]. 

Indeed, the system configuration and the reconstruction algorithm employed are key factors 

to determine the final resolution recovered from an OA acquisition [57, 59]. The ideal 

reconstruction procedure is usually based on several assumptions: (1) wideband detection, (2) 

point detector measurement, (3) impulse excitation, (4) homogeneous speed of sound, (5) 
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full-angle detection view and (6) continuous sampling. However, most of these assumptions 

are not realistic in practical implementations. For example, actual ultrasound sensors have a 

finite sensing aperture and detection bandwidth [57], which limit the frequency content of the 

detected signals and hence the spatial resolution achieved [57, 59]. Phase aberrations caused 

by speed of sound variations and signal broadening associated to acoustic attenuation [62, 63, 

114] also degrade the spatial resolution of the images rendered by assuming a uniform 

acoustic medium. Finally, the detection surfaces are generally finite and partially closed, so 

that the optoacoustic signals cannot be collected from all directions [65]. Under these 

circumstances, the achievable spatial resolution is usually lower than that predicted 

theoretically. 

Hardware improvements by means of increasing the detector density have demonstrated 

improvements in spatial resolution and overall image fidelity [111]. Further improvements 

have been showcased through reconstruction methods that account for the detection 

properties of the measurement system and signal distortions due to the propagation medium 

[57, 61, 62, 67, 115-119]. Nevertheless, accurate modeling in actual biological tissues is 

generally very challenging and advanced algorithms are computationally expensive. 

An alternative approach to improve the contrast and spatial resolution of an image is by 

integrating information from several low resolution (LR) images obtained at different 

imaging positions to generate a high resolution (HR) image [120-122]. Termed super-

resolution [121], this imaging method  relates to a class of ‘pixel super resolution’ algorithms 

that are employed in digital imaging and lens-less microscopy, to overcome resolution 

limitations due to pixel size. This approach does not relate to super-resolution methods 

aiming at breaking the diffraction limit of light and/ or ultrasound [123].  To differentiate 

these two classes of “super resolution” methods we refer to the method employed in digital 

imaging as pixel super resolution (PSR) herein. PSR methods were first introduced in digital 

image processing [124] and have been adapted to biomedical imaging modalities  such as x-

ray CT, MRI and PET [121, 124-128]. PSR methods have been successfully applied to MRI 

for resolution and image quality enhancement without increasing the acquisition time or 

changing the imaging system [127, 129, 130]. For example, Kennedy et. al. [19] 

demonstrated the application of iterative PSR algorithms in improving resolution of clinical 
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PET imaging by multiple datasets with spatial shifts between consecutive acquisitions. The 

PSR method suggested herein is specifically implemented the scanning protocols of a small 

animal multispectral optoacoustic tomography scanner, and is termed PSR-MSOT. 

In this section, we consider the PSR implementation in optoacoustic imaging and aimed to 

investigate the possible improvements gained in image resolution and contrast [131]. In 

particular, we consider the complementary information contained in adjacent images in a 

PSR formulation. The study involved simulations and experimental measurements on 

phantoms and ex-vivo murine organs.  Further, we discuss implementation possibilities as a 

compliment to scanning modifications in optoacoustic signals without requiring significant 

hardware upgrades.  

6.2.1 Methods and materials 

This section describes the implementation of pixel super-resolution for optoacoustic imaging, 

the simulations performed and details of the experimental parameters employed, including 

the acquisition protocol using small animal multi-spectral optoacoustic tomography scanner.  

A. Super-resolution method  

The operating principle of PSR techniques relies on composing a high resolution image from 

a sequence of low resolution images acquired from different imaging perspectives or views 

[132-134]. The PSR method is generally defined as an inverse process of imaging 

degradation, where the inversion is regularized due to the ill-posed nature of the problem 

[132, 133]. Accordingly, the HR image is calculated as follows: 

1
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where represents the k-th LR image, with resolution , and  is the HR image 

estimated from , with resolution , where is the sampling scalar.  

represents the down sampling operator from the HR to the LR image.  is the blur matrix 

corresponding to the point spread function (PSF) of the imaging system. It is taken as a delta 

function with a width of one pixel when the PSF is unknown.  is the geometric motion 

{ }kY 1 2N N X

{ }kY 1 2qN qN q
kD

kH

kF



102 Image quality enhancement methods 

 

operator between the estimated HR frame  and the k-th LR frame. Finally, ( )X  is a 

regularization term,  being a regularization weighting parameter determined according to 

the trade-off between edge information and noise. The initial guess for the HR image is taken 

by interpolating a specific LR image.    

Though the spatial transformation for different acquisitions can generally be accurately 

characterized, the image transformation among reconstructed LR images may not exactly 

correspond to the defined spatial transformation due to inevitable movement of the imaging 

setup and target. Thereby, in order to improve the image quality in the PSR process, the 

image transformation between the estimated HR frame  and the k-th LR frame  (motion 

matrix ) is accurately estimated with a method based on optical flow registration [135]. 

Then, the solution of Eq. 6.12 corresponding to the HR image is calculated iteratively until 

the solution converges or a pre-defined cut-off value (maximum) of iterations is reached. 

The PSR inversion process defined in Eq. 6.12 is an ill-posed process, so that a regularization 

term is generally required for rendering a stable solution [132]. The regularization term 

compensates for ill-posedness by a priori imposing additional information on the desirable 

HR image [124, 132], consequently suppressing artifacts and noise, and improving the rate of 

convergence. Herein, we employ a bilateral total variation (BTV) regularization term defined 

as [124, 132]: 

0
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where 0l m  , 
l

xS and 
m

yS  are shift matrices to present l  and m pixels shift in horizontal and 

vertical directions, respectively. (1 3)P P  is the shifting range in both directions and

(0 1)    is the weighting coefficient. The scalar weight   gives a spatially-decaying 

effect to the regularization terms summation. The BTV regularization is based on the 

combination of the total variation restoration model and the bilateral filter [124, 132], where 

total variation anisotropic diffusion is used for image restoration and edge enhancement, and 

the bilateral filter focuses on noise reduction and edge sharpening [132, 136]. Subsequent 

application of the bilateral filter several times leads to smoothing of the signal until reaching 

a steady rate. Based on this, a large value of   is chosen for images affected by noise, which 
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suppresses noise and smooth flat regions in the estimated HR image at the expense of losing 

edge information. More detailed information about the BTV regularization function can be 

found elsewhere [132, 136]. Combining Eqs. 6.12 and 6.13, the iterative PSR process is 

calculated with steepest descent method and the final minimization function described as 

[124, 132]: 
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where 
l

xS 
and 

m

yS 
represent the transposes of matrices 

l

xS and 
m

yS  respectively and they 

have a shifting effect in the opposite directions as 
l

xS and 
m

yS .  

B. Implementation in optoacoustic tomography  

In order to test the experimental performance of the PSR method in optoacoustic tomography, 

experiments were conducted using a small animal multispectral optoacoustic tomography 

scanner (MSOT256-TF, iThera Medical GmbH, Munich, Germany). The scanner utilized 

cross-sectional optoacoustic acquisition geometry (see Fig. 6.7) consisting of a custom-made 

256-element array of cylindrically-focused piezocomposite transducers. The array covered an 

angle of approximately 270° and had a radius of curvature of 40 mm, allowing simultaneous 

acquisition of the signals generated with each laser pulse. The central frequency of the array 

elements was 5 MHz, and the -6 dB bandwidth was approximately 90%. Light excitation was 

provided from a wavelength-tunable optical parametric OPO laser and delivered by fiber 

bundles shaped to attain ring-type uniform illumination on the surface of the sample. The 

detected optoacoustic signals were simultaneously digitized at 40 megasamples per second. 

The signals were averaged 10 times for an improved SNR performance. The resolution of the 

system depended on the frequency response and the geometrical properties of the detector 

array, and was estimated as ~150 µm in the cross-sectional plane and ~800 µm in the normal 

direction. More detail information about the imaging setup can be found elsewhere [5, 110, 

111]. 



104 Image quality enhancement methods 

 

 

Fig. 6.7. Schematic of the MSOT256 System with the detector and laser arrangement, the sample holder is 

connected to mechanical stages for translation of the sample. The configuration of the detector arrays is shown 

in the zoom-in, the system comprises of 256 cylindrically focused individual detector elements. (a) Translational 

(X and Y directions in a single Z plane) and (b) transaxial scanning modes. The sample is translated four 

positons (in X and Y) in the translational mode and detectors are virtually rotated for three configurations (R0 – 

R2) in the transaxial mode to acquire the data stack for super-resolution image formation.  

The MSOT system integrated high-precision stages able to translate the scanning sample in 

steps of 0.1 mm. The PSR algorithm was first implemented in the translation mode by 

combining sets of four low resolution images acquired in four translation scanning positions 

(Fig. 6.7). Specifically, the sample was scanned to the positions (x+∆x, y), (x, y+∆y), (x-∆x, 

y), (x, y-∆y), being ∆x=∆y=0.3 mm, for a given (fixed) z-plane. In addition, the PSR 

algorithm was also implemented in a “transaxial mode”, which combined translation and 

rotation. The transaxial mode acquired three LR images for each translational position using 

virtual rotations (±∆), where ∆ corresponded to the angular separation of 5 consecutive 

elements of the array in the transverse plane between successive acquisitions. In the 

translation mode, the geometric transformation at different imaging views was applied 

precisely and all transducer elements (256 elements) were considered for all reconstructions. 
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Only 200 transducer elements were used for the reconstructions in the transaxial mode, and 

the virtual rotation was simulated by selecting the transducer elements considered. Because 

the MSOT transducer array is toroidally focused, the best quality image is generally obtained 

with the sample located on the focus area of the detector. For a fair comparison, the best 

quality cross-sectional reconstruction was determined by visual inspection and was chosen as 

the reference image for the PSR process, where the signals of 200 channels in the central area 

of the detector were used for reconstruction in the transaxial mode. 

C. Simulations and experimental measurements 

Numerical simulations were first performed to test the performance of the suggested method. 

For this, a resolution target phantom was used to define the theoretical initial optoacoustic 

pressure distribution [Fig. 6.8(a)]. The simulations were executed using MATLAB (The 

MathWorks, Inc.) k-Wave Toolbox [63, 115]. The signals at 200 points located at a distance 

of 25 mm from the center of the phantom and equally-spaced along an arc of 180° were 

considered. A simulated Gaussian shape impulse response with a full-width at half maximum 

(FWHM) of 100 ns was convolved with the simulated optoacoustic signals to mimic the 

effects of the frequency response of the transducer, which degraded the spatial resolution to 

150×150 µm. The phantom was shifted linearly with a step-size of 300 µm according to the 

translation mode described earlier, so as to obtain four optoacoustic images with different 

imaging views.  

An equivalent experiment was subsequently performed to validate the simulation results and 

characterize the resolution improvement achieved with the PSR method in practical cases. 

For this, a printed paper (USAF resolution target, standard inkjet printer with black ink) 

phantom embedded in a 1.9 cm diameter diffuse agar cylinder (6% by volume Intralipid in 

the agar solution) was measured. The structure of the phantom is shown in Fig. 6.9(a). The 

image object includes several groups of elements of different size, which can be used for 

resolution characterization at different levels. Four optoacoustic images of the resolution 

target phantom were obtained in the translation mode and twelve optoacoustic images were 

acquired in the transaxial mode. 
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Further trials on an ex-vivo murine kidney were conducted to test the applicability of the 

method in biological tissue. The kidney was extracted post-mortem (non-perfused) according 

to institutional regulations regarding animal handling protocols and subsequently embedded 

in a diffuse agar block (6% by volume Intralipid in the agar solution) for ensuring uniform 

illumination of the sample. After completion of OA imaging experiments, the sample was 

isolated and frozen at -51° C for 24 hours. It was thereafter embedded in a water soluble 

optimal cutting temperature compound and cryosectioned with sample thickness of 20 µm at 

a temperature of -20° C. The RGB images of the cryosections were used as a reference to 

validate the reconstruction and PSR results by correlating the location, orientation and 

morphology of the blood vessels within the kidney mass. 

The optoacoustic images for all scanning positions were reconstructed with a standard filtered 

back-projection algorithm [57]. Prior to reconstruction, the OA signals were band-pass 

filtered with cut-off frequencies between 0.2 and 7 MHz in order to remove low frequency 

off-sets and high frequency noise. A uniform speed of sound (SoS) of 1510 m/s was used for 

each reconstruction. Indeed, even if the SoS variations from one medium to another can cause 

of distortions in the OA images, using a constant SoS value generally allows obtaining a 

representative image [112, 114] . Thereby, the values of SoS were optimally chosen for each 

image by using iterative autofocusing metrics. A model-based (MB) reconstruction method 

employing similar regularization as the PSR method was used as a reference (shown in Fig. 

11) for comparison of the proposed method vis-à-vis advanced reconstruction methodologies 

[8]. 

All LR images were mathematically registered to the reference image for calculation of the 

image transformation. For comparison, the transformation information between the reference 

image and each LR images were interpolated into the reference image to obtain the so-called 

interleaving image. The interleaving image corresponds to a two times up-sampled LR image 

with the same size as the PSR image. For the translation or transaxial mode, the image 

obtained at the focus area was taken as the initial guess for the HR image. The transformation 

matrix was calculated between the guessed HR image and LR images obtained in other 

positions. In each iteration of the PSR inversion problem, the reference image was updated 

with the interleaving image, and the motion between the LR images and the updated 
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reference image was then calculated. The PSR procedure was iteratively updated according to 

Eq. 6.14 until the difference error was less than 0.02 or after 12 interactions.  was taken as 

0.02 for all data, while  was taken as 0.01 for the simulated LR images and, was increased 

to 0.05 for smoothing noise of the reconstructed PSR images in the USAF and mouse tissue 

experiments. The initial reference images shown in the results section were reconstructed 

with the FBP algorithm considering the same pixel number and width as the PSR image. 

In order to compare the image contrast of the resolution target phantom, the average intensity 

(S) of the resolution lines were calculated, as well as the standard deviation of background 

(B) signals in the spaces between the lines. The region of interest for calculating for 

resolution line was established by digitally masking the image with the known location of the 

target lines. The ratio of the average signal to the standard deviation of background noise 

provided a contrast ratio 𝐶𝑁𝑅 = 20 ∗ log (𝑆/𝐵). 

6.2.2 Results  

The results of the numerical simulation are depicted in Fig. 6.8. Fig. 6.8(a) shows the optical 

absorption distribution used for the forward simulation, which represents a resolution target 

phantom typically used as a characterization tool in optical imaging. Fig. 6.8(b) shows the LR 

OA image reconstructed by using the FBP algorithm by considering a pixel size of 100 µm 

(200x100 pixels
2
) whereas Fig. 6.8(c) presents the HR image obtained by interpolation from 

the reference image in Fig. 6.8(b). Fig. 6.8(d) displays the HR image obtained by interleaving 

the LR reconstructions obtained with 4 scanned slices translated in the same plane. The HR 

image obtained with the PSR method from the same 4 slices is shown in Fig. 6.8(e). From the 

zoomed in areas shown in Fig. 6.8(f-i) and from the line profiles shown in Fig. 6.8(j-k), we 

see that the proposed PSR method significantly improves the image resolution. 


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Fig. 6.8. Simulation of PSR algorithm. (a) Reference USAF phantom. (b) Low resolution (LR) reconstructed 

image. 4 LR images with 3pixels shifts were used to obtain a higher resolution image using (c) Interpolation, (d) 

interleaving and (e) PSR. The figures (f-i) are the zoom-in of the region marked in red in for panels (b-e) 

respectively. The line profiles in the horizontal and vertical directions marked in panel (e) are represented in (j) 

and (k) respectively for the interpolation (red), interleaving and PSR (blue) methods.    

The experimental results corresponding to the two- dimensional USAF target paper phantom 

imaged in the translational mode are given in Fig. 6.9. Fig. 6.9(a) displays a photograph of 

the printed structure. The LR optoacoustic images are reconstructed with the FBP algorithm 

by considering a pixel size of 62.5 µm (200x200 pixels
2
) and the reference image 
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(reconstructed with same pixel number and width as the PSR image) is shown in Fig. 6.9(b). 

The image obtained by interleaving 4 translational scans is shown in Fig .6.9(c). The PSR 

image reconstructed from the same 4 positions is shown in Fig. 6.9(d). Much like in the 

simulations, the PSR image has higher resolution and quality as observed in the zoomed areas 

in Fig. 6.9(e-g) and in the line profiles in Fig. 6.9(h-i) comparing to other approaches. 

Specifically, line features in Fig. 6.9(e) are seriously distorted (e.g. labels 3, 4 and 8) and 

discontinuities (e.g. labels 1, 6 and 7) can be observed. The line features in the interleaving 

image [Fig. 6.9(c)] are also distorted and noisy. On the other hand, the lateral (e.g. labels 3 

and 4) and axial (e.g. labels 7 and 8) resolution characterization lines are more 

distinguishable in the PSR image. The lateral and axial line profiles marked by the red arrows 

in Fig. 6.9(d) also suggest a better resolution in the PSR image. The comparison of contrast-

to-noise ratio (CNR) achieved with the different methods is showcased in Table IV. The PSR 

image provides a CNR more than 50% higher than the reference image and 50% higher than 

the interleaving image (Table IV).  
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Fig. 6.9. (a) Reference USAF phantom printed on white paper with black ink, which was embedded in scattering 

agar. (b) Reconstructed high resolution reference image. Low resolution (LR) images were reconstructed using 

back projection, 4 LR images with 0.3mm shifts in linear direction were used to obtain a higher resolution 

image using (c) interleaving and (d) PSR. The figures (e-g) are the zoom-in of region marked in red in panel b 

for the panels (b-d) respectively. The line profiles in the horizontal and vertical directions marked in panel (d) 

are represented in (h) and (i) respectively for the high-resolution reference image (red), the interleaving image 

(black) and the super-resolution image (blue).   
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Fig. 6.10 shows the results of the USAF phantom experiment imaged in the transaxial mode 

by considering different numbers of LR images. The images obtained with the interleaving 

and PSR methods considering 1 transaxial scanning positions (3 images) are shown in Fig. 

6.10(a) and (c). The corresponding results obtained using 3 transaxial positions (9 images) 

are displayed in Fig. 6.10(b) and (d). The image in Fig. 6.9(b) is also considered as a 

reference. Targets in the PSR results are better resolved comparing to the reference and 

interleaving images. Comparing the horizontal (labeled 1, 2, 3, and 4) and vertical  (labeled 5, 

6, 7 and 8) resolution characterization lines in Fig. 6.10(c) and (d), it is observed that 

increasing the number of LR images also leads to a better resolution of  the PSR images. Fig. 

6.10(e) and (f) shows the relationship between the CNR (labels 4 and 6) and the number of 

LR slices used in PSR method. It is shown that increasing the number of LR images for PSR 

reconstruction generally leads to an increase in the CNR. However, the CNR may decrease 

because more noise is accumulated with the number of LR slices increasing in the PSR 

process; the same is clearly demonstrated in Fig. 6.10(e-f) where the CNR value is decreased 

when more than 9 LR images were used.  
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Fig. 6.10. Low resolution (LR) images were reconstructed using back projection with 0.3mm shifts in the linear 

direction (translational) and 5 element shifts (rotational). Higher resolution image reconstructed using (a) 

interleaving 3 images (1 transaxial position), (b) Interleaving with 9 images (3 transaxial positions), (c) PSR 

with 3 images (rotation) and (d) PSR with 9 images (rotation + translation). The plots in (e) and (f) show the 

relationship between the number of slices and CNR for areas 4 and 6 respectively. 

The results for the ex-vivo kidney experiment are presented in Fig. 6.11. A photograph of a 

cryoslice obtained through the imaging position is shown in Fig. 6.11(a). Fig. 6.11(b) and (c) 

show reference images obtained with the FBP and MB algorithms by considering 400x400 

pixels with pixel width 50m. The interleaving result [Fig. 6.11(d)] obtained by directly 

registering information from different scanning views reconstructed with FBP shows similar 

image fidelity to the reference image. In contrast, the PSR image considering 6 slices 
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reconstructed with FBP in the transaxial mode displayed in Fig. 6.11(e) demonstrates 

improvements on image quality. Specifically, blood vessel structures marked with the box 

indicated on Fig. 6.11(a) are better resolved in the PSR image than in the images obtained 

with other methods, as shown by inserts in Figs. 6.11(b-e). The vascular structures [as 

indicated by arrows in the inserts in Figs. 6.11(b-e)] in the PSR image show better structural 

integrity and conformity when compared to the reference images and the interleaving image. 

The visual evaluation is further corroborated by the line profile drawn over a given image 

segment [indicated by the dash line in Fig. 6.11(b)], which indicates that blood vessels are 

better resolved in the PSR image. In addition, the PSR image has significantly less streak-

type artefacts as compared to the other images, so that the background noise is reduced. 

 

Fig. 6.11. Reconstruction results for the ex-vivo murine kidney. (a) Reference cryoslice image. (b) 

Reconstructed high-resolution reference image with the FBP method. (c) Reconstructed high-resolution 

reference image with the MB method. (d) Interleaving result with 6 images obtained in the transaxial mode. (e) 

PSR image. The line profile marked on (b) is shown in (f). Zoom in of the region marked in panel (a) is 

provided for better visualization of the microvasculature and image enhancement achieved by different methods. 
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Discussion 

The section described a novel geometrical pixel super-resolution method achieved using 

image processing techniques, and implemented for state of the art optoacoustic tomographic 

imaging.  The proposed PSR method made use of multiple post-reconstruction optoacoustic 

images with geometrical proximity to efficiently integrate the information into a high-

resolution image. The performance of the suggested method for enhancing image resolution 

and contrast was showcased in cross-sectional optoacoustic imaging. However, the method 

can easily be extended to a wide range of optoacoustic imaging systems by properly defining 

and customizing the scanning protocol for individual systems. In this way, simple 

geometrical manipulation can generally lead to an enhancement in optoacoustic contrast and 

resolution, thus overcome limitations of the system hardware and reconstruction methods. 

The simulations and experiments conducted with a USAF resolution target phantom 

demonstrated that the image resolution in both the lateral and axial directions improved with 

the PSR method suggested in this work. For instance, the resolution characterized as FWHM 

along the lateral direction of the line target was improved from 180 µm in the reference 

image to 130 µm in the PSR image, and the FWHM value along the axial direction was 

improved from 247 µm to 132 µm respectively. Small target resolution line features were 

better resolved, while they were distorted and blurred in the reference image obtained for a 

single imaging position and in the interleaving image retrieved by considering several 

positions. The image quality of larger line targets was also enhanced with the PSR method, 

and an improvement of CNR can be observed. Thereby, the PSR method reduced distortion 

of line features and enhanced image contrast at different resolution scales.  

Furthermore, it was shown that increasing the number of low-resolution images obtained 

along different imaging views improved the image quality of the super-resolution result. It 

should be noted that increasing the number of low-resolution images in the super-resolution 

process may result in integration of reconstruction errors and noise in the resulting super-

resolution image, especially when the image quality of the low-resolution images is low. For 

the noisy images, the regularization parameters can be optimized to smooth the noise. 

However, this could lead to blurring in the resulting super-resolution image. Also, the number 
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of scanning positions for a specific optoacoustic system may be limited. Therefore, the 

optimum number of low-resolution images to consider for the super-resolution method must 

be determined according to the achievable image quality enhancement and the practicability 

in different imaging setups. On the other hand, the experiments on an ex-vivo mouse kidney 

illustrate the potential of the super-resolution method suggested herein for improving the 

image quality of vascular structures in real biological tissues.  

Although PSR improvements in image quality come at an incremental computation overhead, 

the method can potentially improve imaging accuracy by acquiring multiple low-resolution 

images and combining them algorithmically on a software platform, instead of having a 

slower high-resolution acquisition achieved through averaging the signal data over multiple 

cycles (typically 10 frames). The processing time grows with the number of low-resolution 

images used in the PSR process, both in terms of signal acquisition time as well as in image 

reconstruction and processing. Thereby, a trade-off between optoacoustic image quality and 

image formation speed generally exists. This is particularly significant during in vivo 

measurements where the system dynamics can vary within a very short time window. 

Numerically, the total time for reconstructing 4 LR images and subsequent processing with 

the PSR method for 400x400 pixels
2
 is about 4/3 of the reconstructing time of the HR 

reference image, which has half  pixel width (total pixel resolution is doubled) of the low-

resolution image. Also, the computation time of the MB reconstruction in Fig. 6.11(c) is five 

times slower than the total execution time of PSR process. The image reconstructions and 

super-resolution processing can be further accelerated by paralleled computing with GPU, 

which can potentially improve the applicability of the PSR method illustrated herein.   

There are limitations in PSR-MSOT implementation that should be addressed towards 

performance optimization. We acknowledge that the suggested PSR method is sensitive to 

the noise level of the low-resolution images. However, suitable regularization can be 

employed for noise suppression to achieve a high-resolution image. The noise level also 

affects the registration accuracy in the super-resolution process, which diminishes the 

resolution. Thereby, improvements in the optoacoustic reconstruction and pre-processing 

methods can potentially lead to removing noise and artifacts in the final images. Furthermore, 

the accuracy of registration methods significantly affects the image quality of PSR-MSOT 
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imaging. For ex-vivo data, fast linear motion estimation method can be performed in the PSR 

process. However, the method can be significantly challenging in applications in vivo due to 

cardiac or respiratory motion. In this case, advanced registration methods, such as nonlinear 

subpixel registration method [135], may be applicable for estimating the motion between 

different images. As a part of future work, we aim to investigate on different motion 

correction methods for in-vivo PSR-MSOT imaging.  

Overall, the successful application of super-resolution techniques in optoacoustic imaging as 

demonstrated in this work suggests the general applicability of this methodology to increase 

optoacoustic resolution and image quality. The demonstrated enhancement of resolution and 

contrast in experiments with tissue-mimicking phantoms and actual biological tissues 

showcase that super-resolution may offer as a useful tool for clinical practice and biomedical 

research wherein a higher imaging resolution without significant hardware upgrades can be 

achieved.  
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Chapter 7 Optoacoustic imaging of esophageal tissue  

Several optoacoustic endoscopy implementations and in vivo measurements of rat or rabbit 

esophageal tracts have been reported [52, 53]. Vessel structures inside the esophagus wall 

and surrounding tissue of rat or rabbit are nicely resolved [52, 53]. However, there are few 

studies concerning optoacoustic properties of esophageal wall from human or large animals. 

Investigating the imaging performance of excised samples is a very important step to prove 

the clinical relevance of optoacoustic imaging on gastrointestinal diseases. Therefore, 

esophagus samples of pigs and human are measured with high resolution optoacoustic 

mesoscopy system and results are further analyzed in this chapter. Section 7.1 introduces the 

clinical interests of esophagus imaging. Excised esophagus (pig and human) measurements 

conducted by mesoscopy system are described in section 7.2. Results are studied to 

investigate the optimal laser wavelength and detection bandwidth of ultrasound transducers 

for esophagus imaging. Besides, a frequency spectra analysis method is developed to analyze 

the relation between the frequency characteristics of optoacoustic images and the anatomical 

structure of esophagus wall in section 7.3. The developed endoscopy system is validated on 

esophageal samples and corresponding results are introduced in section 7.4. 

7.1 Clinical interests of esophagus imaging 

Esophagus cancer is the seventh leading cause of cancer-related deaths worldwide with an 

increasing incidence rate over the last three decades [14]. Overall 5-year survival rate for 

patients with esophageal cancer is still poor [14]. Staging of esophageal cancer is a standard 

way for doctors to sum up how far the cancer has spread. The treatment and outlook for 

people with esophageal cancer depend, to a large extent, on the cancer’s stage. The most 

common system used to stage esophageal cancer is the T stage system of the American Joint 

Committee on Cancer (AJCC) as illustrated in Fig. 7.1[14, 46]. The T staging classification 

of esophagus cancer depends mainly on the depth of the infiltration and the extent of damage 
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to histological layers of esophagus wall [14, 46]. From the lumen outwards, the superficial 

esophagus wall include several layer structures: namely epithelium (EP), lamina propria, 

muscularis mucosa (MM), submucosa (SM) and muscularis propria (MP) [96]. Esophageal 

cancers usually start in the innermost lining of the esophagus (the epithelium layer) and then 

grow into deeper layers over time [14, 46]. The earlier detection and staging of esophageal 

tumor are closely related to therapeutic strategy and the survival rate. For example, the T1 

stage of esophageal cancer is subdivided into T1a and T1b [97]. In the T1a stage, the tumor 

only infiltrates into the mucosal lamina propria and muscularis mucosa, while the tumor of 

the T1b grows into the submucosa. Endoscopic treatments such as endoscopic mucosal 

resection (EMR) or endoscopic submucosal dissection can be performed for the T1a tumor, 

because the existing rate of lymph node metastases is extremely low in T1a cases [14, 97]. In 

contrast, lymph node metastases occur with much higher rate (21%-24%) in the T1b, and 

these patients are not suitable for endoscopic treatment and require surgical resection. 

Therefore, obtaining accurate pre-treatment staging and then subsequently providing stage-

appropriate treatment is crucial in optimizing esophageal cancer outcomes [14].  

Current clinical imaging techniques have limitations on stage earlier esophageal cancer. X-

ray CT and PET are normally used to scan the chest and abdomen when esophageal cancer is 

diagnosed histologically. Besides, X-ray CT and PET are somewhat limited in defining the 

local extent and nodal involvement of esophageal cancer [14, 19]. Endoscopic ultrasound 

provides more accurate evaluation of the depth of tumor infiltration than both PET and X-ray 

CT, while it has low accuracy of staging early-stage cancer as T1 or T2 because of low tissue 

contrast [43, 137]. In order to accurately stage early esophagus cancer, an imaging modality 

should have the capability to clearly resolve the layer structures of esophagus wall with a 

penetration depth up to several millimeters [14, 97]. Herein, we apply optoacoustic imaging 

to measure excised esophagus samples and investigate the imaging performance of 

optoacoustic on esophagus wall.  
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Fig. 7.1. Esophagus cancer staging according to the American Joint Committee on Cancer tumor-node-

metastasis (TNM) classification, this figure is from online source (Cleveland Clinics). The anatomical layer 

structures of the esophagus wall are illustrated. The esophagus cancer is staged from T1 to T4 stages based on 

the infiltration depth and location of the lesion in the T stage system. 

7.2 Esophagus sample measurements by Mesoscopy 

In order to investigate the optoacoustic properties of esophagus wall, a high resolution 

optoacoustic mesoscopy system is applied to measure excised esophagus samples from 

human and pigs. Optoacoustic mesoscopy enables to acquire high resolution images beyond 

the depth of optical microscopy, up to several millimeters deep in soft tissue [138, 139].  

Multi-spectra optoacoustic images are recorded and studied to understand the optoacoustic 

properties of esophagus samples.  

7.2.1 Mesoscopy imaging system 

A custom-made 50 MHz central frequency spherically focused transducer made of LiNbOb3 

is employed in this system to produce wide bandwidth measurements ranging from 10 MHz 

to 90 MHz. The sensing areas of the transducer have a diameter of 3 mm and an f-number of 

0.99. Illumination is provided by a 532 nm laser, with a pulse repetition rate of 2 kHz, 

energies of 1 mJ∕pulse, and pulse widths of 0.9 ns (Wedge HB532, BrightSolutions SRL, 

Pavia, Italy). The recorded optoacoustic signals are amplified by a low noise amplifier (63 
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dB, AU-1291, Miteq Inc., Hauppauge, New York, USA) to a high-speed digitizer, operating 

at 1 GS∕s (CS122G1, Gage, Lockport, Illinois, USA; 12 bit resolution; max sampling rate, 2 

GS∕s). To perform fast raster scan, motorized piezostages are used (M683.2U4, Physik 

Instrumente GmbH & Co. KG, Karlsruhe, Germany). The image reconstruction of the 

mesoscopy datasets are implemented by backprojection approach. The highest lateral 

resolution achieved with this system is 40 μm, whereas the axial resolution reached 15 μm 

[138]. More detailed information about the imaging system can be found here [138, 139]. 

7.2.2 Pig esophagus measurement 

A fresh pig esophagus sample was first imaged as the histological structure of the pig 

esophagus wall was similar to that of humans[140]. We took the esophagus sample from a 

one-year-old male pig. The sample was cut open and flattened for imaging. A histological 

image of the sample corresponding to the scanning position is shown in Fig. 7.2(a). As we 

can see, the layer morphology of the superficial esophagus wall is clearly delineated. The 

mucosa layer, which consists of epithelium, lamina propria and muscularis mucosa layers, is 

well distinguished. The main optoacoustic contrast of esophagus wall comes from 

hemoglobin at wavelength of 532 nm. The optoacoustic image is shown in Fig. 7.2(b). The 

layer structures in the optoacoustic image are identified and marked based on the depth 

information measured from the histological image. It can be seen that the epithelium layer is 

hardly resolved, because of low optoacoustic contrast. Small vessels in the lamina propria 

layer are recovered with high contrast, which separates the epithelium and muscularis mucosa 

layers. Blood vessels, lymphatic vessels, and nerves run through in the submucosa layer, 

resulting in high optoacoustic contrast as shown in the reconstructed image. The mucosa and 

submucosa layers are clearly separated by the muscularis mucosa layer, which is composed 

of several thin layers of smooth muscle fibers, resulting in low optoacoustic contrast 

comparing to its neighbor tissue. 

 

http://en.wikipedia.org/wiki/Blood_vessels
http://en.wikipedia.org/wiki/Lymphatic_vessels
http://en.wikipedia.org/wiki/Nerves
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Fig. 7.2. (a) The close corresponding histology section of the esophagus sample (original magnification × 4). (b) 

The corresponding cross-sectional optoacoustic image of the esophagus sample. The white arrows in (a) and (b) 

indicate the layer structure of the esophagus wall. Abbreviations: EP, squamous epithelium; LP, lamina propria; 

MM, muscularis mucosa; SM, submucosa; MP, muscularis propria. 

7.2.3 Human esophagus measurement 

Beside pig esophagus, a 10 mm×10 mm region of excised human esophagus sample provided 

by our clinical collaborator was measured in a similar way to pig esophagus sample. The 

sample was flattened and covered with plastic kitchen foil avoiding direct contact. The step 

size of the raster scan was 10 μm along the x and y direction. The voxel size in the 

reconstructed 3D volume was set to 50 μm×50 μm×5 μm. Prior to reconstruction, the 

acquired data was filtered using a 10–90 MHz bandpass filter. Fig. 7.3 (a) and (b) depict 

cross-sectional images of the esophagus wall. According to the depth and thickness of each 

layer measured from the histological image [Fig. 7.3(c)], the five-layered morphology of the 

esophagus wall is identified and marked in the optoacoustic image. In analogy to the pig 

esophagus sample, vessel structures in the lamina propria layer are clearly resolved, which 

separate the epithelium and muscularis mucosa layers. Also, the submucosa layer enriched 

with blood vessels and lymphatic vessels is identified with high contrast. The muscularis 



122 Optoacoustic imaging of esophageal tissue 

 

mucosa layer, composed of several thin layers of smooth muscle fibers, is visualized with low 

contrast, which separates the mucosa and submucosa layers. 

 

Fig. 7.3. (a) and (b) MIP results paralleled to the esophagus surface with different thickness [the thickness of (a) 

is 0.2mm and (b) is 0.4mm]. (c) The close corresponding histology section of the esophagus sample (original 

magnification × 4). The white arrows in (a) and (c) indicate the layer structure of the esophagus wall. 

Fig. 7.4 shows the maximum-intensity projections (MIP) images parallel to the sample 

surface taken at different depths and several zoomed-in features are presented in the white 

dash rectangle regions. Representative vessel structures of each layer are indicated by white 

arrows. Some of the vessel structures are not well consistent as blood dried out from the 

excised sample. The top MIP image in Fig. 7.4(a) corresponds to the location of the mucosa 

layer. The bright dots are in agreement with small vessels mainly from the lamina propria 
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layer. The middle MIP result is related to vessel structure in the submucosa layer as shown in 

Fig. 7.4(b). It can be seen that middle-sized vessel structures are well distinguished. Due to 

the limited imaging depth at this laser wavelength, Fig. 7.4(b) corresponding to vessel 

structures beyond the submucosa layer is visualized with low resolution.  

 

Fig. 7.4. (a)–(c) Maximum intensity projections of the reconstructed image with different thickness along the 

depth direction. The values on the right represent the approximate minimum depth and maximum depth used for 

the calculation of each projection. Zoomed-in features are marked in the white rectangle regions. Representative 

vessel structures are marked by white arrows.  

7.2.4 Multi-spectra optoacoustic imaging of esophagus sample 

Multi-spectra optoacoustic images were acquired based on the same human esophagus 

sample. A tunable OPO laser (Innolas, Germany) with a repetition rate of 100 Hz is used as 

the illumination source of the mesoscopy system. The corresponding images at different 
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wavelengths are displayed in Fig. 7.5. All images were normalized with the laser energy for 

fair comparison. Optoacoustic images of the esophagus sample at six representative 

wavelengths exhibits strong contrast variations correlated to the deoxy-hemoglobin 

absorption in the mucosa and submucosa layers. For example, the superficial vessel structure 

at the mucosa layer reveals very strong signal intensity as hemoglobin has very high 

absorption at wavelength of 440 nm, while the imaging depth at this wavelength is much less 

than other images. 

 

Fig. 7.5. (a) Absorption spectra of deoxy-hemoglobin. (b)-(g) Multi-spectra optoacoustic images of the 

esophagus samples at several wavelength, all images were normalized with the laser energy at corresponding 

wavelength. Scalebar 1 mm. 
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The relationship between the contrast to noise ratio (CNR) and wavelengths is presented in 

Fig. 7.6.  The CNR values are calculated as the ratio between the intensity of blood vessels 

[marked by white arrows in Fig. 7.5(f)] and the standard deviation of the background region 

[white rectangle in Fig. 7.5(f)]. As we can see, the CNR values of the mucosa and submucosa 

areas of the superficial regions are closely correlated with the absorption spectra of 

hemoglobin. However, the deep region of the adventitious tissue shows less dependence on 

the absorption spectra as optoacoustic signal intensity in deep tissue is determined by optical 

absorption and attenuation together. It can be noted that, optimal CNR values at wavelength 

of 560 nm are achieved at the three regions of the esophagus sample. However, these results 

should be further validated on in vivo measurements. In this work, the optical wavelength 

used in this work is 532 nm, which is provided by a commercially available laser with high 

repetition rate of 2 kHz. 

 

Fig. 7.6. The relationship between the CNR values and optical wavelengths calculated at three regions of the 

esophagus sample marked in the Fig. 3.5(f). The CNR values are calculated as the ratio between the intensity of 

blood vessels [marked by white arrows in Fig. 3.5(f)] and the standard deviation of the background region 

[white rectangle in Fig. 3.5(f)]. 
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7.2.5 Frequency characteristics 

As illustrated in Fig. 7.2 and Fig .7.3, optoacoustic imaging showed good ability to 

distinguish the layer structures of esophagus wall by relying on the intrinsic optoacoustic 

contrast.  Vascular structures in LP and SM layers were nicely resolved. The layer thickness 

of the mucosa and submucosa structure in human esophagus wall varied from few hundreds 

µm to millimeter level as shown in Fig. 7.4. Blood vessels in these layers ranged from thin 

capillaries with a diameter of several µm located in the lamina propria layer to larger vessels 

with a diameter of up to a hundred µm in the submucosa layer [96]. Thus, the frequency 

contents of optoacoustic signals generated from the esophagus wall were intrinsically 

broadband. In order to analyze the frequency characteristics, the relation between the 

detection bandwidth and the morphological structures of esophagus wall was studied based 

on the pig esophagus data shown in Fig. 7.2. Optoacoustic signals within the detection 

bandwidth of the mesoscopy system were separated in different frequency bands using 

bandpass filter. Fig. 7.7(a)-(c) depicts the raw signals at frequency bands of 10-25 MHz, 25-

60MHz, and 60-90MHz respectively. Fig. 7.7(d)-(f) illustrate the corresponding 

reconstruction results of the three frequency bands using backprojection reconstruction 

approach. As we can see, low frequency contents of 10-25 MHz correspond to larger 

structures in the SM and MP layers, reaching approximately 2 mm penetration depth. Signals 

at the range of 25-60 MHz contain detailed features of the upper LP and SM layers with 

imaging depth about 1 mm. Vessels in the SM layers are well resolved in this frequency 

range while the MP layer disappears. The high frequency contents in the range of 60-90 MHz 

can be detected from regions of less than 1 mm depth as shown in Fig. 7.7(c), which carries 

information from the superficial LP layer, such as capillary vessels. The capillary dots are 

identified and boundaries of absorbers in the SM layer are recovered shown in Fig. 7.7(f). In 

order to resolve all layer structures, transducers with ultra-wide bandwidth ranging from few 

megahertz to a hundred MHz should be used to record optoacoustic signals. 
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Fig. 7.7. Frequency response of the esophagus wall structure by reconstructing images at different frequency 

bands. (a)–(c) Raw optoacoustic signals at frequency range of 10-25 MHz, 25-60 MHz and 60-90 MHz 

respectively; (d)-(f) Corresponding reconstruction images of the three frequency bands. The layer structures are 

marked based on the depth location of each layer measured from the histological image. Scalebar 500 µm. 

7.3 Optoacoustic endoscopy imaging of esophageal sample 

The results of mesoscopy measurements have demonstrated that optoacoustic imaging have 

superior capability of resolving esophagus structures. In order to validate the performance of 

the developed endoscopy systems, fresh pig esophagus samples are measured.  

7.3.1 Esophagus measurement by IVUS-based endoscopy system  

To test the practicability of the IVUS-based endoscopy system, fresh pig esophagus wall was 

imaged as the histological structure of the pig esophagus wall was similar to that of humans. 

We took a fresh esophagus sample with 20 cm long from a one year old male pig. Since the 

excised esophagus tissue was tightly shrinking, we cut the sample open and rolled it into a 

180 degree cylindrical structure as shown in Fig. 7.8(a). A histological image of the sample 
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along the extending direction is Fig. 7.8(b), and the corresponding B-scan optoacoustic image 

is depicted in Fig. 7.8(c). One cross-sectional image is shown in Fig. 7.8(d) and the 

volumetric image is presented in Fig. 7.8(e). As we can see from the histological image, layer 

structures are distinguished. According to the depth and thickness of each layer structure 

measured from the histological image, mucosa and submucosa layers are identified and 

marked in the optoacoustic images. However, thin layer structures, like the EP and LP layers 

were not visualized because of the limited resolution of the endoscopy probe. 

 

Fig. 7.8. (a) Photo of the rolled pig esophagus sample. (b) The close corresponding histology section of the 

esophagus sample (original magnification × 4). (c) and (d) typical B-scan images in two different directions. (e) 

Volumetric image.  Layer structures in optoacoustic images are labeled according to the depth and thickness of 

each layer measured from the histological image. Abbreviations: EP, squamous epithelium; LP, Lamina propria; 

MM, Muscularis mucosa; SM, Submucosa; M, Mucosa; MP, Muscularis propria; ME, Adventitious tissue. 

Scalebar 500 µm. 

7.3.2 Challenges of in vivo measurements 

For in vivo esophagus measurements of large animals, the imaging procedures are more 

complicated comparing to small animal experiments. Several issues of the imaging 

procedures should be considered, such as motion and acoustic coupling medium. In order to 

explore the practicability of in vivo esophagus imaging, we measured pig colon in vivo for 
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the first time using the IVUS based endoscopy probe. The whole endoscopy procedure was 

operated by a medical doctor. The optoacoustic endoscopic probe was combined with a video 

endoscopy system, which could help to position the optoacoustic probe and record the whole 

imaging procedure. A normal pig was anesthetized first and pure water was pumped inside 

the colon. Fig. 7.9 shows pictures at different stages of the measurement recorded by the 

video endoscopy system. As we can see in Fig. 7.9(a), the colon has an irregular lumen shape 

with a diameter of over 2 centimeters. The IVUS probe has limited working distance, thus 

only partial of the colon wall could be scanned. Therefore, the IVUS probe was positioned 

close to one side of the colon with the help of the video endoscopy. Clean water was 

continuously pumped inside the colon for cleaning and acoustic coupling. The flashing water 

introduced serious motions as shown in Fig. 7.9(b) and (c). A cross-sectional image was 

depicted in Fig. 7.9(d) where obvious artifacts were produced. Due to significant motions, 

volumetric images could not be reconstructed. For future in vivo measurements, several 

things can be improved. For example, acoustic gel can be used for sound coupling, which can 

reduce motions caused by the flushing water. For the IVUS based endoscopy probe, a 

protective balloon with a diameter similar to the luminal organ can be used to encapsulate the 

IVUS based endoscopy probe instead of the metal head housing. In such implementation, the 

whole endoscopy probe can be passed through the working channel. When the probe reaches 

the region of interest inside the luminal organ, the balloon will be dilated and the luminal 

organ can constrict around the balloon, forming a stable environment. With these 

improvements, optoacoustic endoscopy probes introduced in this section will be applied for 

in vivo esophagus imaging in the future.  
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Fig. 7.9 Pictures of in vivo pig colon measurements. (a) Pig colon before water flushing; (b) and (c) Pig colon 

with flushing water. The illuminated areas indicate the position of the IVUS based endoscopy probe.  (d) One 

cross-sectional image of the pig colon. The red arrow points out the optoacoustic image of the colon wall. 

7.3.3 Esophagus measurement by focused detector based endoscopy 

system 

The focused detector based endoscopy probe was also tested on an excised esophagus sample 

from a one year old male pig. Instead of radial scanning, we imaged the sample in a linear 

scanning configuration. The cryscliced image is shown in Fig. 7.10(a). The corresponding 

optoacoustic image is depicted in Fig. 7.10(b), where blood vessels in mucosa and submucosa 

layers are resolved relying on the focus of the transducer. The sample surface is positioned 

inside the focus of the transducer, resulting good lateral resolution. However, structures 

gradually get elongated as they are out of the focus region of the transducer.  
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Fig. 7.10. Optoacoustic imaging of pig esophagus sample. (a) The histological image corresponding to the 

scanning position. (b) Optoacoustic cross-sectional image.  

In order to test the practicability of the endoscopy probe, inner surface of fingers from a 

human volunteer were scanned. The volunteer rolled fingers around a plastic cylinder. Half 

circle of the cylinder was cut open and covered with plastic membrane, forming a detection 

window for sound and light. A representative sectional optoacoustic image is depicted in Fig. 

7.11(a). Two zoomed areas marked in the red ellipses are displayed in Fig. 7.11(b) and (c). It 

can be seen that vessel structures are resolved relying on the focus of the ultrasound 

transducer. Besides, three black lines acted as indicators were marked in the opposite side of 

the detection window. The corresponding features are visualized in the region indicated by 

the red arrow in Fig. 7.11(a). The MIP image in the polar coordinate is given in Fig. 7.11(d), 

where we can see the layer structure of the skin marked by the white arrows. Besides, the 

MIP image along the depth direction is shown in Fig. 7.11(e), where dense vessels are 

visualized. The three line objects are resolved with low resolution as indicated by the yellow 

arrow shown in Fig. 7.11(e). Furthermore, we can see the layer structure of the skin in the 

MIP image along the scanning direction as illustrated in Fig. 7.13(f), where white arrows 

points to the surface structures. 
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Fig. 7.11. (a) Sectional image of finger skin. (b) and (c)  are zoomed-in images of the red ellipses shown in (a). 

(d) MIP image in the polar coordinate. (e) and (f) MIP images along the depth and scanning directions 

respectively. White arrows in both images point to the surface structures of human skin. Scalebar 1 mm. 

7.3.4 Further development 

The focused detector based endoscopy probe has relative large diameter (over 6 mm in 

diameter), impossible to pass through the working channel of commercial video endoscopy 

system. Therefore, an endoscopy probe should be developed, which allows it to scan 

independently. Fig. 7.12 shows the capsule based optoacoustic endoscopy system designed 

for human esophagus imaging.  Fig. 7.12(a) presents the working principle and Fig. 7.12(b) 

depicts the schematic of the capsule probe. The capsule is a plastic lumen with a diameter of 

approximately 1.8 cm and length of 2.5 cm. The spherical focused ultrasound detector with 

illumination fiber is centered in the capsule. Flexible torque coils are used to transmit rotation 

force smoothly from the scanning unit to the detector. A position measuring unit is applied to 

record the pulling distance of the capsule during volumetric imaging. For in vivo 
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measurements, the capsule probe will be swallowed and gradually be push down along the 

gastrointestinal tract under the natural propulsion force of peristalsis. After the probe reaches 

the distal-most region of interest, the esophagus wall constricts around the capsule, which 

make the capsule center and stable inside the esophagus lumen. In such arrangement, the 

endoscopy probe is stabilized inside the capsule, which reduces the motion artifacts during in 

vivo volumetric scanning. Optoacoustic waves and laser light can pass through the detection 

window of the capsule. Volumetric images with the same length of the detection window can 

be obtained without moving the capsule. By changing the capsule position, more regions of 

the esophagus wall can be imaged.  

 

Fig. 7.12. Principle of capsule based optoacoustic endoscopy system. (a) Schematic of capsule endoscopy 

system and working principle. (b) Schematic of the capsule endoscopy probe. PMU: position measuring unit. 
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7.4 Summary and discussion 

In this chapter, cross-sectional optoacoustic images acquired by the mesoscopy system nicely 

identified the layer structures of the esophagus wall. The mucosa and submucosa layers were 

clearly distinguished based on optoacoustic contrast. The MIP results revealed vessel 

structure patterns of different layers. The relation between the CNR values and laser 

wavelength were analyzed based on the multi-spectra optoacoustic images obtained by the 

mesoscopy system, which suggested the optimal optical wavelength for esophagus imaging. 

The frequency response of the esophagus wall was studied to understand the necessary 

frequency bandwidth of recovering optoacoustic absorbers in each layer of the esophagus 

wall. Results of several esophagus measurements proved optoacoustic imaging can 

significantly distinguish the layer structures of esophagus wall with high tissue contrast. Even 

though images were not obtained in endoscopic mode, this study demonstrated the clinical 

potential of optoacoustic on esophagus imaging. Results of mesoscopy measurements can be 

regarded as reference images to validate the imaging performance of optoacoustic endoscopy 

and help to optimize the development of endoscopy systems. 

The performance of the developed endoscopy systems were validated on esophagus tissue. 

Structures of esophagus were nicely resolved using the developed endoscopy systems, which 

showed great potential for esophagus imaging. However, several improvements should be 

addressed. For example, the first experience of in vivo pig measurement presented the 

challenges of in vivo endoscopy experiments. The acoustic coupling medium and motion 

issues should be considered for in vivo measurements. With these necessary improvements, 

the endoscopy probes developed in this section will be tested on animals in vivo in the future. 

To improve the practicability, the capsule probe was introduced to encapsulate the whole 

endoscopy probe inside a capsule, which enabled the focused detector based probe scanning 

independently. 

Overall, optoacoustic imaging has demonstrated the superior capability of resolving the layer 

structures of esophagus wall, showing great clinical impacts for endoscopy applications. 

 



 

Chapter 8 Conclusion and outlook 

8.1 Conclusion 

Optoacoustic endoscopy is a novel imaging technique that embodies optoacoustic techniques 

in a small probe to image internal organs through intracavitary introduction. High potential of 

optoacoustic endoscopy is highlighted by various implementations and animal measurements. 

However, there are few study investigating the imaging performance of optoacoustic on 

esophagus samples from human or large animals (like pigs), as their anatomical structures are 

very different to small animals. Besides, current endoscopy implementations are designed for 

small animal imaging, which are not optimized for human esophagus imaging.  

To enhance the performance of optoacoustic endoscopy, several endoscopy probes were built 

based on different scanning geometries, ultrasound transducers and illumination 

configurations. For example, a curved scanning endoscopy probe was implemented using the 

IVUS detector. The curved scanning geometry offered larger effective acceptance angle, 

along the direction of image formation, which can improve image quality compared to 

rotational systems. The resolution characterized by the microsphere phantom was 27% more 

accurate in the curved mode than the linear scanning mode against the known dimensions of 

the phantoms imaged. Besides, a hybrid optical resolution and acoustic resolution 

optoacoustic endoscopy with a single sensor was implemented. Experiments of phantoms and 

ex vivo samples proved that the proposed endoscopy probe could gain optical resolution 

imaging of the surface and tomography imaging for the deeper features. Beside single 

element based endoscopy probe, we investigated the merits and imaging performance 

achieved with a miniaturized linear transducer, which could allow the endoscopic deployment 

of MSOT. In contrast to single transducer implementations, transducer arrays can be 

employed in rotation or translation mode and offer real-time 2D image formation based on 

parallelized tomographic detection. Overall, these implementations showed possible 



 

improvements of optoacoustic endoscopy probes, enabling to optimize the development of 

optoacoustic endoscopy system.  

In order to apply optoacoustic for esophagus imaging, two optoacoustic endoscopy systems 

were built. The first one was an IVUS based endoscopy probe, which was fully encapsulated 

in a custom-designed plastic tube with a diameter of 3.6 mm, compatible with the working 

channel. To accurately transmit the rotating force, the probe was encapsulated using flexible 

torque coils. This design had more simplified distal structure with less mechanical 

components inside the probe. Phantoms and pig esophagus measurements ex vivo were 

conducted to test its imaging performance. However, limited sensitivity of the IVUS probe 

and poor transverse resolution restricted the performance of acquiring high quality images. In 

order to improve the image quality, an endoscopy probe based on a spherical focused detector 

was implemented. Phantoms and esophagus samples were measured, and high quality images 

were recovered inside the focus of the transducer. Furthermore, the implementation of 

capsule endoscopy system was introduced and validated, which showed potential of scanning 

the esophagus wall independently. 

The relation between the detection bandwidth and the imaging capability of esophagus 

samples was studied based on simulations and tissue experiments. The frequency response of 

the simulated esophagus wall theoretically indicated the necessary frequency bandwidth of 

recovering absorbers in each layer of the esophagus wall. To evaluate the simulation results, 

fresh pig esophagus samples were imaged using transducers with center frequencies at 15 and 

50 MHz respectively. Comparing the results of both detectors, it can be clearly noted that 50 

MHz detector showed superior imaging ability on resolving the thin layers of esophagus wall, 

while the 15 MHz detector achieved larger imaging depth. Therefore, ultra-wide bandwidth 

detectors ranging from few megahertz to a hundred MHz should be used to record 

optoacoustic signals.  

Beside instrumentation, we improved the model-based reconstruction approach by 

developing a fast sparse recovery method along with coherence factor weighting. This 

approach can be applied to reconstruct optoacoustic signals acquired in the linear or curved 

scanning endoscopy or tomography systems. It has been proved that the proposed approach 

can save enormous memory and significantly accelerate the computation time compared to 

the original sparse based approach. Besides, an image quality enhancement approach was 



 

introduced, which integrated information from multiple optoacoustic images acquired at sub-

diffraction steps into one high resolution image by means of an iterative registration 

algorithm. Experimental validations performed in phantoms and ex-vivo tissue samples 

confirmed that the suggested approach rendered significant improvements in terms of 

optoacoustic image resolution and quality without introducing significant alterations into the 

signal acquisition hardware or inversion algorithms. 

In order to validate the clinical relevance of optoacoustic imaging on excised esophagus 

samples, high resolution optoacoustic mesoscopy system with detection bandwidth ranging 

from 10 to 90 MHz was applied to measure esophagus samples. The layer morphology of the 

superficial esophagus wall was clearly delineated in optoacoustic images. The MIP results 

revealed vessel structure patterns of different layers. The relation between the CNR values 

and the wavelength were analyzed based on the multi-spectra optoacoustic images obtained 

by the mesoscopy system, which suggested the optimal optical wavelength for esophagus 

imaging. Overall, results reported from the esophagus measurements demonstrated the 

superior capability of optoacoustic imaging on resolving the layer structures of esophagus 

wall, which proved its great clinical potential for esophagus imaging. Furthermore, phantoms 

and esophagus tissues were measured to test the performance of the developed endoscopy 

systems. Mucosa and submucosa layers of pig esophagus wall have been clearly resolved by 

the IVUS based endoscopy. For the focused detector based endoscopy system, esophagus 

samples and human skin were measured, and high resolution images were recovered relying 

on the focus of the transducer.  

In conclusion, this work presented the system development of optoacoustic endoscopy and 

corresponding characterization experiments.  Results of biological measurements from 

optoacoustic mesoscopy and the developed endoscopy systems together demonstrated the 

great capability of optoacoustic imaging on resolving the structures of esophagus from pigs 

and human, showing great clinical impacts of the technology for esophagus imaging.  

8.2 Outlook 

Performance of the proposed endoscopy probes can be further improved. As for the curved 

endoscopy, the image quality can be further enhanced using a detector with a larger sensing 



 

angle. To enable passing the curved endoscope through the working channel of an optical 

endoscope one could employ a pre-shaped guidewire with a good shape memory or a 

guidewire with an actively deflectable tip. For the hybrid endoscopy probe, it should be noted 

that, due to the short working distance of the OR fiber, the probe in the current 

implementation has to be positioned close to the sample surface, thus only a limited luminal 

segment can be imaged at a time. To improve the applicability of the presented endoscope for 

obtaining circumferential images of the big lumen, a GRIN fiber with longer focal distance 

should be applied. Besides, beam-splitting or preferably two time-interleaved laser sources 

could be employed for concurrent imaging, which can further improve imaging efficiency. 

Several aspects can be addressed to further improve the developed endoscopy systems.  For 

the IVUS based endoscope system, the ability of resolving esophagus structures is limited by 

the acoustic properties of the employed IVUS transducer. Advanced transducers with higher 

sensitivity and wider detection bandwidth should be used, for example, optical interferometry 

based ultrasound sensors. In order to increase the imaging depth, laser light in the near 

infrared can be applied. Furthermore, multi-spectra optoacoustic endoscopy imaging can be 

implemented in the future for visualizing functional information, such as the oxygenation 

saturation of hemoglobin, or molecular information, such as the distribution of various 

contrast agents or molecular probes. The capsule endoscopy probe based on spherical focused 

detector has been validated on phantoms and excised esophagus samples, which obtained 

high quality images relying on the focus of the transducer. However, further improvements of 

the capsule endoscopy probe should be made for esophagus imaging. As the image resolution 

is determined by the ultrasound focusing ability of the transducer, transducers with longer 

focal zone and high sensitivity can be applied. In order to apply the endoscopy probe for 

human esophagus measurements, several challenges should be considered. For example, the 

catheter and capsule used for encapsulating the endoscopy probes should be clinically 

acceptable and transparent to sound and light. Besides, the rotation and translation force 

should be transmitted smoothly to scan the endoscopy probe with a high rotation speed, 

which enables fast imaging and helps to reduce motion artifacts for volumetric imaging 

inside human body. A micro-camera system can be added in the capsule endoscopy, which 

can monitor the position of the capsule probe and provides complimentary video information. 



 

As for the image reconstruction part, there is no effective image reconstruction technique 

available to enhance the image quality of the radial scanning endoscopy configuration. In the 

future, advanced reconstruction approaches should be adapted to improve the image quality 

of radial scanning endoscopy. For example, model-based techniques can be used to model the 

radical scanning geometry and integrate the detector properties in the reconstruction process. 

Through analyzing optoacoustic images of pig and human esophagus samples, results have 

demonstrated the superior capability of optoacoustic on resolving the layer structures of 

esophagus wall. In order to fully investigate the potential of optoacoustic imaging, more 

excised esophagus tissues including diseased and healthy samples, should be measured using 

optoacoustic techniques. With these measurements, several challenges can be investigated. 

For example, how well optoacoustic techniques differentiate the diseased and health tissues; 

whether optoacoustic techniques can diagnose or stage esophagus cancer accurately; what the 

benefits of multi-spectra optoacoustic for esophagus imaging. Furthermore, the developed 

optoacoustic endoscopy systems can be evaluated on the exercised esophageal samples.  
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