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Hydrogen Dynamics in Complex Borohydrides
Abstract

Hydrogen dynamics in complex borohydrides, LiBH4 and Mg(BH4)2, was studied on the
picosecond time scale in a wide range of temperatures and in different structural phases
using neutron spectroscopy at the instrument TOFTOF (Heinz Maier-Leibnitz Zentrum). A
global analysis of the quasi-elastic and inelastic contributions to the scattering function was
developed, to identify local reorientations of hydrogen atoms and low energy vibrations, and
to evaluate the influence of the different cations (Li+, Mg2+) on the dynamics in borohydrides.

Wasserstoffdynamik in komplexen Bohrydriden
Zusammenfassung

Die Wasserstoffdynamik in den Borhydriden LiBH4 und Mg(BH4)2 wurde auf der Pikosekun-
denzeitskala in einem großen Temperaturbereich und in unterschiedlichen strukturellen Phasen
mit Neutronenspektroskopie am Instrument TOFTOF (Heinz Maier-Leibnitz Zentrum) un-
tersucht. Eine globale Analyse der quasielastischen und inelastischen Beiträge zur Streufunk-
tion wurde entwickelt, um die lokale Reorientierung der Wasserstoffatome und die Schwingungsan-
regungen zu identifizieren, und den Einfluß der unterschiedlichen Kationen (Li+, Mg2+) auf
die Dynamik zu untersuchen.
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Figure 1.1: Estimated and projected world population (squares), together with Primary Energy Consump-
tion. The strong correlation between increasing population and energy consumption is evident. Data from
[1] and [2].

1.1 Energy demand and energy supply

The increase in world population, which is estimated to be 9.8 billion in 2050 [1], leads con-
sequently to an increase of energy demand [2]. Fig. 1.1 shows a strong correlation between
population growth and primary energy consumption. Energy demand continue to increase in
the future, especially due to emergent countries’ energy demand (Asia). Conventional energy
sources (like fossils or nuclear fission) suffer from limited availability and from environment
pollution. Fossil fuels produce carbon dioxide (CO2) and a big effort has been done in the
last 20 years, in order to reduce carbon dioxide emissions [3]. On the other hand, nuclear
fission energy is not directly polluting the environment, but a big (unsolved) problem is
related to the nuclear waste management.
While new oil reserves are still discovered, the rise in energy demand continues at a higher
rate. Fossil fuels resources are finite even if their longevity of supply is under debate. Since
not all nations are independent from fossil fuels, some countries are dependent on others. As
a consequence, this creates inevitably political and economical tensions.

In this scenario, renewable energy sources (like solar, wind, geothermal, etc.) could sat-
isfy the growing energy demand. The main issue, about renewable energy sources, is the
reliability: these are intermittent, depending on time (like day-night shift, seasonal shift,
weather conditions) and on geological parameters (wind absence/presence). Sun light is in
principle a great energy source, but as stated before, it is insufficiently reliable to satisfy the
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Isotope Hydrogen [H] Deuterium [D] Tritium [T]
Atomic mass [u] 1.007825 2.0140 3.01605
Abundance [%] 99.985 0.015 ' 10−18

Half life time [yr] – – 12.26
Spin [~] +1/2 +1 +1/2
Nuclear magnetic moment [µN] 2.79285 0.85744 2.97896

Table 1.1: Hydrogen isotopes. Table taken from the review on hydrogen properties [6].

whole energy demand, especially from industry and transportation. Furthermore, the pro-
duction sites of renewable energies are usually far away from usage locations (e.g. off-shore
wind farms, [4]): this also poses a problem for the infrastructure of energy transportation
and, subsequently, for its storage. A typical example is the solar energy production: on
sunny days, a large amount of energy is produced and might not be used for many reasons.
This excess energy needs to be stored in order to satisfy the energy demand during the
non-production time such as during the night.
Alternatives to fossil fuels have been explored and still are under investigations, such elec-
trochemical storage (batteries or hydrogen based devices), compressed air, etc.

Hydrogen is always found in a bonded form, especially with carbon or oxygen, the latter
in the form of water. The use of hydrogen as an energy carrier can form one part of the
cycle: it can be produced from water, using a renewable energy source (for example solar)
to dissociate a water molecule and obtain hydrogen in a free form. As a second step it
can be stored either chemically (for example bonded in a metal or adsorbed in a porous
material) or compressed in a high pressure tank. Finally it can be transported and used
where it is necessary, to produce energy for automotive purposes in a fuel cell or in an inter-
nal combustion engine. The only waste product is water, and therefore the cycle is closed [5].

Briefly, the three processes involved in the hydrogen cycle will be explained. Before going
into the details of the aforementioned cycle, a brief introduction about hydrogen properties
is given.

1.2 Hydrogen properties

Hydrogen is the lightest and most abundant element in the periodic table of elements. The
most common isotope of hydrogen is composed of one proton and one electron, giving an
atomic weight of 1.0078 u. Different isotopes have been discovered in the last century, namely
Deuterium (D = 2H) and Tritium (T = 3H). Among all isotopes, 1H abundance is 99.985%.
Deuterium is 0.015 % abundant, whereas Tritium is only present in ' 10−18% of all isotopes.
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Figure 1.2: Hydrogen cycle. Using renewable energy, free molecular hydrogen can be produced by water
electrolysis. Later, it can be stored using high pressure vessels or chemically bounded in materials. The
combustion process uses hydrogen to produce electrical work, and the waste product is simply water.
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Property Value + Unit
molar mass 2.016 kg mol−1

(gravimetric) calorific value Hu 120 MJ kg−1 = 33.33 kWh kg−1

at triple point temperature 13.80 K

pressure 0.07 bar
density (g) 0.125 kg m−3

density (l) 77 kg m−3

liquid phase density 70.8 kg m−3

(volumetric) calorific value 2.36 kWh kg−1

gaseous phase density 1.34 kg m−3

(volumetric) calorific value 0.044 kWh dm−3

at critical point temperature 33.20 K

density 31.4 kg m−3

at 293.15 K and 1.01325 bar density 0.09 kg m−3

(volumetric) calorific value 2.8 Wh dm−3

diffusion coefficient 0.61 cm2s−1

specific heat capacity cp 14.32 kJ kg−1 K−1

specific heat capacity cv 10.17 kJ kg−1 K−1

thermal conductivity 0.184 W m−1 K−1

Table 1.2: Some of the hydrogen properties, taken from [7].

A list of basic properties of hydrogen (including isotopes) is briefly given in tables 1.1 and
1.2. All the above cited isotopes form diatomic molecules. The interaction of two hydrogen
atoms involves the interaction of the two electrons, and therefore the combination of spin
involves the formation of singlet and triplet states. Consequently, hydrogen exists in two
forms: ortho-hydrogen (o-H2, symmetric state with parallel nuclear spins) and para-hydrogen
(p-H2, antisymmetric state with anti-parallel nuclear spins). Depending on the temperature
and on the rotational states, normal hydrogen is a mixture of para- and ortho-hydrogen. At
room temperature, the mixture is composed by 25 mol% p-H2 and 75 mol% o-H2.
Some of the hydrogen properties are listed in table 1.2 [7].

At normal temperature, hydrogen is colourless and odourless. It is the element with the
lowest density and high diffusion coefficient. Moreover it is also highly inflammable with a
low ignition energy.

1.2.1 Equation of State

Thermodynamic properties of hydrogen can be derived once the equation of state can be
formulated:

f(p, V, T ) = 0. (1.1)
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If hydrogen is considered as a perfect gas, the above equation becomes:

PV = nRT, (1.2)

where P is the pressure, V the volume, n number of moles, R is the gas constant (8.314 J mol−1 K−1)
and T is the temperature. All thermodynamics quantities can be calculated from the equa-
tion of state, for example the Gibbs energy and entropy:

G(pT ) = G(p0, T ) +

∫ p

p0

V dP = G(p0, T ) + nRT ln

(
p

p0

)
(1.3)

S(p, T ) = S(p0, T )−
∫ p

p0

(
∂V

∂T

)
p

dp. (1.4)

The enthalpy can be calculated:

H(p, T ) = G(p, T ) + TS(p, T ). (1.5)

The total enthalpy can not be measured directly. Instead, any change ∆H can be measured
and related to the chemical processes in the system. This quantity will be relevant later in
this work in order to characterize hydrogenation and dehydrogenation properties of different
materials.

1.2.2 Temperature-entropy diagrams

Using a T − S diagram, any changes of states and heat or work absorbed or released can be
illustrated. The entropy S is related to the reversible heat through the equation

dS =
dQrev

T
, (1.6)

and it corresponds to the area under the curve in the T -S graph. Using the definition of the
reversible heat, for a process at constant pressure (dp = 0), the area represents the change
of enthalpy

dQrev = dH − V dp. (1.7)

1.3 Hydrogen cycle

H2 production Using renewable energy sources (solar, wind, etc.), hydrogen can be directly
produced using water dissociation. In order to electrolyse water, a minimum voltage is
required. The hydrolysis reaction reads:

H2O = H2 +
1

2
O2. (1.8)
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the enthalpy change is 285 kJ mol−1 and entropy change 70 J K−1 mol−1 (at 25 ◦C and atmo-
spheric pressure), leading to a minimum decomposition voltage of 1.23 V [6, 8]. Electrolyse
cells consist of a cathode, an anode, a separator and an electrolyte. Various electrolytic pro-
cesses are implemented, depending on the electrolyte, pressure and operating temperature.
The most widespread system used is the alkaline electrolysis, using potassium hydroxide
(KOH). The electrodes are separated by a diaphragm that allows the transportation of ions.
The theoretical efficiency of eq. 1.8 is about 83%, under isothermal conditions. Real condi-
tions, using slightly higher input voltages, are in the range 70-75%. Another possibility is to
use polymer electrolyte membranes (PEM). They operate at a temperature between 30 and
100 ◦C, with slightly higher efficiencies (80-90%).

Storage Once molecular hydrogen is produced, it has to be transported and stored. Two
main possibilities can be considered: physical based and material based hydrogen storage.

• Physical based

– Gas cylinders: Hydrogen can be compressed in reinforced stainless steel cylin-
ders, up to a pressure of 800 bar. Using carbon fibres gas cylinders, the pressure
can be lowered to 700 bar. At room temperature, about 13 mass% can be reached,
with a volumetric density of 33 kg H2 ·m−3.

– Liquid hydrogen: At 21 K, liquid molecular hydrogen can be stored with a
volumetric density of 71 kg H2 ·m−3.

• Material based

– Physisorption: Materials with large specific surface (carbon or Metal Organic
Framework) can adsorb hydrogen molecules at low temperature using van der
Waals forces (e.g. MOF-5).

– Liquid organic: hydrogen can be bonded in a liquid carrier via catalytic reactions
(e.g. N-ethylcarbazole) [9].

– Interstitial or metal hydride: metals and alloys can form interstitial hydride.
Hydrogen atoms diffuse into metal/alloy lattice structure, forming metallic bonds
with lattice atoms.

– Complex Hydrides: these are materials composed of a metal cation (usually an
alkali metal) and a complex anion containing the hydride, usually with a strong
covalent character. Examples are sodium alanate (NaAlH4), lithium borohydride
(LiBH4), etc.

Conversion Once hydrogen is stored, it can be used for energy production. The conver-
sion into electric and thermal energies involves the use of fuels cells, combustion engines,
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Figure 1.3: Schematic representation of a PEM fuel cell. [10]

turbines. the most promising method is the use of proton exchange membrane (PEM) fuel
cells. A PEM fuel cell is formed by a thin layer of a proton conduction polymer between
an anode and a cathode, schematically represented in fig. 1.3 [10]. Electrodes are usually
made of porous carbon containing platinum or platinum alloy catalyst and the whole system
operates at around 80 ◦C. The platinum catalyst used to separate H2 molecules in protons
and electrons is usually expensive and sensitive to carbon monoxide, therefore additional
purification systems might be required in order to prolong the fuel cell lifetime. In general,
the only products of the fuel cell are electricity, water and heat, and in that respect, the
hydrogen cycle can be considered closed.

1.4 Hydrogen storage

As briefly introduced in the previous section, hydrogen can be stored in different ways, each
one with advantages and disadvantages.
Among material-based storage of hydrogen, complex hydrides are a novel class of materials
with potential use in stationary and mobile applications.

1.4.1 Gravimetric and volumetric capacities

In order to quantify the amount of hydrogen that a material can absorb, two useful definitions
are given: gravimetric and volumetric storage capacities.

• gravimetric storage capacity: it is the amount of hydrogen stored per unit mass
of material. It is defined as the ratio of the mass of hydrogen stored in the metal
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Property Units DOE Ultimate 2006 IEA
Gravimetric density wt.% H2 7.5 –
Volumetric density kg H2/m3 70 –
System cost US$/kg H2 266 –
Refuelling time minutes 2.5 –
Medium density wt.% H2 5.5 5.0
H2 liberation temperature ◦C 60 80

Table 1.3: Selected H2-storage systems and media targets for fuel cell vehicles [14] [13].

compound to the mass of whole system (host + absorbed hydrogen). Usually it is
indicated as a [wt.%], and the expression is given by:

cwt.% =

(
(H/M)MH

MHost + (H/M)MH

× 100

)
%. (1.9)

where H/M is the hydrogen-to-metal or material host atom ratio, MH is the molar
mass of hydrogen, and MHost is the molar mass of the host material or metal.

• volumetric storage capacity: it defines the amount of hydrogen stored per unit
volume of material. It is defined as the number of hydrogen moles absorbed in the unit
cell volume, assuming that during hydrogen uptake process the crystal lattice does not
expand considerably. In reality, this additional effect should be taken into account in
the calculation of the volumetric density.

Both quantities can be measured by gravimetric and volumetric techniques. A more detailed
explanation of these two methods is given in [11].

1.4.2 Storage target requirements

In order to make hydrogen a safe a reliable fuel for on-board applications, some requirements
have to be satisfied in order to become a commercial alternative to fossil fuels.
Some requirements have been set by the IEA (International Energy Agency) in the “IEA-HIA
Task 32/17 - Hydrogen-Based Energy Storage” in 2006 [12, 13]. Also, the Department of
Energy of United States (DOE) set some system targets, which have been revised in 2015
[14]. Some values are reported in table 1.3.

1.4.3 Hydrides

Hydrides are promising candidates for many stationary and mobile hydrogen storage appli-
cations. Current applications vary from nickel-metal hydrides rechargeable batteries, aircraft
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fire-detectors, isotope separation, synthesis of magnetic materials, switchable mirrors [7].
Hydrogen can be either adsorbed at the surface of the materials or chemically bonded with
the host material. In metal hydrides the hydrogen is bounded with the structure of the
material with a chemical bond.
The first metal hydride was discovered by Graham, who observed a large hydrogen uptake
from palladium. Formation of metal hydrides is a chemical process, therefore the thermody-
namics of this process will be shortly presented.
The reaction can be described by the following expression:

M +
x

2
H2 ←→ MHx +Q, (1.10)

where M is the hydride-forming metal and Q is the heat of reaction in the formation process.
The uptake process of hydrogen at a constant temperature can be better visualized in the
Pressure-Composition Isotherms (PCI) plot.
For each (constant) temperature, the pressure is plotted as a function of the hydrogen uptake
(or concentration).
Three different regions can be identified:

• α-phase: at low H2 concentrations x , hydrogen molecules dissociate at the surface of
the metal and start to form a solid solution.
At this stage, the thermodynamic equilibrium conditions is given by:

1

2
µH2 (p, T ) = µH (p, T, cH) , (1.11)

where µH2 and µH are the chemical potentials of molecular and atomic hydrogen, re-
spectively. cH is the hydrogen concentration.

• α+β phase: as the hydrogen concentration increases, hydrogen atoms start to diffuse
inside the lattice and the interaction H–H starts to be significant. In this region, a
new phase nucleation takes place, characterized by high concentration, called β phase.
During this nucleation, the pressure does not increase with increasing H2 concentration.
In this region, the equilibrium pressure Peq at the α → β transformation is given by
the van’t Hoff equation:

ln peq =
∆H

RT
− ∆S

R
, (1.12)

where ∆H and ∆S are, respectively, the enthalpy and entropy changes. Plotting the
plateau pressure as a function of the inverse of the temperature, the van’t Hoff plot
is obtained. A linear fit of the values leads to a slope and an intercept that are,
respectively, proportional to the enthalpy and entropy changes. Therefore, these two
values can be obtained and they characterize the reaction thermodynamics.

• β phase: once the phase transformation is completed, the α phase disappears and the
pressure rises as the hydrogen concentration increases.
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Figure 1.4: Left: PCI measurements. Right: van’t Hoff plot of the plateau values as a function of inverse
of the temperature. The straight line is a linear fit in order to extract the enthalpy (slope) and entropy
(intercept) changes.

The three phases above described are strictly valid for interstitial metal hydrides, e.g.
palladium hydride or LaNi compounds. However, PCI measurements can be performed also
in other hydrides.

Different hydrides can be formed, depending on the metal-hydrogen bond. They can be
grouped in three different categories: Ionic Hydrides, Covalent Hydrides and Metallic Hydrides.
The division made in three categories is not strict. In fact, most of metal hydrides don’t have
a precise bonding type, but they might exhibit a mixture of different bondings. For example,
lithium hydride (LiH) is not a pure ionic hydride, since it shows significant covalent bonding.
For the same reason, in magnesium hydride (MgH2), the interaction with magnesium and
hydrogen is partly ionic partly covalent.

1.4.3.1 Ionic Hydrides

Ionic hydrides are characterized by an ionic bond between hydrogen and the host metal.
Usually alkali and alkaline earth metals are forming ionic hydrides. Examples are sodium
hydride (NaH) or calcium hydride (CaH2). These compounds show a quite high decomposi-
tion temperature, and therefore they are not suitable for hydrogen storage applications.
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1.4.3.2 Covalent Hydrides

Covalent hydrides are formed by hydrogen and a non-metal. The bonding between hydrogen
and the non-metal is covalent. Most covalent hydrides are liquid or gaseous at room tem-
perature. In fact, they are characterized by low melting and boiling points. Examples are
hydrogen sulfide (H2S), methane (CH4), water (H2O).

1.4.3.3 Metallic Hydrides

These compounds are formed by transition metals, including rare earth and actinide series.
The nature of the bonding between hydrogen and host lattice is metallic. Metallic hydrides
have a wide variety of stoichiometric and non-stoichiometric compounds. Examples are pal-
ladium or neodymium hydrides.

1.4.4 Complex hydrides

A promising category of hydrides that are characterised by high volumetric and gravimetric
density are the so-called complex hydrides. The general form of complex hydrides is

AxMeyHz, (1.13)

where A is usually an element of the first or second group of the periodic table and Me is boron
or aluminium. Complex hydrides are well known in chemistry: sodium or potassium boro-
hydrides are used as reduction agents in organic chemistry syntheses. The interest of these
materials as possible hydrogen storage materials became important when in 1997 Bogdanović
and Schwickardi [15] reported a strong enhancement of sodium alanate (NaAlH4) kinetics,
adding a small amount of Ti catalyst. Also, the reversibility of this material in hydrogen
cycling became possible at moderate temperatures and pressures (100 ◦C and 100 bar). Since
then, complex hydrides became object of intense scientific studies. An extensive literature
exists and some reviews are available [16, 17, 18, 19, 20, 21, 22].
Most of complex hydrides exhibit high gravimetric and volumetric densities. At the same
time, they show high thermal stability and thus an obstacle in hydrogen liberation at mod-
erate temperatures. In this thesis, only complex borohydrides are discussed, and therefore
the next section will be dedicated to this category of complex hydrides.

1.4.4.1 Complex borohydrides

Borohydrides have the highest gravimetric hydrogen storage capacities compared to all other
complex hydrides. The complex anion is composed by the central boron atom an four
hydrogen covalently bonded, forming a tetrahedra. The nature of the bonding between
tetrahedra and the cation is usually ionic, although some of the borohydrides exhibits some
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Figure 1.5: Decomposition temperature of selected borohydrides as a function of Pauling electronegativity.
The inset shows the decomposition temperature as a function of decomposition enthalpy. [Reprinted from
Journal of Physics and Chemistry of Solids, Volume 69 , Issue 9, Y. Nakamori et. al. , Development of metal
borohydrides for hydrogen storage, 2292-2296, 2007, with permission from Elsevier].

covalent bonding behaviour.
The chemical formula is:

Me(BH4)n, (1.14)

where Me is an element of the first or second group of the periodic table.
They are characterized by high thermodynamic stability, and studies have been done in order
to understand the origin. Ab initio calculations have been performed on a series of borohy-
drides and a correlation between thermodynamical stabilities and cation electronegativities
has been found [23]. Boron atoms have a Pauling electronegatity (χP ) of 2.04. With in-
creasing the cation χP the decomposition temperature decreases, as shown in fig. 1.5. Also,
first-principle calculation have been performed to calculate the heat of formation (fig. 1.6).
Calculations show that the charge transfer between the anion and cation regulates the sta-
bility of the metal borohydrides [24]. Also, light weight borohydrides have the highest heat
of formation and decomposition temperatures, and a the same time high gravimetric H2

densities.
Upon heating, the decomposition of borohydrides can take place in different pathways, dif-
fering from material to material and from external conditions (pressure).
If the complex borohydride decomposes liberating the whole amount of hydrogen, the reac-
tion is expressed by [23]:

Me(BH4)n → Me + nB + 2nH2. (1.15)
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Figure 1.6: Heats of formation ∆Hboro of selected borohydrides as a function of Pauling electronegativity
of the cation. [Reprinted from Journal of Physics and Chemistry of Solids, Volume 69 , Issue 9, Y. Nakamori
et. al. , Development of metal borohydrides for hydrogen storage, 2292-2296, 2007, with permission from
Elsevier].

Instead, if the complex borohydrides decomposes into a metal hydride,

Me(BH4)n → MeHm + nB +
4n−m

2
H2. (1.16)

Intermediate steps involving the release of boranes or metal boride can take place when
involving alkaline earth borohydrides [7]. The release of boranes (BxHy) is an unwanted
process, since these products are toxic and gaseous, and therefore having a two fold negative
effect: a) these gases are toxic for PEM fuel cell membranes, reducing the fuel cell life-time;
b) loss of hydrogen in gaseous form and therefore reducing the storage capacity over time.
The stability of borohydrides is given by the enthalpy and entropy differences between the
pure complex hydride and the first stable desorption products [16], that might differ from
pure elements: this is shown in the two reaction schemes 1.15 and 1.16.

Hydrogen sorption in borohydrides involves, most of the time, processes with formation
of intermediate compounds. At a given decomposition temperature, these compounds might
prevent a full dehydrogenation, and thus reducing the theoretical gravimetric H2 density and
making heat management more difficult.

1.4.4.2 Destabilization of hydrides

As briefly introduced before, the thermodynamics of H2 desorption from known borohydrides
is not compatible with working condition of fuel cells, in terms of pressure and temperature
(100 ◦C). Experimental and theoretical works have been done to find strategies to destabilize
the materials, and therefore facilitating H2 sorption conditions. In fact, ab initio calcula-
tions have been performed in order explore destabilization procedures [25, 26]. Usually two
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Figure 1.7: Strategies to facilitate hydrogen sorption conditions. In a) the destabilization of the complex
hydride, lowering the reaction enthalpy. In b) stabilization of reaction products.

strategies are considered: a) destabilization of the complex hydride or b) stabilization of
dehydrogenation products. These two possibilities are shown in fig. 1.7. (De)stabilization
can be achieved mixing the complex hydride with additives, with metal hydrides or with
other complex hydrides. Also, the formation of binary complex borohydrides

MM’(BH4)n (1.17)

has been proved as a method to lower the decomposition temperature. This relies on the fact
that the other cation M ′ has a different Pauling electronegativity, lower than the cation M .
In fact, since the charge transfer regulates the stability of the complex borohydrides [23, 24],
the overall effect is a destabilization of the complex hydride. Physical mixture of borohy-
drides have been studied, for example LiBH4 + Mg(BH4)2 [27, 28, 29] or LiBH4 + Ca(BH4)2

[30], also in porous carbon materials. The melting point is generally lowered compared to
the isolated materials, and also the (de)hydrogenation processes are enhanced. Extensive
literature can be found for destabilization strategies and materials [18, 31]

Among the borohydrides, lithium (LiBH4) and magnesium (Mg(BH4)2) borohydrides have
the highest gravimetric and volumetric densities. The only compound that exceeds LiBH4 is
beryllium borohydride, but, due to its toxicity, is not considered a safe and practical storage
material. In this work, only LiBH4, Mg(BH4)2 and the mixture of LiBH4 and Mg(BH4)2 are
studied, and therefore the next three sections will be dedicated to lithium, magnesium and
their mixture, respectively.
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This work is investigating mostly fundamental properties of hydrogen, in particular its
dynamics on the picosecond time scale, in lithium and magnesium borohydrides. The harsh
conditions of hydrogen sorptions make these materials still not suitable for storage appli-
cations. Nevertheless, basic studies on structure and dynamics properties of hydrogen in
these materials are of fundamental importance for a complete material characterization, and
therefore improving theoretical calculations (i.e. DFT) and possible destabilization path-
ways. Neutron scattering is of fundamental importance in these studies, due to the high
neutron incoherent cross section of hydrogen, thus allowing the study of structure and dy-
namics.

1.4.5 Lithium Borohydride (LiBH4)

Lithium borohydride is a chemical compound synthesized for the first time in 1940, with a
direct reaction of ethyl lithium with diborane (B2H6) [32] . Other reaction strategies are im-
plemented to synthesize LiBH4, i.e. reactions of sodium borohydride (NaBH4) with Li halide
or chloride, and with a direct synthesis with Li, B and H2 at elevated temperatures and gas
pressures [33]. It is characterized by high gravimetric and volumetric H2 densities, 18.4 wt.%
and 121 kg/m3, respectively. These two features made this material a possible candidate for
automotive applications [34]. The decomposition starts around 380 ◦C and at 500 ◦C half of
the H2 content is released. The enthalpy ∆H and entropy ∆S of dehydrogenation are, respec-
tively, 74 kJ mol−1 H2 and 115 J K−1 mol−1 H2, based on the pressure-concentration isotherm
measurements [35]. However, the sluggish sorption kinetics and the high temperatures re-
quired for (de)-hydrogenation are still the major obstacles to large scale applications. The
limited reversibility is also a major obstacle to overcome in order to make the material ready
for portable applications. A full reversibility is possible only above 870 K (600 ◦C) and 15–35
MPa of H2 [35, 36], and therefore it is not practical.
LiBH4 decomposes using two reaction schemes:

LiBH4 −→ LiH + B +
3

2
H2 −→ Li + B + 2H2. (1.18)

In the first reaction, a partial hydrogen amount is still retained in lithium hydride, and
therefore the liberated mass is 13.5 wt.% H2. In the second reaction scheme, the whole H2

content is released, i.e. 18.4 wt.% H2. Also, intermediate compounds were reported during
the decomposition process, e.g. the monoclinic Li12B12H12. This compound were identified
by Raman measurements [37] and NMR spectroscopy [38]. Alternatively, the Li12B12H12 is
not a direct product of LiBH4 decomposition, but a side-product of the interaction between
boranes (B2H6) and LiBH4 itself.

Various strategies have been pursued to overcome (de)hydrogenation barriers, e.g. mix-
ing LiBH4 with binary hydrides, such as MgH2 [39, 40, 41, 42, 43] or with CaH2 [44, 45]. An
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alternative approach to improve the sorption kinetics is to add various additives that act as
a catalyst [46, 47]. A third method that improves hydrogen sorption properties is the use of
nanoengineering: for example, the confinement of LiBH4 in mesoporous scaffolds, nanotubes
or with nano-particles included in a matrix [48, 49, 50, 51, 52, 53]. Extensive reviews of the
catalysts and nanoporous scaffolds incorporation can be found in [54, 16].

Despite numerous studies, the structure and the binding in LiBH4 is still not well un-
derstood and density functional theory (DFT) simulations have difficulties to reproduce the
experimentally found crystal structure as the lowest energy ones [55, 56]. Entropy might
play an important role and the understanding of dynamic properties is thus essential.

1.4.5.1 Structure

At low temperature (LT), three different crystal structures of LiBH4 have been found: one or-
thorhombic Pnma [57] one at 1.2-10 GPa pressure with a pseudo-tetragonal Ama2 structure
[58] and one above 10 GPa with Fm-3m structure. At around 381 K and at ambient pres-
sure, a first order structural phase transition occurs to a hexagonal high temperature (HT)
phase P63mc. A simplified phase diagram is shown in fig. 1.10. The four hydrogen atoms
are covalently bound to the central boron atom in a tetrahedra complex. After some con-
troversy, it was concluded that the [BH4] tetrahedra are close to ideal in both modifications
[59]. From synchrotron experiments, the distance between H and B, dB-H, was estimated to
be 1.16–1.26 Å in the HT-phase. Neutron diffraction data show distances between 1.18-1.20
Å at 302 K [60]. The cell parameters of the LT crystal structure display a highly anisotropic
temperature dependence and it was suggested that the structural phase transition is driven
by these anharmonic effects [61].

1.4.5.2 Dynamics

The dynamics of LiBH4 was investigated by nuclear magnetic resonance [62] and by neu-
tron scattering experiments. Quasi-elastic neutron scattering experiments was performed on
LiBH4 with the aim to investigate the hydrogen reorientational dynamics [53, 63]. In the
LT-phase, [BH4] tetrahedra undergo predominantly 120◦ rotations around the C3 symmetry
axis. At high temperatures, instead, the large thermal ellipsoids detected from X-ray diffrac-
tion measurements suggested a disordered rotational mechanism, and Verdal et al. concluded
that the hydrogen motions can be described by quasi-free rotations of atoms around the C3

axis, superimposed on a tumbling motion of the axial hydrogen. The diffusion coefficient
of the [BH4] units was also measured at temperatures above the melting point [64]. Using
quasi-elastic neutron scattering experiments, the apparent diffusion coefficient at 573 K is
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Figure 1.8: Low temperature LiBH4 orthorhombic crystal structure (Pnma) [59]. Big orange spheres:
lithium, green spheres: boron, small grey spheres: hydrogen. Structure parameters: a = 7.141Å, b = 4.431Å
and c = 6.748Å. The angle between H-B-H is in the range 108.8◦ − 109.9◦.

Figure 1.9: High temperature LiBH4 hexagonal crystal structure (P63mc) [57]. Big orange spheres: lithium,
green spheres: boron, small grey spheres: hydrogen. Structure parameters: a = 4.27631Å and c = 6.94844Å.
The angle between H-B-H is in the range 106◦ − 112◦.
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Figure 1.10: Simplified phase diagram of LiBH4: a reversible phase transition takes place at 108 ◦C (381 K),
from an orthorhombic to an hexagonal crystal structure. At ∼ 268 ◦C (∼ 541 K), LiBH4 melts (L), and the
decomposition starts above ∼ 380 ◦C (∼ 650 K).
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Ds = 5.3 · 10−5 cm2/s, increasing to Ds = 7.9 · 10−5 cm2/s at 753 K.

Recently, it was shown that LiBH4 exhibits a high Li+ - ion conductivity in the HT crys-
tal modification and in solid solution with LiI [65]. The superionic transition is thought to
be coupled with order/disorder transition which is characteristic for LiBH4 [66, 60].

Most experimental studies of hydrogen sorption properties require intensive ball milled
materials. It is a usual procedure in order to increase the material active surface, and there-
fore improving gas sorption properties. As shown in previous work [67], ball milling is shown
to affect the structural phase transition, altering the endothermic peak in the LT → HT
crystal phase transition and the lattice parameters in the LT crystal modification.

In this work, a quasi-elastic experiment has been performed on different ball milled sam-
ples to elucidate the hydrogen dynamics across the crystal phase transition, and the possible
influence of mechanical treatment on the microscopic hydrogen dynamics (see chapter 4).

1.4.6 Magnesium Borohydride (Mg(BH4)2)

Magnesium borohydride was first synthesized in the 1950s, but the interest in hydrogen en-
ergy made it a possible candidate for hydrogen storage. It is characterised by a gravimetric
and volumetric storage density of 14.9 wt% and 90 kg/m3 H2, [23, 68]. Moreover the ma-
terial is interesting due to its overall reaction enthalpy ∆H, reported values (for desorption
to MgH2) are in the range −40 to −57 kJ/mol H2 [69, 70] which is in the range suitable
for storage applications. However, reaction kinetics is sluggish, and Mg(BH4)2 decomposes
above ∼ 300 ◦C (573 K) in a multi step process [71, 72] and its limited reversibility [73] makes
it unsuitable for practical application, so far.
Magnesium borohydride exists in various crystalline forms, as recently discovered and char-
acterized by X-ray and neutron scattering techniques [74, 75, 76]. Among the observed
polymorphs of Mg(BH4)2, namely α, β, γ and δ-phase, the low-temperature (LT) α-phase
and the high-temperature (HT) β-phase are the most commonly investigated for hydrogen
storage applications [73].

1.4.6.1 Structure

The first low- temperature (LT) and high- temperature (HT) crystal phases were identified
by Her et al. [77]. In that work, a LT α phase was identified with an hexagonal structure
and space group P61. Later, this phase was refined using a combination of X-ray diffraction
on single crystal and neutron diffraction on powder, yielding a lower symmetry space group
P6122 [78]. The hexagonal crystal structure is characterized by a unit cell volume of 3434 Å3
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Figure 1.11: Crystal structure of α−-Mg(BH4)2 along the c axis: magnesium atoms are represented by
orange spheres, boron by green and hydrogen by grey spheres.

and the lattice parameters show a non-linear thermal expansion over a wide range of tem-
peratures. The structure is also characterized by six non-equivalent positions of the [BH4]
units, giving a strongly anisotropic environment for the tetrahedron. The α-Mg(BH4)2 is also
characterized by unoccupied voids (37Å3) along the (00z) direction which are not present
in the β-polymorph.

The LT α-phase transforms into a HT β-phase at 490 K, and the β-phase is metastable
when it is cooled to room temperature. It is characterized by an orthorhombic crystal
structure with a Fddd symmetry. The unit volume cell is double of the α-phase, 7543Å3, and
the crystal structure does not contain any voids. The structure is characterized by five non-
equivalent positions of the [BH4] units, yielding as well to a strongly anisotropic environment.
X-ray and neutron diffraction on both polymorphs showed a non linear thermal expansion
of lattice parameters [78], but the effect is more pronounced in β-Mg(BH4)2. Indeed, lattice
parameters show maxima and minima in the thermal range 100 - 500 K, leading to a strong
anharmonicity of the system even at low temperature. This may be related to the change in
the free energy profile and therefore a possible reason for the non-reversibility of the α→ β

transition.
In both phases, Mg atoms are surrounded by four [BH4] tetrahedra leading to a strongly

distorted tetrahedral environment, and at local level, the [BH4] groups are facing the Mg
atoms via two opposite edges of the tetrahedra, leading to an almost linear configuration Mg-
B-Mg and a bidentate orientation of the Mg with respect to the bridging hydrogens [78, 77]
(see fig. 1.14). Fig. 1.13 shows a simplified phase diagram of Mg(BH4)2 at atmospheric
pressure.

Despite the numerous studies, a full understanding of the ground state structures, hy-
drogen bonding and gas release is still missing. Extensive theoretical calculations show that
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Figure 1.12: Crystal structure of β−.Mg(BH4)2 along the c axis: magnesium atoms are represented by
orange spheres, boron by green and hydrogen by grey spheres.
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Figure 1.13: Simplified phase diagram of Mg(BH4)2. The LT α-Mg(BH4)2 transforms into β-Mg(BH4)2
at ∼ 210 ◦C (∼ 480 K). The β-polymorph is then metastable at room temperature, and the shaded area
represents the metastable region. Above 300 ◦C (573 K), the decomposition process starts.



1.4. Hydrogen storage 25

C2||

C2C3

Mg Mg

Figure 1.14: Idealized configuration of the [BH4] units in the Mg environment. The [BH4] unit lies almost
in the line between two Mg atoms in a linear configuration. The three rotation axis are shown: the 3-fold
120◦ rotation axis C3, and the 2-fold 180◦ rotation axes (C2|| and C2⊥). (large orange sphere) magnesium,
(green spheres) boron, (small grey spheres) hydrogen.

the ground state is energetically almost degenerate and a variety of different structures that
are very close in energy have been proposed, among the experimentally found α-phase [79].
A recent work [80], showed that, including van der Waals interactions, the lowest energy
structure is the experimentally observed α-phase. Conversely, Caputo et al. [81], using com-
putational methodology combining cluster optimization, simulated annealing based crystal
structure prediction, periodic DFT total energy calculations and Symmetry Group Rela-
tions analysis, found other crystal structures with lower energies. The rich polymorphism
of Mg(BH4)2 could be partially attributed to the partial covalent bonding between Mg2+

and [BH4]− [75]. Still, the question about theoretical predicted and experimentally observed
structures is open. The β-phase is energetically less favourable than the α-phase, as shown
by DFT calculations [82, 83, 84], but the origin for the non-reversibility of the structural
phase transition is not clear yet.

1.4.6.2 Decomposition

The decomposition of β-Mg(BH4)2 was studied extensively for hydrogen storage applications
and various pathways were observed both experimentally and theoretically, depending on
the applied hydrogen pressure and temperature conditions [68, 72, 85]. The decomposition
temperature is fairly low (around 500 K) and mostly pure hydrogen is released.
DTF calculations have been performed also to predict reaction pathways. For example, in
α-Mg(BH4)2, the reaction pathway was predicted to be

Mg(BH4)2 −→ MgB2 + 4 H2, (1.19)

with a reaction enthalpy between −38 and −54 kJ mol−1H−1
2 in the temperature range of 293-

348 K [86]. Unfortunately, this was not experimentally confirmed and the measurements show
at least two or more intermediate steps in the decomposition pathways, with formation of
intermediate compounds, such as MgB12H12 [87] and polyboranes [71]. In order to improve
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the slow kinetics, Mg(BH4)2 has been mixed with additives [88], mainly metal salts such
as CaF2, ZnF2 and TiF3 [89], ScCl3 [90] or NbF5. The use of transition-metal additives
lowers significantly the desorption temperature, although it was shown that no significant
improvements were detected on the rehydrogenation.
Another possibility to enhance hydrogen sorption properties is the dispersion on porous
matrix or with reactive hydride composites [91, 92, 93]. The effect is an overall reduction
of the decomposition temperature, possibly due to surface effects, thus reducing the overall
reaction enthalpy. A review of the several decomposition schemes proposed and additives
used to improve the kinetics can be found in this work [94].

1.4.6.3 Dynamics

The dynamics [BH4] anion has been studied with vibrational spectroscopy techniques, mainly
involving Raman and Infrared (IR) spectroscopy, Nuclear Magnetic Resonance (NMR), as
well as inelastic neutron scattering. The anions have high structural symmetry (being an
almost perfect tetrahedra) and four normal modes of vibrations: symmetric stretching (ν1)
and bending (ν2), asymmetric stretching and bending ν3 and ν4, respectively. Some of
these modes can be Raman or IR-active, as well as double or more degenerate. Raman, IR
and inelastic neutron scattering measurements have been performed to establish a possible
link between compound stability and vibrational dynamics. Raman measurements on α-
Mg(BH4)2 and β-Mg(BH4)2 phases show quite different features, especially in the region of
lattice modes 150− 900 cm−1 [18− 110 meV]) and in the B-H stretching (1100− 1500 cm−1

[130−180 meV]) [95, 96]. Inelastic neutron scattering measurements have been performed in
order to confirm Raman calculations and measurements, due to the absence of any selection
rules. In β-Mg(BH4)2, a broad inelastic band is present (3− 38 meV), is possibly ascribed to
lattice phonon. A band around (355− 661 cm−1 [40− 82 meV]) was found and attributed to
rigid librations of the [BH4] tetrahedron; in Raman measurements, this band is completely
absent.

In Mg(BH4)2, nuclear magnetic resonance (NMR) experiments [97, 98] revealed a com-
plex reorientational dynamics involving at least three jump processes in α−Mg(BH4)2, and
a variety of thermally activated processes in β−Mg(BH4)2, with a distribution of activation
energies. The difference in these compounds could be attributed to the intrinsic orientational
disorder, where the potential walls between different reorientational motions are lowered and
therefore resulting in a broad distribution of activation energy. Among all the Mg(BH4)2
polymorphs, the β-phase shows the fastest reorientational motions [98].

Quasi-elastic neutron scattering (QENS) experiments, performed on β−Mg(BH4)2, stud-
ied the reorientation of the [BH4] tetrahedra on two different characteristic timescales, using
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backscattering and indirect geometry time-of-flight spectroscopy [99] . From the analysis of
the elastic incoherent structure factor (EISF) (which correlates to the spatial distribution of
the hydrogen atoms in the long time average), it was suggested that the [BH4] units exhibit
hindered rotations around the 2-fold C2 and 3-fold C3 symmetry axis of the [BH4] units,
respectively (see fig. 1.14) on a time scale of hundreds of picoseconds.

1.4.7 Lithium and Magnesium Borohydride mixture

In the section 1.4.4.2, several destabilization methods were introduced, in order to lower the
decomposition enthalpy, and hence the decomposition temperature. Among these methods,
mixing borohydrides with different cation Pauling electronegativities has been proved to be a
successful strategy. In particular, LiBH4 and Mg(BH4)2 were investigated in different mixing
ratios in order to study:

1. the formation of double cation compounds, e.g. LiMg(BH4)3;

2. the decomposition conditions and compare them with the ones of single constituent.

Moreover, mixtures of Mg(BH4)2 and LiBH4 in nanoconfined carbon materials were also
investigated [27, 28, 100, 101, 102]. This particular system is interesting due to the overall
H2 content that can be extracted from the decomposition scheme:

LiBH4 + Mg(BH4)2 −→ LiH + B + MgB2 +
11

2
H2 14.6 wt. %H2 (1.20)

The initial study on the 1:1 LiBH4/Mg(BH4)2 mix, conducted by Fang. et. al. [27], showed
a lower overall decomposition temperature compared with the constituent phases. It was
also speculated the formation of a double cation system LiMg(BH4)3, which was refuted,
successively, in the work of Bardají et al. [28].
In this work, a mixture of Mg(BH4)2 and LiBH4 with different mixing ratios was studied, fo-
cusing on the possible decomposition steps and structure evolutions, using thermogravimetry,
differential scanning calorimetry, mass spectroscopy and X-ray diffraction. The mixtures

xLiBH4 + (1− x)Mg(BH4)2, with x = 0, ..., 1, (1.21)

were investigated and a tentative phase diagram was proposed. The eutectic composition
was found in the x ∼ 0.5 mixture, showing a melting temperature around 180 ◦C (453 K) (see
fig. 1.16). Further DSC-TG-MS measurements (at 5 bar H2) showed that, for 0.5LiBH4 +

0.5Mg(BH4)2 mixture, the main decomposition takes place between 170 and 400 ◦C, with
12.6 mass % loss.

In DSC measurements, four distinct peaks are observable (fig. 1.15): the first one at
108 ◦C is attributed to the crystal phase transition of the lithium borohydride (o-LiBH4 →
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Figure 1.15: DSC-TG-MS performed on 0.5LiBH4 + 0.5Mg(BH4)2. Vertical dashed red lines correspond
to the temperatures of neutron scattering measurements: 100 ◦C (373 K), 150 ◦C (423 K), 227 ◦C (500 K) (see
chapter 6). Reprinted (adapted) with permission from E. G. Bardají et. al., J. Phys. Chem. C, 2011, 115
(13), pp 6095-6101. Copyright 2011 American Chemical Society.
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Figure 1.16: Tentative phase diagram of the xLiBH4 + (1 − x)Mg(BH4)2. Reprinted (adapted) with
permission from E. G. Bardají et. al., J. Phys. Chem. C, 2011, 115 (13), pp 6095-6101. Copyright 2011
American Chemical Society.
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h-LiBH4). The second peak, at 175 ◦C, coincides with the first decomposition step observed
in the TG measurement, and it is attributed to the Mg(BH4)2 crystal phase α → β trans-
formation. Both crystal phase transition temperatures are slightly lower than in the pure
compounds. The last two peaks correspond to decomposition steps releasing the highest
amount of hydrogen: the total H2 amount released was 12.6 wt.% at 435 ◦C, compared to
the theoretical estimated of 14.6 wt.% H2.
Since the material is a physical mixture, the decomposition temperature should be an average
of the single phases’ temperature. Instead, the decomposition temperature is lower than the
pure materials (see TG measurement in fig.1.15). Moreover, X-ray measurements show that
the α crystal phase in Mg(BH4)2 is recovered upon cooling the material below the crystal
phase transition around 175 ◦C. Already a small amount of LiBH4 destabilizes Mg(BH4)2,
making possible the transformation from orthorhombic to hexagonal crystal phase.
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1.5 Scope of the thesis

In complex borohydrides, there is a correlation between the cation electronegativity χP and
the thermodynamic stability of different compounds, thus the desorption temperatures. The
bonding between the cations (Li+, Mg2+, Ca2+) and the [BH4]− units plays then a crucial
role.
In the alkaline borohydrides LiBH4 or NaBH4, the cation· · · [BH4]− bond is almost ionic
[103, 104], while for alkaline earth borohydrides the bond also has some covalent charac-
ter [105, 75]. Borohydrides exist in different crystalline structures, and many structure
phase transitions depend on thermodynamic conditions (e.g. temperature and/or pressure).
Moreover, it has been observed that some crystal phases are metastable, depending on the
material synthesis procedure. Usually, these structural phase transitions are accompanied
with a change in the dynamics of the [BH4]− units.

In ionic bonded borohydrides (LiBH4, NaBH4, KBH4), the structure show an order/disorder
transition, most likely triggered by the enhanced rotational dynamics at high temperatures.
In more covalently bonded compounds (e.g. Mg(BH4)2 and Ca(BH4)2), hydrogen dynamics
across different crystal phases is scarcely investigated and poorly understood, and some fun-
damental questions are still open, especially regarding the non-reversibility of crystal phases
transitions. In Ca(BH4)2, the rich polymorphism influences the decomposition reactions and
the formation of different reaction products. Moreover, in Ca(BH4)2, the vibrational dynam-
ics seems to drive the crystal phase transition from the α- to β-phase. Instead, in Mg(BH4)2,
the mechanism responsible for the transition and for its non-reversibility is not totally clear.
The main goal in this thesis is the investigation of the hydrogen dynamics on the picosecond
time scale with the use of quasi-elastic neutron scattering (QENS) experiments, exploring
the dynamics of low energy vibrations and self diffusion mechanisms.
The materials chosen, lithium and magnesium borohydrides, are the ones with the highest
hydrogen content, and thus candidates for on-board hydrogen storage applications.
Starting from this, the present work is addressing some fundamental questions:

1. How the localized dynamics of the [BH4] units is correlated with different anion/cation
bonding?

2. Is the low energy lattice dynamics of the [BH4] units connected with different crystal
structure transitions?

3. How the different dynamics might influence the crystal phase transitions and their
metastability?

In chapter 2, inelastic neutron scattering is introduced from the theoretical point of
view, with focus on quasi-elastic neutron scattering technique. In chapter 3, the instrument
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TOFTOF will be described, also focussing on energy resolution and dynamical range. Chap-
ter 4, 5 and 6 will be dedicated to results and analysis of LiBH4, Mg(BH4)2 and LiBH4 +
Mg(BH4)2, respectively. In chapter 7, conclusions and future perspectives are presented.
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Different techniques are used for studying hydrogen storage materials, especially in com-
plex hydrides. Among them, the dynamics is investigated using neutron scattering exper-
iments, Nuclear Magnetic Resonance (NMR), Raman and Infra-Red (IR) spectroscopy. In
this work, only neutron scattering will be briefly described.

2.1 Neutron Scattering

One of the most suitable technique to provide information where atoms are and how they
move is neutron scattering [106, 107]. Neutrons are not charged and therefore the interaction
between matter is not driven by Coulomb forces, but their principal means of interaction
is through the strong force with nuclei: these forces act on an effective distance of 10−15 m,
and therefore the interaction between neutrons and atoms can be considered as a point-
like interaction. This will have a consequence in the derivation of some important equation
characterizing the neutron scattering. Neutrons are weakly absorbed by most of materials,
and thus they can easily penetrate inside the matter, making them suitable for studying
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Figure 2.1: 2D representation of a scattering process in the reciprocal space. The incident neutron is
characterized by an incident energy Ei and momentum pi = ~ki. The outgoing neutron characterized by an
final energy Ef and momentum pf = ~kf. The momentum transfer is defined as ~Q = ~ki − ~kif.

condensed matter properties in the atomic scale.
Due to the low interaction with matter, a neutron scattering experiment provides information
on the physical and chemical properties of the sample, which is not perturbed by the presence
of the neutron. In this approximation, the neutron measures the undistorted properties of
the sample. A neutron can be described, in a non relativistic description, as a particle and
a wave, respectively characterized by a kinetic energy E and a wave vector k:

E =
~2k2

2m
, |k| = k =

2π

λ
, (2.1)

withm = 1.67 · 10−27 kg the mass, k is the magnitude of the wave vector k, λ the wavelength.
A typical scattering experiment is depicted in fig. 2.1. In an simplified scheme, a neutron

with an incident energy Ei and a wave-vector ki is impinging on a sample. The neutron
interacts with the sample and a scattering event takes place. After this interaction, the
neutron emerges from the sample with an outgoing wave vector kf and energy Ef . The task
of the experiment is to detect any changes in energy and in wave vector of the scattered
neutron, after the interaction with a sample. Therefore it is useful to define two quantities
that will used to characterize the experiment:

• Energy transfer: ~ω = Ei − Ef = ~2
2m

(|ki|2 − |kf |2)

• Momentum transfer: ~Q = ~ (ki − kf ).

Usually the energy and wave vector transfers are measured in [meV] and [Å−1], respec-
tively.

It is important to underline that motions of atoms and their correlations are revealed
by neutron scattering only if energy and momentum transfers match excitation energies and
distances in the sample. Nowadays, neutrons in science span quite a large interval in energy
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Figure 2.2: 3D schematic representation of the scattering process. The area delimited by dashed lines
represent a surface at a certain distance r from the sample and in a solid angle dΩ.

and momentum transfers, ranging from 10−5meV < ~ω < 1 eV and 10−3 < Q < 30Å−1,
allowing the study of structural and dynamical properties in a variety of systems.

In the scattering experiment depicted in fig. 2.1, three processes can take place:

• Absorption: the incident neutron is absorbed in the sample by nuclear capture.

• Elastic scattering: the magnitude of the incident wave vector does not change after the
interaction with sample, ki = kf

• Inelastic scattering: the neutron loses or gains energy, ki > kf or ki < kf respectively

• Transmission: the incident neutron does not interact with the sample.

After being scattered by the sample, the neutron is registered by using a detector. De-
pending on the scope of the experiment, time and position of the arrival can be registered,
and thus analysed.

2.1.1 Neutron cross section

The basic quantity to be measured in the scattering process is the partial (or double) differ-
ential cross-section, which gives the number of incident neutrons with energy Ei scattered
into a solid angle dΩ, with an energy in the interval [E ′, E ′+ dE ′]. This quantity is denoted
by

d2σ

dΩdE ′
. (2.2)
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The complete derivation of double differential scattering cross section can be simplified as-
suming the scattering from single bound nuclei. As mentioned before, the neutron is a weak
probe and it does not interact strongly with solids (except for strong absorbing materials).
Thus, the total scattering amplitude of a sample containing N scatterers is the sum of single
scattering amplitudes. The expression is given first for the elastic case, then will be gener-
alized for the inelastic one.

Denoting the initial state of the incident neutron as ψk and the final state of the scattered
neutron as ψk′ , the differential cross-section is calculated starting from the probability of a
transition between the state |k〉 and |k′〉, with the same energy E. The probability follows
the Fermi’s Golden rule,

Wk→k′ =
2π

~

∣∣∣∣∫ drψ?k′V̂ψk

∣∣∣∣2 ρk′ (E) . (2.3)

The potential V̂ describes the interaction that allows a transition from a state |k〉 to a
state |k′〉, and ρk′ (E) is the density of final states. The final expression for the scattering
cross section becomes:(

dσ

dΩ

)
=

∣∣∣∣ m

2π~2

∫
dr exp(−ik′ · r)V̂ exp(ik · r)

∣∣∣∣2 =
∣∣∣〈k′| V̂ |k〉∣∣∣2 . (2.4)

In order to get the partial differential cross-section, we must consider inelastic events. In
case of inelastic scattering, the neutron energy change is a quanta of ~ω, given or taken by
the sample in the scattering process. Assuming the target in a state |α〉, the state describing
the incident neutron and the initial state of target is the product of the two ket vectors,
namely |k, α〉.The target energy is denoted by the eigenvector Eα. In case there is an energy
transfer between target and neutron, the conservation of energy in this process leads to

~ω = Eα − Eα′ , (2.5)

and the cross section reads (
dσ

dΩ

)α
α′

=
k′

k

∣∣∣〈k′α′| V̂ |kα〉∣∣∣2 . (2.6)

The partial differential cross section is obtained from the conservation of energy equation as
written above: (

dσ

dΩdE ′

)α
α′

=
k′

k

∣∣∣〈k′α′| V̂ |kα〉∣∣∣2 δ (~ω + Eα − Eα′) . (2.7)

The previous equation relates the scattering process from a state |α〉 to a final state |α′〉.
Depending on the target, only certain states can be accessible; therefore it is necessary to
include a weight pα in the double differential cross-section:(

dσ

dΩdE ′

)α
α′

=
k′

k

∑
α,α′

pα

∣∣∣〈k′α′| V̂ |kα〉∣∣∣2 δ (~ω + Eα − Eα′), (2.8)
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Figure 2.3: Scattering of a incident plane wave into a target (green sphere). The outgoing wave is spherical
(s-wave).

where the average is performed on all possible and accessible states. The expression for the
differential cross section 2.8 is obtained in the first Born approximation (or first perturbation
series), under the hypothesis that the interaction neutron-target is weak. In all previous
expressions for differential and partial differential cross-sections the unknown variable is the
potential V̂ . The interaction between neutrons and nuclei is in the order 10−15 m, at least
four orders of magnitude smaller than the typical wavelength for slow neutrons (∼ 10−10 m),
and therefore the neutron-nuclei scattering is isotropic and contains only plane waves. The
outgoing wave is characterized by a parameter b, called scattering length. This quantity can
be complex and depends on the energy of incident neutron, on the isotope and on the relative
orientation between the incident neutron spin and the nuclei spin.

If the scattering potential V̂ is a δ-function (i.e. a point-like interaction), the outgoing
wave is spherical. Fermi’s pseudo-potential satisfies the requirement. Assuming a rigid array
of N nuclei fixed in positions denoted by Rl and scattering length bl, the expression of V̂ is

V̂ (r) =
2π~2

m

∑
l

blδ (r−Rl) . (2.9)

The length bl can be interpreted as a radius of an impenetrable sphere centred at the nuclei
l and it has dimensions of a [length]. Given this expression for the Fermi’s potential, it is
possible, in eq. 2.8, to evaluate:

〈k′| V̂ |k〉 =
∑
l

bl exp(iQ ·Rl) (2.10)

and then the eq. 2.6 becomes:(
dσ

dΩ

)
=

∣∣∣∣∣∑
l

bl exp(iQ ·Rl)

∣∣∣∣∣
2

=
∑
l,l′

exp(iQ · (Rl −Rl′))b∗l′bl. (2.11)
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In the last equation, the scattering length (that in general is a complex number) has to be
averaged all over random nuclear spin orientations and random isotope distributions, and it
is generally dependent on the position Rl. Assuming that there is no correlation between
different sites l and l′, then

b∗l′bl =
∣∣b∣∣2 + δl,l′

(
|b|2 −

∣∣b∣∣2) (2.12)

In this way the contribution in the average has been separated in two terms, one coming
from different pair of atoms, and one from the same atoms. Therefore, the scattering cross-
section can be written as (

dσ

dΩ

)
=

(
dσ

dΩ

)
coh

+

(
dσ

dΩ

)
inc
, (2.13)

where (
dσ

dΩ

)
coh

=
∣∣b∣∣2 ∣∣∣∣∣∑

l

bl exp(iQ ·Rl)

∣∣∣∣∣
2

(2.14)

is the coherent cross-section, and(
dσ

dΩ

)
inc

= N
[
|b|2 −

∣∣b∣∣2] = N
∣∣b− b∣∣2 (2.15)

is the incoherent cross-section.
The first one, the coherent cross-section, is dependent on the interference between waves

scattered from different lattice sites and it is weighted with an average scattering length. The
incoherent cross-section, instead, is lattice independent and it is weighted with a mean-square
scattering length deviation. In a scattering experiment, both contributions are detected: the
coherent cross-section is angle (or momentum transfer) dependent, whereas the incoherent
one does not depend on Q and therefore leads to an isotropic signal.
The scattering cross-sections are given usually in units of area, 1 barn = 10−24 cm2, and they
vary randomly from element to element, and from isotope to isotope. The most extreme case
is the scattering cross-section of hydrogen: the most abundant isotope, 1H, has a coherent
cross section of 1.8 barn, whereas the incoherent cross-section is 81.7 barn. Deuterium,
instead, has σi= 2.05 barn and σc = 5.59 barn. A list of all scattering lengths and cross
sections can be found in literature [108]. The next section will deal with the formalism of
inelastic neutron scattering and how it is related with positions of particles in space and
time.

2.1.2 Inelastic neutron scattering

The difference between coherent and incoherent scattering has been shown above for the
elastic case, calculating the differential cross-section. For the inelastic case, the double dif-



2.1. Neutron Scattering 39

ferential cross section can still be divided into coherent and incoherent. Both give information
about spatial- and time-correlations of atoms in a sample.
In eq. 2.8, the δ-function can be replaced by its integral representation and it leads to a
separation of the incoherent and coherent parts:(

d2σ

dΩdE ′

)
=

(
d2σ

dΩdE ′

)
coh

+

(
d2σ

dΩdE ′

)
inc
, (2.16)

where (
dσ

dΩdE ′

)
coh

= |b|2 k
′

k
NScoh(Q, ω) (2.17)

and (
dσ

dΩdE ′

)
inc

=
[
|b|2 −

∣∣b∣∣2] k′
k
NSinc(Q, ω). (2.18)

The two terms Scoh(Q, ω) and Sinc(Q, ω) are defined as

Scoh(Q, ω) =
1

2π~

∫ +∞

−∞
dt exp(−iωt)

N∑
l,l′

〈exp(−iQ ·Rl) exp(iQ ·Rl′(t))〉 (2.19)

and

Sinc(Q, ω) =
1

2π~

∫ +∞

−∞
dt exp(−iωt)

N∑
l

〈exp(−iQ ·Rl) exp(iQ ·Rl(t))〉. (2.20)

The term Scoh|inc(Q, ω) is called dynamic structure factor, response function or scattering
function, and this is what is measured in a neutron scattering experiment. Scoh|inc(Q, ω)

is directly related to the spectrum of spontaneous fluctuation in the system and, since the
neutron is weakly interacting with nuclei, it measures the undistorted properties of the
sample. The scattering function can be related to physical properties in the sample, like
correlation in space and time (r, t). The link between (Q, ω)- and (r, t)-space has been
formulated by Léon Van Hove [109].

Pair- and self-correlation functions It is useful to define two kinds of functions: the pair
correlation function

G(r, t) =
1

N

∑
l,l′

∫
dR′〈δ(r−R′ + Rl(0))δ(R′ −Rl′(t))〉, (2.21)

and the self correlation function
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Gs(r, t) =
1

N

∑
l

∫
dR′〈δ(r−R′ + Rl(0))δ(R′ −Rl(t))〉. (2.22)

Having defined these two quantities, it is possible to express the scattering functions (coherent
and incoherent) as the double Fourier transform (in time and space) of the pair and self
correlation functions:

Scoh(Q, ω) =
1

2π~

∫ +∞

−∞
dt exp(−iωt)

∫
dr exp(iQ · r)G(r, t) (2.23)

Sinc(Q, ω) =
1

2π~

∫ +∞

−∞
dt exp(−iωt)

∫
dr exp(iQ · r)Gs(r, t) (2.24)

Usually pair correlation functions have complex values due to fact that the quantities in
〈...〉 do not commute at different times. If the system can be considered classical (meaning
that the particles are widely separated in space and no quantum effect can be detected), the
expressions for pair- and self correlation functions become:

Gcl(r, t) =
1

N

∑
l

〈δ(r−Rl(t) + Rk(0))〉 (2.25)

and

Gcl
s (r, t) = 〈δ(r−Rk(t) + Rk(0))〉 (2.26)

The averaging now is performed, being a classical system, all over the possible configu-
ration of the initial state. The sum in eq. 2.25 is performed all over the N particles, and
the position of particle k has been taken at t. Both eqs. 2.25 and 2.26 can be interpreted as
a probability density. The first one, Gcl(r, t) represents a probability that, given a particle
k in a position R at time t = 0, another one (including the same particle) can be found
at a distance r and at a time t. Differently, Gcl

s (r, t) represents a probability that, given a
particle k in a position R at time t = 0, the same particle can be found at a distance r and
at a time t.

From the previous two equations and from eqs. 2.17-2.18, we can directly access the corre-
lation functions by measuring the scattering cross-section. It is intuitive that an integration
of these two quantities over the total spaces leads to:∫

Gcl(r, t)dr = N and
∫
Gcl
s (r, t)dr = 1. (2.27)

In many complex problems, sometimes it is more convenient to deal with the spatial Fourier
transform of the pair correlation function. This is generally known as Intermediate scattering
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function, denoted with I (Q, t). Similar to the scattering function, it is possible to distinguish
a coherent and incoherent one:

Icoh(Q, t) =
1

N

N∑
l,l′

〈exp(−iQ ·Rl) exp(iQ ·Rl′(t))〉 =

∫
G(r, t) exp(iQ · r)dr, (2.28)

and

Iinc(Q, t) =
1

N

N∑
l

〈exp(−iQ ·Rl) exp(iQ ·Rl(t))〉 =

∫
Gs(r, t) exp(iQ · r)dr. (2.29)

General properties of correlation functions In general, the scattering functions S(Q, ω)

are proportional to the double differential cross-section, thus implying that they are real
functions. The correlation functions then satisfy

G(r, t) = G∗(−r, t), (2.30)

and this leads to the a general principle on the scattering function S(Q, ω), called detailed
balance condition

S(Q, ω) = exp

(
~ω
kBT

)
S(−Q,−ω), (2.31)

where kB is the Boltzmann constant and T is the temperature. The previous equation
requires that the scattering function is real, and it gives the relationship between the intensity
in the energy loss and energy gain of the scattering function. It can be read as the probability
that a neutron loses an energy ~ω is equal to the probability that gains and energy ~ω,
multiplied by a factor exp

(
~ω
kBT

)
. At low temperature only the lower energy states in the

sample are populated, and therefore the probability of a transition in to the higher states is
greater than the inverse. As soon the temperature rises, the difference is reduced, since both
higher and lower states are equally populated.
In the definition of pair and self correlation functions, quantum operators do not commute at
different times, whereas they do at equal times. Two extreme cases can be considered t = 0

and t→∞: these two cases will be useful in the interpretation of the quasi-elastic scattering
experiments. In general these functions are characterized by a pronounced structure at t = 0,
whereas, in the opposite limit, the function is not depending any more on r. It is useful then,
to divide the correlation functions in two parts,

G(s)(r, t) = G(s)(r,∞) +G′(s)(r, t), with lim
t→∞

G′(s)(r, t) = 0. (2.32)

and finally write the double differential cross-sections as a sum of the two terms, one elastic
and one inelastic: (

dσ

dΩdE ′

)
coh

=

(
dσ

dΩdE ′

)el

coh
+

(
dσ

dΩdE ′

)inel

coh
, (2.33)
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and (
dσ

dΩdE ′

)
inc

=

(
dσ

dΩdE ′

)el

inc
+

(
dσ

dΩdE ′

)inel

inc
. (2.34)

Using eq. 2.32, it is possible to write, for the coherent part:(
dσ

dΩdE ′

)el

coh
=

(
dσ

dΩ

)el

coh
= N

σc
4π
δ(~ω)

∫
exp(iq · r)G(r,∞)dr (2.35)

and (
dσ

dΩdE ′

)inel

coh
=
Nσc
4π

k′

k

1

2π~

∫ +∞

−∞
dt exp(−iωt)

∫
dr exp(−iq · r)G′(r, t). (2.36)

The same can be done for the incoherent one:(
dσ

dΩdE ′

)el

inc
=

(
dσ

dΩ

)el

inc
= N

σi
4π
δ(~ω)

∫
exp(iq · r)Gs(r,∞)dr, (2.37)

and (
dσ

dΩdE ′

)inel

inc
=
Nσi
4π

k′

k

1

2π~

∫ +∞

−∞
dt exp(−iωt)

∫
dr exp(−iq · r)G′s(r, t). (2.38)

These equations are valid for any system, and correlate (double) differential scattering cross-
section to pair and self correlation functions.

2.1.2.1 Vibrations of atoms

In hydrogenous compounds (i.e. complex hydrides), the incoherent cross-section of hydrogen
exceeds by an order of magnitude all the coherent cross-sections of other atoms. Therefore,
in inelastic neutron scattering on hydrogenous materials, only hydrogen contributes to the
double differential cross section. In the next two sections the scattering functions of atomic
vibrations and stochastic motions, considering only the incoherent signal, will be summa-
rized.

The pair and self-correlation functions, defined in the previous section, are derived in a
general scheme. When it comes to solids or liquid, an appropriate model has to be derived
for the scattering function. The simplest model for taking account vibrations of atoms is to
consider harmonics lattice vibrations. Given N atoms in a Bravais lattice, each atom can be
described by lattice vectors a1, a2, a3,

l = l1a1 + l2a2 + l3a3. (2.39)

Since atoms are vibrating in their equilibrium positions, the position of each atoms can
be described by

Rl = l + u(l). (2.40)
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If the potential is harmonic, the displacement can be expanded in Taylor series and the
scattering cross sections for vibrating atoms can be calculated. Without going into the
details, the general expression for the incoherent cross section of one phonon scattering is
given: (

dσ

dΩdE ′

)
inc

=
Nσi
8πM

k′

k
Q2 exp(−2W (Q))

Z(ω)

ω
[n(ω) + 1] , (2.41)

where n(ω) = [exp(~ω/kBT )− 1]−1 is the Bose-Einstein factor. In this expression

• exp(−2W (Q)) is the Debye-Waller factor (DWF)

• Z(ω) is the normalized density of states

Debye-Waller factor (DWF) The quantity in the exponent is defined as the expectation
value of the mean square displacement of atom along the momentum transfer Q:

exp(−2W (Q)) = 〈{Q ·u(l)}2〉. (2.42)

The information about scattering is averaged all over the possible directions of the momen-
tum transfer, and therefore eq. 2.42 becomes:

2W (Q) =
1

3
Q2〈u2〉. (2.43)

Density of states Z(ω) is called density of states and it reflects the density distribution of
the vibration frequencies. It is defined in such a way that the fraction of vibration modes ωq
in an energy interval [ω, ω + dω] is Z(ω)dω. It is related to the Debye-Waller factor through

W (Q) =
~Q2

4M

∫ ∞
0

dω
Z(ω)

ω
coth

(
1

2

~ω
kBT

)
(2.44)

Therefore, the Debye-Waller factor itself contains information on the vibrational density of
states. A simple approximation, valid at relatively low energies, is derived by Debye, where
Z(ω) is:

Z(ω) =

3 ω2

ω3
D
, if ω < ωD

0, otherwise.
(2.45)

The Debye frequency ωD is associated to a Debye temperature TD, kBTD = ~ωD. The DWF
can be then evaluated in two different extreme cases:

W (Q) =

3~2Q2

2M
T

~ωDTD
if T � TD

3
4
~2Q2

2M
1

~ωD
if T → 0.

(2.46)
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One phonon scattering In a harmonic system, vibrations of nuclei give a scattering cross-
section (

d2σ

dΩdE ′

)inel

inc
=
k′

k

σinc
4M

exp(−2W (Q))
∑
j,q

|Q ·σj(q)|2Sj(q, ω) (2.47)

with
Sj(q, ω) =

1

2ωj(q)
[nj(q)δ(ω + ωj(q)) + (nj(q) + 1)δ(ω − ωj(q))] . (2.48)

Q = κ ± q, being κ a reciprocal lattice vector. The two terms in the square brackets
represent annihilation and creation of one phonon quantum, and the two δ-functions are in
agreement with the energy conservation principle. This is only true in a perfect harmonic
crystal. In presence of anharmonic effects, the scattering function is slightly modified, taking
into account anharmonic forces. These are originating from third- and higher-order terms
in the Hamiltonian describing nuclei motions, and are responsible for thermal expansion,
difference in specific heat at constant pressure and volume, finite thermal conductivity [106].
Due to this additional term, the phonon frequency is slightly shifted respect the nominal
dispersion value ωj(q). The scattering function can be calculated from the linear response
theory [106, 110]

Sj(Q, ω) = [n(ω) + 1]
Z(Q)

π

4ωΓq[
(ω − ωq)2 + Γ2

q

] [
(ω + ωq)

2 + Γ2
q

] , (2.49)

The expression is usually known as a damped harmonic oscillator (DHO). The term Γq is the
damping factor and represents a decay constant of the phonon-lifetime and it is proportional
to the anharmonic forces; It is also related to the peaks width, centred at ±ωq. The prefactor
Z(Q) is the DHO strength. Two damping regimes can be distinguished: under-damped, with
Γq < ωq, and over-damped with Γq ≥ ωq. In the latter case, the function assumes a single
peak shape, centred at ωq = 0, indistinguishable from a Lorentzian shape (see fig. 2.4)
[111]. The transition from a damped to an over-damped DHO can be dependent on the
temperature and on structural phase transition (usually also dependent on temperature).

2.1.2.2 Stochastic motions, EISF and QISF

Localized or diffusive motions are not originating from a quantized process, for example
phonon creation or destruction, but rather from stochastic motions. Therefore the energy
transfer is not a quantum of ~ω, but a distribution of energies around the elastic line (~ω = 0).
The neutron gains energy from the sample and gives energy to the sample in a continuous
way, without defined energy transfer quanta. These motions give rise to the Quasi-Elastic
Neutron Scattering (QENS).
For a localized motion (e.g. molecular jump rotations), the probability of finding a particle
in a certain volume and time interval is finite. With increasing time, the particle moves
and if the motion is spatially restricted (for example rotations around a lattice point) or
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Figure 2.4: Schematic representation of the scattering of the DHO, in the classical limit. a) under-damped
harmonic oscillator, Γq < ωq. b) over-damped harmonic oscillator, Γq � ωq.

diffusion in a cage, the probability tends to a finite value. Conversely, a free diffusive motion
is characterized by a probability of finding the particle that decays in time and reaches zero
in the long time limit.
In terms of the intermediate self-scattering function Is(Q, t) (defined as the space Fourier
transform of Gs(R, t)), the evolution in times can be described in this way: at t = 0,
the probability of finding the particle in a position R is one. As soon as time increases,
the probability exponentially decays and, depending whether the motion is localized or not,
tends to a finite value or goes to zero. In the case of a freely diffusing particle, the probability
tends to zero and the Fourier transform of it is a Lorentzian. If the particle is performing a
localized motion, instead, after some time the probability of finding a particle approaches a
constant value. Since the Fourier transform of a constant value is a δ-function (i.e an elastic
line), the scattering function is a sum of a Lorentzian and an elastic components. Both
cases are shown in figs. 2.5 and 2.6, where the functions have been schematically drawn for
a selected Q.

Translational diffusive processes These processes involve the diffusion of a particle in a
medium, in which there are no restrictions in terms of explored space. A particle starts in a
staring position R and its centre of mass moves in the lattice space available, without any
restrictions to fixed volume. According to the second Fick’s law, the self correlation function
obeys the differential equation:

∂

∂t
Gs(r, t) = Ds∆Gs(r, t), with Gs(r, t = 0) = δ(r), (2.50)

where Ds is the diffusion coefficient. The solution for the previous equation is:

Gs(r, t) =
1√

(4πDs|t|)3
exp

(
− r2

4Ds|t|

)
, (2.51)
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Figure 2.5: a) Intermediate scattering function Is(Q, t) for a freely diffusing process. b) Fourier transform
of the intermediate scattering function, Sdiff(Q, ω). In the scattering function there is any elastic component,
but only a broad quasi-elastic one.
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Figure 2.6: a) Intermediate scattering function Is(Q, t) for a localized motion. b) Fourier transform of
the intermediate scattering function, Sdiff(Q, ω). In the scattering function a δ(ω) is representing the elastic
scattered neutrons.
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which transforms into the intermediate scattering function Is(Q, t)

Is(Q, t) = exp
(
−Q2Ds|t|

)
. (2.52)

We can notice that, with increasing time, the intermediate scattering function approaches
zero (see fig. 2.5). Performing a spatial Fourier transform, the incoherent scattering function
is obtained:

Sinc(Q,ω) =
1

π

DsQ
2

(DsQ2)2 + ω2
. (2.53)

The scattering function is then a Lorentzian characterized by a half width at half maxi-
mum (HWHM)

ΓD = ~DsQ
2. (2.54)

As soon as the momentum transfer increases, the width of quasi-elastic signal increases with
a quadratic dependence.

Rotational diffusive processes, EISF and QISF In solids and molecules, particles are
subject to reorientational motions but the volume where these processes take place is spatially
limited. For example, the [BH4] tetrahedra units in complex borohydride are fixed in the
crystallographic positions, but they are able to reorient around one of the possible symmetry
axis. In this case, hydrogen atoms are performing jump rotations. The probability of finding
an atom in a certain position is then finite, and the intermediate scattering function resembles
the one depicted in fig. 2.6. The intermediate scattering function can be divided in two,
terms, one in the limit of long times, and another one that decays to zero with increasing
time:

Irot(Q, t) = Irot(Q, t→∞) + I ′rot(Q, t), with lim
t→∞

I ′rot(Q, t) = 0. (2.55)

Taking the time-Fourier transform, the scattering function is still a Lorentzian, but addi-
tionally there is an elastic component δ(ω):

Srot(Q,ω) = Irot(Q, t→∞)δ(ω) + SQE
rot (Q,ω) = A0(Q)δ(ω) +

∑
j

Aj(Q)
1

π

Γj
Γ2
j + ω2

. (2.56)

In this case, Γj are not characterized by any momentum transfer dependence, and this is the
main difference between localized and diffusive motions.
The factors A0(Q) and Aj(Q) are indeed dependent on the momentum Q. This dependence
is related to the geometry of the reorientational motions. The factor A0(Q) is is called
Elastic Incoherent Structure Factor (EISF). The EISF is the spatial Fourier transform of the
probability function of finding an atom at a given position, hence its functional dependence
on the momentum transfer reflects the spatial distribution of the atoms in the long time
average. This quantity is represented by the asymptotic value at t→∞ of the intermediate
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scattering function schematically shown in fig. 2.6. The EISF can be calculated, according
to the definition

EISF =
1

N2

∣∣∣∣∣∑
sites j

eiQ ·Rj

∣∣∣∣∣
2

. (2.57)

The terms Aj(Q) are called Quasi Incoherent Structure Factors (QISFs) and the following
relation holds with the EISF:

A0(Q) +
∑
j>0

Aj(Q) = 1. (2.58)

This equality is simply derived from the fact that the integral all over the reciprocal space
of the scattering function has to be one by definition. The EISF (and therefore the QISFs)
can be evaluated from the experimental data as the ratio between the elastic intensity and
the sum of the quasielastic and elastic ones:

EISF =
Iel

Iel + Iqe
. (2.59)

The HWHM Γj are related to the jump rates between different sites of rotational process.
In case of N sites located on a circle of radius r, an exact expression can be given in the
crystalline powder average [112]:

Scirc(Q,ω) = A0(Q)δ(ω) +
N∑
j=1

Aj(Q)
1

π

~/τj
(~/τj)2 + ω2

(2.60)

where

Aj(Q) =
1

N

N∑
n=1

j0(Qrn) cos

(
2jnπ

N

)
. (2.61)

The quantities rn and τj are respectively the jump distances in the rotation motions
and the medium residential time of the particle in a specific site j. The inverse of the last
quantity is the jump rate among the N sites. Both of them can be calculated:

rn = 2r sin
(nπ
N

)
and τ−1

j = 2τ−1 sin2

(
πj

N

)
. (2.62)

In this work, some EISF are used to describe possible reorientations of the hydrogen
bonded in the tetrahedra, as shown in fig. 2.7. Jump rotations around the symmetry axis
C3 involve one fixed hydrogen atom and the other 3 rotating between 3 equidistant positions
on a circle. The rotations around the C2 axis involve 180◦ rotations of the [BH4] unit. The
EISFs for both reorientations, accidentally, have the same expression:

EISFC3 = EISFC2 =
1

2

[
1 + j0

(
2
√

2√
3
QdB-H

)]
, (2.63)
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Figure 2.7: [BH4] tetrahedra in complex borohydrides: (large green sphere) boron, (small grey spheres)
hydrogen. C2⊥, C2|| and C3 are symmetry axes of the [BH4] unit.

with dB-H the distance between boron and hydrogen atoms. Another possible reorientation
on the [BH4] units is involving jump reorienting around all four tetrahedral C3-axes. The
EISF is described by:

EISFtumbling =
1

4

[
1 + 3j0

(
2
√

2√
3
QdB-H

)]
. (2.64)

In a liquid, the continuous diffusion of a particle can take place also in a confined space. In
this case, the scattering function contains an elastic line, because the movement of the particle
is still restricted, but the quasi-elastic part is expressed by an infinite sum Lorentzians. The
model has been developed by Volino et. al. [113], and the scattering function reads:

Sdiff (Q,ω) = A0
0 (Q) δ (ω) +

∑
(l,n)6=(0,0)

(2l + 1)Aln (Q)
1

π

(
xln
)2
D/a2[

(xln)2D/a2
]2

+ ω2

. (2.65)

Lorentzian are characterized by a HWHM of
(
xln
)2
D/a2, where D is the diffusion coefficient

and a is the radius of an hypothetical sphere, in which space the diffusion takes place. A0
0

and Aln are the EISF and QISFs, respectively:

EISF = A0
0 (Q) =

[
3j1 (Qa)

Qa

]2

, (2.66)

and

QISFs = Aln (Q) =


6(xln)

2

(xln)
2
+l(l+1)

[
Qajl+1(Qa)−ljl(Qa)

(Qa)2−(xln)
2

]
with Qa 6= xln, {l, n} 6= {0, 0}

3
2
j2
l

(
xln
) (xln)

2
−l(l+1)

(xln)
2 with Qa = xln, {l, n} 6= {0, 0}

. (2.67)

Values of xln are the root of the boundary condition equations, imposed on the scattering
functions.
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The Elastic Incoherent Structure Factors can be, as pointed out earlier, calculated in a
general way knowing the possible sites explored by the atoms, and general expressions are
given in the literature [112, 107]. In the calculation of the expressions of EISFs, it is evident
that the different reorientational motions are distinguishable only if sufficiently momentum
transfer Q is probed. This requirement will have consequences on the experimental settings
required for studying reorientational motions of hydrogen atoms.

2.1.2.3 Superposition of motions

In case different reorientational processes occur at the same time, it is necessary to calculate
the correlation functions (and therefore the scattering functions) of the global motion. In
the bulk, possible motions are considered to be vibrations, rotational diffusion and transla-
tional diffusion. In the hypothesis of independence of the different motions, the intermediate
scattering law will be the product of the single intermediate scattering functions:

Itot(Q, t) = Itrans(Q, t) · Irot(Q, t) · Ivib(Q, t). (2.68)

Using the Fourier transform theorem, the total scattering function is derived as a convolution
between the three motions:

Stot (Q,ω) = Strans (Q,ω)⊗ Srot (Q,ω)⊗ Svib (Q,ω) , (2.69)

If atoms are undergoing rotational diffusion motions and vibrations, (but not undergoing
translational diffusive motions), the scattering function is

Stot (Q,ω) = Srot (Q,ω)⊗ Svib (Q,ω) . (2.70)

Generally, the vibrational scattering function can be separated in two terms, an elastic and
inelastic:

Svib (Q,ω) = D(Q)δ (ω) + [1−D(Q)]Sinel
vib (Q,ω) , (2.71)

being D(Q) = exp[−2W (Q)] the Debye-Waller Factor 1. The expression for D(Q) is strictly
true in the harmonic approximation, although it has been observed that it is also valid in
presence of anharmonic effects [114]. In case the vibrational intensity is very well separated
from the rotational diffusion processes, we can approximate the scattering function as a

Stot (Q,ω) = D(Q)Srot(Q,ω) + [1−D(Q)]Sinel
vib (Q,ω)⊗ Srot(Q,ω). (2.72)

If the vibrational motions are fast enough, compared to the time scales of the diffusive
processes, the second term in the last equations appears as a flat background in the experi-
mental measurement, and therefore can be disregarded in the calculation of the EISF. Thus,

1The expression of Svib might differ from text books. See appendix A for a detailed explanation.
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the EISF calculation and analysis is somehow easier because the Debye-Waller factor cancels
out in eq. 2.59.

In case of low energy vibrational modes, a clear separation between quasi-elastic and
inelastic signals is not possible, and the data analysis is more complicated. In this situation,
the approximation 2.72 is not any more valid, and a convolution between localized and vi-
brational motion in required.
If the quasi-elastic scattering function is involving a free diffusive motion, the total scat-
tering function will be characterized by the absence of an elastic line, since the convolution
between the elastic δ(ω)- and Lorentzian function is again a Lorentzian function. Conversely,
in purely localized motions, the convolution between eq. 2.56 and eq. 2.71 ensures the pres-
ence of an elastic line.

Considering a single reorientational motion (eq. 2.56 with j = 1), a convolution can be
performed:

S(Q,ω) = {A0(Q)δ(ω) + [1− A0(Q)]L1(Q,ω)} ⊗
{
D(Q)δ(ω) + [1−D(Q)]Sinel

vib (Q,ω)
}

=

= A0(Q)D(Q)δ(ω) +D(Q) [1− A0(Q)]L1(Q,ω) +

+ A0(Q) [1−D(Q)]Sinel
vib (Q,ω) + [1− A0(Q)] [1−D(Q)]L1(Q,ω)⊗ Sinel

vib (Q,ω) .

All scattering functions are normalized, and the total scattering function S(Q,ω) is still a
normalized function. The factor in front of the elastic line is, by definition, the EISF. The
factors in front of all other terms are the QISFs. These quantities, in principle, can be
evaluated from the data analysis, since the double differential cross-section is proportional
to the scattering functions. Therefore:

EISF = A0(Q)D(Q) (2.73)

QISFL1
= D(Q) [1− A0(Q)] (2.74)

QISFSinel
vib

= A0(Q) [1−D(Q)] (2.75)

QISFSinel
vib ⊗L1

= [1− A0(Q)] [1−D(Q)] . (2.76)

All rotational diffusive processes are temperature dependent and, especially at low temper-
ature, not all atoms are undergoing in reorientational processes. In this case some “hindered
motions” are occurring, part of the scattering units (p) is contributing with an extra elastic
intensity, and therefore the scattering function Srot can be written as:

Shind
rot (Q,ω) = pδ (ω) + (1− p)Srot (Q,ω) . (2.77)

Inserting eq. 2.56 (with j = 1) in Srot (Q,ω) and rearranging the δ (ω) terms, we obtain:

Shind
rot (Q,ω) = [p+ (1− p)A0(Q)]δ (ω) + (1− p) [1− A0(Q)]L1(Q,ω). (2.78)
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Performing the convolution with the vibrational scattering function (eq. 2.71), we obtain the
EISF and QISFs expressions in the case of hindered localized motions:

EISFhind = D(Q) [p+ (1− p)A0(Q)] (2.79)

QISFhind
L1

= D(Q) [1− A0(Q)] (1− p) (2.80)

QISFhind
Sinel
vib

= A0(Q) [1−D(Q)] (1− p) (2.81)

QISFhind
Sinel
vib ⊗L1

= [1− A0(Q)] [1−D(Q)] (1− p) . (2.82)

This procedure can be generalized in case of more than one reorientation processes.

These equations can be globally fitted to the experimental EISF and QISFs. In this way,
not only the EISF can be evaluated, but also the other quasielastic and inelastic contri-
butions. This procedure is believed to give more support in the choice between different
reorientational motions.
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3.1 Introduction

Theoretical aspects of inelastic and quasi-elastic are given in the previous chapter. The sit-
uation depicted in a single scattering event shows an incident neutron with an exact energy
Ei and wave vector ki, as well as an outgoing neutron with a defined energy Ef and wave
vector kf. Unfortunately, reality is a bit different.

• Neutrons impinging on the sample have not all the same energy Ei, but rather a dis-
tribution of energies centred around the desired incident energy. The flux produced
by a source is energy dependent (usually a Maxwellian distribution), and the selection
process of a particular energy is also affecting the distribution of energies at the sample
position.
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• Neutrons don’t have all the same direction k̂i, being k̂i the versus of the incident wave
vector. Neutrons are transported from the source to the sample position using neutron
guides, through a total reflection mechanisms. This introduces undesired divergence of
the beam, resulting in a non-perfect beam collimation.

• A real sample has finite dimensions and the neutrons might be scattered more than one
time before leaving the sample and being detected. As a result, the scattering vector
Q can not be uniquely defined and registered. Also, the finite sample dimensions
introduce uncertainty in the flight path through the sample, depending also on the
scattering angle 2θ.

In general the first two contributions can not be separable, and therefore the resulting distri-
bution is a convolution of the energy and divergence distributions. Plus, a path uncertainty
inside the sample influences the final energy determination of the outgoing neutrons. All
these deviations from the idealized situation will be discussed and taken into account to
determine and extract the final scattering function S(Q, ω). In the following, a description
of the instrument where all the measurements were performed is given.

3.2 Energy resolution and time scale

If a particle performs oscillatory or stochastic motions with a characteristic time τ , then an
energy transfer (δE) occurs between the particle and the incident neutron. The Heisenberg
uncertainty principle relates these quantities:

δE · τ ≥ ~. (3.1)

If a motion takes place on a long time scale, the energy transfer associated to this motion
is small. Vice versa, fast motions (such vibrations) shows a large energy transfer. In a
spectrometer, the smallest energy transfer that can be measured is represented by the energy
resolution δE, and corresponds to the response of the spectrometer to a δ(~ω) function
peak in the double-differential neutron cross section [115]. In a multi-chopper time-of-flight
spectrometer, the beam is monochromatized using the time that a neutron uses to travel
between one chopper disc to another chopper disc. In a simplified scheme, the first disc
is called pulsing chopper (P) and the second one is the monochromating chopper (M). The
time-distance diagram can be used to visualize the pulse duration and propagation in space.
On the x-axis there is the time and on the y-axis the distances. The opening time of the
choppers are represented by a segment in the x-axis, and the lines are the flight path of
the neutron as a function of time. In general, a neutron with wavelength λ travels over a
distance L in a time

ttof = αLλ, (3.2)
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Figure 3.1: Time-of-flight diagram showing the contributions of the time spread at the detector positions.
On the left, the contribution δt1 and on the right δt2. These contributions stem from two different effects
and have to be summed up in order to obtain the total time spread at the detectors. See text for details.

where α = mn

h
is a constant. Given the distance L in units of m and the wavelength λ in

units of Å, then

α = 252.77
µs

m ·Å
. (3.3)

As represented in fig. 3.1, the P chopper produces a burst of τP length. The M chopper
opens for a time τM , centred at the desired wavelength arrival time. The time spread of a
neutron pulse arriving at the sample position is a sum of two different contributions (see fig.
3.1):

• the neutron that have passed the M chopper at a given instant within the interval τM
after having passed the P chopper at any instant (δt1).

• the time spread of neutron passing the M chopper in the time interval τM , coming from
the P chopper at the middle of its burst (δt2).

If these contributions are independent, the total time spread at the sample position is just
the square root of the quadratic sum of the contribution.

Considering the time spread at the detector position, another contribution has to be taken
into account. All deviations from the ideal conditions (divergence of the beam, finite sample
size, detector thickness, etc. etc.) produce a flight path uncertainty δL, that translates into
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a time uncertainty. Considering all these contributions, it is obtained:

∆t =
1

LPM

√
(αλfLPM · δL)2 + τ 2

P

(
LMS + LSD

λ3
f

λ3
i

)2

+ τ 2
M

(
LPM + LMS + LSD

λ3
f

λ3
i

)2

, (3.4)

where λi is the wavelength of an elastically scattered neutron, and λf is the one corresponding
to an inelastic scattered neutron. Converting time into energy, it is possible to obtain the
effective resolution function full-width-half-maximum [FWHM]:

δE[meV] =
k

λ3
fLPMLSD

√
A2 +B2 + C2, (3.5)

with

k = 0.6472
meV ·Å3 ·m

µs
A = αλfLPM · δL

B = τP

(
LMS + LSD

λ3
f

λ3
i

)
(3.6)

C = τM

(
LPM + LMS + LSD

λ3
f

λ3
i

)
.

Some considerations can be done concerning the analytical form of the energy resolution.
First of all, in the ideal case, the quantity LMS should be as small as possible since it
is only increasing the time spread at the sample position (and therefore at the detector).
On real experimental conditions, the sample has to be mounted in a sample environment,
such as a cryostat or a high temperature furnace. Therefore this term can not be set to
zero, but it has to be as small as possible, taking into account experimental requirements.
Secondly, to minimize the energy resolution contributions, the quantities A, B and C should
be approximately the same: in this case, the spectrometer is in the so-called “balanced
conditions”.

The contributions B and C are depending on two quantities, namely the opening times
of the two choppers, τP and τM . All the other parameters are fixed by construction. The
time openings of the choppers can be tuned using the chopper rotation frequency: higher
rotation frequencies lead to smaller openings τ and therefore the resolution gets better. The
contribution A in the above expression is determined, in first approximation, by the sample
size. Thus, the term A should not be exceeding the contribution B and C. In case of
elastic scattering, λi = λf and therefore the expression of the resolution energy function is
proportional to λ−3

i , i.e. the resolution increases with the increase of thje incident neutron
wavelength.
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Figure 3.2: 3D-drawing of the time-of-flight spectrometer TOFTOF. Both primary and secondary spec-
trometers are visible, as well the sample and the flight chamber [116].

3.3 The time-of-flight spectrometer TOFTOF

The neutron time-of-flight spectrometer TOFTOF at the Forschungs-Neutronenquelle Heinz
Maier-Leibnitz (FRM II) is shown in fig. 3.2 [116]. The spectrometer is fed with neutrons
coming from the cold moderator of the FRM II. The moderator is a tank filled with liquid
deuterium at a constant temperature of 25 K, shifting the thermal neutron spectrum towards
lower energies. As a results, the cold spectrum flux has a maximum around energies corre-
sponding to λ = 1.4Å [117].
Neutrons are transported to the spectrometer through a 60 m long guide: it has a section of
44× 100 mm2 (width × height) and it is coated with a Ni/Ti supermirror with m = 2. The
guide is composed by a double curved guide, resulting in an S-shape, with a curvature radius
of 2000 m for both benders. Using this particular shape, it is achieved not only a strong
suppression of the γ radiation, but also a sharp cut-off in intensity at short wavelengths
[118]. At TOFTOF, the S-shape guide acts as neutron velocity filter with the suppression
of neutrons with wavelengths shorter than λ = 1.38Å. After the double bender guide, the
TOFTOF instrument starts. It is divided in two parts: the primary spectrometer and the
secondary spectrometer. The primary spectrometer is composed of guide and choppers sys-
tems, the secondary spectrometer of sample and flight chamber, and detectors. Each of the
components will be briefly explained.

Guide system After the double bender guide, the focusing secondary guide starts. It is
12.2065 m long and it reduces the beam cross-section from 44× 100 mm2 to 23× 46.8 mm2.
The coating was optimized in order to achieve best transmission values in the wavelength
range between 1.4Å and 12Å: it starts with a m = 2, and ends with a m = 3.6 in the last
convergent section. The guide ends at a distance of 20 cm before the sample position, and
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Figure 3.3: Measured flux at the sample position [116]. It has a Maxwellian distribution and the sharp
cut-off at 1.38Å is due to the double bender guide. The dip in the intensity at λ = 4Å is due to the Bragg
scattering of the various Aluminium windows positioned between the guide sections.

the integrated flux at the sample position is the order of 1010 neutrons/(s · cm2) (see fig. 3.3).
The cut-off at λ = 1.38Å is clearly visible.

Chopper system At TOFTOF, neutrons are monochromatised through a time-of-flight
technique using seven chopper discs, placed in evacuated vessels. They are made from
carbon-fibre-reinforced plastic, coated with 10B for neutron absorption, and they can rotate
with frequencies νP up to 22000 rpm. The distance between the first and the last chopper is
LPM = 10 m, and all the other choppers are placed in special positions in order to obtain a
monochromatic beam with the desired resolution.

The pulsing chopper is made of two counter-rotating discs (PCRC) that chop the con-
tinuous neutron beam, creating equidistant pulses of length τP . At a distance LPM another
pair of discs (MCRC), monochromatises the beam selecting a small wavelength range out of
each pulse, with a time extension of τM .
Further two choppers (High Order Removal Choppers, HORC) are suppressing neutrons
with higher order wavelengths, i.e. λ/2, λ/4, etc. The Frame Overlap Chopper (FOC),
reduces the neutron pulse frequency at the sample position in order to avoid the overlap of
energy loss and energy gain of the neutrons in two subsequent pulses. All choppers operate
in synchronous mode, thus at the same frequency νP, except the frame overlap chopper that
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Figure 3.4: Schematic view of TOFTOF from the top. In orange the neutron guide, with the last focusing
section reducing the beam cross-section. Choppers are represented by vertical black lines: (PCRC) Pulsing
Counter Rotating Choppers, (HORC) High Order Removal Choppers, (FOC) Frame Overlap Chopper,
(MCRC) Monochromating Counter Rotating Choppers. LPM = 10 m, LMS = 1.4 m and LSD = 4 m.

rotates with a frequency

νFOC =
R− 1

R
νP. with R = 2, 3, 4, 5, ... (3.7)

In this way, only 1 over R pulses coming from the pulsing chopper is retained and allowed
to arrive at the sample position.
The distance between the monochromating chopper pair and the sample is LMS = 1.4 m,
and, beyond the sample, detectors are placed at a distance LSD = 4 m. In general scattering
conditions, neutrons gain and loose energy, thus they are faster or slower than the elastically
scattered neutrons. When the next pulse arrives at the sample position, not all the down
scattered neutrons have arrived at the detector position, and therefore there is an overlap (in
time) of neutrons. If the incident wavelength is λi, a good compromise is to allow neutrons
with a wavelength longer than λf = 1.5λi to overlap. The maximum time-of-flight allowed
is then

tmax = 1.5αLSDλi. (3.8)

Using this condition, a relation holds between the frequency νP and the ratio R and the
incident wavelength.

νP (rpm) =
R

2tmax
=

R

λi(Å)
× 19780.8

Å
min

(3.9)

The factor 2 in the previous equation stems from the fact that the chopper discs at TOFTOF
have two diametrically opposite slits, thus generating two pulses for each disc rotation.
Eq. 3.9 describes the frame overlap ratio R, depending on the wavelength λi and the chop-
per frequency νP .
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Figure 3.5: Energy resolution δE as a function of the energy transfer ∆E, for three different settings:
(blue) 2.5Å and 22000 rpm, (green) 3.5Å and 18000 rpm, (red) 6Å and 12000 rpm.

In fig. 3.5, a plot of the energy resolution δE as a function of the energy transfer ∆E, for
three different settings. The energy resolution changes as a function of the final energy of
the neutron. With respect to the elastic line (∆E = 0), the resolution is decreasing on the
neutron energy loss side, and vice versa.

In fig. 3.7, it is shown the elastic resolution δE as a function of λi at different chopper
frequencies.

Therefore, at TOFTOF, the energy resolution can be tuned adjusting the choppers ro-
tation speed and the wavelength at the same time, resulting in a great versatility of the
instrument.

Sample chamber The sample chamber is placed right after the last monochromating chop-
per pair and the neutron guide extends up to 20 cm before the sample position. The distance
between the chopper and the sample is LMS = 1.4 m: this value is a good compromise be-
tween space available for sample environment, shielding of the monochromating choppers
and good energy resolution. Typical measurements at TOFTOF are performed under sam-
ple conditions depending on an external quantity, e.g. temperature, pressure, magnetic field.
Therefore, the distance of 1.4 m allows to have space for the sample environment. The sample
chamber is also equipped with a radial collimator and it is isolated from the flight chamber
through a thin Aluminum foil. It can be also flushed with Argon in order to decrease the
scattering coming from the air, thus reducing the background.
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Flight chamber and detectors The detector banks are placed at a distance LSD = 4 m,
from the sample position, and cover an angular range 2θ = [−15◦,−7.5◦] ∪ [7.5◦, 140◦]. The
flight path from the sample to the detectors is in Argon gas, in order to minimise any neutron
loss due to air scattering. The whole flight chamber is shielded with polyethylene and B4C,
and coated with cadmium in order to minimise the scattering of neutrons that not hit the
detectors surface.

In total, 987 detectors are mounted in the above described angular range. The detectors
at TOFTOF are 3He gas tubes, with an active surface of 30 × 400 mm2 each. Along the
vertical axis, an anode wire is placed and kept at a high voltage (1500 V), whereas the outer
wall of the tube is held at earth potential. The gas is a mixture of 97% of 3He and 3% of
CF4 gas, operated at a pressure of 10 bar. Neutrons are measured via an indirect nuclear
reaction, since they don’t cause ionization. In case of 3He gas, the nuclear reaction takes
place in the detector gas

3He + n −→ 3H +1 H + 0.764 MeV. (3.10)

The two particles produced are accelerated in the gas using the electric field. This leads to an
ionization in the gas, later collected by an anode wire at high voltage. The energies carried
by the individual fragments can be calculated using the energy and momentum conservation.
Neglecting the energies and momentum of the incoming neutron, approximatively 193 keV

are taken by the tritium and 577 keV by the proton. To enhance the spatial resolution,
usually a small amount of stopping gas is added, in this case CF4.

In general the gas is also sensitive to γ radiation, i.e. the signal produced by a neutron
might be disturbed by external radiation. Usually the signal originated by a neutron is en-
ergetically distinguishable from the one originated by γ radiation, therefore a discriminator
is able to reject the signals originating from the latter ones. After the discriminator, the
signal is sent to the electronic cards, connected with a computer. The detector efficiency
is taken into account during the data treatment. Not all the detectors have the same effi-
ciency: it depends on the manufacturer and varies also as a function of time. Therefore a
calibration of the detector has to be taken into account using a Vanadium standard: this will
be explained later. One other contribution stems from the neutron loss due to the detector
wall thickness, as well as from the incomplete absorption of the neutron by the detector gas.
This contribution is energy dependent, and, in the case of TOFTOF, is expressed by the
following:

φ(E) = exp

(
C1√
E

)[
1− exp

(
C2√
E

)]
, (3.11)

where C1 = −0.31
√
meV and C2 = −9.3518

√
meV. [116].
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Figure 3.8: Proportional counter detector. The cylinder is filled with gas, in this case 3He. The high
voltage (HV) allows the collection of the charged particles produced during the interaction of the neutrons
with the gas.

3.4 Dynamical range

In a spectrometer, two quantities are registered indirectly: the momentum transfer Q and
the energy transfer ~ω. Both quantities are related to the incident and final neutron energies,
by

~Q = ~ki − ~kf momentum conservation (3.12)

∆E = ~ω = Ei − Ef =
~2

2mn

(
k2
i − k2

f

)
energy conservation (3.13)

The scattering triangle is already sketched in fig. 2.1.
Using these two quantities, a relationship holds for a fixed scattering angle 2θ and incident

neutron energy Ei:

Q =

√
2mn

~2

[
2Ei − ~ω − 2

√
Ei (Ei − ~ω) cos 2θ

]
. (3.14)

The momentum transfer Q, accessible in an experiment, as a function of the energy transfer
is called dynamical range, shown in fig. 3.9. The incident neutron energy can be varied in a
continuous way and the final energy of the neutron can be registered without limitations.
The limits are given, in this case, by the scattering angles: the detectors pose a limit in the
dynamical range, since at angles higher than 140◦ there are no detector tubes. Therefore,
the instrument is able to register only neutrons with a momentum Q and energy transfer ~ω



66 Chapter 3. Quasi-elastic Neutron Scattering at TOFTOF

−10 0 10 20 30
0

1

2

3

4

5

6

7

8

Energy transfer ∆E [meV]

M
o
m
en
tu
m

tr
a
n
sf
er

Q
[Å
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Figure 3.9: (Left): dynamical range of a time of flight spectrometer. The three curves represent the
momentum transfer as a function of ~ω, for two fixed angles, 7.5◦ and 140◦ , the lowest and highest detectors
angle. (right): dynamical range of TOFTOF. In fact, the energy loss side is not totally accessible, due to the
restriction imposed by the FO chopper. Only neutrons up to 1.5 times the incident wavelength are measured
and slower neutrons are moved to the next pulse frame. This results in a vertical cut in the (Q,∆E) space
marked by vertical dashed lines.

in the region between the lines corresponding to 2θ = 7.5◦ and 2θ = 140◦.
The area of negative energy transfer is called “energy loss” side (with the respect to the
neutron), whereas the one with positive energy transfer is the “energy gain” side. The loss
side is physically limited from the energy of the incoming neutron: no energies larger than its
energy can be transferred to the sample. Instead, no limitation is given on the gain side. In
the experiments, the slowest neutrons registered are the ones that lost energy till they have
a final wavelength ∼ 1.5 times the incident wavelength λ. This is related to the frequency
of chopper 5, the frame overlap chopper.
As noticeable in fig. 3.9, the (Q,ω)-space shrinks with decreasing the energy of the incoming
neutron, i.e. with increasing wavelength λi. In this work, the momentum transfer Q plays
a crucial role. In the analysis of local reorientation, the intensity as a function of Q reflects
the geometry of the reorientational dynamics. Therefore, a large Q space is necessary and
shorter wavelengths are required.
On the other hand, short wavelengths lead to a poor energy resolution and therefore the
reorientational dynamics might not enter in the time scale set by the resolution, but will be
inside the elastic line.
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Figure 3.10: (Left): aluminium empty container used in the experiments. The borders hosting screw
holes are shielded by borated aluminium, thus only the central surface is illuminated by the neutron beam.
(Right): orientation of the flat cell with the respect of the incoming neutrons. The shadow produced by the
cell will affect detectors around 135◦ .

3.5 Sample environment and measurements

Measurements at TOFTOF are usually performed as a function of an external parameter,
such as the temperature. Therefore, the sample needs to be kept at a certain temperature T
and kept constant for the measurement time. In this work, temperatures range from 10 K
to 500 K, and therefore a closed cycle cryostat (CCR) was chosen. Using He gas expansions,
the TOFTOF cryostat is able to cool the sample to about 3.5 K. In order to measure the
sample at a desired temperature, a resistance is mounted at the bottom of the stick holding
the sample cell. Using a current flow, the sample is heated up to the chosen temperature;
the amount of current going through the resistance is regulated by the temperature controller.

In this work, all samples are reacting strongly with water and oxygen. All materials
have been handled in a glove box, with air and oxygen levels below 10 ppm. Samples were
mounted in flat aluminium cells, sealed with aluminium wires. Since all measurements were
performed in transmission mode, samples were oriented in a way that the sample produces a
shadow in the direction of detectors around 135◦ (see fig. 3.10). Therefore, detectors around
this angle have been excluded in the data analysis.

3.6 Data handling and treatment

At TOFTOF, neutrons are registered and counted as a function of the time arrival at the
detector and of the angle 2θ, N(2θ, tof). Therefore, in order to obtain the scattering function
S(Q,ω) some data treatment is necessary.
Usually, samples are held in the beam using a containaer. Thus, extra measurements of the
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empty container are necessary in order to obtain the signal coming from the sample itself.
When a sample (characterized by a finite thickness) is placed in the beam, the interior of
the sample is exposed to a lower neutron flux than the exterior: this effect is known as
self-shielding factor. Following the procedure from [119, 120, 107], the scattered intensity of
the sample is:

Isample =
1

fs,s+c

[
Ims+c − Imc ·

fc,s+c

fc,c

]
. (3.15)

The quantities involved in the previous equation are:

• Ims+c: measured intensity of the sample in the container

• Imc : measured intensity of the empty container

• fs,s+c: self-shielding factor by the sample in container

• fc,s+c: self-shielding of the container when measuring sample in the container

• fc,c: self-shielding of the container when measuring the empty container

In some particular geometries, like “thin slab” or “hollow cylinder”, these factors can be cal-
culated analytically and therefore the corrected scattering intensity can be obtained.

Moreover, the thickness of the sample has to be adjusted in order to minimize the pos-
sibility that a neutron is scattered more than one time in the sample. When the neutron
beam impinges on a sample with an intensity I0, the transmitted intensity (I) follows the
Lambert-Beer law:

I = I0e−Σd, Σ = Σa + Σs and Σa|s = Nσa|s, (3.16)

where Σ is the macroscopic cross-section, d the thickness of the sample, σa and σs the
microscopic absorption and scattering cross-sections, respectively. The number of atoms per
cm3, N , is calculated by

N =
ρ

A
NA. (3.17)

where NA = 6.022 · 1023 mol−1 is the Avogadro number, ρ is the material density in units of
[g cm−3], A the atomic weight in units of [g mol−1]. The sample must be as thick as possible
without the effects of multiple scattering. A general rule of thumb is that the sample should
have a transmission of 90%, i.e. it should scatter only 10% of the incident neutron intensity.
Therefore, the thickness has to be adjusted in a way that I = 0.9I0:

e−Σd = 0.9. (3.18)
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3.6.1 Data Reduction

As a first step, measurements of the sample and of the empty container are normalized to the
incoming flux, using the counts obtained by the monitor placed in front of the sample cham-
ber. Right after, the correction for self-shielding and self-attenuation factors are performed,
detector by detector and subsequently the subtraction of the empty container is performed
using eq. 3.15.

Afterwards, the time of flight is converted into energy transfer: this is done using a mea-
surement of a Vanadium standard with the same geometry of the sample. Vanadium is an
almost pure incoherent elastic scatterer (σcoh = 0.0184 barn, σinc = 5.08 barn). Therefore,
the arrival time of elastically scattered neutrons can be measured for each detector, which
defines the time tel of energy transfer ∆E = 0. Slower or faster neutrons are scattered in-
elastically with a certain energy transfer ∆E 6= 0.

The detector efficiency correction is also performed using the Vanadium standard: since
it scatters only incoherently, the scattering is isotropic and the detectors should record the
same intensity at all angles (corrected for the Debye-Waller factor of Vanadium). If some
detectors are counting less or more than the average intensity registered, the correction can
be performed. Moreover, detectors that are disturbed by a noisy electronic can be taken
into account at this step, and excluded in the data analysis. Furthermore, a correction of
the energy loss factor described in eq. 3.11 is performed.

After the conversion of time-of-flight into energy transfer, the momentum transfer Q is
calculated. The scattering function S(Q,ω) is obtained after correcting the spectra for the
factor ki

kf
.

In order to analyse the spectra, data are binned in a regular grid of energy transfer (∆E)
and momentum transfer (∆Q).
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In this work, a quasi-elastic experiment has been performed on different ball milled sam-
ples across the crystal phase transition, in order to elucidate the hydrogen dynamics in the
picosecond timescale and the possible influence of mechanical treatment.

4.1 Samples

LiBH4 was purchased at Alpha Aesar, with 95% nominal purity. The material was used
without further purification and three different batches were prepared: the first, “as received”
without any mechanical treatment, the second and third were ball milled (b.m.) using a high
energy planetary ball mill with stainless steel vials and balls.

• 1st batch: no ball milling, used “as received”

• 2nd batch: Fritsch Pulverisette P7, 2 h, ball-to-powder ratio 40 : 1

• 3rd batch: Retsch PM400, 27 h, ball-to-powder ratio 48 : 1

All handling of materials took place under inert atmosphere in an argon filled glove-box,
avoiding contact with oxygen and moisture. X-ray diffraction was performed on all sample
batches to check the quality after intensive ball milling times.
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Figure 4.1: X-ray diffraction pattern of different LiBH4 powder samples in the Pnma crystal phase. From
bottom to top: black - as received, blue - 2h b.m., green - 27h b.mm. At the bottom, vertical bars are the
o-LiBH4 calculated Bragg reflections. Graphs are shifted for clarity.

4.1.1 X-ray diffraction

The three samples (as received, 2h b.m, 27h b.m.) were investigated using X-ray diffraction.
Samples were kept under Kapton (polyimide) protective films and mounted in a diffractome-
ter (XPERT-PRO). The incident radiation was Cu-Kα, corresponding to λ = 1.544Å, and
the diffractograms were recorded between 10◦ and 75◦. Results are shown in fig. 4.1.

Although no Rietveld powder refinement was performed, no detectable changes in peak
position can be detected between the “as received” sample and the different b.m. samples.
This ensured that the crystal structure is retained even after several ball milling hours.

4.2 Quasi-elastic neutron scattering measurements

4.2.1 Experimental

For the neutron experiments, about 70 mg of LiBH4 were packed in an aluminium thin foil
and mounted into an aluminium flat cells, yielding to a theoretical neutron transmission
T = 0.85. This transmission value ensures a low multiple scattering effect, and therefore it
was not taken into account in the analysis. In all samples, the natural boron B was used:
natural boron is composed by 80 % of the isotope 10B, which is a strong neutron absorber, and
therefore data were corrected for the self-shielding effect (see section 3.6). The flat cell was
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T [K] Fit functions
343, 373 δ + L1 + L2 + DHO
403 δ + L1 + L2

Table 4.1: Table summarizing the fit functions used to describe experimental data at different temperatures.

mounted with an angle of 2θ = 135◦with respect to the incident neutron flux direction. The
wavelength of the incoming neutron was λ = 2.5Å and the chopper speed was 22000 r.p.m.,
resulting in an energy resolution of 440µeV (FWHM of the elastic line). Measurements were
performed in a range of temperatures from 11 K to 403 K, i.e. below and above the crystal
phase transition occurring at 381 K. Data were corrected as described in section 3.6 and the
scattering function S(Q,ω) was extracted; the available Q range is 0.5− 4.2Å−1, which is a
suitable range for discriminating different reorientation motions.

4.2.2 Results and discussions

Some results of measurements are shown in fig. 4.2, taken at different temperatures. It is
evident, thatata show two quasi-elastic components, plus an inelastic peak around 9 meV at
temperatures below the crystal phase transition. The scattering data obtained from different
ball milling time are qualitatively similar, and all samples were analysed in the same manner.
With increasing temperature, the scattering signal is increasing and a big jump in quasi-
elastic intensity is noticeable at 403 K, above the phase transition temperature (381 K).
Due to the large incoherent scattering cross-section of hydrogen, the experiment probes only
the hydrogen dynamics. In general, for independent motions the scattering function can
be described by a convolution of three different motions, i.e. translational, rotational a
vibrational (see eq. 2.69). In the obtained data sets, no indication for translational diffusion
was found, but only vibrational and rotational motions were considered in the analysis.

At temperatures below the phase transition, i.e. 343 K and 373 K, data are modelled
with an elastic line (δ-function), a narrow and a broad Lorentzian, plus a damped harmonic
oscillator (DHO) (see table 4.1). Although the energy loss side of the spectra is not enough
extended to catch the other (symmetric) inelastic peak, a DHO is still able to model the
inelastic feature. At 403 K, instead, no visible inelastic peaks are detected and therefore
data are modelled without damped harmonic oscillator.

In fig. 4.3 is presented how data are analysed at 343 K and 403 K. In the following, a
detailed analysis of the various component is given.

The first narrow Lorentzian, L1(Q,ω), is characterized by a constant width over the
probed Q range, and therefore representing the quasi-elastic signal associated with a local-
ized dynamics, most probably a reorientation mechanism of the entire [BH4] unit. In the
temperature range explored, Γ1 is smaller than 1.6 meV, at temperatures below and above
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Figure 4.2: S(Q,ω) of “as received” LiBH4 at Q = 3.1Å−1 and at 343 K, 373 K and 403 K. (blue squares)
343 K, (green circles) 373 K and (red triangles) 403 K. The dashed line is the resolution function measured
with a vanadium standard. The solid black lines represent the data fits, according to table 4.1.

Figure 4.3: S(Q,ω) of LiBH4 “as received” at Q = 3.12Å−1 at 343 K (left panel) and 403 K (right panel).
Solid red lines represent the fit. At 343 K data are successfully described by a δ-line, two Lorentzian (L1 and
L2) and a DHO. At 403 K data are modelled by a δ-line and two Lorentzians.



4.2. Quasi-elastic neutron scattering measurements 77

as received 2h b.m. 27h b.m.
0.10

0.15

0.20

0.25

1.2

1.6

343 K

373 K

 

 

1 [
m

eV
]

Samples

403 K

Figure 4.4: Half-widths-half-maximum Γ1 at 343 K, 373 K and 403 K, and for different samples. Vertical
error bars denote ±1σ.

381 K. An estimation of the characteristic time scales from τ = ~
Γ1

yields τ = 3 − 5 ps at
343 K and 373 K, and 0.5 ps at 403 K.
In fig. 4.4, the different widths Γ1 are reported for the samples with different ball milling
times: it is noticeable that, within the experimental errors, the widths are identical.

The width of the quasi-elastic feature increases with temperature and typically exhibits
an Arrhenius behaviour, with the following relation between widths and temperature

Γ = Γ0 exp

(
− EA

kBT

)
. (4.1)

Γ0 is a pre-factor, kB is the Boltzmann’s constant and EA the activation energy of the reorien-
tational process. Plotting the logarithm of the widths Γ1 against the inverse of temperature,
we can tentatively extract the activation energy of the process. In figure 4.5, a linear fit
was done to extract EA from the LT-data. An activation energy of EA = 14.4 kJ/mol =

148.8 meV was obtained. Verdal et. al obtained, using quasi-elastic measurements, an acti-
vation energy of 19.1± 0.2 kJ/mol [53].
NMR experiments were performed on the low temperature phase of LiBH4, revealing two
distinct reorientational dynamics, with two different activation energies (24.2 kJ/mol and
17.6 kJ/mol) [121]. These motions were attributed to reorientation around the 2-fold C2 and
3-fold C3 axes of the [BH4] tetrahedra. In this work, only one value is detected and it is
close to the lower EA reported.



78 Chapter 4. Lithium Borohydride

2.4 2.5 2.6 2.7 2.8 2.9 3.0

-9.0

-8.5

-8.0

-7.5

-7.0

-6.5

 

 

lo
g(

1 [
eV

])

1000/T  [K-1]

Figure 4.5: Arrhenius plot of LiBH4 L1 quasi-elastic widths, as a function of the inverse of the temperature.
The red solid line is a fit to the LT-data with a linear function. The slope is proportional to the activation
energy EA = 14.4 kJ/mol. Vertical dashed line indicates the crystal phase transition temperature. Vertical
error bars denote ±1σ.

The second broader Lorentzian, L2(Q,ω), is, instead, characterized by a HWHM de-
pending on the momentum transfer Q, with Γ2 > 6 meV. Results are shown in fig. 4.6 and
4.7.

The widths is Q-dependent, indicating that the quasi-elastic component does not orig-
inate from simple rotations of the [BH4] tetrahedra; in fact, its increasing intensity and
widths might be originated from low energy vibrational dynamics, close to the quasi-elastic
region. Therefore, it is reasonable to assume that L2 is representative of the fast vibrational
dynamics. In fig. 4.7, the width Γ2 shows the same trend for all the different samples. In the
low temperature phase, L2 is quite broad, with Γ2 very well distinct from Γ1. Conversely,
in the HT-phase, Γ2 is in the same order of magnitude of Γ1, and shows a more pronounced
Q-dependence. This is shown for the “as received” sample in fig. 4.6.

The inelastic peak, centred around 9 meV, is visible in the LT-phase measurement,
whereas, in the HT-phase, is not any more observable. A damped harmonic oscillator (DHO,
see eq. 2.49) is used to model the peak (see fig. 4.3, left panel) at 343 K and 373 K. ωq is
extracted from the fit at 343 K, and shown in fig. 4.8. At 373 K, the vibration frequency
does not show any change, within the experimental uncertainty (not shown in figure).

The inelastic peak in this work can be also assigned to low energy lattice vibrations,
and thus it is modelled using a DHO [111]. With increasing temperature, the DHO signal
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Figure 4.6: Half widths at half maximum Γ2 at 343 K, 373 K and 403 K, of the “as received” sample.
Vertical error bars denote ±1σ.
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Figure 4.8: DHO vibrational energy ~ωq extracted from data at 343 K and for the “as received” sample. At
373 K, the vibration frequency does not show any change, within the experimental uncertainty (not shown
in the graph). Vertical error bars denote ±1σ.

becomes relatively weaker, till it is not any more visible in the HT crystal phase. In this
case, an over-damped DHO (indistinguishable from a Lorentzian shape function) is assumed:
in fact, Γ2 at 403 K shows a completely different Q-dependence compared to Γ2 at 343 and
373 K.
Several inelastic neutron scattering (INS) experiments were performed on LiBH4 [122, 123,
124, 53, 61]. The energy range probed in these experiments is quite large, up to energies
where libration or bending motions of the [BH4] units are visible. In the work of Gremaud
et al., the INS experiment was able to probe hydrogen vibrations below 20 meV at low tem-
perature (15 K). A low energy band is found already at 10 meV, extending up to 25 meV:
this was assigned to translational lattice vibrations, where the whole [BH4] moves against
the lithium ion. In the same work, ab initio calculations of the single phonon scattering
function confirm the presence of low energy lattice vibrations.
Raman and INS experiments [125, 124] showed a change in the external modes (the inelastic
peak at 25 meV vanishes), due to a change in the crystal symmetry and an increased rota-
tional disorder.

The evaluation of the EISF and QISF contributes to clarify the hydrogen mobility in
[LiBH4], and therefore the next section will be dedicated to a detailed analysis of these
quantities.
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only the quasi-elastic contribution L1(Q,ω), eq. 4.2. Lines represent different reorientational models, with
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4.2.2.1 EISF

The EISF is spatial Fourier transform of the probability function to find a hydrogen atom
at a given position, averaged over the time. Its Q-dependence reflects the reorientational
geometry.
As first approach, we consider in the EISF calculation only the relevant quasi-elastic com-
ponent of the localized motion, the Lorentzian L1(Q,ω) intensity:

EISF1 =
Iel

Iel + IL1

. (4.2)

The results are shown in fig. 4.9, together with simple model function reorientations.
In the LT modification of LiBH4, data are somehow in disagreement with previous measure-
ments on bulk LiBH4 [53]: the EISFs calculated only with the narrow quasi-elastic component
(eq. 4.2) are not represented by any simple reorientational motions, like C3 reorientations
or tumbling motions (see fig. 4.9). At 403 K, the experimental data are fairly in agreement
with the model proposed by Verdal et al. [126, 127]. This model allows 3 trigonal H atoms
to occupy 6 position on a circle (approaching a quasi-free rotation). In addition, any of these
three orbiting H atoms can exchange position with the remaining axial atom (see fig. 4.10).
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Figure 4.10: a) [BH4] tetrahedra C3 rotations: one hydrogen is fixed (perpendicular to the plane) and the
other three rotate with 120◦ rotations. b) Verdal high temperature model, C6-HT. (see text for details).

In this case, the crystal symmetry is retained, as suggested in the work of Soulié et al. [57],
and the model assumes this expression [126]:

EISFC6-HT = A0-C6-HT =
1

8

[
5

4
+

9

2
j0

(
Qr
√

3
)

+
3

2
j0 (Qr) +

3

4
j0 (2Qr)

]
, (4.3)

where r = 2
√

2
3
dB-H, with dB-H the distance between boron and hydrogen atoms (see fig. 4.10).

Therefore, a general approach is taken into account, including the vibrational part in
the calculation of the EISF. The quasi-elastic and vibrational signals can not really be
separated, especially at 403 K where the inelastic peak is not any more visible. In the
analysis, vibrational and rotational contributions are considered, and the total scattering
functions is (see section 2.1.2.3):

Stot(Q,ω) = [A0δ(ω) + (1− A0)L1(Q,ω)]⊗ [Dδ(ω) + (1−D)Sinel
vib (Q,ω)]. (4.4)

From the scattering function, we can calculate the EISF and the various QISFs, for L1(Q,ω)

and the inelastic functions (L2(Q,ω) and DHO). The integrated intensities from the DHO and
L2 are summed up and identified with the inelastic scattering function Sinel

vib (Q,ω). Following
the procedure described in section 2.1.2.3, the equation describing the EISF and QISFs are:

EISF = A0(Q)D(Q) (4.5)

QISFL1
= D(Q) [1− A0(Q)] (4.6)

QISFvib = 1−D(Q). (4.7)

The factors A0(Q) and D0(Q) represent, respectively, the EISFs of localized motions. In the
above expressions, the term A0(Q) is the EISF of localized motions (C3 rotations, tumbling,
etc.), whereas D0(Q) is the Debye-Waller factor exp

(
− 〈u

2〉Q2

3

)
.
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Experimentally, the EISF and QISFs are calculated taking into account all contributions:

EISF =
Iel

Iel + IL1 + Ivib
(4.8)

QISFL1
=

IL1

Iel + IL1 + Ivib
(4.9)

QISFvib =
Ivib

Iel + IL1 + Ivib
, (4.10)

being Ivib the sum of the integrated intensity of the DHO and the broader Lorentzian
L2(Q,ω). The different data sets were fitted with aforementioned equations, for each sample
and temperature. The fit was performed simultaneously, since parameters involved (mean
square displacement 〈u2〉 and the distance dB-H) are shared in the three expressions and these
equations are valid simultaneously.
Results are shown in figs. 4.11-4.13 for the “as received”, 2h b.m. and 27h b.m. samples,
together with fits to eqs. 4.5-4.7.
X-ray and neutron diffraction experiments confirmed that the [BH4] units have an almost
perfect tetrahedron shape, also in the HT-crystal structure. Therefore the distance is kept
fixed at 1.21Å [59].

The mean square displacement 〈u2〉 extracted from the fit is shown in fig. 4.14, for different
samples and temperatures. At 343 K, far from the phase transition temperature, data are
fairly well described using the C3 rotation model (see fig. 4.10),

A0(Q) = EISFC3 =
1

2

[
1 + j0

(
2
√

2√
3
QdB-H

)]
. (4.11)

At 373 K, approaching the phase transition, the best agreement with the data was found
with tumbling motion:

A0(Q) = EISFtumbling =
1

4

[
1 + 3j0

(
2
√

2√
3
QdB-H

)]
. (4.12)

At 403 K, in the HT crystal phase, the model that best fits the normalized intensities is the
C6-HT “orbit exchange”, eq. 4.3 and fig. 4.10. Data could be also described as continuous
rotations on a surface of a sphere of radius dB-H, but X-ray experiments showed that the
crystal order is still retained at high temperature, and thus this model is less likely to be
applied.

The mean square displacement 〈u2〉 increases with increasing temperature, as shown in
fig 4.14, and a big jump is seen from LT– to HT–crystal modification, independent from the
mechanical treatment.

Effect of different ball milling times One of the key points of this experiment was to study
the effects of ball milling time on the hydrogen dynamics on a microscopic level. The slow
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Figure 4.13: Normalized intensities of LiBH4 27h b.m., at different temperatures : (black squares) EISF
(eq. 4.8), (red circles) QISFL1 (eq. 4.9), (blue triangles) QISFVib (eq. 4.10). Solid black lines represent the
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Figure 4.14: Mean square displacement 〈u2〉, obtained from the Debye-Waller factor D0(Q), of different
ball milled samples and temperatures. A big step is evident from the LT- to the HT- crystal modification.
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dynamics, identified with L1(Q,ω), seems not being affected by the extensive ball milling
time: in fig. 4.4, the widths are, within the experimental accuracy, the same.
Conversely, the fast dynamics, identified by L2(Q,ω) and DHO, seems to be influenced: in
fig. 4.7 it is shown the widths Γ2 for different samples at 373 K, where the Q–dependence
of Γ2 is modified by increasing ball milling time, although the data scatter is quite large.
Also, the mean square displacement 〈u2〉 tends to increase in the LT–phase (although data
of the 27h b.m. sample are available only at 373 K and above), whereas, in the HT–phase,
the mechanical treatment seems do not affect the MSD.
Therefore, we can tentatively conclude that, extensive ball milling times favour the fast
(vibrational) dynamics, without affecting the rotational one.

4.2.3 Conclusions

QENS experiments was performed on different ball milled LiBH4 samples and on a range of
temperature including the crystal phase transition. The above results show that vibrations
in the low energy transfer might play an important role in understanding the reorientational
dynamics of the [BH4] units. Anharmonic effects increase dramatically as soon as the phase
transition is approached [128, 129]. In this work, a transition in the inelastic signal is found:
at 343 K, spectra show a clear inelastic peak at 9 meV, whereas, at 403 K, the inelastic
dynamic merges in the quasi-elastic region, superimposing to the localized reorientation dy-
namics.

Already at 373 K, the elastic signal is reduced, and at the same time the reorientation
dynamics become more disordered. From an uni-axial C3 rotations at 343 K, to a tum-
bling motion at 373 K, where all the H atoms are reorientating in time. Above the crystal
phase transition temperature, an almost free rotation is approached with the C6−HT “orbit
exchange” model. This was also confirmed from MD simulation [129], where reorientations
occur when hydrogen atoms move, on average, with 120◦ rotational jumps around the C3-
axis, repositioning all four hydrogen atoms of a [BH4] unit.

Taking into account the underlying vibrations, it was possible to extract the mean square
displacement of H atoms. With increasing ball milling time the fast vibrational dynamic is
enhanced, resulting in an increased hydrogen mobility.
This general approach, considering a convolution of the rotational and vibrational motions,
allowed a comprehensive analysis of quasi-elastic and inelastic signal.
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In this chapter, quasi-elastic neutron scattering experiments at different time scales and
on α-Mg(BH4)2 and on β-Mg(BH4)2 are described, in order to elucidate the dynamics on
both crystal species.

5.1 Sample characterization

Both samples were prepared as described in [68] at the Karlsruher Institut für Technologie,
Karlsruhe, Germany.
Natural Boron contains roughly 80 % of 10B, which is a great absorber for neutrons. In
order to avoid absorption of neutrons inside the sample, isotope enriched 11B was used. Af-
ter the synthesis, X-ray diffraction (XRD), thermo-gravimetric (TG), differential scanning
calorimetry (DSC) and mass spectroscopy (MS) measurements were performed in order to
check the quality and crystal phases of the samples.
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Figure 5.1: TG (blue and left axis) and DSC (green and right axis) measurement on α-Mg(BH4)2.

For α-Mg(BH4)2, 4.57 mg of sample were used in the measurements, whereas for the β-phase
17.71 mg. All DSC, TG and MS measurements were performed at the same time under inert
(He) gas flow at a heating rate of 5 K min−1, and results are shown in figs. 5.1, 5.2 and 5.3.
The α-phase shows an endothermic peak around 470 K (fig. 5.1), where the material trans-
forms into the β-phase: the peak is quite narrow, indicating that the transformation is
completed in few Kelvins. The crystal phase transition is not accompanied by any signifi-
cant hydrogen release. Both samples decompose and start to release hydrogen above 550 K,
as it can be observed from the TG curve, where the major release of hydrogen takes place
between 550 and 600 K. This is also confirmed by MS measurements (fig. 5.3), where the
three peaks indicate the intensity of H2 signal. The second endothermic peak corresponds
to the first decomposition step of Mg(BH4)2, where ca. 10% wt.H2 is released.
Above 670 K, a successive H2 release is confirmed by the third DSC peak: this is interpreted
as the decomposition of MgH2 into Mg, as described in literature [72]. The total amount of
hydrogen released is in good agreement with theoretical values of 14.9 wt.% H2.
DSC measurements on β-Mg(BH4)2 show a different behaviour compared to the α-phase
(fig. 5.2): the absence of the peak at 470 K confirms that the material is already in the
β-phase. The MS measurements of H2 shows at least four intensity peaks (fig. 5.3): the first
three in the region between 550 K and 600 K, where the TG measurements show the most
amount of hydrogen release, and the fourth around 700 K, where a successive H2 release
takes place.
As can be observed, hydrogen release does not happen in a single step decomposition. In-
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Figure 5.2: TG (green and right axis) and DSC (orange and left axis) measurement on β-Mg(BH4)2.
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stead, a multi-reaction decomposition starts at 550 K and continues till 700 K, and interme-
diate compounds are possibly formed [72].

In this work, neutron scattering experiments were done up to 530 K, thus below the main
hydrogen release.

5.2 Experimental

Quasi-elastic neutron scattering experiments were performed on α-Mg(BH4)2 and on β-
Mg(BH4)2.
Approximatively 200 mg of Mg(11BH4)2 were mounted in an aluminium flat cell, yielding
to calculated neutron transmission of ∼ 90%. The large transmission allows to minimize
multiple scattering effects, although they can not be excluded at all.
In the experiments, two different wavelengths of incoming neutrons were selected: λ1 = 2.5Å
yielding an energy resolution of 450µeV (FWHM) of the elastic line and an accessible elastic
momentum transfer Q from 0.5 to 4.2Å−1, the second, λ2 = 6Å, with an energy resolution
of 48µeV (FWHM) and a momentum transfer from 0.2 to 2Å−1.
Both samples were measured in a range of temperatures from 11 K to 500 K: at 11 K, the
measured width of the elastic peak at zero energy transfer reflects the instrumental resolu-
tion function. At higher temperatures, the quasi-elastic and inelastic signals were measured,
and, at 500 K, the transition from α- to β-phase occurs.
The raw time-of-flight data were converted to the scattering function S (Q,ω) following the
procedure described in section 3.6. During the analysis, detector angles of the aluminium
Bragg peaks were excluded.

In order to elucidate the dynamics in both samples, the data analysis will be divided
according to the sample. The first measurements were done on β-Mg(BH4)2, in order to ex-
tend work previously done [99]. Subsequently, measurements were performed on α-Mg(BH4)2
with the aim to shed some light on the dynamics of different crystal phases.

5.2.1 β−Mg(BH4)2

The results of QENS measurements at different temperatures are shown in figs. 5.4 and 5.5
for the two wavelengths and a chosen Q-value. With increasing temperature, a quasi-elastic
broadening is observed, and its intensity rises with increasing temperature. Note, that the
two incoming wavelengths λ probe different characteristic time scales and hence the observed
quasi-elastic signal could be caused by different underlying motions. Besides the quasi-elastic
broadening, the data probing the shorter time scales, (λ = 2.5Å) show distinct low energy
(vibrational) inelastic peaks at ∆E = ±3.2 meV at temperatures below 300 K. The energy of
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Figure 5.4: S(Q,ω) at 6 Å of β−Mg(BH4)2 at 11, 200, 300 and 500 K. The black solid lines represent
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square) 300 K, (red triangle) 500 K.

these excitations is constant for all Q. At 300 K and above, the quasi-elastic signal becomes
more intense and the inelastic excitations can not be resolved in the spectra.

The first attempt to separate the vibrational and quasi-elastic signals followed the pro-
cedure proposed by Cusack et. al [130]. In the harmonic approximation, the vibrational
frequency distribution (usually denoted by g(ω)) is temperature independent, and the Debye-
Waller factor and the Bose occupation number relate the data taken at different tempera-
tures. Outside the quasi-elastic region, the relation between low and high temperature data
is then given by:

S (Q,ω, T )

S (Q,ω, T0)

e−Q2UVib(T0)

e−Q2UVib(T )
=
n (ω, T )

n (ω, T0)
≈ T

T0

[
1 +

~ω
2kB

(
1

T0

− 1

T

)]
. (5.1)

In the equation above, T0 is the reference temperature where no quasi-elastic intensity is
detected, in this case T0 = 100 K. The last inequality is derived in the small energy transfer
approximation. A plot of the left hand side of eq. 5.1 is shown in fig. 5.6, together with the
linear dependence of the right hand side of eq. 5.1. The vibrational displacement UVib in eq.
5.1 is temperature dependent and the best agreement with the data is obtained for UVib =

0.0001 × T [K]Å2. Clearly, at 200 K, the quasi-elastic signal falls to zero beyond ∼ 2 meV.
Above ∼ 2 meV, the signal is described to a good approximation by the quasiharmonic
temperature scaling, whereas above 300 K, the agreement with the approximation is only
found for energies above ∼ 8 meV. This is an indication of a transition in the vibrational
modes that affects the quasi-elastic region. A clear separation of these two contributions is
not possible and the vibrational part can not be subtracted for analysis of the quasi-elastic
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Figure 5.5: S(Q,ω) of β−Mg(BH4)2 measured at 2.5 Å and at 11, 100, 200 and 500 K. The black solid
lines represent the fit of the data according to eq. 2.56 and 2.49. (grey line) 11 K (resolution), (blue circle)
100 K, (green square) 200 K, (red triangle) 500 K. Data sets measured at 300 and 400 K have been omitted
for clarity.
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(blue squares) 200 K, (green circle) 300 K, (red triangle) 500 K. The lines represent the right hand-side of
eq. 5.1, using UVib = 0.0001× T [K]Å2

data. Therefore, a more complex approach was chosen, as outlined below.
The same analyis for the 6 Å data is shown fig. 5.7. Above ∼ 2 meV the quasielastic

signal falls off, showing a good agreement with the right hand side of eq. 5.1 hence in this
case, the vibrational part could be treated as flat background contribution.
It is important to underline that the two different wavelengths probe different time scales
and therefore validity of eq. 5.1 strongly depends on the instrumental resolution setting.

5.2.1.1 Data analysis

Due to the large hydrogen incoherent scattering cross-section, the experiments almost ex-
clusively probe hydrogen dynamics. As written above (eq. 2.69), in the incoherent ap-
proximation and for independent motions, the scattering function S (Q,ω) can be written
as:

S (Q,ω) = Strans (Q,ω)⊗ Srot (Q,ω)⊗ Svib (Q,ω) , (5.2)

where Strans, Srot and Svib are the scattering functions of translational diffusion, rotational
diffusion and vibrational motions, respectively. The measured intensity is related to the
scattering function via a convolution with the instrument resolution function Res (Q,ω). For
the experimental data shown above, we suppose a combination of rotational and vibrational
reorientations (i.e. no translational diffusion).
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The scattering function of jump rotational processes (Srot(Q,ω)) and vibrational scattering
(Svib(Q,ω)) are described in eqs. 2.49 and 2.56. The inelastic peaks are modelled with
a damped harmonic oscillator. At low temperature, the jump rotational diffusion can be
hindered, and therefore eq. 2.77 is used. Data are analysed considering both rotational and
vibrational contributions, and therefore, the total scattering function is the convolution of the
respective scattering functions. The derivation is done in section 2.1.2.3 and the expression
of EISF and QISFs are given:

EISFhind = D(Q) [p+ (1− p)A0(Q)] (5.3)

QISFhind
L1

= D(Q) [1− A0(Q)] (1− p) (5.4)

QISFhind
Sinel
vib

= A0(Q) [1−D(Q)] (1− p) (5.5)

QISFhind
Sinel
vib ⊗L1

= [1− A0(Q)] [1−D(Q)] (1− p) , (5.6)

where A0(Q) is the EISF of the jump rotational dynamics and D(Q) is the Debye-Waller
factor. In case there are any “hindered motions”, the parameter p is set to p = 0, and the
above expressions become:

EISF = A0(Q)D(Q) (5.7)

QISFL1
= D(Q) [1− A0(Q)] (5.8)

QISFSinel
vib

= A0(Q) [1−D(Q)] (5.9)

QISFSinel
vib ⊗L1

= [1− A0(Q)] [1−D(Q)] . (5.10)

In order to discriminate different reorientational motions, the EISF and the QISFs can be cal-
culated and evaluated from the fraction of elastically, quasi-elastically and inelastic scattered
neutrons,

EISF (Q) =
Iel(Q)

Iel(Q) + IQE(Q) + Iinel(Q)
(5.11)

and
QISFQE/Vib (Q) =

IQE/Inel(Q)

Iel(Q) + IQE(Q) + Iinel(Q)
. (5.12)

For purely rotational reorientations of the tetrahedra [BH4], in Mg(BH4)2, around the C2

or C3 symmetry axis (see fig. 5.8), the factor A0(Q) is given by (in the powder average):

A0 (Q)C2/C3
=

1

2

[
1 + j0

(
2
√

2√
3
Qr

)]
, (5.13)

where j0(x) = sin(x)/x is the zeroth-order spherical Bessel function and r = dB–H is the bond
length between boron and hydrogen atoms. For tumbling motions, among the hydrogen
atoms, the EISF is

A0 (Q)tumb =
1

4

[
1 + 3j0

(
2
√

2√
3
Qr

)]
. (5.14)
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Figure 5.8: Idealized configuration of the [BH4] units in the Mg environment. The [BH4] unit lies almost
in the line between two Mg atoms in a linear configuration. The three rotation axis are shown: the 3-fold
120◦ rotation axis C3, and the 2-fold 180◦ rotation axes (C2|| and C2⊥). (large orange sphere) magnesium,
(green spheres) boron, (small grey spheres) hydrogen.

Isotropic rotational diffusion is a reorientation mechanism that is not preserving the crystal-
lographic symmetry of the tetrahedron. In fact, hydrogen atoms are visiting the surface of
a sphere of radius dB–H and the EISF results in

A0(Q)iso = j2
0(Qr). (5.15)

All these models can be applied to identify and discriminate the reorientation mechanism.
During the fit procedure, it is found that the spectra can well be described by the sum of
the elastic contribution, a quasi-elastic single Lorentzian and a vibrational contribution (for
details see table 4.1). The scattering intensities relative to Sinel

vib (ω) and Sinel
vib (ω)⊗ L(ω) (i.e.

QISF(hind)
Sinel
vib

and QISF(hind)
Sinel
vib ⊗L1

) could not be separated experimentally, and thus were summed
to yield the following normalized intensities:

EISF = D(Q) [p+ (1− p)A0(Q)] (5.16)

QISFL1 = D(Q) (1− p) [1− A0(Q)] (5.17)

QISFVib = 1−D(Q) (5.18)

These quantities describe the EISF and QISFs, and they are measured experimentally.
The data analysis will be split in two parts: data taken at longer time scale, and data at
shorter time scale.

Data Analysis at λ = 6 Å In the analysis of measurements performed at λ = 6Å, spectra
are fitted up to 2 meV. As shown above, the vibrational contributions are separated from
the quasi-elastic region and the scattering intensity is described as a sum of the scattering
function Srot(Q,ω) (eq. 2.56) convoluted with the resolution function Res(Q,ω) and a flat
background b(Q). The latter term takes into account vibrations, which time scales are much
shorter than the time scale set by the instrumental energy resolution, thus resulting in a flat
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Figure 5.9: Widths Γ1 (blue circles) and Γ2 (red triangles) on a logarithmic scale measured at 6 Å, as
function of the inverse temperature T . Γ1 values are fitted with an Arrhenius function Γ = Γ0 exp(−Ea/kBT ).
The dashed line (guide to the eye) shows different slopes, indicating a transition phase of the faster motion
Γ2. Vertical error bars denote ±1σ.

background under the quasi-elastic signal.

Smeas(Q,ω) = Srot(Q,ω)⊗ Res(Q,ω) + b(Q) (5.19)

In all fit functions, the correct dependence of the detailed balance factor was taken into
account.

At 100 K, data do not show any quasi-elastic broadening and the increased intensity
is mainly due to the vibrational dynamics increasing with temperature. At T ≥ 200 K,
data show a clear quasi-elastic component and two Lorentzians in eq. 2.56 are necessary to
describe the experimental points: the first one, with a Half Width Half Maximum (HWHM)
Γ1 < 0.1 meV and a second, broader one with a Γ2 > 0.3 meV. Both Lorentzians widths, Γ1

and Γ2, do not show any Q–dispersion, meaning that both are describing localized motions in
space. However, the widths are increasing with temperature, indicating thermally activated
motions localized in space [107, 112].

Figure 5.9 shows Γ1 and Γ2 as a function of the inverse temperature (on a logarithmic
scale), together with the fit of the Arrhenius law:

Γ = Γ0 exp

(
− Ea
kBT

)
, (5.20)
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Figure 5.10: Measured EISFs at 6Å: (blue circles) 200 K, (magenta triangles) 300 K, (yellow rhombus)
400 K, (red stars) 500 K. The dashed line represents the rotational diffusion model for C2/C3 rotations
(eq. 5.13), whereas the dotted line represents the tumbling motions, according to eq. 5.14. The dashed-dot
line is a combination of the C2 and C3 rotations, the dashed-dot-dot line is a combination of C2/C3 rotation
with tumbling motions (see text for details). Is it noticeable the deviation at temperatures above 300 K
from simply theoretical EISF models. Vertical error bars denote ±1σ.

where Γ0 is a pre-factor, Ea is the apparent activation energy, T is temperature and kB is
the Boltzmann constant. The slower process Γ1 shows a characteristic time scale of 5-20 ps,
with an apparent activation energy of Ea = 32±3 meV and Γ0 = 0.22±0.03 meV. As shown
in fig. 5.9, there is an indication of a transition in the functional dependence of Γ2 around
300 K. The shown dashed line is a guide to the eye, only. For this reason we do not attribute
a single Arrhenius activation energy over the entire temperature range.
The elastic incoherent structure factor (EISF) was calculated using eq. 5.11, and the re-
sults are plotted fig. 5.10. The theoretically expected curves form of the EISF for rotations
around the C2/C3 axis and tumbling motions are also shown. At 300 K and above, the EISF
is independent on the temperature, indicating that the spatial distribution of the hydro-
gen atoms does not change in the probed time- and space window, however the increasing
Γ1,2 confirm that reorientation processes become faster with increasing temperature. The
functional Q-dependence will be discussed later, in connection with the results obtained in
2.5Å-measurements.



100 Chapter 5. Magnesium Borohydride

T [K] Γ1 [meV] Γ2 [meV]
100 - -
200 0.033 ± 0.002 0.33 ± 0.05
300 0.073 ± 0.011 0.35 ± 0.04
400 0.08 ± 0.008 0.50 ± 0.06
500 0.11 ± 0.02 0.55 ± 0.08

Table 5.1: Table summarizing the widths Γ1 and Γ2 used to describe the data at 6Å and at different
temperatures. In addition, a δ(ω) is used for fitting the elastic contribution at all temperatures. Data at
100 K show no quasielastic signals.

Data Analysis at λ = 2.5 Å Analysis of the data obtained at λ = 2.5Å (see fig. 5.5) is
more complex due to the observed distinct inelastic contributions close to the quasi-elastic
region. A proper separation of quasi-elastic and inelastic signal is not possible, as shown in
the previous section.
Spectra are described using the functions listed in table 5.2 to represent the elastic, quasi-
elastic and vibrational contributions, and the results of the fits are shown in fig. 5.11 and
5.12. In the instrumental resolution function measured at 11 K (see fig. 5.5), the inelastic
excitation appears in the energy-loss side of the neutron and therefore only the central peak
is used as a resolution Res(Q,ω) in eq. 5.2.
At 100 and 200 K, data show clearly inelastic peaks close, but still separated from the quasi-
elastic region. The vibrational part is modelled by a damped harmonic oscillator (eq. 2.49)
and the jump rotational part according to eq. 2.56. The starting values of the jump rotational
part are taken from the 6 Å data (Γ2) and fitted in the spectra. The values found are in
agreement with 6 Å data, within 10% variation.
Above 300 K, data are do not show any distinct inelastic peaks. Most probably, a transition
from an under-damped harmonic oscillator to an over-damped one took place. The scattering
function of an over-damped DHO is indistinguishable from a Lorentzian shape function
within the measured energy transfer range. Therefore, the inelastic contribution is described
by a Lorentzian L3, characterized by a HWHM Γ3, distinct from the damping parameter Γq.
Data are shown in fig. 5.12, and the damping parameter Γq and HWHM Γ3 in fig. 5.13.

The quantity ωq represents the frequency characteristic of individual [BH4], since we probe
the incoherent scattering cross section of hydrogen. Given the structure of β-Mg(BH4)2,
there are five different crystallographic positions of the [BH4] tetrahedron. Apparently, the
lattice potentials of the crystallographic positions are very similar to each other, yielding to
inelastic distinct peaks. Inelastic neutron scattering (INS) measurements on β-Mg(BH4)2
show a complex vibrational structure extending over a wide range of energies [96] . A
structured low-energy band (between 3 and 38 meV) was reported and it was tentatively
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Figure 5.11: S(Q,ω) of β-Mg(BH4)2 measured at Q = 2.1Å−1 at a) 100 K, and b) 200 K. Solid black lines
represent the fit. In a) data are successfully described by a DHO (orange) and a background (blue) that
takes into account faster vibrations. In b) data are described by a DHO, a single Lorentzian (dark green)
and a background.
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T [K] Fit functions
100 δ + DHO + background
200 δ + L2 + DHO + background
> 300 K δ + L2 + L3

Table 5.2: Table summarizing the fit functions used to describe data at λ = 2.5 Å at different temperatures:
a δ-function is used for fitting the elastic contribution, a DHO is used to model the inelastic peaks, a
background is used to model fast vibrational dynamics outside the set timescale, L2 and L3 represent the
quasi-elastic contribution and the over-damped harmonic oscillator, respectively.
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Figure 5.12: S(Q,ω) of β-Mg(BH4)2 measured at Q = 2.1Å−1 at 300 (a), 400 K (b), 500 K (c). Solid
black lines represent the fit. Data are described by two Lorentzians: Γ2 (dark green) and Γ3 (orange). The
vertical error bars denote ±1σ.
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Figure 5.13: Damping Γq (open symbols) and HWHM Γ3 (solid symbols) at different temperatures. On the
left y-axis: (open black square) 100 K, (open blue circle) 200 K. On the right y-axis: (solid green triangle)
300 K, (solid yellow rhombus) 400 K, (solid red star) 500 K

assigned to lattice phonons. The inelastic peaks detected in this work around ±3.2 meV are
in agreement with this previous study, and thus confirming a superposition of vibrational
and quasi elastic signal at low energy transfers. At higher temperatures, the vibrational
diffusion becomes over-damped and it is described in our analysis by L3. Vibrational and
rotational reorientations occur on similar time scales: the characteristic frequency extracted
for vibration is νvib ∼ 0.8 ps−1 , which is in the same order of magnitude as rotational
frequency τ−1

rot from Γ2.
The EISF, QISFQE and QISFInel are calculated from the elastic, quasi-elastic and inelastic

intensities, normalized to the total intensity. Results are summarized in fig. 5.14. With
increasing temperature, the fraction of elastically scattered neutrons (EISF) decreases, but
no oscillating behaviour characteristic of rotational reorientations around the C2 or C3 axis
is observed. This is expected since no separation of vibrational and rotational parts is
done. The solid lines in fig. 5.14 are a global fit (at each temperature) to eqs. 5.16-5.18 to
extract the parameters 〈u2〉, p and dB-H. Due to the structureless behaviour at relatively
high Q of the EISF, this information can not be obtained from the fraction of the elastically
scattered neutrons alone, but the global fit procedure was necessary. For the data analysis,
the quasi-elastic component is assumed to be described by C2/C3 reorientation (see eq. 5.13),
in agreement with low temperature data collected at 6Å and with the previously proposed
reorientational mechanisms [99].
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Figure 5.14: β-Mg(BH4)2: EISF (black squares), QISFVib (blue triangles), QISFL1 (red circles) from 100
K to 500 K. Solid lines represent the fit to the data according to eqs.5.16-5.18. In a) 100 K, b) 200 K, c)
300 K, d) 400 K and e) 500 K. Vertical error bars denote ±1σ.
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Figure 5.15: β-Mg(BH4)2: Mean square displacement 〈u2〉 as a function of temperature.

The agreement with the experimental data is quite satisfactory, confirming that the
chosen approach for the analysis of the data allows us to extract the rotational and vibrational
parts. The mean square displacement (MSD) 〈u2〉 and dB-H are show in figures 5.15 and 5.16.

5.2.1.2 Discussion

Previously, Blanchard et al. [99] reported three thermally activated processes in β-Mg(BH4)2

with activation energies: 39± 0.5, 76± 5 and 214± 4 meV from QENS data in the observa-
tion timescale of hundreds of picoseconds. In their work, the faster jump process with the
lowest activation energy was attributed to the rotation around the C2|| axis, energetically
more favourable because of the BH4 bidentate configuration with respect to the Mg ions,
although its weight was rather low (15% of the QENS intensity). NMR measurements on
β-Mg(BH)2 [98] do not show discrete activation energies, but a broad distribution, centred
around 138± 5 meV with a distribution width of ∆Ea = 36± 3 meV.
In this thesis, at longer timescales (up to ∼ 16 ps, 6Å-measurement), two reorientational pro-
cesses with different time constants are detected. For the slower one, the activation energy
is calculated to be Ea = 32 ± 1 meV and Γ0 = 0.22 ± 0.03 meV, in a reasonable agreement
with previous QENS and DFT calculations [99]. It is tentatively assigned to a C2|| reori-
entation, energetically more favourable with respect to C3 rotations due to the bidentate
configuration between Mg and H atoms 5.8. The other process is one order of magnitude
faster (τ−1 ∼ 0.5 − 1 ps−1), but it shows a discontinuity around 300 K and therefore its
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Figure 5.16: β-Mg(BH4)2: Distance between boron and hydrogen atoms as a function of temperature.

activation energy is not determined. Γ2 is also of rotational origin, but its temperature de-
pendence most likely reflects the transition in the vibrational part.
This transition is also visible in the EISF, where, for temperatures above 200 K, the de-
viation from simple reorientational motions (like C2/C3 rotations) becomes significant (see
fig. 5.10). Other reorientation processes (like tumbling motions (eq. 5.14)) or other com-
binations (convolution between C2 and C3 rotations, or between C2 and tumbling motions)
also do not describe the measured EISF obtained at 6Å.
Similarly, in the same temperature range, the data measured at λ = 2.5Å show the transi-
tion from an under-damped (observed at 100 K and 200 K) to the over-damped harmonic
oscillator regime (above 300 K). The damping Γq and the HWHM Γ3 are plotted in fig. 5.13.
At 300 K and above, the vibrational inelastic scattering overlaps with the quasi-elastic re-
gion, therefore the EISF reflects the merging of the two contributions, and a clear separation
is not possible during data analysis.
The transition from the under-damped to the over-damped DHO is also reflected in the
parameters extracted from the data analysis. The mean square displacement shows a step
like increase from 200 K to 300 K and above (fig. 5.15). The large values of 〈u2〉 (fig. 5.15)
differ from the harmonic contribution Uvib that are estimated at the beginning of this section.
Uvib characterizes fast vibrations of single nuclei around their lattice position (Debye-Waller
factor), whereas 〈u2〉 it is tentatively attributed to confined vibrational modes that originate
from movements of the entire [BH4] units around their equilibrium position. Therefore, the
MSD 〈u2〉 describes in first approximation, the sum of contributions of localized atom vibra-
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tions and a phonon band vibrations of the host lattice. For the lattice term, it is supposed
that the hydrogen atoms follow the motions of the host lattice atoms [112].

The rotational part, described by L2(Q,ω), is detected at 200 K and above. The scat-
tering intensity follows eq. 5.17, as shown in fig. 5.14. At 200 K, only a fraction 1− p, with
p = 0.47± 0.08, undergoes reorientational motions, whereas at higher temperature, all BH4

reorient and therefore in the eqs. 5.16-5.17, p = 0. The distances extracted are in the range
of the crystallographic values measured with X-ray and neutron diffraction (fig. 5.16). From
the analysis, we could assign the quasi-elastic rotational component to a C2 reorientation
mechanism.

From the analysis of the 2.5Å data, it became obvious that vibrational modes contribute
significantly to the observed intensities at low energy transfers. However, since the 6Å data
are sensitive to longer time scales, it can be expected that 〈u2〉 has different values. Similarly,
it is supposed that the analysis of 6Å data, especially the functional dependence of the EISF
at 300 K and above, reflects the overlap of vibrational intensity with the quasi-elastic region.
The limited momentum transfer Q available in the 6Å measurements makes the analysis of
the EISF and QISFs quite harsh and is therefore not attempted.

Hydrogen dynamics has been studied in several borohydride compounds in order to elu-
cidate the connection of crystal structure and dynamics. In alkali borohydrides, like LiBH4

[131, 132], NaBH4 and KBH4 [104, 133], the rotational reorientation correlated with a crystal
structure transition from an ordered (low-temperature) to a disordered (high-temperature)
crystal phase. In NaBH4 and LiBH4, hydrogen motions become faster as soon the disordered
state is reached. In the disordered phase of KBH4, the hydrogen reorientation (jump rotation
around the C4 axis) is similar to the one found in NaBH4. In LiBH4, the [BH4] dynamics
changes from an C3 reorientation mechanism to a disordered reorientational model involving
all four H atoms, as soon as the structural transition from orthorhombic (LT) to hexagonal
(HT) is approached [127]. Another mechanism in the crystal structure transition is found in
Ca(BH4)2 [134], which is mainly driven by librations. Internal vibrations strongly affect the
free energy, and therefore drive the crystal phase transition.
In this work, in β-Mg(BH4)2 it is observed a transition in the [BH4] dynamics, between 200
and 300 K: in the rotational part, at 300 K all [BH4] units take part in the reorientation while
only hindered rotations are observed at 200 K. Additionally, a transition from under-damped
to over-damped DHO is observed in that temperature range. The change in dynamics seems
not to be connected to any structural phase transition. However, a study on β-Mg(BH4)2
[135] showed highly anisotropic, non-uniform thermal expansion of the lattice. Especially,
the b-lattice parameter showed a maximum around 275 K, while for the a-lattice parameter
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a minimum value at approximately 200 K was observed. Moreover, the authors found that
the refined atomic displacements did not detectably decreased with lower temperature. Our
findings suggest a strong correlation between BH4 dynamics and the structural environment.
The partial covalent character of β-Mg(BH4)2 appears to be connected with the crystal vi-
brational dynamics, in an intermediate position between ionic bonded borohydrides (LiBH4

and NaBH4) to the more covalently bonded Ca(BH4)2.

5.2.1.3 Conclusions

In this work, QENS experiments were performed on β−Mg(BH4)2 probing two different time
scales in order to explore the hydrogen dynamics, and in particular possible reorientations
of the [BH4] units. At longer time scale (up to 16 ps, 6Å), two different rotation motions
are detected. The slower one has an apparent activation energy of 32± 3 meV. The second
reorientation motion is also assigned to a rotational reorientation around C2|| or C2⊥, however
its temperature dependence is influenced by the underlying vibrations as it became obvious
from the investigations at faster observation times. Below 300 K, a distinct DHO signal
appears in the measured data whereas at 300 K and above, it overlaps with the quasi-elastic
signal. A transition from an under-damped to an over-damped regime is plausible. This
transition in the scattering intensity strongly affects the EISF, QISFQE and QISFVib and
the vibrational and rotational motions could only be separated in a global fitting approach.
From the experimental results, on both time scales, no long range diffusion of the [BH4]
units is detected. In conclusion, the whole hydrogen dynamics in the picosecond time scale
is dominated by both local rotational and vibrational reorientations occurring on similar
time scales.

5.2.2 α−Mg(BH4)2

Data collected at λ = 2.5Å and λ = 6Å are shown in figs. 5.17 and 5.18, respectively, and
for two values of momentum transfer Q. The sample was heated up to 500 K, where it is
known to transform to the β-Mg(BH4)2 phase.
At longer time scale (6Å-data), the quasi-elastic signal appears at 200 K and above. The
resulting broadening increases as soon the temperature rises. At shorter timescale, inelastic
peaks are observed, centred at energy transfer ∆E1 ∼ ±4.2 meV and ∆E2 ∼ 8 meV. In the
energy loss side, the inelastic peak at ∼ −8 meV is not visible due to the limited energy
transfer set by the spectrometer.
The inelastic signal is still visible at 400 K. Around 470 K, the sample undergoes the struc-
tural phase transition, as shown in the DSC data (fig. 5.1) and, at 500 K, data do now
show any inelastic peaks around the elastic line, but looking similar to the scattering data
collected on the β phase.
These excitations have not been reported in previous studies of hydrogen dynamics in α-
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Figure 5.17: S(Q,ω) of α-Mg(BH4)2 measured at 2.5 Å and at 11, 100, 200, 400 and 500 K. The solid
black lines represent the fit to the data. (gray dashed line) 11 K (resolution), (black squares) 100 K, (blue
circle) 200 K, (green up triangles) 400 K and (red down triangles) 500 K. Data sets measured at 400 K have
been omitted for clarity.

phase [96, 95]. Although the inelastic signal seems quite separated from the quasi-elastic
region around zero energy transfer, the same procedure used in the β-phase is applied [130].
At 100 K, the signal is only originating from inelastic scattering, i.e. low energy vibra-
tional modes. Using this approach, the ratio between low temperature data (where the only
scattering is inelastic) and the high temperature data is given by (see eq. 5.1):

S (Q,ω, T )

S (Q,ω, T0)

e−Q2UVib(T0)

e−Q2UVib(T )
=
n (ω, T )

n (ω, T0)
≈ T

T0

[
1 +

~ω
2kB

(
1

T0

− 1

T

)]
. (5.21)

Substituting T0 = 100 K, the rescaling procedure for measurements performed at 6Å and
2.5Å are shown in figs. 5.19 and 5.20.

At 6Å and for energy transfer larger than 2 meV, the quasi-elastic signal falls off and data
show agreement with the scaling procedure with a vibrational displacement UVib in eq. 5.21,
UVib = 0.0005× T [K]Å2.
At 2.5Å, the agreement with the rescaling procedure is reached at energies greater than
10 meV and in this case the vibrational displacement follows the empirical law UVib =

0.0001 × T [K]Å2. Based on these findings, data at longer time scale are analysed up to
2 meV, while data at shorter time scale up to 10 meV.
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Figure 5.18: S(Q,ω) of α-Mg(BH4)2 measured at 6Å and at 11, 200, 300, 400 and 500 K. The solid black
lines represent the fit of the data according to eq. 5.22.
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Figure 5.19: α-Mg(BH4)2: Ratio between high temperature and low temperature data (T0 = 100K) at
λ = 6Å: (blue squares) 200 K, (green circles) 300 K, (orange down triangles) 400 K. The lines represent the
right hand-side of eq. 5.21, using UVib = 0.0005× T [K]Å2.
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Figure 5.20: α-Mg(BH4)2: Ratio between high temperature and low temperature data (T0 = 100 K) at
λ = 2.5Å: (blue circles) 200 K, (green up triangles) 300 K, (orange rhombus) 400 K. The lines represent the
right hand-side of eq. 5.21, using UVib = 0.0001× T [K]Å2.

5.2.2.1 Data analysis

Data analysis is split in two parts, according to the observable time scale: data at λ1 = 6Å
and data at λ2 = 2.5Å.

Data analysis at λ1 = 6 Å Data at 6Å show quasi-elastic signal at 200 K and above, where
the intensity is generally increasing as the temperature increases. Data are modelled with an
elastic line and a sum of Lorentzians, in order to observe the reorientational dynamics of the
[BH4] tetrahedra. A background b(Q) is introduced to model inelastic scattering resulting
from fast reorientations or vibrations, outside the observation time window determined by
the instrumental resolution setting.
The scattering function reads:

Stot(Q,ω) = Srot(Q,ω) + b(Q) =

= A0(Q)δ (ω) +
∑
n>0

An(Q)Ln (Γn, ω) + b(Q), (5.22)

with the constraint
∑

n>0An(Q) = 1 − A0(Q). Fit functions include the detailed balance
factor, and results of the fits are shown in fig. 5.21. Data at 500 K are also analysed,
in order to highlight possible differences in dynamics in the transition from α- to β-phase.
Two quasi-elastic components are detected, characterized from two different half-widths-half-
maximum: L1(Q,ω) with a HWHM Γ1, and L2(Q,ω) with a HWHM Γ2. Both widths show
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Figure 5.21: α-Mg(BH4)2: Half widths at half maximum Γ1 and Γ2 at different temperatures. (blue circles)
Γ1, (red triangles) Γ2. The vertical dashed line indicates the crystal phase transition temperature. Above
it, the material transforms in the β crystal phase, and therefore empty symbols are used.

any Q-dispersion, indicating a localized reorientational dynamics. Surprisingly, they do not
show (within the experimental uncertainty) any temperature dependence. The graphs also
contain data taken at 500 K, where the β-phase is reached. Values for Γ1 and Γ2 are shown
in fig. 5.21 and in table 5.3.

The smaller Lorentzian L1(Q,ω) shows a HWHM Γ1 < 0.04 meV, corresponding to mo-
tions in the time scale of ∼ 16 ps. The second Lorentzian shows a HWHM Γ2 > 0.1meV, one
order of magnitude larger than Γ1, and therefore a dynamical process one order of magnitude
faster. Plotting data in a logarithmic scale as a function of the inverse of temperature T , it
is evident the absence of temperature dependence for both processes (see fig. 5.22).

The elastic and quasi-elastic incoherent structure factors, EISF and QISF respectively,
can be calculated from data using eq. 2.59, and results are shown in fig. 5.23. Due to geome-
try of the [BH4] units, possible reorientations are rotations around the 2-fold symmetry axes
C2|| or C2⊥, with 180◦ rotations, rotations around the C3 symmetry axis (with 120◦ rotations),
or tumbling motions where all H atoms are reorienting. As evident in fig. 5.23, none of the
simple rotational motions describes properly the EISF. EISFs at lower temperature deviate
from any simple model, indicating that an excess of elastic intensity is dominating. Only
data at 400 K seem to be described by a C2/C3 rotational diffusion.

As observed for β-Mg(BH4)2, some of the rotations can be hindered, meaning that not
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Figure 5.22: α-Mg(BH4)2: Arrhenius plot of Γ1 and Γ2 on a logarithmic scale. (blue circles) Γ1, (red
trainagles) Γ2. Open symbols are from the β-phase at 500 K. Error bars correspond to ±1σ.

T [K] Γ1 [meV] Γ2 [meV]
100 - -
200 0.030 ± 0.06 0.28 ± 0.15
300 0.026 ± 0.003 0.30 ± 0.06
400 0.039 ± 0.003 0.30 ± 0.05
500 0.100 ± 0.02 0.67 ± 0.1

Table 5.3: Table summarizing half widths at half maximum Γ1 and Γ2 obtained from data at 6 Å and
different temperatures. In addition, a δ(ω) is used for fitting the elastic contributions at all temperatures.
Data at 100 K show no quasielastic signals. Uncertainties correspond to ±1σ.
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Figure 5.23: Measured EISF of α-Mg(BH4)2 at 6Å: blue circles) 200 K, (green triangles) 300 K, (orange
rhombus) 400 K, (empty red triangles) 500 K. The dashed line represents the rotational diffusion model for
C2/C3 rotations (eq. 5.13), continuous line represents the tumbling motions, according to eq. 5.14. In both
models, the distance dB-H is kept fixed to 1.12Å.

all the [BH4] units are undergoing rotations. The analysis is done taking into account also
the QISFs, in order to better identify the reorientational motions, as shown in fig. 5.24.

In this time scale, two motions are identified by the two Lorentzians used in the data
analysis at 200 K and above. The scattering functions are indicated by S1(Q,ω) and S2(Q,ω).
If motions are not well separated in time, a convolution of the two is necessary. A possibility
to interpret the EISF would be considering the [BH4] units undergoing rotational diffusion
with rotations around C2/C3 at the same time, whereas a fraction is not participating at
all. Considering that both rotational dynamics are hindered, the scattering functions are
described by:

S1(Q,ω) = pδ(ω) + (1− p) [A0(Q)δ(ω) + (1− A0(Q))L1(Q,ω)] (5.23)

S2(Q,ω) = kδ(ω) + (1− k) [B0(Q)δ(ω) + (1−B0(Q))L2(Q,ω)] (5.24)

Performing the convolution between these two scattering functions, it yields to (the explicit
dependence from Q is omitted):

S(Q,ω) = [p+ (1− p)A0] [k + (1− k)B0] δ(ω) + (5.25)

+ (1− p)(1− A0) [k + (1− k)B0]L1(Q,ω) + (5.26)

+ (1− k)(1−B0) [p+ (1− p)A0]L2(Q,ω) + (5.27)

+ (1− k)(1− p)(1− A0)(1−B0)L1 ⊗ L2(Q,ω) (5.28)
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All the factors represent the EISF and the QISFs. Summing up the last two contributions,
since they are not experimentally resolved, the normalized intensities read:

EISF = [p+ (1− p)A0] [k + (1− k)B0] (5.29)

QISFL1
= (1− p)(1− A0) [k + (1− k)B0] (5.30)

QISFL2
= (1− k)(1−B0). (5.31)

The parameters involved are the fractions p and k, whereas the distance dB-H is kept
constant to the crystallographic value 1.12Å [78]. It is possible to observe the quite satisfac-
tory agreement at all temperatures. Parameters p and k, obtained from eq.s 5.29-5.31, are
plotted in fig. 5.25. As the temperature raises, the fraction of hindered rotations decreases in
both motions. At 200 K, only a small fraction of [BH4] units undergoes rotational motions
described by C2/C3 rotations. As the temperature increases, these fractions decrease, and
the EISF reflects a combination of two rotational motions.
Nevertheless, the limited momentum transfer range does not allow a proper identification of
the reorientational motions, and therefore measurements at shorter time scale are performed
to extend the Q-range and to confirm the dynamical reorientation of the [BH4] units.

Data analysis at λ2 = 2.5 Å Data at shorter time scale and low temperatures show a strong
presence of inelastic scattering. Two inelastic excitations are found in the energy range up
to 10 meV, and persist at temperatures up to 400 K (see fig. 5.17). At 500 K, data do now
show any more distinct inelastic peaks, and they look similar to data collected at the same
temperature on β-Mg(BH4)2.
The quasi-elastic signal is visible from 300 K and above, although from 6Å data a quasi-
elastic contribution is already present at 200 K. At this temperature, the Lorentzian width
is at the edge of the elastic resolution, therefore it is not possible to extract a clear quasi-
elastic component. Although the quasi-elastic signal seems to be separated from the inelastic
peaks, the exact value of the energy transfer where the two can be separated is hard to guess.
Therefore, the data analysis is performed at energy transfer up to 10 meV, in order to include
also the inelastic signal.

Up to 400 K, inelastic excitations are still visible and therefore two damped harmonic os-
cillators are used to describe the inelastic signal, the quasi-elastic is described by a Lorentzian.

At 500 K, the sample is in the β-phase, and data analysis is done as before (see section
5.2.1.1): an elastic line and two Lorentzians, the latter one labelled as L3(Q,ω).

The first Lorentzian is ascribed to a localized dynamics, whereas the second one is as-
cribed to vibrational motions. The starting values for the jump rotational part are taken
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Figure 5.24: α-Mg(BH4)2: EISF and QISFs at 6Å and at different temperatures. (black squares) EISF,
(red circles) QISFL1 , (blue triangles) QISFL2 . Solid lines represent fit to the data according to eqs. 5.29-5.31.
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Figure 5.25: α-Mg(BH4)2. Parameters p and k derived from EISF and QISFs at 6Å. (blue rhombus)
k, (red stars) p. The parameter p corresponds to the hindered rotations described by L1(Q,ω) in eq. 5.23,
whereas k to hindered rotations described by L2(Q,ω) in eq. 5.24.

T [K] Fit functions
100 - 200 δ(ω) + DHO1 + DHO2

300 - 400 δ(ω) + DHO1 + DHO2 + L(Q,ω)

500 (β) δ(ω) + L(Q,ω) + L3(Qω)

Table 5.4: Table summarizing the fit functions used for describing the data at 2.5 Å at different tempera-
tures.

from the 6 Å data (Γ2) and fitted in the spectra. The values found for Γ2 are in agreement
with the 6 Å data. Spectra are fitted using the above mentioned functions, and results are
shown in fig. 5.26 and 5.27. Table 5.4 summarizes the functions used at different tempera-
tures.
In the instrumental resolution function measured at 11 K (see fig. 5.5), the inelastic exci-
tation appears in the energy-loss side of the neutron and therefore only the central peak is
used as resolution Res(Q,ω).

Two damped harmonic oscillators take into account vibrations that are still separated
but close to the quasi-elastic region. In order to improve the fit procedure, the frequencies
ωq1 and ωq2 are kept fixed during the process. The quantities ωq1 and ωq2 represent the
vibrational frequencies of individual [BH4], since the signal is mainly originating from the
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Figure 5.26: α-Mg(BH4)2: Scattering data from at Q = 1.6Å−1 at a) 100 K and b) 200 K. Solid black
lines represent the fit. In a) and b) data are described by two DHO (green and orange) and an elastic line
δ(ω).
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Figure 5.27: α-Mg(BH4)2: Scattering data from at Q = 1.6Å−1 at a) 300 K and b) 400 K. Solid black
line represent the fit. In a) and b) data are described by two DHO (green and orange), a Lorentzian (blue)
and an elastic line δ(ω).
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Figure 5.28: α-Mg(BH4)2: DHO vibrational frequencies ωq1 (full symbols) and ωq2 (empty symbols).
(black squares) 100 K, (blue circles) 200 K, (green up triangles) 300 K, (orange down triangles) 400 K.

incoherent scattering cross section of hydrogen. Even though there are six different crystal-
lographic positions of the tetrahedra, their lattice potentials are very similar to each other,
and therefore the inelastic peaks remain separated.

The scattering function can not be simplified, and therefore a convolution between quasi-
elastic and inelastic scattering functions is considered, with an approach similar to the
β-Mg(BH4)2. The large momentum transfer available allows to clarify the nature of the
reorientational dynamics, and therefore not only the EISF is taken into account, but also
the QISFs. The EISF is shown in fig. 5.29. Therefore, a more complex approach is used to
interpret the EISF and QISFs.

The Svib(Q,ω) is represented by the sum of the two harmonic oscillators, and Srot(Q,ω) is
given by a sum of an elastic line and a Lorentzian L(Q,ω). The scattering function resulting
from the convolution is, in case of hindered rotations,

S (Q,ω) = D(Q) [f + (1− f)A0(Q)] δ(ω)

+D(Q) (1− f) [1− A0(Q)]L(Q,ω) +

+ [f + (1− f)A0(Q)] [1−D(Q)]Sinel
vib (Q,ω) +

+ [1−D(Q)] (1− f) [1− A0(Q)]
[
Sinel
vib (Q,ω)⊗ L(Q,ω)

]
, (5.32)

where D(Q) is the Debye-Waller factor and f is the fraction of [BH4] units not undergoing
reorientation motions. It is reasonable to assume a rotational diffusion motion around C2/C3
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Figure 5.29: α-Mg(BH4)2: EISF calculated from eq. 5.11. (black squares) 100 K, (blue circles) 200 K, (green
up triangles) 300 K, (orange down triangles) 400 K. Gray lines show some theoretical EISF models: (dashed)
C2/C3 rotations, (dotted) tumbling motions, (dash dotted) convolution between C2 and C3 rotations.

axes, and therefore the expression for A0 (and consequently for A1) is given in the section
above.
Data are fitted with a sum of a δ-function, a Lorentzian, and two damped harmonic oscilla-
tors. Experimentally, the last two terms in eq. 5.32 are not resolved, and therefore they are
summed up, yielding to:

EISF = D(Q) [f + (1− f)A0(Q)] (5.33)

QISFL = D(Q) (1− f) [1− A0(Q)] (5.34)

QISFvib = 1−D (Q) (5.35)

These expressions are used to fit the experimental EISF and QISFs, in a global fit procedure.
The adjusting parameters are the fraction f of hindered rotational motions and the mean
square displacement 〈u2〉. The distance of dB-H is kept fixed to the value 1.14Å. Results for
the fitted data and obtained parameters are shown in figs. 5.30, 5.31 and 5.32.

The QISFL reflects the shape of a C2/C3 jump rotational diffusion. The fraction f of
hindered rotations decreases as the temperature increases, whereas the mean square displace-
ment 〈u2〉 increases. The obtained values of f are in good agreement with values found at
6Å data, at temperatures of 300 K and 400 K (values are listed in table 5.5, where also the
values of k are reported from L2 at 6Å). At 500 K, the fraction f is zero, and this confirms
the crystal phase transition to the β-phase.
The mean square displacement 〈u2〉 is shown in fig. 5.31. Up to 400 K, the MSD is linearly
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Figure 5.30: α-Mg(BH4)2: EISF (black squared), QISFL (red circles) and QISFinel (blue triangles) mea-
sured at 2.5Å and at 100, 200, 300, 400 and 500 K. Solid lines represent the fit to data according to eqs. 5.33
- 5.35. The panel e) 500 K shows open symbols to distinguish between β- and α-phase.
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Figure 5.31: α-Mg(BH4)2: Mean square displacement 〈u2〉 as a function of T . The red line is a linear fit
to the data, in order to extract the temperature dependence of the MSD: 〈u2〉 = (6.7± 0.2) · 10−4×T [K]Å2.
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T [K] k [L2 at 6Å] f [L at 2.5Å]
300 0.84 ± 0.04 0.82 ± 0.01
400 0.72 ± 0.05 0.55 ± 0.02

Table 5.5: α-Mg(BH4)2: parameters k and f , describing the fractions of hindered rotations of the [BH4]
units, derived from 6Å and 2.5Å analysis, respectively.

increasing with temperature, as expected for harmonic crystal vibrations [106]; at 500 K, the
sharp value jump reflects the structural phase transition. A linear fit (up to 400 K) shown
in fig. 5.31, gives a temperature dependence

〈u2〉 = (6.7± 0.2) · 10−4 × T [K]Å2
, (5.36)

which is rather similar to the one used in the rescaling procedure at the beginning of this
subsection, UVib = 0.0001× T [K]Å2.

5.2.2.2 Discussion

α-Mg(BH4)2 dynamics has been recently studied using Raman, Nuclear Magnetic Resonance,
Infrared and inelastic neutron scattering [96, 97, 95]. NMR performed on α-phase and over
a large range of temperature, showed a reorientation dynamics that was ascribed to C2 or C3

rotations, with three characteristic activation energies [97]. Notably, the same reorientation
motions were found to have three different activation energies, well separated from each other,
Ea1 = 116 ± 6 meV, Ea2 = 198 ± 12 meV, Ea3 = 362 ± 5 meV. Despite the six inequivalent
crystallographic positions, it was always assumed that the local environment of the [BH4]
is rather similar, as depicted in fig. 1.14. Crystallographic data show that the Mg-B-Mg is
not linear, with the angle Mg-B-Mg in a range of 148◦-177◦ [78]. A deviation from a linear
configuration and the six crystallographic inequivalent [BH4], leads to a different activation
energies, each one characterized by an energy distribution.
In this experiment, two processes are detected at longer observation time scale (measurements
at λ1 = 6Å), but the widths of the quasi-elastic components do not show any Arrhenius type
behaviour as a function of temperature. Moreover, the limited momentum transfer range Q
does not allow a clear process identification.
Inelastic neutron scattering experiments were performed on α-Mg(BH4)2 [96, 95], but the
vibrational density of states measured is not mapping inelastic scattering at low energy
transfer as probed in this work. The inelastic peaks around 4.5 meV, observed in this work,
can be tentatively assigned to lattice phonons, similar to β-Mg(BH4)2.
X-ray and neutron diffractions show an almost uniform thermal expansion of the lattice
parameters, with a unit cell volume showing a minima around 175 K, up to the structural
phase transition around T = 490 K. As soon as the crystal phase transition is reached, the
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inelastic signal becomes strongly over-damped, and this might be related to the structural
transition.

5.2.2.3 Conclusion

Quasi-elastic neutron scattering experiments were done on α-Mg(BH4)2, in order to explore
the dynamics on the picosecond time scale. At longer time scale, two rotational diffusion
processes are detected, possibly ascribed to C2 or C3 rotations. Surprisingly, these processes
do not show any Arrhenius behaviour typically of thermally activated processes. From the
analysis of the EISF and QISFs, both jump rotational diffusion processes are hindered. An
equivalent finding of similar reorientations with distinctly different activation energies was
reported from NMR measurements.
At shorter time scale, a jump rotational diffusion process is detected at 300 K and above.
A sufficiently large momentum transfer range allows a clear identification of the localized
dynamics, taking into account the EISF and QISF. Up to 400 K, a hindered jump rotational
diffusion around the C2 axis is detected (being energetically more favourable than C3 rota-
tions [97]), consistent with the measurements performed at 6Å. The inelastic peaks detected
at low temperature are energetically close to the quasi-elastic region, and they persist up to
400 K. As soon as the phase transition is reached, both quasi-elastic and inelastic dynamics
strongly change: rotations are not any more hindered and the inelastic peaks are not any
more visible, consistent with the β-phase.
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Figure 5.33: Linewidths Γ1 and Γ2 on a logarithmic scale measured at 6Å and on both species, as a
function of temperature. Square symbols correspond to Γ1, round circles to Γ2. The vertical error bars
denote ±1σ.

5.3 General conclusions on Mg(BH4)2

Quasi-elastic measurements were performed on two polymorphs of magnesium borohydride,
the α- and the β-Mg(BH4)2, on two different time scales.
At longer time scales (λ = 6Å), two processes are identified in both α- and β-phases (see
fig. 5.33).
At 200 K, both polymorphs show the same time scale dynamics, inside the experimental
uncertainties. Instead, in each polymorph, the time scales associated to Γ1 is, at least, one
order of magnitude larger than the process associated to Γ2.
Moreover, for each process, the α-polymorph shows a slower dynamics compared to the β
crystal phase. In the α-polymorph both processes do not show any Arrhenius-like behaviour.

At shorter time scales (λ = 2.5Å) and low temperatures, both species are characterized
by low energy vibrational excitations very close to the quasi-elastic region. α-Mg(BH4)2
shows two inelastic peaks around 4.5 and 9 meV, whereas the β polymorph shows only one
peak at a slightly lower energy, around 3.2 meV (see fig. 5.34). As soon as the temperature
increases, the vibrational behaviour of the two polymorph changes: in the α-phase, peaks
persists till high temperature, till the phase transition is reached at 500 K; in the β-phase,
above 200 K, the vibrational signal is described by an over-damped harmonic oscillator.
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Figure 5.34: Vibrational frequencies ωq1 (black squares) and ωq2 (red circles) in α and β-Mg(BH4)2 at 100
K.

Therefore, the inelastic signal superimposes on the quasi-elastic signal.
A simultaneous analysis of the EISF and QISFs, and an extended available momentum trans-
fer Q, allows a more precise identification of the reorientational processes.
In both species, reorientations are characterized by jump rotations around the symmetry
axes C2 or C3. The identical functional form of the EISF (and therefore also of the QISFs)
made the discrimination not possible with these measurements.
In β-Mg(BH4)2 and at 200 K, some motions are hindered, whereas at higher temperatures,
all the tetrahedra units undergo C2/C3 rotations.
In α-Mg(BH4)2, instead, both jump rotations are found to be hindered in both time scales,
with a significant fraction of “static” tetrahedra up to 400 K (see fig. 5.35). As soon the
phase transition from α- to β-Mg(BH4)2 is reached, the hindrance disappears. The differ-
ence in the dynamical behaviour of the two polymorphs is also reflected by the mean square
displacement as a function of temperature (see fig. 5.36.)
In α-Mg(BH4)2, the mean square displacement 〈u2〉 increases linearly with temperature.
This indicates that, up to 400 K, the vibrational behaviour follows the harmonic crystal
approximation. In fact, up to 400 K, the quasi-elastic and the vibrational signal can be
visually distinguished.
The situation is different in β-Mg(BH4)2: the vibrational behaviour changes at tempera-
tures above 200 K, where the double peaks inelastic signal merges in the quasi-elastic region.
Therefore, the mean square displacement, extracted from a global analysis of EISF and
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QISFs, reflects a superposition of local reorientation and vibrations of hydrogen atoms, oc-
curring on similar time scales.

In conclusion, the two species show different dynamics: the α polymorph shows a more
hindered localized rotational dynamics and a more harmonic vibrational behaviour than
the β-polymorph. The increased rotational activity and the over-damped inelastic dynamics
might modify the free energy landscape, and thus explaining the metastability of the β-phase
at temperature below the crystal phase transition temperature.
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6.1 Experimental

A batch of 1:1 mixture of o-LiBH4 and α-Mg(BH4)2 was prepared, according to the procedure
described in [28, 68]. Due to the high neutron absorption cross-section of natural boron, the
isotope 11B was used. The natural lithium isotope composition is instead maintained, because
Li is less abundant in the stoichiometric composition of the sample.
Approximatively 160 mg of mixture were used in the neutron scattering experiment: an
aluminium flat cell was used as a sample holder and oriented as in fig. 3.10. The calculated
transmission was above 0.90: a scattering power of 10% ensures, up to a certain extend, a
small amount of multiple scattering [120], and therefore no further data treatment has to be
performed in order to remove multiple scattering contributions.
Data were collected at three different temperatures (373, 423 and 500 K), as shown in fig.
1.15 and table 6.1. The incident wavelength was λ1 = 3.5Å and the chopper frequency was
νch = 18000 rpm, leading to an elastic resolution of 200µeV at full-width-half-maximum and
a momentum transfer Q range of 0.4− 3.0Å−1. The instrumental resolution was measured
using a vanadium standard, with a geometry similar to the sample. Data reduction was
performed according to the procedure described in section 3.6.
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T [K] LiBH4 Mg(BH4)2

373 Pnma (ortho) P6122 (α)

423 P63mc (hex) P6122 (α)

500 P63mc (liquid) Fddd (liquid)

Table 6.1: Crystal structure phases of the mixture as a function of temperatures at which the neutron
scattering experiment has been performed.

Compound σcoh [barn] σinc [barn]
Li11BH4 13.01 322.17

Mg(11BH4)2 28.75 642.58
Total 41.76 964.75

Table 6.2: Coherent and incoherent scattering cross-sections of Li11BH4 and Mg(11BH4)2. As noticeable,
the incoherent scattering cross-section dominates by more than one order of magnitude compared to the
coherent one. Also, the incoherent scattering power of Mg(11BH4)2 is two times greater than the Li11BH4.

6.2 Data analysis

Measurements conducted at different temperatures are analysed and results are shown in fig.
6.1, for two particular Q values. It is noticeable, in the energy range up to ∼ 2 meV, that
the quasi-elastic signal increases with increasing temperature, and, at the same time, the
elastic peak decreases in intensity. This is an indication of a thermally activated process.
At 373 and 423 K, an inelastic peak is visible around ∼ 4.5 meV, whereas at 500 K it is
not any more visible. Unfortunately the inelastic peak at negative energy transfers (neutron
energy loss) is not covered in the experimental dynamical range. Moreover, with increasing
momentum transfer Q, the inelastic peak is more pronounced. Taking into account the stoi-
chiometric composition of the sample, the scattering cross sections per formula are calculated
(see table 6.2). The hydrogen incoherent scattering cross-section is more than one order of
magnitude greater than the all other elements’ scattering cross-sections. As a consequence,
the experiments probe mainly the hydrogen dynamics.
The scattering cross-section calculations suggest that, the signal derived from the 0.5:0.5
mixture is 1/3 originating from Li11BH4 and 2/3 from Mg(11BH4)2, corresponding to the
number of hydrogen atoms in the formula unit.
Both quasi-elastic and vibrational scattering functions can be written for LiBH4 (abbreviated
with subscript LBH) and Mg(BH4)2 (subscript MBH):

SQE
LBH (Q,ω) = A0(Q)δ (ω) +

∑
i 6=0

Ai(Q)Li-LBH (Q,ω) , (6.1)

SQE
MBH (Q,ω) = B0(Q)δ (ω) +

∑
i 6=0

Bi(Q)Li-MBH (Q,ω) , (6.2)
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Figure 6.1: Quasi-elastic neutron scattering measurements on 0.5LiBH4-0.5Mg(BH4)2 at 373 K (blue
squares), 423 K (green circles) and 500 K (red triangles). Dashed lines represent the vanadium measure-
ments (instrumental resolution). Solid black lines represent the fit to the data (see text for details). In a)
measurements at Q = 0.8Å−1, in b) measurements at Q = 2.8Å−1.
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where A0(Q) and B0(Q) are the EISF of LiBH4 and Mg(BH4)2, respectively. Also, between
the EISFs and the QISF, the follow relationships hold:

A0(Q) +
∑
i>0

Ai(Q) = 1, B0(Q) +
∑
i>0

Bi(Q) = 1 (6.3)

The vibrational scattering functions are:

Svib
LBH (Q,ω) = C0(Q)δ (ω) + C1(Q)SInel

LBH (Q,ω) , (6.4)

Svib
MBH (Q,ω) = D0(Q)δ (ω) +D1(Q)SInel

MBH (Q,ω) , (6.5)

where, instead, the terms C0(Q) and D0(Q) are the Debye-Waller factors of each species in
the mixture. Also, C0(Q) + C1(Q) = 1 and D0(Q) +D1(Q) = 1.
Therefore, taking into account the stoichiometric composition of the physical mixture, the
total scattering function can be written:

S (Q,ω) =
1

3

[
SQE
LBH (Q,ω)⊗ Svib

LBH (Q,ω)
]

+
2

3

[
SQE
MBH (Q,ω)⊗ Svib

MBH (Q,ω)
]
. (6.6)

In the data analysis at all selected temperatures, it has been found that two Lorentzians are
able to describe the quasi-elastic region of the spectra. Therefore, in eqs. 6.1 and 6.2, i = 1.
Making the convolution explicit, we obtain:

S(Q,ω) =
1

3

[
A0C0δ(ω) + A1C0L1-LBH + A0C1S

vib
LBH + A1C1L1-LBH ⊗ Svib

LBH

]
+

+
2

3

[
B0D0δ(ω) +B1D0L1-MBH +B0D1S

vib
MBH +B1D1L1-MBH ⊗ Svib

MBH

]
. (6.7)

The explicit dependence on (Q,ω) in the right hand side of the above equation has been
omitted for clarity. Eq. 6.7 contains all the scattering functions that contribute to the
measured spectra intensity.
At each temperature, data are analysed taking into account both quasi-elastic and inelastic
signals and, therefore, they are divided in three different subsections, each one corresponding
to a different temperature.

6.3 Results and discussion

6.3.1 373 K

At 373 K, the sample is composed by LiBH4 in the orthorhombic crystal structure and
Mg(BH4)2 in the hexagonal P6122 (α) crystal phase (table 6.1). At this temperature, LiBH4

shows a quasi-elastic component characterized by a HWHM of ∼ 0.22 meV (fig. 4.4), as-
signed to a reorientational motions around all the 4 tetrahedra H atoms (tumbling motions).
α-Mg(BH4)2 shows a Lorentzian with HWHM of ∼ 0.3 meV (table 5.3), and, between 300
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Figure 6.2: 0.5b o-Li11BH4 + 0.5 α-Mg(11BH4)2: Scattering data at Q = 2.8Å−1 at 373 K. Solid red line
represents the fit. Data are described using an elastic line δ(ω), a narrow Lorentzian L1(Q,ω) (green), a
damped harmonic oscillator DHO (orange) and a broad Lorentzian L2(Q,ω) (blue).

and 400 K, it shows hindered rotation around the C2/C3 axis, with only 20-30% of the [BH4]
units undergoing rotational motions. The slower process is hidden in the energy resolution
width.
Any attempt to fit the spectra with all functions in eq. 6.7 leads to instabilities in the nu-
merical optimizations.

At 373 K, data are modelled with an elastic line δ(ω), a narrow quasi-elastic Lorentzian
L1(Q,ω), a damped harmonic oscillator (DHO) and a broad Lorentzian L2(Q,ω) in order
to take into account fast vibrational motions (see fig. 6.2). All the scattering functions are
convolved with the experimental resolution function and fitted to the data. Results for the
different quantities are shown in fig. 6.3.

The width Γ1 is constant in the probed Q range and therefore it is assigned to localized
motions of the tetrahedra units [BH4]. The average value is Γ1 = 0.17± 0.02 meV.
Each component in the mixture should contribute to quasi-elastic measurements according
to eq. 6.7. Instead, only one component is experimentally found. Within the instrumental
resolution, the two components might not be properly resolved, and the observed Lorentzian
L1(Q,ω) reflects a combination of the two single ones.
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Figure 6.3: Parameters from data fit at 373 K. a) widths of L1(Q,ω) and L2(Q,ω). b) DHO frequency ω0

and damping Γq.

The damped harmonic oscillator (eq. 2.49) is used to describe the inelastic peak and it
is centred around ω0 = 4.4± 0.9 meV, a value similar to the one found in α-Mg(BH4)2 (see
fig. 5.28). Therefore, the inelastic signal derived from the DHO is clearly assigned to the low
energy vibration of α-Mg(BH4)2.
The width Γ2 is two orders of magnitude bigger than Γ1 and shows a dispersion in momen-
tum transfer Q. Therefore, L2(Q,ω) can be tentatively assigned to vibrational scattering
from LiBH4.
The elastic and quasi-elastic incoherent structure factors, EISF and QISFs, are then calcu-
lated taking into account both quasi-elastic and vibrational scattering intensities (eq. 2.59),
and they are shown in fig. 6.4.
Starting from eq. 6.7, and taking into account the considerations made on the Lorentzian
L1(Q,ω), L1-LBH and L1-MBH, the intensities (QISFs) can be summed up. Moreover, eq. 6.7
involves terms with the convolution of vibrational scattering functions of the two species.
Experimentally, only the DHO and the broad Lorentzian L2(Q,ω) are found. Thus, the
intensities of L2(Q,ω) and of the damped harmonic oscillators can be summed up in eq. 6.7.
The respective Debye-Waller Factors (DWF) C0(Q) and D0(Q) can not be experimentally
separated, and therefore only a common DWF F0(Q) is considered for both species.
The aforementioned considerations lead to the following expressions of EISF and QISF:

EISF =

{
1

3
B0(Q) +

2

3
[p+ (1− p)A0(Q)]

}
F0(Q) (6.8)

QISFL1
=

{
1

3
[1−B0(Q)] +

2

3
(1− p) [1− A0(Q)]

}
F0(Q) (6.9)

QISFvib = 1− F0(Q). (6.10)

A0(Q) is the EISF corresponding to hindered rotations of α-Mg(BH4)2 around C2/C3 axis



6.3. Results and discussion 137

0.5 1.0 1.5 2.0 2.5 3.0
0.0

0.2

0.4

0.6

0.8

1.0

QISFvib

QISFL1

 EISF
 QISFL1

 QISFvib

T = 373 K

N
or

m
al

iz
ed

 In
te

ns
iti

es
 [a

rb
. u

ni
ts

]

Q [Å-1]

EISF

Figure 6.4: 0.5b o-Li11BH4 + 0.5 α-Mg(11BH4)2: EISF (black squares), QISFL1
(red circles) and QISFVib

(blue triangles) at 373 K. Solid lines represent the fit to the data according to eq.s 6.8-6.10.

and B0(Q) the one corresponding to tetrahedral jump rotations of LiBH4:

A0(Q) =
1

2

[
1 + j0

(
2
√

2√
3
QdB-H

)]
and B0(Q) =

1

4

[
1 + 3j0

(
2
√

2√
3
QdB-H

)]
. (6.11)

The expressions above are fitted globally to the normalized intensities and the results are
shown in fig. 6.4. The distance between hydrogen and boron is kept fixed during the fit,
dB-H = 1.21Å. The other parameters, i.e. the mean square displacement 〈u2〉 and p, are let
free and are globally optimised. The overall fit is quite satisfactory and it is obtained:

〈u2〉373 K = 0.36± 0.02Å2 and p373 K = 0.79± 0.04. (6.12)

The value of p is in agreement with previous measurements on α-Mg(BH4)2, where, nearly at
the same temperature, only a fraction of 0.2-0.3 of tetrahedral units undergoes any reorien-
tational motions (fig. 5.32). The mean square displacement of LiBH4 and α-Mg(BH4)2 are,
respectively, 〈u2〉373 K-LBH = 0.28 ± 0.01Å2 (see fig.4.14) and 〈u2〉373 K-MBH = 0.25 ± 0.01Å2

(using eq. 5.36).

6.3.2 423 K

At 423 K, the mixture is composed of Mg(BH4)2 still in the hexagonal P6122 α crystal phase,
whereas LiBH4 is in the hexagonal P63mc crystal phase. At this temperature, data are fit-
ted with an elastic line (δ), two narrow quasi-elastic Lorentzians L1(Q,ω) and L3(Q,ω), a
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Figure 6.5: 0.5 o-Li11BH4 + 0.5 α-Mg(11BH4)2: Scattering data at Q = 1.8Å−1 at 423 K. Solid red line
represents the fit. Data are described using a δ(ω) line, two narrow Lorentzians (green and magenta), a
damped harmonic oscillator (orange) and a broad Lorentzian (blue).

DHO and a broad Lorentzian L2(Q,ω) to describe the vibrational contributions (see fig. 6.5).

The narrow Lorentzian L1(Q,ω) is characterized by a HWHM Γ1 = 0.20± 0.07 meV. Its
width remains constant in the probed Q range, indicating that this quasi-elastic component
describes a localized motion (see fig. 6.6). Comparing this value with the quasi-elastic com-
ponents in α-Mg(BH4)2 (see table 5.3 and fig. 5.21), we might assign L1(Q,ω) to rotational
reorientation of the [BH4] units around the C2/C3 axis.

The second narrow Lorentzian L3(Q,ω) is added in order to get a satisfactory fit of the
data. Moreover, the addition of this quasi-elastic component is supported by the fact that,
at this temperature, the pure LiBH4 shows a quasi-elastic component characterized by a
HWHM of ∼ 1.4 meV (fig. 4.4), a value similar to the measured one Γ3 = 1.6 ± 0.4 meV.
At this temperature, LiBH4 is already in the hexagonal HT crystal structure. In pure LiBH4

this motion is assigned to a tumbling reorientation of the [BH4] units.
The transition is associated to an order/disorder structural transition, and this is reflected
by an enhanced localized dynamics of the [BH4] units, in which the hydrogen motions are
becoming faster [131, 132].

The damped harmonic oscillator is used to describe the inelastic peak and it shows the
same behaviour of the DHO at 373 K. It is centred at ω0 = 4.6± 0.3 meV, with a damping
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Figure 6.6: Widths Γ1 and Γ3 of L1(Q,ω) and L3(Q,ω) at 423 K. The HWHM Γ2 is not shown.

Γq = 2.5± 0.1 meV. Therefore, the DHO is assigned to the α-Mg(BH4)2 excitations.
The width of Lorentzian L2 shows a similar behaviour to the one at 373 K, and it takes into
account the fast vibrational part of the spectra. It is characterized by a quite broad HWHM
Γ2 (> 10 meV), which shows a dispersion in momentum transfer Q. For clarity, it has not
been shown in the graph.
The EISF and QISFs are calculated in the same manner as at 373 K, and are shown in fig. 6.7.
The analysis is performed using the same global approach, but now the QISFs corresponding
to the Lorentzians of LiBH4 and Mg(BH4)2 can be separated.
In eq. 6.7, the terms containing the vibrational scattering functions can be summed up,

using a global Debye-Waller factor. Moreover, still some hindered rotations associated to
α-Mg(BH4)2 are present, taken into account by the parameter p. The theoretical expression
of EISF and QISFs are therefore obtained.

EISF =

{
1

3
B0(Q) +

2

3
[p+ (1− p)A0(Q)]

}
F0(Q) (6.13)

QISFL1-MBH
=

2

3
(1− p) [1− A0(Q)]F0(Q) (6.14)

QISFL3-LBH
=

1

3
[1−B0(Q)]F0(Q) (6.15)

QISFvib = 1− F0(Q). (6.16)

The A0(Q) and B0(Q) are the respective EISF and QISFs of α-Mg(BH4)2 and LiBH4, and
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Figure 6.7: 0.5 h-Li11BH4 + 0.5 α-Mg(11BH4)2: EISF (black squares), QISFL1
(red circles), QISFL3

(green stars)and QISFVib (blue triangles) at 423 K. Solid lines represent the fit to the data according to eq.s.
6.13-6.16

F0(Q) is the global Debye-Waller factor, as shown in eq. 6.11. During the fit procedure, the
distance dB-H has been kept fixed to 1.21Å.
The results of the global fit, using eq.s 6.13-6.16, are shown in fig. 6.7 and the agreement is
quite satisfactory. The mean square displacement 〈u2〉 and the fraction p are obtained:

〈u2〉423 K = 0.46± 0.01Å2 and p423 K = 0.34± 0.03. (6.17)

The nature of reorientational motions at 423 K are similar to the one found at 373 K,
although the fraction of hindered rotations decreases and the mean square displacement
increases. The closest measured value of the MSD for LiBH4 and Mg(BH4)2 are at 400 K.
At 403 K, pure LiBH4 shows a MSD 〈u2〉403 K = 0.43±0.01Å2, whereas at 400 K, Mg(BH4)2
shows a MSD 〈u2〉400 K = 0.26± 0.01Å2.

6.3.3 500 K

At 500 K, LiBH4 is in the hexagonal high temperature crystal phase and Mg(BH4)2 in the β
crystal modification. According to the phase diagram of xLiBH4 +(1−x)Mg(BH4)2, x = 0.5,
the sample is in a liquid state and already in the first decomposition step, as shown in fig. 1.15
[28].
While recording spectra at this temperature, a drop of total integrated intensity was observed
(∼ 30%), as an indication that the decomposition process has already started at 500 K.
The sample is in the liquid state and, as a first approach, data are analysed using a sum of
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Figure 6.8: 0.5 o-Li11BH4 + 0.5 α-Mg(11BH4)2: Scattering data at 500K and at a) Q = 1.8Å−1 and b)
Q = 2.8Å−1. Solid red line represents the fit. Data have been described using a δ(ω) line (grey dashed),
two narrow Lorentzians L1 and L3 (green and magenta, respectively) a broad Lorentzian L2 (blue).

Lorentzians (no elastic line). However, the results indicate that a component with the elastic
line width is required. Therefore, in the fit procedure, an elastic line δ(ω) and two Lorentzians
are used. The inelastic peak at ∼ 4.5 meV is not any more visible, and this in an indication
of the crystal phase transition of Mg(BH4)2 [136]. Results of the fit procedure are shown in
fig. 6.8. Data are quite successfully described by the proposed fit functions and values of the
Lorentzians widths are reported in fig. 6.9. All three Lorentzians (L1(Q,ω), L3(Q,ω) and
L2(Q,ω)) are not constant in the momentum range probed by the experiment. This is an
indication that, at this temperature, diffusion-like processes may take place. Nevertheless,
the broader Lorentzian L2(Q,ω) shows approximately the same behaviour of the broader
Lorentzian at 373 and 423 K. Therefore, L2(Q,ω) may be assigned to vibrational motions,
even if the crystal structure is not any more present in the liquid state.
Normalized intensities can be calculated following the same procedure of the two previous
temperatures, and they are shown in fig. 6.10. As claimed above, the sample is already
in the liquid state and the first decomposition step has already started. According to the
decomposition of the single species, Mg(BH4)2 and LiBH4, the following two reaction schemes
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can be written (at up to the first decomposition step):

Mg(BH4)2 −→ MgH2 + 2 B + 3 H2 (6.18)

LiBH4 −→ LiH + B +
3

2
H2. (6.19)

In the mixture, then, it is reasonable to write:

LiBH4 + Mg(BH4)2 −→ MgH2 + LiH + 3 B +
9

2
H2 (6.20)

In a liquid, the scattering signal is characterised by the absence of an elastic line. Neverthe-
less, the reaction products MgH2 and LiH are not performing any reorientation motion, since
they are solid and not undergoing in any reorientational motions. Therefore, in a quasi-elastic
experiment, they would contribute to the total scattering intensity with an elastic signal.
A calculation of the partial cross-sections can be performed in order to discriminate the
contributions to the elastic and quasi-elastic one.

σcoh [barn] σinc [barn]
Li11BH4 13.01 322.17
Mg(11BH4)2 28.75 642.58
LiH 2.21 81.18
MgH2 7.13 160.6
3 11B 16.68 0.63
9
2 H2 15.75 722.34

In total, the LiH, MgH2 and 3B would give an incoherent cross sections of 242.42 barn,
while the 9

2 H2 would give 722.34 barn. Therefore, approximatively 75% of the signal would
be lost, due to the H2 gas liberation. The other 25% would be originating by LiH and MgH2.

In the first decomposition step, TG-DSC-MS measurements show also the formation of
boranes [28]. Therefore, a partial sample decomposition could be written as:

LiBH4 + Mg(BH4)2 −−→ x (LBH-MBH)liq + x′BxHy + x′′LiH-MgH2 (sol) + zH2 (gas), (6.21)

and the sum of scattering signal of LiH and MgH2 should not exceed 25% of the scattering
intensity of LiBH4 +Mg(BH4)2 before the decomposition step. In fact, the drop of the total
intensity is due to the H2 gas desorption, part of the sample is decomposed in LiH and MgH2

(both solids) and part is the molten state composed of LiBH4 +Mg(BH4)2. Therefore, the
decomposition of the scattering signal as a sum of the scattering intensities of LiBH4 and
Mg(BH4)2 is not applicable.
A possible motion of the [BH4] units can be the diffusion inside the volume of a sphere (see
eq. 2.65). On the selected time scale, the [BH4] units might undergo translational diffusion:



144 Chapter 6. Lithium and Magnesium Borohydride mixture

the lattice structure is lost [28], due to the melting , but the local environment of [BH4]
might be still preserved, because the physical mixture is not totally decomposed.

The model was developed by Volino et. al [113], in which the scattering function is
described as an expansion of a number of Lorentzians, in principle infinite (eq. 2.65):

Sdiff (Q,ω) = A0
0 (Q) δ (ω) +

∑
(l,n)6=(0,0)

(2l + 1)Aln (Q)
1

π

(
xln
)2
D/a2[

(xln)2D/a2
]2

+ ω2

. (6.22)

Lorentzians are characterized by a HWHM of
(
xln
)2
D/a2, where D is the diffusion coefficient

and a is the radius of an hypothetical sphere, in which space the diffusion takes place. The
EISF is

EISF = A0
0 (Q) =

[
3j1 (Qa)

Qa

]2

. (6.23)

Trying to model the data with more than four functions, including the elastic line, the fit
procedure becomes unstable. The quasi-elastic components in eq. 6.22 are characterized by
constant widths, whereas the experimental found show Q-dependencies. This discrepancy
might be originated from the fact that the data should be modelled by a (theoretically)
infinite series of functions, and the experimental Lorentzians L1, L3 and L2 might results
from a combination of different Lorentzians with different (constant) HWHMs and modulated
intensities (Aln(Q)). Therefore, a direct comparison between theoretical and experimental
EISF and QISFs is not possible, using a global approach as in the previous temperature data
analysis.
However, taking into account the partial decomposition of the sample, the scattering function
can be expressed as

S500 K(Q,ω) = cSLiH-MgH2 (sol)(Q,ω) + (1− c)SLBH-MBH(liq)(Q,ω), (6.24)

where SLBH-MBH(liq)(Q,ω) represents the scattering function of the molten Mg(BH4)2+LiBH4,
and SLiH-MgH2 (sol)(Qω) the scattering function of the solid LiH + MgH2. The scattering
function of the liquid part can be described by a vibrational part and the localized one
(eq. 6.22), whereas for the solid LiH +MgH2 only a vibrational scattering function is used.
Without going into the calculation details, the EISF can be derived only taking into account
the elastic terms in the scattering function:

EISF500 K = D(Q)
[
c+ (1− c)A0

0(Q)
]
. (6.25)

D(Q) is the Debye-Waller term and A0
0(Q) is given in eq. 6.23. Results of the fit using this

model are shown in fig. 6.11. The fit gives an estimation of the radius of a spheres, in which
the diffusion takes place, the mean square displacement of H atoms and the fraction c of the
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Figure 6.11: LiBH4 +Mg(BH4)2: EISF at 500 K (black squares), together with the fit of eq. 6.25. Error
bars denote ±1σ.

decomposition products:

〈u2〉 = 0.71± 0.15Å2

c = 0.14± 0.03 (6.26)

a = 2.26± 0.09Å

The fraction c that is extracted is quite low, indicating that the signal deriving from LiH +
MgH2 is rather low. Most of the scattering is originating by the diffusion of the H atoms of
the molten LiBH4 +Mg(BH4)2.
In β-Mg(BH4)2 (at 500 K, but still in the solid state), it was reported

〈u2〉500K = 0.92± 0.03Å2
, (6.27)

which is close to the above reported value.

Analysis of the I(Q, t) Data are analysed using the intermediate scattering representation
I(Q, t). A Fourier transform in ω is performed for each of the spectra at constant Q and
some of the intermediate scattering functions in the time domain are shown in fig. 6.12. As
we can observe, the intensity of the scattering curves is generally decreasing with increasing
Q. At relatively long time, each curve tends to reach a plateau, that represents the elastic
incoherent structure factor, in mathematical form:

EISF = lim
t→∞

I(Q, t). (6.28)
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Figure 6.12: I(Q, t) of LiBH4+Mg(BH4)2 at 500 K. Each curve correspond to a specific Q value indicated
on the right side. Solid lines are the fit to the data according to eq. 6.29

Data might be described by a series of exponentials, that describe different motions taking
part at different time scale. Two exponential decaying functions are sufficient to describe
the data, and the intermediate scattering function can be written as:

I500K(Q, t) = k + (1− k)

[
b exp

(
− t

τ1

)
+ (1− b) exp

(
− t

τ2

)]
. (6.29)

The parameter k represents the long time limit of the intermediate scattering function and,
by definition, corresponds to the EISF. Parameters τ1 and τ2 are the time constants of the
two different motions that are detected in the observed time scale. The dependence of τ1

and τ2 from the momentum transfer Q is related to the type of the motion: if the atoms are
performing localized reorientations, τ1 or τ2 are constant over the momentum transfer range;
conversely, the particle undergoes in diffusion-like motions. The parameter b represents the
relative weight of the motions detected at this temperature. Most prominently, the dynamics
can not be described by a superposition of LiBH4 and Mg(BH4)2 dynamics, and this is only
partially due to the partial sample decomposition. Therefore, the parameter b is not related
to any weight of the different species in the sample.
The results of the fit are shown in figs. 6.14 and 6.13. Parameters τ1 and τ2 are plotted
in fig. 6.14, and both are showing a Q-dependence: this suggests that the H motions are
not localized. In order to extract a possible diffusion coefficient from the two detected
dynamics, we plot the inverse of the time parameters versus Q2, as shown in figs. 6.15 and
6.16, together with a linear fit. At high Q, a deviation from the linear regime is observed
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Figure 6.13: LiBH4 +Mg(BH4)2 at 500 K: parameter b as a function of Q (see eq.6.29).
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Figure 6.14: LiBH4+Mg(BH4)2 at 500 K. Time parameters τ1 (black squares) and τ2 (red circles) extracted
from the data fit with eq. 6.29. Both time parameters are showing a Q dependence. Note that the maximum
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to the data in the relatively small region of Q (see eq. 6.30). The diffusion coefficient can be extracted from
the slope of the linear fit. In this case, D1 = (1.02± 0.03) · 10−4 cm2

s .

in both quantities. This is somehow expected, because motions are spatially restricted, as
shown above. However, at low Q, a linear dependence is always valid, independent of the
diffusion mechanism [107, 137]. Therefore, data are fitted with a linear function only in the
low momentum transfer region. The diffusion coefficient is related to the time constant
trough the following relation:

1

τi
= DiQ

2, with i = 1, 2. (6.30)

From the slope of the linear fits, we can extract two different self-diffusion coefficients:

D1 = (1.02± 0.03) · 10−4 cm2

s
, D2 = (1.28± 0.09) · 10−5 cm2

s
. (6.31)

The self-diffusion coefficient in LiBH4 was already measured up to 723 K, above the melting
point at 550 K [64]. In that work, an Arrhenius-like temperature dependence was found:

D = D0 exp

(
− Ea

kBT

)
, with Ea = 88± 15 meV D0 = (3.1± 1) · 10−4 cm2

s
(6.32)

Substituting T = 500 K, we obtain a diffusion coefficient D500 K = (4± 2) · 10−5 cm2

s
, a value

not far from D2 obtained in this work. Therefore, it is possible to assign the self-diffusion
coefficient D2 to the [BH4] units in the liquid LiBH4 +Mg(BH4)2. The other diffusion coef-
ficient is one order of magnitude bigger than D2.
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In fig. 6.17, the EISF derived from I(Q, t) is plotted together with the EISF calculated
as the ratio of the elastic line and the total intensity derived from S(Q,ω). The agreement
is quite satisfactory, although in the low Q region some discrepancies are evident.%. The
parameters obtained from the fit to the data are:

〈u2〉 = 0.53± 0.11Å2

c = 0.14± 0.03 (6.33)

a = 1.96± 0.03Å

Parameters extracted are in a good agreement with the ones extracted from the EISF mea-
sured as the ratio between the elastic line and the total intensity 6.27. A comparison is
plotted in fig. 6.18.

6.3.4 373 K - back measurements

After the measurements at 500 K, the sample was cooled down to 373 K, in order to verify the
reversible crystal phase transition from β-(Fddd) to α-(P6122) of magnesium borohydride.
The scattering signal is 30 % lower of the measurements performed at the same temperature
when the experiments started, due to the hydrogen decomposition process at 500 K.
According to the decomposition scheme, the sample contains, in addition to LiBH4 and
Mg(BH4)2, the decomposition products.
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the EISF calculated from the ratio between the elastic and the total scattering intensity of S(Q,ω) (see
fig.6.11). The solid line is the fit to the data with eq. 6.25
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Figure 6.19: Scattering data at 373 K (back measurements) and at Q = 2.6Å−1. Solid red line represents
the fit. Data are described using a δ(ω) line (grey dashed), two narrow Lorentzians (green and magenta) a
DHO (orange) and a broad Lorentzian (blue).

Data were analysed using three Lorentzians, an elastic line and a damped harmonic oscillator.
Results are quite satisfactory, as shown in fig. 6.19.

We can observe that the inelastic peak at ∼ 4.5 meV is again visible and, as mentioned
before, it can be assigned to vibrational motions of the [BH4] units in α-Mg(BH4)2.
Lorentzians widths can be extracted and both are constant in the explored momentum trans-
fer Q, with Γ1 = 0.19±0.03 meV and Γ3 = 1.6±0.2 meV (see fig. 6.20). At this temperature,
both LiBH4 and Mg(BH4)2 are expected to be in the orthorhombic and hexagonal crystal
phases, respectively. The valued of Lorentzian widths Γ1 and Γ3 are similar to Γ1 and Γ3 at
423 K (assigned to α-Mg(BH4)2 and to HT-LiBH4, respectively). Data are shown in fig. 6.21.
As we can observe, EISF and QISFs are similar to the one measured at 423 K (see fig. 6.7),
but the analysis is not performed due to the presence of the decomposition products in the
sample.

6.4 Conclusions

The eutectic mixture 0.5LiBH4+0.5Mg(BH4)2 was studied by quasi-elastic neutron scatter-
ing in the picosecond time scale. Below the melting point, the hydrogen dynamics is the
superposition of the dynamics of the single constituent phases, LiBH4 and α-Mg(BH4)2:
LiBH4 undergoes tumbling rotations, with the [BH4] units reorienting among all symmetry
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axes, and Mg(BH4)2 undergoes hindered rotational dynamics with the [BH4] units perform-
ing rotations along the C2/C3 axis. At 423 K, the fraction of hindered rotations is still more
than 30%.

At the melting point, the mixture is in the liquid state and the dynamics changes. The
dynamics can not be described as a superposition of the single constituent phases’ dynamics,
due to the partial sample decomposition.
The partial decomposition leads to a formation of lithium and magnesium hydrides, which
are still solid at 500 K, and, at the same time, a loss of scattering signal of roughly 30 %.
The analysis in the intermediate scattering function representation allows a better identifi-
cation of the dynamics taking place in the liquid phase. The [BH4] units undergo isotropic
diffusion, but spatially restricted. Two different relaxation times are observed, and two self-
diffusion coefficients are extracted. The lower one is D2 = (1.28 ± 0.09) · 10−5 cm2

s
, similar

to the diffusion coefficient previously reported in liquid LiBH4, and it can be tentatively
assigned to [BH4] units diffusive dynamics. The faster one is one order of magnitude bigger
(D1 = (1.02± 0.03) · 10−4 cm2

s
).

The experiment also probes the reversibility of the crystal phase transition in Mg(BH4)2,
and it is confirmed by the analysis of the inelastic excitation around ∼ 4.5 meV at 373 K,
assigned to α-Mg(BH4)2.
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7.1 Hydrogen dynamics on the picosecond time scale

In this thesis, the hydrogen dynamics in LiBH4, Mg(BH4)2 and LiBH4 + Mg(BH4)2 was
investigated on the picosecond time scale. The main goal was to get further insight to
the hydrogen dynamics in the alkaline and earth alkaline borohydrides in their different
structural modifications and to study the influence of the electronegativity of the cation
on the hydrogen dynamics, especially in view of the reported correlation between cation
electronegativity and borohydride stability [reference]. Measurements were performed at
the cold neutron time-of-flight spectrometer TOFTOF (Forschungs-Neutronenquelle Heinz
Maier-Leibnitz (FRM II) [116]).

The materials under study have a hydrogen content which might be of interest for use as
storage materials in mobile applications. Unfortunately, the harsh conditions for dehydro-
genation and hydrogenation prevent direct applications. Beside studies on destabilization
and on sorption properties, basic studies on structure and hydrogen dynamics are essential to
fully understand, characterize and optimize the materials. In this framework, the hydrogen
dynamics in the picosecond time scale and across a wide range of temperatures was studied.

The large momentum transfer explored by TOFTOF, together with a good energy res-
olution, played a crucial role in the determination of the reorientation mechanisms in all
compounds studied in this thesis. The high signal-to-noise ratio made possible the measure-
ments of low energy inelastic excitations close to the quasielastic region. At high tempera-
tures, both signal are superimposed, thus the measured S(Q,ω) were analysed considering
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Figure 7.1: Normalized intensities of β-Mg(BH4)2, measured at 2.5Å and at 200 K. EISF (black squares),
QISFL1

(red circles), QISFLinel (blue triangles). Solid lines represent the fit to the data with the full
expressions of EISF and QISFs, in a global optimization procedure (see section 2.1.2.3).

the elastic, quasielastic and inelastic contributions in the low energy transfer regime, and the
elastic and quasielastic incoherent structure factors were evaluated. From a global analysis
of these factors, a detailed description of localized motions and the lattice vibrational part
was obtained (fig. 7.1).

In all three materials, common and different characteristics are found. These will be
reviewed in the following sections, comparing different quantities in different materials.

7.1.1 Localized dynamics

• In LiBH4, the dynamics was investigated below and above the crystal phase transition
at 381 K. The global analysis of the EISF and QISFs allowed a clear mechanism iden-
tification of the [BH4] units local reorientations. At 343 K, uni-axial C3 rotations were
observed, with one hydrogen atom fixed and the other three rotating in a circle, with
120Â◦ jump rotations. At 373 K, i.e. close to the crystal phase transition, the [BH4]
units are undergoing tumbling motions, where all four H atoms exchange the position.
Therefore, rotations around all four C3 symmetry axis might occur, without any fixed
H atom. At 403 K, all four C3 axes contribute to the rotations, but three H atoms
rotate quasi-free around one specific C3 axis [126].
Notably, LiBH4 shows a change in localized dynamics already below the crystal phase
transition, and it can be concluded that this acts as a precursor of the crystal phase
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transition.

• In α-Mg(BH4)2, the localized dynamics was investigated on two different time scales,
in order to observe dynamics up to 16 ps. The crystal structure shows different [BH4]
sites in the unit cell, and rotations around a C2 or C3 axis of the [BH4] units are ob-
served. Up to 400 K, not all rotations are activated, showing a significant portion of
hindered rotations. This can be attributed to the different crystallographic positions
of the [BH4] (not equivalent) which apparently has a large impact on the local dynam-
ics in this polymorph. Moreover, no change in the local dynamics is observed as the
phase transition is approached, in contrast to the findings for LiBH4. Above the phase
transition (T > 490 K), a strong change in the vibrational part becomes obvious.

• In β-Mg(BH4)2, the localized dynamics is similar to the one observed in the α-polymorph,
but it shows a different degree of activation: above 200 K, no hindered rotations are
detected. Furthermore, a change in the vibrational dynamics was observed between 200
K and 300 K, without any crystal structure transition. However, the thermal expan-
sion coefficients of the lattice parameters also reflect a transition in this temperature
range[135].
In conclusion, differences between α- and β-Mg(BH4)2 are in the vibrational dynam-
ics and in the degree of activation of rotational motions. There is no indication that
a change in localized [BH4] rotations triggers the phase transition, but, similar to
Ca(BH4)2, the vibrational dynamics drives the structural phase transition.

7.1.2 Vibrational dynamics

In all compounds, low lying vibrational modes were detected in the range 3 − 9 meV, en-
ergetically close to and overlapping with the QENS signal. In the data evaluation, these
excitations were described by damped harmonic oscillators (see fig 7.3), and the total scat-
tering intensity was taken into account in the calculation of the normalized intensities.
From the global analysis, the mean square displacement of hydrogen atoms was obtained
and mapped across the crystal phases transitions (see fig 7.2). The frequency of the low-
est inelastic contribution decreases in the order LiBH4 - α-Mg(BH4)2 - β-Mg(BH4)2. In all
compounds, the frequency does not show any dependence on temperature, however in LiBH4

and β-Mg(BH4)2, a transition from an under-damped to an over-damped harmonic oscillator
is observed. The Debye-Waller factor, DWF, increases with temperature, and its temper-
ature dependent increase reflects the change in the inelastic mode, from under-damped to
over-damped, observed in LiBH4 and β-Mg(BH4)2. Conversely, α-Mg(BH4)2 shows a linear
dependence of the DWF with temperature.
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7.2 Conclusions and Future perspectives

In this thesis, fundamental aspects of LiBH4, Mg(BH4)2 and LiBH4+Mg(BH4)2 have been
studied, and the conclusions are briefly summarised.

• An extensive study of the low energy excitation in borohydride materials has been
carried out at the time-of-flight spectrometer TOFTOF. Lattice vibrations in the low
energy transfer range were observed for the first time in LiBH4, α- and β-Mg(BH4)2.
They superimpose the quasielastic signal originating from the [BH4] reorientations.
Therefore, an innovative data analysis was developed in order to evaluate both vibra-
tional and quasielastic signals. A convolution of rotational and vibrational scattering
functions was performed, and the normalized intensities (EISF and QISFs) were calcu-
lated. These quantities were directly compared with the experimentally measured ones,
in a simultaneous analysis of the elastic and quasielastic incoherent structure factors.
Using this approach, not only information on the reorientations of the [BH4] units were
obtained (e.g. fractions of hindered rotations), but also information on the vibrational
dynamics, and in particular on the mean square displacement of the hydrogen atoms
[136].

• The cation electronegativity (χP ) is strongly connected to the [BH4] dynamics. In
LiBH4, where the electronic charge density between [BH4]− and Li+ is well separated,
the reorientational dynamics of the [BH4] units evolves with temperature, changing its
nature across the crystal phase transition. The local [BH4] rotations thus drive the
structural phase transition.
In Mg(BH4)2, where there is a less pronounced charge density separation between the
hydrogen and the cation, the rotation symmetry of the [BH4] units remains unchanged
over the entire temperature range studied. Moreover, it is the same in both polymorphs,
but the two crystal phases differ in the degree of activation of these localized motions.
The bidentate orientation of the [BH4] units towards the Mg2+ cation yields to a chain-
like structure · · ·BH4-Mg-BH4· · · , which, presumably, are the origin of low energy
lattice excitations. [136].

• Lattice vibrations in the low energy transfer range were observed for the first time in
LiBH4, α- and β-Mg(BH4)2. They are ascribed to translational modes of the [BH4]
units. Remarkably, the two polymorphs of Mg(BH4)2 studied here, show significant
differences in the low energy lattice dynamics. α-Mg(BH4)2 displays a pronounced
harmonic behaviour, with a higher vibrational energy compared to the β-polymorph.
This is also reflected in the mean square displacement of the hydrogen atoms. The
low energy dynamics modifies the free energy landscape of the crystal structure, and
therefore the stability of the compound.
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• The mixture of LiBH4 and Mg(BH4)2, in the 1:1 ratio, is characterized, below the
melting point, by a superposition of the dynamics of the single constituent phases.
The dynamics can be decomposed in the dynamics of the compounds in a 1:2 ratio,
according to relative hydrogen content of the pure compounds. Above the melting
point, two diffusive processes are found. These finding confirm the physical mixture
of the two constituents, and from a dynamical point of view, no indication for a new
compound was found.

The study of hydrogen dynamics in borohydrides could be extended to other compounds
dedicated to hydrogen storage, e.g. calcium borohydride or to eutectic mixtures of com-
plex hydrides [138]. Measurements close to the temperature of hydrogen release could yield
insights on the processes and reaction pathways related to the hydrogen desorption. Desta-
bilization strategies include the modification of the structure, leading to a modification of
the vibrational dynamics at low energies. This could be a key point of a successful imple-
mentation of these materials in the storage applications.
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Appendix A

Vibrational scattering function

The normalization of the self correlation function, imposes that the incoherent scattering
function Sinc(Q,ω) is also properly normalized. In case of vibrations, this results in:∫ +∞

−∞
Svib (Q,ω) dω = 1. (A.1)

The vibrational scattering function is characterized by an elastic line δ(ω), multiplied by a
factor D(Q), the so-called Debye-Waller factor. In isotropic approximation, we can write it
as:

D(Q) = exp(−2W (Q)) = exp

(
−〈u

2〉Q2

3

)
. (A.2)

The term 〈u2〉 is the averaged nuclear mean squared displacement. The vibrational scattering
function can be separated in two terms, one elastic and one inelastic

Svib (Q,ω) = D(Q)δ (ω) + kSinel
vib (Q,ω) , (A.3)

where k is a constant to be determined. Due to the normalization condition (see eq. A.1),
the constant k is just 1−D(Q). Therefore, the vibrational scattering function is:

Svib (Q,ω) = D(Q)δ (ω) + [1−D(Q)]Sinel
vib (Q,ω) . (A.4)

If we factorize D(Q) in the equation above, we obtain:

Svib (Q,ω) = D(Q)
{
δ (ω) +

[
D−1(Q)− 1

]
Sinel
vib (Q,ω)

}
= (A.5)

= e−
〈u2〉Q2

3

[
δ (ω) +

(
e

〈u2〉Q2

3 − 1

)
Sinel
vib (Q,ω)

]
. (A.6)

For small values of 〈u2〉Q2, we can use the Taylor expansion of ex ' 1 + x + x2/2 + O(x3),
and therefore, setting x = 〈u2〉Q2/3, we obtain:

1− e−
〈u2〉Q2

3 = e−
〈u2〉Q2

3

[
〈u2〉Q2/3 +

1

2
(〈u2〉Q2/3)2 + . . .

]
. (A.7)

The terms in the square brackets are representing the one-phonon scattering, the second the
two-phonon scattering, etc. Disregarding the second term, and re-arranging the eq. A.6, we
can write, introducing the density of states Z(ω) in order to describe Svib,

S+1
vib ' e−

〈u2〉Q2

3

[
δ(ω) +

Z(ω)

ω
Q2 [n(ω) + 1]

]
, (A.8)

a similar expression that is find in textbook for neutron scattering [106, 139].
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