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Abstract

Traditional image segmentation algorithms have merely focused on separating regions based on homogeneity of color or texture. More recent methods aim at incorporating high-level knowledge such as semantics or rigid body motion into what is often called class-based image segmentation. This thesis considers the problems of continuous semantic image segmentation and joint motion estimation and segmentation. The aim is to impose prior knowledge about which set of labels are likely to co-occur or how label transitions should take place between different rigid body motions.

Specifically, we propose to incorporate co-occurrence and hierarchical priors into continuous multi-label image segmentation. Similar to how humans learn to analyze a scene, these priors can be learned from co-occurrence statistics or drawn from natural label hierarchies. The latter prior is realized by assigning each label to a scene label such as 'indoor', 'outdoor', 'nature' or 'urban'. Arising from a continuous convex relaxation formulation, the resulting algorithms are, in contrast to discrete methods, not prone to metrification artifacts. Unlike sequential methods based on alpha-expansion, our optimization problems can be solved globally optimal using GPU-accelerated efficient primal-dual algorithms. Qualitative and quantitative results demonstrate the effectiveness of these priors in terms of the resulting labeling.

Furthermore, we propose a novel joint registration and segmentation approach applied to RGB-D images. Instead of assuming the scene to be composed of a number of independent rigidly-moving parts, we allow a smooth label transition in order to capture non-rigid deformations at transitions between the rigid parts of the scene. By doing so our method is able to infer the underlying motion estimates more accurately than state of the art works. At the same time, it provides a meaningful segmentation of the scene based on these motion cues.

Finally, we introduce a novel approach to improve the integrality of the solution of convex relaxed multi-labeling problems. Despite their enormous success in solving hard combinatorial problems, convex relaxation methods often suffer from the fact that the computed indicator functions are far from binary. Subsequent heuristic binarization may even substantially degrade the quality of computed solutions. To this end, we incorporate the entropy of the objective variable as a measure of the relaxation tightness. We use difference of convex function (DC) programming as an efficient and provably convergent solver for this convex-concave minimization problem. We evaluate this approach on three prominent computer vision problems: multi-label inpainting, image segmentation and spatio-temporal multi-view reconstruction. These experiments show that our approach consistently yields better solutions with respect to the original integer optimization problem.
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Part I

Introduction and Overview
Chapter 1

Introduction

The core challenge in computer vision is to implement basic human visual perception on digital computers. This includes depth estimation, object recognition, motion estimation, and image segmentation. These disciplines are the building blocks of scene understanding which is one of the most important objectives in computer vision.

Of particular importance is the task of image segmentation which is the process of dissecting an image into its constituent parts. The image segmentation problem is a trivial task to human perception. Nevertheless, it remains a highly challenging problem in computer vision and despite it being a classical problem, it is still one of the most trending topics in the computer vision and image processing community today.

Subdividing an image into segments can be considered an instance of the broader class of multi-labeling problems. Assigning labels is a crucial task in machine vision because labels help explain input data and therefore reduce its complexity for further processing and understanding the present scene. Input data can be pixelwise color information from a camera, range information from a depth sensor or data from magnetic resonance imaging.

The applications areas are numerous since multi-labeling is useful whenever human vision is required. One trending application area is autonomous driving where the car needs to detect the road, persons, trees and other cars to avoid potential collisions. Another major application is the field of robotics, where a robot depends on understanding its environment to interact with it, for example to bring milk from the fridge it needs to recognize these as such.

This thesis deals with multi-labeling in various settings, e.g. semantic image segmentation, motion segmentation and 3D reconstruction. Depending on the application, labels can either describe the world geometrically, e.g. depth labels and object-void labels in 3D reconstruction or describe context information by assigning semantic labels such as ‘car’, ‘road’, ‘tree’. Different scenarios of labeling applications are illustrated in Figure 1.1. Images (a) and (c) illustrate semantic labels in contrast to the labels in (b) and (d) which are of geometric nature and encode depth values and voxel occupancy respectively.
Occurring semantic labels differ depending on the scene type such as nature, urban, indoor or outdoor. Consequently, prior contextual information and the probability of certain label configurations are crucial for assigning the right labels. For this reason, modern multi-labeling algorithms aim at incorporating prior knowledge about the likelihood of a set of labels to occur. This knowledge can be based on learning co-occurrence statistics from ground truth data or on natural label hierarchies.

Another cornerstone to understanding a scene is estimating the motion of objects in a dynamic environment. For example, autonomous cars are reliant on estimating the motion of objects on a road in order to react correctly, e.g. knowing the motion of a crossing pedestrian is important to stop the car or not.

This thesis investigates incorporating semantic priors into variational multi-label algorithms. Additionally, we improve on the quality of the solutions of variational multi-labeling algorithms by jointly minimizing an entropy term. Finally, the problem of jointly segmenting an image and estimating the underlying motions of each part is tackled.

Semantic Priors

The algorithm we introduce in [10] allows for the integration of prior knowledge about what labels are likely to co-occur in the same image. For instance, in a scene where a person is riding an animal, our approach would facilitate a computer in labeling the animal as a horse rather than a moose because persons have a higher likelihood of being in the same image as a horse.

In [8], we devise a more principled way of incorporating semantic priors. We propose a joint approach for segmentation, object recognition, and scene understanding, which is formulated within a single multi-label variational optimization approach. Specifically, the central idea of this approach is to incorporate natural label hierarchies (i.e., assigning each image label to a scene label such as "indoor", "outdoor", "nature", "urban", etc.) in continuous multi-label segmentation. These natural label hierarchies are beneficial to the labeling process as they facilitate a computer, for instance, being able to decide the appropriate label of an animal that is located in an urban scene (e.g. downtown area) would be a dog or cat rather than a lion.

One goal of this thesis is providing a unifying framework for these semantic priors. To this end, we devise a generic primal-dual algorithm that can be used to minimize this class of energies.

Entropy Minimization for Continuous Multi-Label Optimization

Despite the enormous success of convex relaxation approaches in solving multi-labeling problems, these methods often suffer from the fact that computed solutions are far from being binary. Fractional (non-binary) solutions reflect the uncertainty of these algorithms and a posteriori rounding schemes often result in suboptimal results. In [9], we propose an
algorithm which uses the entropy of the objective variable as a measure of relaxation tightness, which in turn gives rise to more binary solutions than classical variational algorithms. The effectiveness of our approach is demonstrated on numerous computer vision applications, including multi-labeling, image inpainting, image segmentation, and spatio-temporal multi-view reconstruction.

In this thesis, we discuss augmenting a broader class of optimization problems with an entropy term, namely the class of mixed integer programs. This type of problems contains integer as well as continuous unknowns.
Joint Motion Estimation and Segmentation

In this cumulative thesis, we include a research paper [5] where we introduce a novel joint registration and segmentation approach for RGB-D images. Dynamic scenes are composed of rigid (e.g., a tennis racket that is being swung by a tennis player) and non-rigid (e.g., the tennis player’s clothing that shifts and moves while he swings the racket) movements. The analysis of these movements has been a challenge to the field of motion estimation. Instead of assuming that a scene is composed of a number of independent rigidly-moving parts, our approach applies a smooth label transition in order to capture non-rigid deformations at transitions between the rigid parts of the scene. This is critical because our world is not composed solely of rigid movements.

1.1 Multi-Labeling

Multi-labeling is a highly ambiguous problem and the desired output heavily depends on its application. In this thesis, we mainly encounter multi-labeling in the context of image segmentation. However, applications including 3D and 4D reconstructions are also discussed. The goal of this section is to provide a mathematical setting for general multi-labeling independent of the type of the domain. Additionally, we present different application areas of multi-labeling demonstrating its versatility.

Formally we assume that the domain $\Omega$ is continuous and can be disjointly dissected as follows:

$$\Omega = \Omega_1 \cup \Omega_2 \cup \cdots \cup \Omega_n,$$

meaning that $\Omega$ constitutes of non-overlapping parts $\Omega_i \subseteq \Omega$. The domain $\Omega$ depends on the application and can be:

- A 2D image, i.e. $\Omega \subset \mathbb{R}^2$
- A 3D volume, i.e. $\Omega \subseteq \mathbb{R}^3$
- A 4D volume, i.e. $\Omega \subseteq \mathbb{R}^3 \times \mathbb{R}_+$
- A 6D diffusion MRI volume, i.e. $\Omega \subseteq \mathbb{R}^3 \times \mathbb{R}^3$
- A non-Euclidean domain such as a shape manifold

Multi-labeling on different domain types is illustrated in Figure 1.1.

Mathematically, multi-labeling is the problem of seeking a label assignment $\mathcal{A}$ between the domain $\Omega$ and a discrete label space $\mathcal{L} = \{1, 2, \ldots, n\}$, i.e.

$$\mathcal{A} : \Omega \rightarrow \mathcal{L}.$$  \hspace{1cm} (1.2)

This label assignment can be formulated as an integer programming problem on a continuous domain. This thesis will include applications where the label space encodes semantics, 3D reconstruction, spatio-temporal reconstructions and moving segments subject to different rigid body motions. The types of domain $\Omega$ we encounter in this thesis are usually
1.2. Image Segmentation via Energy Minimization

The most basic segmentation algorithm is taking a threshold of an input image $f : \Omega \to \mathbb{R}_+$ which yields the following binary function:

$$u(x) = \begin{cases} 1, & f(x) > \gamma, \\ 0, & \text{else}, \end{cases}$$

for some fixed constant $\gamma \in \mathbb{R}_+$. A thresholding result is illustrated in Figure 1.2. Although thresholding the image clearly separates dark and bright image areas, this simple approach fails to capture semantics such as separating the penguin from the background. Other heuristic methods for dissecting images are methods based on region merging [30], region growing [15] and the watershed transform [159]. While the aforementioned methods can be extremely fast, they lack a criterion of optimality. That is, without visual inspection, it is impossible for the computer to distinguish between a "good" and a "bad" solution. This chapter will address image segmentation methods based on energy minimization. These approaches often do not achieve global optimality. However, their energy gives us a mean to measure the quality of the results. Next, we will discuss the binary segmentation case and review local and global optimal approaches.

![Figure 1.2: Thresholding an image merely separates dark regions from bright ones. The application of such an approach is limited since typical objects of interest like the penguin consist of more than one color.](image-url)
1.2.1 Contour based Methods

In this section, we elaborate on methods where the curve enclosing an object is explicitly formulated. One of the first energy based methods for image segmentation is the so-called snakes model introduced by Kass et al. in \[93\]. Given an input image \( f : \Omega \rightarrow \mathbb{R}_+ \), the curve evolution in the snakes approach can be described by the following energy:

\[
E(C) = -\int_0^1 |\nabla f(C(s))|^2 \, ds + \int_0^1 \left\{ \frac{\alpha}{2} |C_s(s)|^2 + \frac{\beta}{2} |C_{ss}(s)|^2 \right\} \, ds,
\]

(1.4)

where \( C(s) : [0,1] \rightarrow \mathbb{R}^2 \) denotes a parametric curve and \( \alpha, \beta \in \mathbb{R}_+ \) are parameters. The last two terms make sure that the resulting curve is smooth, whereas the first term pushes the curve to the boundary of an object (i.e., large gradients). The snakes functional is minimized using a simple gradient descent scheme. The update steps are carried out on the curve by calculating a rate with which it transitions towards the inner normals. Classic active contour approaches depend inherently on the gradient information \( |\nabla f| \) and the curve is thus prone to get stuck in edges which do not belong to an object. Additionally, the parametric representation of the curve does not allow topological changes such as splitting and merging. This is where the level set methods come into play.

1.2.2 Level Set Methods

Level set methods were introduced by Stanley Osher and J.A. Sethian in 1988 \[141\] and have been made popular in various areas, such as image processing, computer graphics, computational geometry and computational fluid dynamics. The most popular level set based segmentation algorithm is the Chan and Vese model \[43\] which relies on the idea of representing the curve \( C \) by the zero interface of a signed distance function \( \phi : \Omega \rightarrow \mathbb{R} \).

The Chan and Vese functional for object/background segmentation can be formulated as follows:

\[
E(\phi) = \int_\Omega H(\phi(x)) f_o + (1 - H(\phi(x))) f_b + |\nabla H(\phi(x))| \, dx
\]

s.t. \( |\nabla \phi(x)| = 1, \forall x \in \Omega \)

(1.5)

where \( H \) denotes the Heaviside function

\[
H(x) = \begin{cases} 
0, & x < 0, \\
1, & x \geq 0,
\end{cases}
\]

(1.6)

and \( f_o, f_b \) encode the costs of a pixel \( x \in \Omega \) taking on label foreground (\( H(\phi(x)) = 1 \)) or background (\( H(\phi(x)) = 0 \)) respectively. Note that the constraint in (1.5) is known as the eikonal equation and needs to be fulfilled in order for \( \phi \) to remain a signed distance function. This can be done by reinitializing \( \phi \) after each iteration of the optimization algorithm \[178\]. The need to solve the boundary value problem in the constraint of (1.5) and the non-convexity of its objective make the approach suboptimal in terms of speed and global optimality of the solution.
1.2.3 Globally Optimal Methods for Binary Segmentation

In this section we discuss globally optimal methods for solving the task of binary segmentation. These formulations differ from contour based and level-set based methods in the following points:

- The problem representation no longer depends on an explicit formulation for the contour and therefore allows arbitrary changes in topology.
- Global optimality implying that the optimization of these cost functions is not dependent on the initialization.

There are mainly two lines of work solving the two-phase segmentation problem in a globally optimal way: models based on a discrete setting and methods developed under the assumption that the image domain is continuous.

Graph-Cut Methods

The image segmentation problem can be formulated in a discrete setting by interpreting the image domain as a discrete lattice. In the two-phase case, the resulting Markov random field (MRF) energy can be solved in various ways, including graph-cuts \cite{24, 25, 76}, linear programming \cite{100} and message passing approaches \cite{194}. The most efficient methods for solving binary MRF problems are graph-cut techniques. The only prerequisite is that their underlying energies are submodular. In that case a polynomial time algorithm can be applied in order to compute an s-t min-cut. Even more efficient is using the dual s-t max-flow formulation and solving it using a push-relabel strategy \cite{69}. In addition to the binary labeling, strategies to generalize the graph-cut approach to multi-labeling have been explored. These move-making methods \cite{26} solve iteratively binary graph-cut problems and refine the labeling until convergence. Being defined on a grid, discrete methods are inherently prone to exhibit metrification errors \cite{95}. Additionally, they do not allow for sub-pixel accurate segmentation results. Finally, extensions to 3D and 4D domains are not trivial due to the extremely high memory consumption of these algorithms. Next, we present a method which is defined on a continuous domain and thus does not introduce metrification errors. Additionally, it is easily adaptable to higher dimensions and can be efficiently solved in parallel using GPUs.

Convex Relaxation Methods

Since the seminal work of Rudin, Osher and Fatemi \cite{161} on image de-noising, variational methods have been popularized in the computer vision community. Especially the usage of the Total Variation (TV) has been proven very effective in reconstructing discontinuous signals. The first use of TV in image analysis dates back to the work of Shulman et al. \cite{166} in the context of motion estimation. Interestingly TV has already been mentioned by the French researcher Camille Jorgen in 1881 \cite{90} in a paper on Fourier series. The TV of a
function $u \in L^1(\Omega)$ is defined as follows \cite{68}:

$$TV(u) := \sup_{\varphi} \left\{ \int_{\Omega} u \text{div} \varphi \, dx; \varphi \in C^1_c(\Omega; \mathbb{R}^2), \|\varphi\|_\infty \leq 1 \right\},$$

(1.7)

We define the space of functions of bounded variation as the space of all functions $u \in L^1(\Omega)$ which posses a bounded total variation, i.e.

$$BV(\Omega) = \{ u \in L^1(\Omega); \; TV(u) < \infty \}.$$

(1.8)

Total variation has been initially used as a tool for imposing spatial consistency on solutions. The geometric properties of TV were examined by Fleming and Federer \cite{58} in their celebrated co-area formula which connects the total variation of a function $u$ with the perimeter of all its level sets $u > \gamma$, $\forall \gamma \in \mathbb{R}$ as follows:

$$TV(u) = \int_{-\infty}^{\infty} \text{Per}(\{ u > \gamma \}) \, d\gamma,$$

(1.9)

where $\{ u > \gamma \}$ represents the level domain $\{ x \in \Omega \mid u(x) > \gamma \}$ and where $\text{Per}(\{ u > \gamma \})$ denotes the length of the interface of $\{ u > \gamma \}$.

This insight from geometric measure theory has been a key idea to using TV in the context of image segmentation. If an object is represented by an indicator function $u$, $TV(u)$ measures exactly its perimeter, i.e.

$$TV(u) = \text{Per}(\{ u == 1 \}),$$

(1.10)

where $\{ u == 1 \}$ denotes the set $\{ x \in \Omega \mid u(x) = 1 \}$. Using this insight, Chan, Esedoglu and Nikolova \cite{138} devised a convex energy for solving the two-class segmentation problem which reads as follows:

$$E_{\text{Bin}}(u) = \lambda TV(u) + \langle g, u \rangle_{L^2} \; \text{s.t.} \; u \in BV(\Omega; \{0, 1\}),$$

(1.11)

where $g(x) = \log \frac{p_f(x)}{p_b(x)}$ and where $p_f$ and $p_b$ are the probabilities of a point being foreground or background respectively. Parameter $\lambda$ is a tuning parameter for penalizing the perimeter of the object represented by the indicator function $u$. Problem (1.11) is not convex due to the integer constraint $u \in BV(\Omega; \{0, 1\})$. Chan et al. \cite{138} resolve the problem by a relaxation to the unit interval to obtain the following convex relaxed problem:

$$E_{\text{Rel}}(u) = \lambda TV(u) + \langle g, u \rangle_{L^2} \; \text{s.t.} \; u \in BV(\Omega; [0, 1]).$$

(1.12)

In contrast to graph-cut methods, convex relaxation approaches do not introduce a grid bias and are trivially extendable to higher dimensions. Additionally, these methods are easily parallelizable.

Despite these advantages, formulation (1.12) has a catch, the integer constraints in the original binary problem (1.11) are not preserved and the solutions are possibly
fractional. However, using the so-called thresholding theorem Chan et al. \cite{138} are able to prove that every thresholded solution
\[
  u_\gamma = \begin{cases} 
    1, & u^*(x) > \gamma, \\
    0, & \text{else},
  \end{cases}
\]
with:
\[
  u^* = \arg \min_u E_{Rel}(u),
\]
is a solution of the original formulation (1.11) for any threshold $\gamma \in (0,1)$. This also reveals the true nature of the original binary problem as it can exhibit more than one global solution.

### 1.3 Multi-Label Segmentation

Despite the global optimality of convex relaxation and graph-cut methods for the binary segmentation problem, they fail to capture the semantics of a scene with more than 2 labels. Recent segmentation algorithms tackle the case of having more than 2 labels. The multi-label segmentation problem is a combinatorial problem and is, in contrast to the 2 label case, NP-hard in general. The corresponding integer programming problem is naturally encoded by using indicator functions:
\[
  u_i(x) = \begin{cases} 
    1, & \text{if label } i \text{ is set in pixel } x \in \Omega, \\
    0, & \text{otherwise}.
  \end{cases}
\]
By additionally imposing the uniqueness of labels in each point $x \in \Omega$, we obtain the following constraint:
\[
  \mathcal{S} := \left\{ u \in BV(\Omega, \{0,1\})^n \left| \sum_{i=1}^{n} u_i(x) = 1 \quad \forall \ x \in \Omega \right. \right\}. 
\]
Overall we obtain the generic energy
\[
  E(u) = E_D(u) + E_R(u) + E_S(u),
\]
where $E_D(u)$ denotes the so-called dataterm which involves the input data and $E_R(u)$ the regularization term which ensures a spatially consistent solution. The term $E_S(u)$ can incorporate prior information, e.g. shape, geometry and co-occurrence statistics of labels. Energy (1.17) is very general and includes, in addition to spatially continuous methods, graph-cut based methods since their underlying linear programming (LP) problem can be cast in this very formulation. Energy (1.17) is non-convex due to the $\{0,1\}$ constraint in (1.15) which makes it very hard to solve. Most algorithms resort to LP-relaxation techniques \cite{119} where the integer constraint (1.15) is relaxed to
\[
  u_i(x) \in [0,1] \quad \forall x \in \Omega, \ \forall i \in \mathcal{L},
\]
and (1.16) transforms to the convex constraint:

$$
S := \left\{ u \in BV(\Omega, [0, 1]^n) \mid \sum_{i=1}^{n} u_i(x) = 1 \quad \forall x \in \Omega \right\}.
$$

(1.19)

However, in contrast to the binary segmentation case, there exists no thresholding theorem. Hence, subsequent rounding of the solution does not yield optimal solutions to the original integer problem.

### 1.3.1 Dataterm

In the following, we discuss the dataterm $E_D$ which depends on the input data. The dataterm assigns every point, $x$ taking on a label $i$, a cost $\varphi_i(x)$. The overall cost is the integral over the domain $\Omega$, i.e.

$$
E_D = \sum_{i=1}^{n} \int_{\Omega} u_i(x) \varphi_i(x) \, dx,
$$

(1.20)

and can be calculated from color distributions [135], textural information [165] or depth cues [52]. More recent methods compute the dataterm using convolutional neural networks [209]. Note that in case $E = E_D$, the minimizer $u^* = \arg \min_u E(u)$ can be trivially computed as follows:

$$
u^*_i(x) = \begin{cases} 1, & \text{if } i = \arg \min_i \varphi_i(x) \\ 0, & \text{otherwise.} \end{cases}
$$

(1.21)

As can be seen in Figure 1.3, the dataterm is subject to noise and the accuracy of the labeling is not optimal. Therefore additional terms need to be introduced in order to impose spatial consistency.
1.3.2 Regularization

Many problems in computer vision are ill-posed, in the sense that often the solution is not unique, does not even exist or doesn’t change continuously with the input or parameters. The typical remedy for ill-posed problems is to impose a regularization term which additionally endows the solution with a physically meaningful prior such as spatial consistency. In recent years, a multitude of works dealt with approximating the multi-label image segmentation problem. These include methods based on graph-cuts such as $\alpha$ expansion and $\alpha$-$\beta$ swap and approaches built upon the convex relaxation method described in Section 1.2.3. Continuous and discrete methods can both be cast into the formulation (1.17) and mainly differ in terms of the regularization term $E_R(u)$. Being defined on a continuous domain, convex relaxation methods have the advantage of not having a grid bias. Additionally, graph-cut approaches are based on refining the solution by solving a series of optimization problems sequentially whereas convex relaxation methods solve one convex optimization problem and can be easily optimized in parallel by state-of-the-art first-order approaches. The first to propose a convex relaxation for the multi-label problem in the continuous setting are Zach et al. in [206]. The authors use a label-wise TV regularization. Equivalent to formulation (1.17) the regularizer can be written as follows:

$$E_R(u) = \sup_{\varphi \in \mathcal{K}} \left\{ \sum_{i=1}^{n} \int_{\Omega} u_i \text{div} \varphi_i \, dx \right\},$$  \hspace{1cm} (1.22)

where $\mathcal{K}$ denotes the following convex constraint on the dual variable $\varphi$:

$$\mathcal{K} = \left\{ \varphi \in C_0^\infty(\Omega, \mathbb{R}^2)^n, ||\varphi_i||_{\infty} \leq \frac{1}{2}, 1 \leq i \leq n \right\}.$$  \hspace{1cm} (1.23)

In [37] Chambolle, Cremers and Pock (CCP) introduce a convex formulation of the Potts model which is a tighter approximation than the energy introduced by Zach et al. The CCP formulation differs from the Zach formulation only in the constraint set $\mathcal{K}$. The CCP constraint set reads as follows:

$$\mathcal{K}_{CCP} = \left\{ \varphi \in C_0^\infty(\Omega, \mathbb{R}^2)^{n+1}, ||\varphi_i - \varphi_j||_{\infty} \leq 1, 1 \leq i < j \leq n + 1 \right\},$$  \hspace{1cm} (1.24)

with $\varphi_{n+1} = 0$. Although exhibiting a tighter relaxation, the size of the CCP constraint grows quadratically with the number of labels, making it more difficult to perform a projection into it. In experiments, the tighter relaxation is hardly noticeable and occurs especially in pathological problems such as triple and 4-junctions of labels [37].

Non-Local TV

The above convex relaxations of the Potts model attempt to minimize the perimeter of each object in the scene. While this is a suitable prior for certain object classes, it can be suboptimal for structurally complex objects. For example objects with elongated structures cannot be recovered using TV due to its shrinking bias. Based on the seminal work of Gilboa et al. [67] on non-local differential operators for general graphs, Werlberger et
\(\text{(a) Input image} \quad \text{(b) Dataterm} \quad \text{(c) TV regularization} \quad \text{(d) Non local TV}\)

Figure 1.4: Using non-local regularization (d) preserves elongated structures like the leg of the cow in contrast to the TV approach (c) which introduces a shrinking bias. The dataterm in (b) is associated with the label 'cow'.

al. [199] proposed using non-local TV in order to remedy the shrinking bias classical TV formulations exhibit. The key idea is to define label similarity of points \(x\) and \(y\) not only in a local scale but also considering points in a larger neighborhood. For this we assign each pair of points a weight \(w\) which measures their similarity:

\[
w(x, y) = \exp\left[-\left(\frac{d_c(x, y)}{\alpha} + \frac{d_s(x, y)}{\beta}\right)\right].
\]  

(1.25)

Here \(d_c\) and \(d_s\) encode some measures for color and spatial distances respectively. Parameters \(\alpha\) and \(\beta\) are scaling parameters. The regularizer penalizes the weighted label differences between a point \(x\) compared to all its neighbors \(y \in \Omega\):

\[
E_R(u) = \sum_{i=1}^{n} \int_{\Omega} \sqrt{\int_{\Omega} w(x, y) (u_i(y) - u_i(x))^2 \, dy \, dx}.
\]  

(1.26)

Figure 1.4 shows the difference between the classical Potts model and its non-local variant. One observes that the non-local smoothness penalty improves the boundary of the object by recovering elongated structures like the legs of the cow. In practice only a small neighborhood (e.g. a patch) \(\mathcal{N}(x) \subset \Omega\) of pixel \(x\) is considered for calculating finite differences in (1.26).

1.3.3 Thresholding and Optimality Bounds

In order to recover a binary solution from the result of the convex relaxed optimization problem, one needs to resort to binarization techniques. One simple solution is to perform the following rounding scheme

\[
\hat{u}_i(x) = \begin{cases} 
1, & \text{if } i = \arg \max_i u^*_i(x) \\
0, & \text{otherwise},
\end{cases}
\]  

(1.27)

where \(\hat{u}\) denotes the rounded solution and \(u^*\) the solution of the relaxed problem. In contrast to the 2-label case, there exists no thresholding theorem. Hence, there is no a priori guarantee that the thresholded solution is optimal in terms of the original binary
1.4 Incorporating Prior Information

The problem of dissecting an image into regions is a highly ambiguous task and often one needs to provide the algorithm with additional information in order to achieve better results. In the following, we discuss two different types of higher level priors, namely geometric and label configuration or semantic priors.

energy. Chambolle et al. [37] proposed calculating an a posteriori bound based on the following relation:

\[ E(\hat{u}) - E(\tilde{u}) \leq E(\hat{u}) - E(u^*), \tag{1.28} \]

where \( \tilde{u} \) denotes the global minimizer of the original integer programming problem. The relation (1.28) is based on the fact that \( E(u^*) \leq E(\tilde{u}) \leq E(\hat{u}) \). Since the unknown energy gap \( E(\hat{u}) - E(\tilde{u}) \) of the rounded solution \( \hat{u} \) to the true binary minimizer \( \tilde{u} \) is bounded by the known gap \( E(\hat{u}) - E(u^*) \) we obtain the optimality measure:

\[ E(\hat{u}) - E(u^*). \tag{1.29} \]

Hence, a smaller bound is an indication of the proximity to the minimizer of the binary problem.

Similar to the a priori bound provided for \( \alpha \)-expansion in [26], Lellmann et al. [109] proposed a probabilistic rounding scheme which provides an a priori optimality bound for continuous multi-labeling. In practice, this probabilistic rounding method happens to be slow and does not provide visually satisfactory solutions. In [9], we proposed minimizing the entropy of the unknowns in order to penalize deviations from the integer constraint (1.15). Although our approach is not convex, our algorithm is guaranteed to converge and experimental results show that we consistently obtain better optimality gaps compared to pure convex relaxation approaches. In Chapter 7, we present a generalizing framework in which we introduce entropy minimization to the broader class of mixed-integer programs.

1.4 Incorporating Prior Information

Figure 1.5: Occam’s principle suggests choosing the model where less boxes (1 box) are occluded by the tree over the more complex estimate of 2 boxes behind the tree.
1.4.1 Geometric Priors

The most basic geometric prior forces the solution to be spatially smooth. Spatial smoothness in the in context of image segmentation reflects the prior expectation of objects to have minimal boundary. Boundary length priors arised initially in the work of Mumford and Shah \[131\] and have been adopted in various forms, including explicit \[93\] and implicit \[138\] representations of objects. A more sophisticated way of regularity is devised in \[80\] and can be considered as an object class specific smoothing term which implements a surface orientation prior.

Another line of work on geometric priors has promoted global priors involving all points in \( \Omega \). One of the first global geometric priors is the balooning force introduced by Cohen et al. \[46\] which is designed to avoid local minimizers in the active contour model. In \[96, 97\], Klodt et al. introduced a family of shape priors to binary segmentation in the form of moment constraints. These convex constraints range from simple area constraints to complex higher order moments. By increasing the order, the authors are able to encode simple shape priors. In \[136\] Niewenhuis et al. propose coupling the volume of different labels in order to enforce learned segment proportions. In \[116, 172\], Strekalovskiy et al. proposed different penalization of label jumps for different directions. These penalties are capable of encoding complex label layout priors. Using dynamic programming, a similar approach has been devised in the discrete setting \[60\].

A more direct way of realizing shape priors is to encourage the consistency between a learned silhouette and the segmentation result \[44, 47\]. However, these methods suffer from local optimality and a good initialization is necessary to obtain optimal results. A remarkable exception is the work of Schoeneman et al. \[163\] where a polynomial time algorithm for matching shapes to images is proposed.

1.4.2 Label Configuration Priors

Label configuration priors differ from geometric priors in the following criteria:

- Label configuration priors are independent of location and size of the regions.
- They depend on the occurrence of certain label configurations.

In the following we discuss some instances of label configuration priors, namely the minimal description length, the co-occurrence and a hierarchy-based prior.

Minimal Description Length

Minimal description length (MDL) is the most basic label configuration priors and and derives from the criterion of Occam’s razor \[123\]. Occam’s razor states that simpler explanations are preferred over more complex ones. It has been stated by earlier philosopher John Duns Scotus in 1639 "Pluralitas non est ponenda sine necessitate" ("Plurality is not to be posited without necessity") in Opera Omnia. This principle of parsimony can also be applied in data sciences by choosing the simplest model which fits the data in order
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Figure 1.6: The co-occurrence prior helps correcting label configurations. After wrongly labeled as a lemon (a) the tennis ball is recovered in (b) and the label configuration "person, racket, tennis ball" is favoured.

to avoid overfitting. Figure 1.5 illustrates Occam’s razor where due to occlusions, it is not clear how many boxes are in the scene. The answers range from 3 boxes to infinitely many boxes. Occam’s razor encourages making less hypotheses which conforms to human perception.

The same principle has been applied to the task of image segmentation [50, 106, 204, 211]. In addition to the data and smoothness term, a penalty for favoring a minimal description length representation of the scene is introduced. In [11], we develop a generalized version of the MDL prior by extending its classical linear label count penalty to a composition with convex monotone functions. This way, we can e.g. impose an upper bound on the number of emerging labels. The MDL principle is often suboptimal for obtaining good segmentation results. This is due to the fact that it merely penalizes the label count and is agnostic to the emerging label combinations.

Co-Occurrence Prior

A much more fine-grained approach is to penalize configurations of labels which are unlikely to occur by incorporating learned label statistics. An illustration of the co-occurrence prior can be seen in Figure 1.6. This prior helps correcting the labeling by encouraging labels ‘person’, ‘racket’ and ‘tennis’ to co-occur and by penalizing the emergence of labels ‘person’, ‘racket’ and ‘lemon’. This prior has been already incorporated by Rabinovich et al. [154] where after segmentation and object categorization, learned co-occurrence information is used in a final refining step. Moreover, Ladicky et al. [104] incorporate co-occurrence potentials into a conditional random field. The resulting energy is then minimized by means of $\alpha$ expansion and $\alpha - \beta$ swap [26]. In [10], we integrate the idea of incorporating the co-occurrence penalty into continuous multi-label optimization.
Hiarchical Prior

While the co-occurrence prior is very powerful, it still depends on pre-learning from a database. A more principled prior which is already integrated in human vision is the ability to group labels under a hierarchy. To this end, a hierarchy of objects is constructed by introducing superordinate scene labels. This context specific prior has been introduced by Torralba et al. [187] where the recognized scene type penalizes non-conforming configurations. A more holistic approach is presented by Delong et al. [50] in the discrete setting which yields a sequential algorithm. In [8], we introduce a hierarchical prior into variational multi-labeling. We are able to devise a single optimization problem incorporating a hierarchy constructed a priori. Figure 1.7 illustrates an example hierarchy with two different scenes. In an ideal case an algorithm should be able to recognize the scene and restrict the label set to the labels conforming with it.

In Chapter 6, we introduce a unifying framework which generalizes our works [8, 10, 11] on semantic priors for multi-label segmentation. To this end we present a generic first order primal-dual algorithm for semantic segmentation.
Outline of the Thesis

The present cumulative thesis is divided into three parts. In the following chapter we provide a summary for each part.

Part I:

Introduction

The first chapter gives a motivation and an introduction to the general concept of multi-labeling. Next, we provide an overview of classical image segmentation methods based on energy minimization and state-of-the-art multi-label algorithms. Finally, we elaborate on the different priors commonly used in image segmentation algorithms including priors of geometric and semantic nature.

Discretization

Variational methods are initially formulated on a continuous domain. In order to implement these methods on a digital computer, one needs to discretize the image domain and the involved differential operators. In this chapter we provide example discretizations of typical differential operators by means of a matrix vector representation.

Mathematical Optimization

Since we are mainly dealing with algorithms based on numerical optimization, we introduce in this part basic concepts from convex optimization such as convexity and duality. Additionally, we elaborate on a well known iterative optimization method, namely the proximal-point algorithm. As an instance of the proximal-point algorithm we derive one of the most popular first order optimization algorithm, namely the primal-dual algorithm \citep{39, 147} which will be used throughout this thesis.
Unifying Framework for Semantic Multi-Labeling

This chapter aims at providing a unifying framework for the algorithms we presented in [10] and [8] which are included in Chapters ?? and ?? respectively. These methods altogether deal with semantic priors i.e. co-occurrence and hierarchical priors. Conceptually these algorithms are very similar which inspired us to provide a generalizing algorithmic framework. Starting with a generic semantic multi-labeling problem, we derive a primal-dual algorithm which can handle a family of multi-labeling problems with semantic priors. We apply our algorithm to multi-label segmentation with a minimal description length prior which imposes an upper bound on the label count.

Entropy Minimization for Mixed Integer Programs

In [9], we introduce adding Shanon’s entropy to convex relaxation methods. Our approach delivers solutions which are more binary and which have a tighter energy than pure convex relaxation methods. In this chapter we expand our approach to the broader class of mixed integer programs. Mixed integer programs contain integer as well as continuous unknowns. In the same spirit of [9], we augment the convex relaxation of the mixed integer problem with an entropy term resulting in a convex concave problem. Using tools from DC-Programming, we are able to devise a convergent algorithm for solving this problem. As an example application we apply our approach on the problem of image cartooning where we minimize the $L_0$ norm of the image gradient along with a data fidelity term. Experimental results demonstrate that solving this optimization problem leads to a piece-wise constant approximation of the input image. Comparative results show that our algorithm competes with state-of-the-art cartooning algorithms.

Part II:

This part includes a selection of peer reviewed research papers that were published during this thesis including:

- Co-occurrence Priors for Continuous Multi-labeling [10]
- Convex Optimization for Scene Understanding [8]
- Entropy Minimization for Convex Relaxation Approaches [9]
- Smooth Piece-Wise Rigid Scene Flow from RGB-D Images [5]

We additionally provide a short summary for each included publication.

Part III

Concludes the thesis and proposes directions for possible future works.
Main Contributions

The general aim of this thesis is to introduce different convex priors to continuous multi-label segmentation. The resulting optimization problems remain convex and can be solved using state of the art first order methods. Additionally, we introduce a mean to solve mixed integer programs by adding an entropy term to the convex relaxed problem and thus improving its integrality. Finally, a framework for joint motion estimation and segmentation is presented. Overall, the contributions of this thesis can be summarized as follows:

Introducing Convex Semantic Priors to Multi-Labeling

The major contribution of this thesis is introducing label configuration priors to continuous multi-labeling. The simplest label configuration prior is the so called minimum description length prior. By applying arbitrary convex and monotonously increasing functions on the label count, we generalize the classical linear penalization introduced in the discrete [51] and the continuous [203] setting. This allows e.g. imposing an upper bound on the label count. Furthermore, we introduce a co-occurrence prior within a spatially continuous framework. In contrast to sequential discrete methods [104], our formulation [10] does not have a grid bias and can be solved optimally in parallel within one optimization problem. A more principled approach to introducing semantic prior information is imposing a natural hierarchy on the labels. This allows inferring superordinate scene labels alongside object labels. In contrast to solving a sequence of discrete problems via fusion moves as in [50], we devise an algorithm [8] which imposes a hierarchy prior by solving one convex optimization problem which does not introduce metrification errors.

In Chapter 6, we provide a unifying framework for all our published works on semantic multi-labeling.

Entropy Minimization for Multi-Label Optimization

We propose introducing the entropy of the objective variable in order to measure the tightness of the relaxed solution in convex relaxation methods. By jointly optimizing the
entropy and the original convex relaxation we are able to improve on the integrality of the solutions. The resulting convex-concave procedure can be solved using a specialized DC-Programming algorithm which includes a state of the art primal-dual subroutine. In various experiments and in theory, we are able to show that the obtained solutions exhibit improved integrality and tighter energy bounds compared to state of the art convex relaxation methods. The proposed method does not add up to the complexity since, in practice, only a few iterations of the primal-dual subroutine are sufficient in order to obtain satisfactory results. Considered applications include multi-label image inpainting, image segmentation and spatio-temporal multi-view reconstruction. This approach has been published in a research paper [9] which is included in Chapter [10].

In Chapter 7, we generalize this approach by introducing an entropy term to a convex relaxation of the more general class of mixed-integer programs.

**Joint Motion Segmentation and Estimation**

In our published research paper [5], we tackle the problem of jointly estimating motion and segmenting the scene in RGB-D images. Motion estimation as well as image segmentation are one of the most fundamental problems in computer vision. Although the problem formulations are different, both tasks are highly interdependent since moving objects are usually spatially consistent and can be dissected by image segmentation algorithms. This is where our motion cooperation (MC-Flow) algorithm comes into play, that is, our formulation is able to jointly segment the scene and infer for each segment its underlying rigid body motion in 3D. Our approach is the first to perform soft labelling and thereby allow an interpolation between rigid body motions. Thus, we are able to even recover non-rigidly moving parts in the scene which allows for more accurate motion estimations. We are able to outperform state of the art scene flow algorithms in terms of quantity and quality. This research paper is included in Chapter [11].

**Research Papers not included in this Thesis**

In addition to the works included in Part II, a variety of peer reviewed papers not included in this thesis have been published. These include works on:

1. Medical imaging [2, 3], where the goal is to reconstruct data in 6-dimensional image×diffusion space in diffusion magnetic resonance imaging.
2. Real time RGB-D scene flow estimation [4], where we devised a method for computing dense scene flow in real time using a first order primal dual algorithm which we implemented on a GPU.
3. Unsupervised image segmentation [6], where we perform the separation of figure and ground based on their mutual information. To this end, a strategy of minimizing a sequence of convex problems is applied in order to solve the arising non-convex optimization problem.

A full list of our research papers can be found within the references.
Chapter 4

Mathematical Optimization

The energy formulations mentioned in Section 1.3 are convex relaxations of NP hard problems and are therefore amenable to the powerful tools of convex analysis. Convex analysis emerged in the 1960s from works by R. Tyrrel Rockafellar [157], Jean-Jacques Moreau [130] and Werner Fenchel [61] who extended studies on convex sets to convex functions and how to minimize them. It is a field dealing with convex functions and the characterization of their minima. Assessing the "hardness" of optimization problems becomes just a matter of whether it is convex or not. Additionally, the important concept of duality is a mean to gain a different perspective on the problem and provide a lower bound to its energy. The canonical problem in convex optimization can be stated as a convex objective function $F$ subject to a convex constraint $C$, i.e.

$$\begin{align*}
\text{minimize } & F(u) \\
\text{subject to } & u \in C,
\end{align*}$$

(4.1)

where we assume $F : X \to \mathbb{R}$, $C \subset X$ and $u \in X$ with $X$ being a finite dimensional vector space with $n = \dim X$. It is useful to allow infinite values for the range of functions in order to examine their limit behavior and to allow incorporating constraints into the objective. For this we extend the real line by $\infty$ and define the mapping:

$$E : X \to \mathbb{R} \cup \{\infty\}.$$  

(4.2)

By extending $F$ by the indicator function of $C$ we obtain

$$E(u) = F(u) + \delta(u \in C),$$

(4.3)

with

$$\delta(u \in C) = \begin{cases} 
0, & u \in C, \\
\infty, & \text{else}.
\end{cases}$$

(4.4)

This means that the objective $E$ attains an infinite value if the constraint is not feasible. In order to recover the original domain and feasible solutions we introduce the notion of effective domain:

$$\text{dom } F = \{u : E(u) < \infty\}.$$  

(4.5)
4.1 Convexity

A convex function $E$ satisfies the following condition:

$$E(tu + (1 - t)v) \leq tE(x) + (1 - t)E(v), \quad (4.6)$$

for any $t \in [0, 1]$ and $u, v \in X$. The convexity of a function means that every critical point $\bar{u}$ is a global minimum. In general, a convex function does not necessarily have a unique minimum. One way to show a function $E$ admits a single minimizer is strict convexity, hence if the inequality in (4.6) is strict. The uniqueness of the solution does not imply strict convexity, e.g. the function $E(u) = |u|$ is only minimized at 0 although not strictly convex.

4.2 Existence of the Solution

The convexity of a function is a necessary condition to find a global minimum. However, a convex function does not necessarily have a minimum. A convex function $E$ admits a minimizer if it exhibits the following properties:

- **Lower semi-continuity:**
  
  For every sequence $u_k \to u$ we have:
  $$E(u) \leq \liminf_{k} E(u_k). \quad (4.7)$$
  
  The geometric interpretation of lower semi-continuity is the closedness of the epigraph of $E$.

- **Coercivity:**
  
  A function $f$ is called coercive if it satisfies the following condition:
  $$\lim_{||u|| \to \infty} E(u) = \infty. \quad (4.8)$$

4.3 Optimality Conditions

The optimality conditions of an optimization problem serve as a tool for identifying a solution and computing a descent direction. Since we deal with energy functions which are not always differentiable, the optimality condition for a global minimum needs to be written with respect to the subdifferential. The necessary condition for $u^*$ to be the minimizer of $E$ reads as follows:

$$u^* = \arg \min_u E(u) \Leftrightarrow 0 \in \partial E(u^*), \quad (4.9)$$
where $\partial E(u^*)$ denotes the subdifferential of $E$ at point $u^*$. The subdifferential is a set valued operator containing all subgradients, i.e.

$$\partial E(u) = \{ p \in X^* | E(v) - E(u) - \langle p, v - u \rangle \geq 0, \forall v \in X \},$$

(4.10)

where $X^*$ denotes the dual space of $X$. Equation (4.9) will serve in Section 4.7 as a starting point for deriving a first-order optimization method from the conceptional proximal-point algorithm which computes the zeros of general monotone operator.

### 4.4 Duality and the Conjugate Function

The principle of duality and the Fenchel conjugate are the most important tools in convex analysis. The counterpart to the Fourier transform in convex analysis is the Fenchel conjugate function $E^*$ which can be written as follows:

$$E^*(p) = \sup_{u \in X} \langle p, u \rangle - E(u).$$

(4.11)

The conjugate function is also known as the Legendre transform and measures the maximal distance between the linear form $\langle u, p \rangle$ and $E(u)$. In the 1D case, the conjugate function is illustrated in Figure 4.1 where $p$ corresponds to the slope of $E(u)$ at point $u$ and where $E^*(p)$ is its intersection with the $v$ axis. Similar to the Fourier transform, the conjugate function can be used to facilitate the computation of the convolution (inf-convolution) in the min-plus algebra [144]. The Fenchel conjugate often appears while reformulating the Lagrangian of an optimization problem. This makes it easier to identify certain functions and simplify optimization problems. An important feature of conjugate functions is that non-convex problems can be rendered convex by computing the double conjugate function $E^{**}$, i.e.

$$E^{**}(u) = \sup_{p \in X} \langle p, u \rangle - E^*(p).$$

(4.12)

Interestingly, $E(u) = E^{**}(u)$ if $E$ is convex and lower semi-continuous. Furthermore, $E$ and $E^{**}$ always share the same set of minimizers in case $E$ admits any. Geometrically the epigraph of $E^{**}$ is the convex hull of the epigraph of $E$.

### 4.5 Canonical Variational Problem

Most variational problems in computer vision can be stated in a structured way in the sense that they can written as the separable function

$$E(u) = F(Ku) + G(u),$$

(4.13)

where $K : X \to Y$ is a continuous linear operator mapping from $X$ to a finite-dimensional vector space $Y$ with $\text{dim } Y = m$, and where $F$ and $G$ are proper convex lower semi-continuous functions. Energy (4.13) can be reformulated as the constrained formulation

$$E(u) = F(v) + G(u) \quad \text{s.t. } v = Ku.$$

(4.14)
Figure 4.1: The conjugate function evaluated at point $p$ is the maximum gap between the linear functional $\langle u, p \rangle$ and $E(u)$. For a differentiable function this case occurs exactly at $(u, E(u))$ where $\frac{\partial E(u)}{\partial u} = p$. The epigraph of the double conjugate function $E^{**}$ (dashed red line) is the convex envelope of the epigraph of $E$.

The associated Lagrangian to (4.14) reads as:

$$L(u, v, p) = \inf_{u, v} F(v) + G(u) + \langle p, Ku - v \rangle.$$  \hspace{1cm} (4.15)

The so called dual problem $D(u)$ is only dependent on multiplier $p$ and can be derived from the Lagrangian problem by taking its infimum with respect to the primal variables, i.e.

$$D(p) = \inf_{u, v} L(u, v, p).$$  \hspace{1cm} (4.16)

Problem (4.16) can be written explicitly by performing the following reformulations:

$$D(p) = \inf_{u, v} F(v) + G(u) + \langle p, Ku - v \rangle$$
$$= \inf_u \{ G(u) + \langle p, Ku \rangle \} + \inf_v \{ F(v) - \langle p, v \rangle \}$$
$$= - \sup_u \{ -G(u) - \langle p, Ku \rangle \} - \sup_v \{ -F(v) + \langle p, v \rangle \}$$
$$= - \sup_u \{ -G(u) - \langle K^T p, u \rangle \} - \sup_v \{ -F(v) + \langle p, v \rangle \}$$
$$= - G^*(-K^T p) - F^*(p).$$  \hspace{1cm} (4.17)

The resulting dual problem has a closed form. Note that in (4.17) we identified the Fenchel conjugates $G^*$ and $F^*$. The dual formulation is very useful for understanding the structure of the primal problem. Additionally, the dual problem is often easier to solve than its primal counterpart.
State-of-the-art approaches in numerical optimization tackle the so-called saddle-point problem. The reason is, that in the so called primal-dual formulation the optimization process can be accelerated by exploiting information of both the primal and the dual variable. The primal-dual formulation can be derived by substituting $F$ by its double conjugate $F^*$ in (4.13) and the resulting saddle-point problem takes the form:

$$
\min_u \max_p \ G(u) - F^*(u) + \langle p, Ku \rangle.
$$

(4.19)

## 4.6 Primal-Dual Gap

The dual energy $D(p)$ is a lower bound on the primal energy, i.e.

$$
D(p) \leq E(u) \quad \forall p \in Y, u \in X.
$$

(4.20)

This even applies for non-convex functions. Furthermore, for an optimal primal-dual pair $(u^* = \arg \min E(u), p^* = \arg \max D(p))$ both the dual and the primal energies coincide (i.e. $E(u^*) = D(p^*)$) under the condition of strong duality [23]. Under the same condition, if a primal-dual optimal pair is achieved the so-called primal-dual gap

$$
\mathcal{G}(u, p) = F(Ku) + G(u) + G^*(-K^Tp) + F^*(p),
$$

(4.21)

vanishes. The primal-dual gap provides a natural convergence criterium for solving the saddle-point formulation (4.19) and is much more expressive than measuring the decrease of energy during an iterative algorithm.

## 4.7 Proximal-Point Algorithm

Most first-order methods can be shown to be a special case of the proximal-point algorithm (PPA) [156]. This is of great importance since proving the convergence of these methods follows from the convergence of the PPA. The PPA is a fixed point method which serves as a mean of finding zeros of a maximal monotone operator $\mathcal{T}$, i.e. finding a $u^*$ such that:

$$
0 \in \mathcal{T}(u^*).
$$

(4.22)

An operator is a general set valued mapping:

$$
\mathcal{T} : \text{dom } \mathcal{T} \to 2^X,
$$

(4.23)

where $2^X$ denotes the set of all subsets of $X$ and $\text{dom } \mathcal{T} = \{x | \exists y(x, y) \in \mathcal{T}\}$. More specifically, we can define an operator as the following relation:

$$
\mathcal{T} = \{(x, y) \in X \times X | y \in \mathcal{T}(x)\},
$$

(4.24)

and we call an operator monotone if it fulfills the following condition:

$$
\langle x - v, y - w \rangle \geq 0 \quad \forall (x, y), (v, w) \in \mathcal{T}.
$$

(4.25)
A maximal monotone operator $\mathcal{T}$ is a monotone operator such that, there is no other monotone operator $\tilde{\mathcal{T}}$ with $\mathcal{T} \subset \tilde{\mathcal{T}}$. An example of a monotone operator where $X = \mathbb{R}$ is depicted in Figure 4.2. Geometrically speaking, a maximal monotone operator is a curve with positive slope.

The proximal-point algorithm generates the following implicit sequence in order to solve (4.22):

$$0 \in \mathcal{T}(u^{n+1}) + \mathcal{M}(u^{n+1} - u^n).$$ (4.26)

The proximal algorithm can be written with respect to any weighted norm $|\cdot|_{\mathcal{M}}$. However, the convergence of the algorithm is only guaranteed if matrix $\mathcal{M}$ is a symmetric and positive definite matrix. As a consequence, the optimization can be considered to be carried out in a Hilbert space endowed with an inner product $\langle \cdot, \cdot \rangle_{\mathcal{M}}$. Rockafellar et al. prove in [156] the convergence of the proximal-point algorithm for general Hilbert spaces which applies to this case. We can make the above equation explicit by solving for $u^{n+1}$ and we obtain the following iterative fix-point procedure:

$$u^{n+1} = (I + \mathcal{M}^{-1}\mathcal{T})^{-1}(u^n).$$ (4.27)

The operator $(I + \mathcal{M}^{-1}\mathcal{T})^{-1}$ is single valued [127] and is known as the resolvent of $\mathcal{T}$. The iterates of the proximal-point algorithm for the 1D case are depicted in Figure 4.3 where the scalar $\mathcal{M}^{-1} = \tau$ corresponds to the step size of the algorithm. Computing the resolvent operator is often as hard as solving $0 \in \mathcal{T}$. In order to circumvent this, Rockafellar et al. proposed solving the resolvent operator approximately [156] However,
the convergence of such approximate algorithm is only guaranteed if the error is summable. The most common strategy to solving (4.22) is to examine whether $\mathcal{T}$ can be split as a sum of two operators:

$$\mathcal{T} = A + B. \quad (4.28)$$

Fortunately, most variational problems in computer vision can be cast in this form since they typically contain a sum of terms such as the dataterm and the regularization.

## 4.8 Primal-Dual Method for Convex Problems

In the following we derive a first-order primal-dual algorithm proposed in [39, 147] for solving optimization problems in the form (4.13). This algorithm is extensively used in the works introduced in this thesis. This is due to the fact that first-order methods are suitable for the large scale optimization problems we encounter. Additionally, they are easily parallelizable which facilitates an optimized GPU implementation. For a first-order method, the primal-dual algorithm exhibits optimal convergence behavior for the class of non-smooth problems.

One important example of monotone operators is the set valued subdifferential mapping $\partial E(u)$ which is maximal monotone if and only if $E$ is convex and lower semi-continuous. If we consider the problem in (4.19) and calculate its subdifferential the optimality condition...
for characterizing a saddle points \((\hat{u}, \hat{p}) \in X \times Y\) can be written as follows:

\[
0 \in K^T \hat{p} + \partial G(\hat{u}) \\
0 \in K \hat{u} - \partial F^*(\hat{p}).
\]  

Hence, in order to cast our optimization problem in (4.26) we identify \(T\) with

\[
T(p, u) = \begin{cases} 
K^T p + \partial G(u) \\
K u - \partial F^*(p)
\end{cases}
\]

Next we split the operator \(T = A + B\) as in (4.28) by setting:

\[
A = \left( \begin{array}{cc} \partial F^* & 0 \\ 0 & \partial G \end{array} \right), \quad B = \left( \begin{array}{cc} 0 & K^T \\ -K & 0 \end{array} \right),
\]

we obtain the following iterative procedure for the proximal-point algorithm

\[
0 \in (A + B) \left( \begin{array}{c} u^{k+1} \\ p^{k+1} \end{array} \right) + M \left( \begin{array}{c} u^{n+1} - u^n \\ p^{n+1} - p^n \end{array} \right),
\]

Furthermore we set the preconditioning Matrix \(M\) to be as follows:

\[
M = \left( \begin{array}{cc} T & -K^T \\ -K & \Sigma \end{array} \right).
\]

For the sake of simplicity, we further split \(M\) in \(M = N + M\) with

\[
M = \left( \begin{array}{cc} T & 0 \\ 0 & \Sigma \end{array} \right), \quad N = \left( \begin{array}{cc} 0 & -K^T \\ -K & 0 \end{array} \right).
\]

After substituting \(M\) in (4.32) we obtain the following implicit equation:

\[
0 \in (A + B) \left( \begin{array}{c} p^{k+1} \\ u^{k+1} \end{array} \right) + (M + N) \left( \begin{array}{c} u^{k+1} - u^k \\ p^{k+1} - p^k \end{array} \right)
\]

\[
(A + M) \left( \begin{array}{c} u^{k+1} \\ p^{k+1} \end{array} \right) \in M \left( \begin{array}{c} u^k \\ p^k \end{array} \right) - B \left( \begin{array}{c} p^{k+1} \\ u^{k+1} \end{array} \right) - N \left( \begin{array}{c} p^{k+1} - p^k \\ u^{k+1} - u^k \end{array} \right).
\]

By solving for \((p^{k+1}, u^{k+1})\) we transform above implicit equation into explicit iterates

\[
\left( \begin{array}{c} u^{k+1} \\ p^{k+1} \end{array} \right) \in (A + M)^{-1} \left( M \left( \begin{array}{c} u^k \\ p^k \end{array} \right) - B \left( \begin{array}{c} p^{k+1} \\ u^{k+1} \end{array} \right) - N \left( \begin{array}{c} p^{k+1} - p^k \\ u^{k+1} - u^k \end{array} \right) \right).
\]

If we substitute \(B\) and \(N\) with their values in (4.34) we obtain

\[
\left( \begin{array}{c} u^{k+1} \\ p^{k+1} \end{array} \right) \in (A + M)^{-1} \left( M \left( \begin{array}{c} u^k \\ p^k \end{array} \right) + \left( K^T p^{k+1} + K^T p^{k+1} + K^T p^k \right) \\ K u^{k+1} + K u^{k+1} - K u^k \right).
\]
4.8. Primal-Dual Method for Convex Problems

By further simplifying and substituting for $A$ and $M$ we obtain

$$u^{k+1} = (I + T^{-1} \partial G)^{-1} \left( u^k - T^{-1} K^T p^k \right)$$

$$p^{k+1} = (I + \Sigma^{-1} \partial F^*)^{-1} \left( p^n + \Sigma^{-1} K (2u^{k+1} - u^k) \right) .$$

(4.39)

The resolvent operators $(I + T^{-1} \partial G)^{-1}$ and $(I + \Sigma^{-1} \partial F^*)^{-1}$ are called the proximity operators of $G$ and $F^*$ respectively and are single valued. Hence one can replace the inclusion $\in$ with an equality going from (4.38) to (4.39). Interestingly the resolvents of monotone differential operators can be calculated by solving an optimization problem. For example the proximity operator of $G$ can be rewritten as follows:

$$(I + T^{-1} \partial G)^{-1} (\hat{u}) = \arg \min_u G(u) + \frac{1}{2} \left( \langle u - \hat{u}, T(u - \hat{u}) \rangle \right)^{\frac{1}{2}},$$

(4.40)

where $((u - \hat{u}, T(u - \hat{u}))^{\frac{1}{2}}$ denotes the weighted distance of $u$ and $\hat{u}$ by the preconditioning matrix $T$. By updating $u^{k+1}$ and $p^{k+1}$ alternatively one arrives at an implicit update scheme. The overall primal-dual algorithm \cite{39,147,150} is summerized in Algorithm (1). Note that Algorithm (1) is not unconditionally stable, since in order for the proximal algorithm to converge, matrix $\mathcal{M}$ needs to be a positive definite symmetric matrix \cite{150}. This is ensured by the following condition on $\Sigma$ and $T$:

$$||\Sigma^{-\frac{1}{2}} KT^{-\frac{1}{2}}|| < 1,$$

(4.41)

for a given $K$. Pock et al. proposed in \cite{150} a family of preconditioners which on one hand allows for large step sizes and on the other still ensures the convergence of the algorithm by fulfilling condition (4.41). This is achieved by setting $T = \text{diag}(\tau)$ and $\Sigma = \text{diag}(\sigma)$ with

$$\tau_j = \frac{1}{\sum_{i=1}^{m} |K_{i,j}|^{2-\alpha}}, \quad \sigma_i = \frac{1}{\sum_{j=1}^{m} |K_{i,j}|^{\alpha}} .$$

(4.42)

The chosen matrices $\Sigma$ and $T$ act as a row and column scaling of $K$. A more sophisticated way of choosing the diagonal scaling factors is devised in \cite{179} where the authors make use of the well-known matrix equilibration algorithm in order to obtain an better diagonal scaling of a matrix. In the remainder of this work we will choose $\alpha = 1$ and use the diagonal preconditioning described in (4.42).
Chapter 5

Discretization

Variational methods are initially defined on a continuous domain. Continuous methods are advantageous because they are more likely to describe real world phenomena and their solutions. The implementation of these methods is flexible in the sense that discretizing continuous methods can be done using different strategies. A link between the discretized problem and the continuous analogue can be established by taking the number of pixels to infinity. This is usually done by analyzing the so called $\Gamma$-convergence \[28\] to the continuous functional. A major challenge in discretizing variational formulations is to ensure that differential operators satisfy the same relations as in the continuous case. A good discretization should also barely depend on the underlying grid. One of the most important differential operators we consider in our applications are the gradient $\nabla$ and its adjoint operator $\nabla^* = -\text{div}$. Their relationship reads as:

$$\int_{\Omega} \langle \nabla u, p \rangle \, dx = -\int_{\Omega} u \text{div} p \, dx \iff \nabla^* = -\text{div}, \quad (5.1)$$

which stems from applying integration by part on the left hand side. In order to avoid boundary terms, our discretization needs to fulfill Dirichlet or Neumann boundary conditions. In the following we focus on a simple discretization of the gradient and its matrix-vector representation. This way, we can cast variational methods into the canonical representation \[4.13\]. For the sake of simplicity, we consider the discrete version $\Omega_h$ of domain $\Omega$ to be the unit square $[0, 1] \times [0, 1]$ and sample it in a $H \times H$ uniform grid. One possibility to discretize the vector valued gradient operator is the following difference scheme defined for every pixel $(i, j) \in H \times H$ in a forward difference fashion

$$\begin{align*}
(\nabla u)^1_{i,j} &= \begin{cases} 
  u_{i+1,j} - u_{i,j} & \text{if } i < H, \\
  0 & \text{if } i = H.
\end{cases} \\
(\nabla u)^2_{i,j} &= \begin{cases} 
  u_{i,j+1} - u_{i,j} & \text{if } j < H, \\
  0 & \text{if } j = H.
\end{cases}
\end{align*} \quad (5.2) (5.3)$$

Note that the above discretization fulfills the Neumann boundary conditions which are crucial for equation \[5.1\] to hold. In what follows we devise a gradient matrix operator $K$
based on the discretization scheme (5.2). We first define a difference matrix $\nabla_{1D}$ for the one-dimensional case as follows:

$$
K_{1D} = \begin{bmatrix}
-1 & 1 \\
-1 & 1 \\
\ddots & \ddots \\
-1 & 1 \\
0
\end{bmatrix}.
$$

(5.4)

It can be easily verified that operator (5.4) calculates forward differences and additionally fulfills the Neumann boundary conditions for a 1D signal. In the following we consider a vectorized version of the 2D image. To this end, we stack the image row-wise and obtain a vector $u \in X$ where $\text{dim } X = n = H^2$. This allows us to write $\nabla u$ as a matrix-vector product. Using the 1D difference matrix $K_{1D}$, formulating the 2D gradient operator amounts to

$$
K = \begin{bmatrix}
I_H \otimes \nabla_1 \\
\nabla_1 \otimes I_H
\end{bmatrix} \in \mathbb{R}^{2n \times n},
$$

(5.5)

where $\otimes$ stands for the Kronecker product and matrix $I_H$ for the $H$-dimensional identity. Multiplying operator $K$ with a vectorized image results in the following gradient vector:

$$
\begin{bmatrix}
I_H \otimes \nabla_1 \\
\nabla_1 \otimes I_H
\end{bmatrix} u = \begin{bmatrix} K_1 u \\ K_2 u \end{bmatrix}.
$$

Knowing that $\nabla^* = -\text{div}$, calculating the divergence operator is rendered as easy as transposing $K$ since in finite dimensional real vector spaces the adjoint of a linear operator is simply the transpose. We obtain for the divergence operator $-K^T$ the following block matrix

$$
\text{div} = -K^T = - \begin{bmatrix}
I_H \otimes \nabla_1 \\
\nabla_1 \otimes I_H
\end{bmatrix}^T = - \begin{bmatrix}
(I_H \otimes \nabla_1)^T \\
(\nabla_1 \otimes I_H)^T
\end{bmatrix} \in \mathbb{R}^{n \times 2n}.
$$

(5.6)
6. Unifying Framework for Semantic Multi-Labeling

6.1 Introduction

The goal of this chapter is to introduce an optimization framework necessary for implementing our works on convex semantic priors [8, 10] included in Chapters ?? and ?? Although different in philosophy, these priors exhibit very similar attributes in terms of realization and optimization. Semantic priors are tailored to favor certain label configurations with disregard to the location, perimeter and neighborhood of the objects. We seek a family of global priors of order $O(\Omega)$, i.e. every image point is aware of the labels of all other points. In the context of conditional random fields, these priors can be considered as potentials on a fully connected graph. In this chapter, we aim to develop a general method which encodes low-level cues such as color and texture, mid-level cues such as spatial consistency as well as arbitrary semantic priors which can be e.g. drawn from label occurrence statistics. Such an energy can be encoded in model (1.17). Consequently, we can generalize the algorithms in [8, 10, 11] in a prototypical optimization framework. To this end, it is necessary to keep track of the existence of certain label configurations. Specifically one needs to track the existence of individual labels in the segmentation result. For this, we introduce in the next section auxiliary variables $l_i$ which indicate whether a label $i$ is set, i.e. $\exists x$ s.t. $u_i(x) = 1$. This yields in a problem formulation which depends on the unknowns $u$ and $l$. After casting this problem in a saddle point formulation, we devise an generic primal-dual optimization framework for solving general multi-labeling problems with semantic priors. Finally, we apply our framework on a modified version of the classical MDL prior which imposes an upper bound on the label count.
6.2 Label Existence Indicator

In order to track certain label co-occurrences, it is crucial to detect whether individual labels are active in the segmentation result. Building on the formulation in (1.17) subject to (1.19), we introduce an additional variable \( l : \mathcal{S} \to \{0, 1\}^n \) where \( \mathcal{S} \) is the convex set introduced in (1.19). In order for \( l_i \) to track the existence of a label \( i \), we make the following identification:

\[
l_i = \begin{cases} 
1, & \text{if } \exists x \in \Omega : u_i(x) = 1, \\
0, & \text{otherwise},
\end{cases}
\]  

(6.1)

Next, we introduce the following constraint:

\[\max_{x \in \Omega} u_i(x) = l_i \quad \forall i \in \mathcal{L},\]

(6.2)

in order to fulfill the relation in (6.1) which couples \( u \) and \( l \). The above constraint will play a major role in devising the semantic priors discussed in this thesis. The global coupling of \( l \) is realized by constraint (6.2) which is a non-convex constraint. In order to convexify (6.2), we relax \( l \) to the unit interval hence \( l : \mathcal{S} \to [0, 1]^n \) and introduce the following constraint instead:

\[l_i \geq u_i(x) \quad \forall x \in \Omega \quad \forall i \in \mathcal{L}.
\]

(6.3)

This allows us to write the semantic term \( E_S \) in (1.17) with respect to variable \( l \) hence \( E_S(l) \). Although (6.3) is convex, we need to impose additional restrictions on \( E_S(l) \) in order to recover the original coupling (6.2). By showing \( E_S(l) \) exhibits the following properties:

1. \( E_S(l) \) is convex.
2. \( E_S(l) \) is monotonically increasing w.r.t \( l \), i.e.

\[l \leq l(\bar{u}) \Rightarrow E_S(l) \leq E_S(\bar{l}),\]

(6.4)

we can show that (6.2) is recovered. The proof can be found in a theorem presented in our research paper included in Chapter ??.

6.3 Saddle Point Formulation

The overall multi-label energy can be summarized as follows:

\[E(u, l) = E_D(u) + E_R(u) + E_S(l) \quad \text{s.t.} \quad u \in \mathcal{S}, \ l_i \geq u_i(x), \ \forall x \in \Omega, \forall i \in \mathcal{L}.
\]

(6.5)
We begin by writing out the data term $E_D$ and the smoothness term $E_S$ explicitly to obtain the following optimization problem

$$\min_{u, l} \max_p \sum_{i=1}^n \int_{\Omega} u_i(x) \varphi_i(x) \, dx + \sum_{i=1}^n \int_{\Omega} u_i(x) \text{div} p_i(x) \, dx + E_S(l) + \delta(u \in S) + \delta(p \in K)$$

subject to $l_i \geq u_i(x) \quad \forall x \in \Omega, \forall i \in \mathcal{L}$, \hfill (6.6)

where $u \in \mathcal{S}$ denotes the simplex constraint defined in (1.19) and $p \in \mathcal{K}$ the constraint on the dual variable. Depending on the type of $\text{div}$ operator and constraint $\mathcal{K}$ we achieve different types of regularizations. These regularizations can be of local [37, 206] or non-local [199] nature. In contrast to the constraints $p \in \mathcal{K}, u \in \mathcal{S}$ which can be handled using a closed form resolvent, the inequality $l_i \geq u_i(x)$ does not exhibit an orthogonal projection scheme. Hence, we reformulate our problem by introducing Lagrangian multiplier $\theta$ which yields the following modified problem:

$$\min_{u, l} \max_{p, \theta} \sum_{i=1}^n \int_{\Omega} u_i(x) \varphi_i(x) \, dx + \sum_{i=1}^n \int_{\Omega} u_i(x) \text{div} p_i(x) \, dx + \sum_{i=1}^n \int_{\Omega} \theta(x)(u_i(x) - l_i) + E_S(l) + \delta(u \in S) + \delta(p \in K) + \delta(\theta \leq 0).$$

(6.7)

This min-max formulation is amenable to the primal-dual solver introduced in Algorithm 1 provided $E_S(l)$ is a "simple" function in the sense that its resolvent (4.40) can be computed in closed-form.

### 6.4 Primal-Dual Algorithm for Multi-Label Segmentation with Semantic Priors

Following the setting in Chapter 4, we discretize the problem by setting $u, \varphi, \theta \in X^n$ and $p \in Y^n$ after vectorizing the image domain. From now on, the divergence operator $\text{div}$ is considered to be a matrix. We identify the stacked variables $(u, l)^T$ as the primal unknown. The dual variable is composed of the stacked variables $(p, \theta)^T$. The most important step to solve an optimization problem using Algorithm 1 is recognizing the linear operator $K$ and the functions $G$ and $F^*$ in the saddle point formulation (6.7). This allows us to map
formulation (6.7) to the primal-dual formulation (4.19) as follows:

\[
\langle K(p \theta), (u l) \rangle = \sum_{i=1}^{n} \langle u_i, \text{div} p_i \rangle + \sum_{i=1}^{n} \langle \theta_i, (u_i - l_i) \rangle \tag{6.8}
\]

\[
G(u l) = \langle u, \varphi \rangle + \delta(u \in \mathcal{S}) + E_S(l) \tag{6.9}
\]

\[
F^*(p \theta) = \delta(p \in \mathcal{K}) + \delta(\theta \succeq 0). \tag{6.10}
\]

By applying Algorithm 1, we obtain the update steps listed in Algorithm 2.

**Algorithm 2 Primal-Dual Algorithm for Multi-Label Segmentation with Semantic Priors**

1: while not converged do
2: \[ u_{i}^{k+\frac{1}{2}} = u_{i}^{k} - \tau_1 (\text{div} p_{i} + \theta_{i}) \]
3: \[ l_{i}^{k+\frac{1}{2}} = l_{i}^{k} - \tau_2 \sum_x \theta_i(x) \]
4: \[ \begin{pmatrix} u_{i}^{k+1} \\ l_{i}^{k+1} \end{pmatrix} = \begin{pmatrix} I + T^{-1} \partial G \end{pmatrix}^{-1} \begin{pmatrix} u_{i}^{k+\frac{1}{2}} \\ l_{i}^{k+\frac{1}{2}} \end{pmatrix} \]
5: \[ p_{i}^{k+\frac{1}{2}} = p_{i}^{k} - \sigma_1 \nabla \left( 2u_{i}^{k+1} - u_{i}^{k} \right) \]
6: \[ \theta_{i}^{k+\frac{1}{2}} = \theta_{i}^{k} + \sigma_2 \left( 2u_{i}^{k+1} - u_{i}^{k} \right) - (2l_{i}^{k+1} - l_{i}^{k}) \]
7: \[ \begin{pmatrix} p_{i}^{k+1} \\ \theta_{i}^{k+1} \end{pmatrix} = \begin{pmatrix} I + \Sigma^{-1} \partial F^* \end{pmatrix}^{-1} \begin{pmatrix} p_{i}^{k+\frac{1}{2}} \\ \theta_{i}^{k+\frac{1}{2}} \end{pmatrix} \]
8: \[ k \leftarrow k + 1 \]
9: end while

\[ \Sigma^{-1} = \text{diag}((\sigma_1, \sigma_2)^T) \] and \[ T^{-1} = \text{diag}((\tau_1, \tau_2)^T) \] are diagonal preconditioning matrices which are set according to the strategy described in (4.42). The resolvent operators are applied component-wise and consist of

\[
(I + T^{-1} \partial G)^{-1} \begin{pmatrix} u \\ l \end{pmatrix} = \begin{pmatrix} \Pi_{\mathcal{S}}(u - \tau_1 \varphi) \\ (I + \tau_2 \partial E_S)^{-1}(l) \end{pmatrix} \tag{6.11}
\]

and

\[
(I + \Sigma^{-1} \partial F^*)^{-1} \begin{pmatrix} p \\ \theta \end{pmatrix} = \begin{pmatrix} \Pi_{\mathcal{K}}(p) \\ \Pi_{\mathcal{R}_+}(\theta) \end{pmatrix}. \tag{6.12}
\]

The orthogonal projection operator \( \Pi_{\mathcal{S}}(u) \) can be calculated using the simplex projection algorithm described in [126] which uses at most \( n \) steps in order to converge. The calculation of the projector \( \Pi_{\mathcal{R}_+}(\theta) \) can be realized using a simple point-wise clipping into the positive numbers, i.e.

\[ \Pi_{\mathcal{R}_+}(\theta) = \max(0, \theta), \tag{6.13} \]

whereas the projection \( \Pi_{\mathcal{K}}(u) \) hinges on the type of relaxation of the Potts model and vary from simple point-wise projections as in the case of the Zach relaxation [206] to a
more complicated projection technique as in the CCP method \[37\] which has a quadratic complexity.

If \( E_s \) is simple, multi-labeling algorithms with semantic priors only differ in the resolvent operator

\[
(I + \tau_2 \partial E_S)^{-1}.
\]  

(6.14)

In case (6.14) is not trivial to calculate as in \[8, 10\], an introduction of auxiliary variables and the modification of the bilinear term \[6.8\] are sufficient to render all resolvents simple.

### 6.5 Implementation on Parallel Architectures

First order optimization methods like Algorithm [1] are ideal to be implemented on parallel architectures. This is due to the simple update steps which consist of applying a matrix-vector product and simple pointwise operations. Typically matrix \( K \) is sparse and of known structure. This makes it possible to calculate the matrix-vector product \( \langle K, \cdot \rangle \) point-wise making a parallel implementation straightforward. However, in the case of the semantic primal dual Algorithm [2] matrix \( K \) contains dense rows corresponding to the \( l \) update. Consequently, this coupling requires performing a summation over \( \theta \). To this end, we exploit parallel architecture by applying a reduction scheme described in \[82\].

### 6.6 Generalized MDL Prior

In this section, we explore an example of a semantic prior on which Algorithm [2] is applicable. One of the simplest strategies of penalizing label configurations is imposing an MDL prior as described in Section [1.4.2]. This means that we encourage a parsimonious description using fewer labels. In \[11\] we presented a family of MDL priors which generalize the usual linear penalty of the label count. The linear MDL penalty can be written as:

\[
E_S(l) = \sum_{i} l_i C_i,
\]  

(6.15)

where \( C_i \) represents a predefined cost for each label occurring in the image. This linear prior has been previously considered in \[51, 204\]. We extend (6.15) to

\[
E_S(l) = f \left( \sum_{i=1}^{n} l_i \right),
\]  

(6.16)

with \( f: \mathbb{R} \rightarrow \mathbb{R} \) being an arbitrary convex and monotonously increasing function. Specific choices are \( f(s) = s \) as in \[51, 204\], \( f(s) = s^2 \), or \( f(s) = \delta(s \leq s_0) \) for some \( s_0 \geq 1 \), i.e

\[
f(s) = \begin{cases} 0, & s \leq s_0, \\ \infty, & \text{else,} \end{cases}
\]  

(6.17)
The latter function imposes a hard constraint on the total number of active labels. We introduced this prior in a technical report [11]. The constraint in (6.17) allows us to optimize over regions when knowing the maximal number of labels beforehand. A straightforward application of this constraint is devising a convex relaxation formulation of the piece-wise constant Mumford-Shah model [131] as we will demonstrate in the next section.

**Convex Relaxation of the Piece-Wise Constant Mumford-Shah Model**

In the previous section, we reviewed the linear MDL prior and generalized it to a composition with convex, monotonously increasing functions $f$. In this section we choose $f(s) = \delta_{s \leq s_0}$ and obtain

$$E_S(l) = \delta\left(\sum_{i=1}^{n} l_i \leq s_0\right),$$

which limits the label count to at most $s_0$. For the dataterm we choose

$$q_i(x) = (I(x) - c_i)^2.$$

By setting the number of candidate labels to the number of gray values in a 8 bit image $n = 256$ and $c_i = i$, $0 \leq i \leq 255$, we obtain a convex relaxation of the piece-wise constant Mumford-Shah functional [131]. This allows for the simultaneous optimization for the regions $\Omega_i$ and implicitly for the mean gray values $c_i$. Solving for the means and the clusters for a fixed number of labels reminds us of k-means clustering. In contrast to k-means, our algorithm allows for controlling the smoothness of the regions which allows for better handling of noisy input data. Additionally, our the TV smoothness can be made edge aware or even non-local [199]. Finally, our method relies on a globally optimal optimization scheme and does not resort to alternating minimizing. However, global optimality comes with the price of having to solve a huge optimization problem since we discretize the range of the input image.

### 6.7 Implementation

Since $E_S$ in (6.18) is simple, we can apply Algorithm 2 to solve problem (6.7). To implement the algorithm, we need to account for performing a resolvent step on the term $E_S(l)$ in (6.18) in each iteration. The simplicity of (6.18) allows calculating its resolvent in a closed which reads as:

$$l = (I + \tau_2 \partial E_S)^{-1}(\tilde{l}) \leftrightarrow \tilde{l} - \frac{1}{n} \max\left( s_0 - \sum_{i=1}^{n} \tilde{l}_i, 0 \right).$$

(6.20)
6.7. Implementation

Figure 6.1: We apply our label count constraint on a mountain scene a) and obtain different segmentation results and mean values $c_i$ depending on the selected value for $s_i$: b) $s_i = 2$ c) $s_i = 3$ d) $s_i = 6$.

Figure 6.2: The generalized MDL prior allows imposing an upper bound on the number of labels. This example shows an unsupervised segmentation of MRI image (a) into 2 regions ($s_0 = 2$) (b) 3 regions ($s_0 = 3$) (c) and 4 regions ($s_0 = 4$) (d).
6.8 Experiments

The piece-wise constant Mumford-Shah model can be applied in various fields like medical imaging or approximating an image with a piece-wise constant function in order to obtain a reasonable simplification. The image formation process in medical imaging is prone to severe noise and wrong readings. This makes interpreting data originating from medical scanners a tedious process and a post processing step becomes crucial in order for the doctor to properly interpret scans and conclude a diagnosis. Detecting matters (white, gray) in magnetic resonance imaging (MRI) is a very important task. The piece-wise constant Mumford-Shah model is an excellent approximating model since each region typically exhibits a common mean gray value. Our algorithm is able to jointly dissect different regions $\Omega_i$ in MRI and implicitly estimate their associated mean values $c_i$. In Figure 6.2 we apply our method on an MRI brain scan for different bounds $s_0$ on the label count. In Figure 6.1 we apply our label count constraint on a mountain scene and obtain different segmentation results depending on the selected value for $s_0$.

6.9 Conclusion

In this chapter, we proposed a unifying framework for variational multi-label segmentation with semantic priors. To this end, we devised a generic primal-dual algorithm which serves as a guide to solving multi-label problems with arbitrary convex semantic priors. We applied our framework on a modified version of the MDL prior in which we impose an upper bound on the label count. This allows us to propose a convex relaxation of the piece-wise Mumford-Shah model. This chapter serves as a generalization of our published works on semantic priors which are included in Chapters ?? and [9].
Chapter 7

Entropy Minimization for Mixed-Integer Programs

7.1 Introduction

In recent years, label assignment problems became a major research field in computer vision and machine learning. These problems can vary depending on the application, however conceptionally they are similar. Assigning a label can be described by an optimization problem. Since one typically deals with a discrete label space $\mathcal{L} \subset \mathbb{Z}$, we refer to these optimization problems as integer programs (IP). In this section, we deal with a broader class of problems namely mixed-integer programs (MIPs). The unknowns in MIPs are partly real valued and partly constrained in $\mathcal{L}$. The resulting generic optimization problem is given by:

$$
\begin{align*}
\min & \quad F(\varphi) \\
\text{s.t.} & \quad \varphi \in \mathcal{C} \\
& \quad \varphi(x_z) \in \mathcal{L}, \; \forall \; x_z \in \mathcal{I},
\end{align*}
$$

(7.1)

where $\mathcal{I} \subseteq \Omega$ denotes a subset of domain $\Omega_0 \subset \mathbb{R}^N$ in which $\varphi$ takes on values in $\mathcal{L}$. The constraint $\mathcal{C} \subseteq \Omega$ and the objective $F : \Omega_0 \rightarrow \mathbb{R}$ are convex. Overall, formulation (7.1) is not convex due to the integer constraints $\varphi(x_z) \in \mathcal{L}$. We denote the problem as an integer programming problem if $\mathcal{I} = \Omega_0$. Most MIPs can be be simplified in terms of search space, meaning that we can find an equivalent formulation which is $\{0, 1\}$ valued. The resulting mixed-integer programming problem looks as follows:

$$
\begin{align*}
\min & \quad E(\xi) \\
\text{s.t.} & \quad \xi \in C \\
& \quad \xi(x_b) \in \{0, 1\}, \; \forall \; x_b \in \mathcal{B},
\end{align*}
$$

(7.2)

where function $E : \Omega \rightarrow \mathbb{R}$ and constraint $C \subseteq \Omega$ are convex as in the original MIP (7.1) and $\mathcal{B} \subseteq \Omega$ denotes the index set where $\xi$ takes on binary values. The domain $\Omega$ is typically a
lifted version of $\Omega_0$. For example, this can be realized by setting $\Omega = \Omega_0 \times \mathcal{L}$, e.g. in \[38\,147\,149\]. Hence the simpler binary constraint comes at the cost of an optimization problem with a higher dimension. Problem (7.2) is hard to solve since its domain remains non-convex. Hence classical optimization methods are unfeasible. As a remedy, an optimization over the interval $[0, 1]$ is usually performed and the resulting convex problem reads:

$$
\begin{align*}
\min & \quad E(\xi) \\
\text{s.t.} & \quad \xi \in C, \\
& \quad \xi(x_b) \in [0, 1], \quad \forall \ x_b \in \mathcal{B}.
\end{align*}
$$

(7.3)

Note that in case $E(\xi)$ is linear and $C$ is polyhedral, the problem in (7.3) is referred to as the LP-relaxation of (7.2). Although we can obtain an optimal solution to (7.3), this does not guarantee to solve the original binary problem (7.2). A remarkable exception is a special LP case where the underlying constraint matrix is totally uni-modular \[85\,164\], for which it was proven that the results of the relaxed formulation solve the original binary problem. A special case of LPs with totally uni-modular matrices is the class of sub-modular functions which can be minimized in polynomial time using graph-cut algorithms \[25\]. This fact is also reflected in the LP relaxation of sub-modular functions which is proven to be tight \[200\]. In the general LP case, where the constraint matrix is not totally uni-modular, the solutions are usually not integral and a posteriori rounding schemes such as branch-and-bound strategies or the cutting-plane method can be used to recover an integer solution. However, although very effective in practice, these methods are not applicable for general MIPs. For a detailed study we encourage the reader to look into \[133\]. In case $E(\xi)$ or $C$ are non-linear, it is not obvious when the relaxed problem recovers the original problem. A notable exception is an algorithm tackling the two-phase segmentation task \[138\] where one can prove that every threshold of the relaxed solution is a minimizer of the binary problem. However, this requires 1-homogeneity of the objective function.

### 7.2 Shannon’s Entropy as a Measure of Tightness

In computer vision, minimizing Shannon’s entropy has been already applied to shadow removal \[63\] and unsupervised image segmentation \[180\]. In Chapter, ?? we included our research paper \[9\] in which we are the first to propose incorporating the entropy of the objective variable as a measure of its integrality. We are able to show in theory as well as experimentally that by extending the relaxed multi-label problem by an entropy term, we can improve on the integrality of the solution. Consequently, we obtain tighter solutions compared to the relaxed convex problem (7.3) with respect to the original binary problem. The entropy function for a $[0, 1]$ distribution is illustrated in Figure 7.1 where it becomes immediately obvious why the entropy encourages more binary solutions. Shannon’s entropy is applied point-wise in order to penalize deviations from the binary constraint $\xi(x_b) \in \{0, 1\}$ in (7.2). The total amount of entropy can be formulated as follows:

$$
H(\xi) = - \int_{\mathcal{B}} (\xi(x) \log \xi(x)) + ((1 - \xi(x)) \log(1 - \xi(x))) \ dx.
$$

(7.4)
Augmenting problem (7.3) with Shannon’s entropy (7.4) results in the following optimization problem:

\[
\min \ E(\xi) + \theta H(\xi) \\
\text{s.t. } \xi(x_b) \in [0, 1], \ \forall x_b \in \mathcal{B},
\]

(7.5)

where parameter \( \theta \geq 0 \) is a scalar allowing to fine tune the soft constraint \( H(\xi) \). Note that by setting \( \theta = \infty \) we recover the original binary problem (7.2). Hence, \( \theta \) relates both the binary MIP and the relaxed MIP. Formulation (7.5) can be considered a generalization of our method in [9] since in this chapter we handle the case of the broader class of MIPs. Unfortunately, the concavity of the entropy function renders (7.5) non-convex. Luckily, the problem formulation has a special, well-studied structure: it can be written as a difference of convex functions (DC). For this class of problems researchers devised a family of algorithms commonly known as DC-Programming. We will elaborate on DC-Programming in the next section.

### 7.3 DC-Programming

In [182] Tao et al. devised an algorithm specialized in solving a family of non-convex problems of the following form:

\[
\alpha = \inf_{\xi} \{g(\xi) - h(\xi)\},
\]

(7.6)

where \( g \) and \( h \) are proper lower semi-continuous convex functions. One of the most important insights for minimizing problem (7.6) is the fact that its dual problem

\[
\beta = \inf_{\xi} \{h^*(\xi) - g^*(\xi)\},
\]

(7.7)
is symmetric \[184\] with respect to Fenchel conjugacy and sign. Furthermore, it is important to mention that \(\alpha = \beta\) holds. DC-Programming is closely related to majorization-minimization \[105\] and has been applied in vision to quadratic program relaxations of MAP inference \[91\]. A similar well-known approach, although limited to differentiable functions, is referred to as the convex-concave procedure (CCCP) \[205\]. In \[182\], the authors are able to derive a simple iterative procedure for solving (7.6) based on the dual (7.7) and the KKT systems of (7.6) and (7.7). The overall abstract DC algorithm performs the iterative steps illustrated in Algorithm 3 and is guaranteed to converge to a critical point.

Algorithm 3 The DC algorithm

Initialize \(\xi^0 \in \text{dom } g, \varphi^0 \in \text{dom } h\).

while not converged do
  Choose \(\varphi^k \in \partial h(\xi^k)\)
  Choose \(\xi^{k+1} \in \partial g^*(\varphi^k)\)
  \(k \leftarrow k + 1\)
end while

The second step in Algorithm 3 can be simplified by using Fenchel duality

\[\xi^{k+1} \in \partial g^*(\varphi^k) \iff \varphi^k \in \partial g(\xi^{k+1}) \iff 0 \in \partial g(\xi^{k+1}) - \varphi^k.\] (7.8)

Since \(0 \in \partial g(\xi^{k+1}) - \varphi^k\) is the optimality condition of the following convex function:

\[\xi^{k+1} = \arg \min_\xi g(\xi) - \langle \varphi^k, \xi \rangle,\] (7.9)

we end up solving the monotone inclusion \(\xi^{k+1} \in \partial g^*(\varphi^k)\) in each iteration by solving (7.9) using a solver of our choice. Intuitively Algorithm 3 performs a linearization of \(h(\xi)\) function in each step. Thus, it can be considered a majorization-minimization technique \[105\] using a linear majorization of the concave part in (7.6).

7.4 Minimizing the \(L_0\) Norm for Image Cartooning

Our algorithmic framework \[7.5\] can be utilized for any instance of a mixed-integer program such as production planning, scheduling, optimization of telecommunication networks and some instances of imaging problems. In this thesis, we consider an example from computer vision, namely image cartooning using \(L_0\) smoothing. For this, it is important to name a few related works. The first known approach to directly minimizing the \(L_0\) norm of the gradient of the objective variable is the work by Xu et al. \[201\]. The authors use a quadratic decoupling minimization in order to tackle the non-convex problem and increase the coupling parameter in a continuation fashion as has been done in the context of optical flow optimization \[169\]. However, it is not known whether the minimization procedure solves the original problem. Another approach for computing image cartoons is the real-time piece-wise smooth method by Strekalovskiy et al. \[173\] where the authors devise a non-convex variant of the primal-dual Algorithm \[1\] by modifying the resolvent operator via...
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Moreau’s identity [157]. However, these methods are specialized algorithms and are not trivially applicable to other MIPs. In this section, we make use of the entropy in order to solve a mixed-integer formulation of the $L_0$ penalty in the context of image cartooning. By applying this formulation on the gradient of natural images, it is possible to impose a piece-wise constant prior on the resulting image. Along with a data fidelity term, we obtain the following cost function:

$$ E(u) = \frac{\lambda}{2} \| u - f \|_2^2 + \| \nabla u \|_0, $$

(7.10)

where the unknown is $u : \Omega \rightarrow \mathbb{R}^c$ and the input image is $f : \Omega \rightarrow \mathbb{R}^c$ with $c$ being the number of channels. The term $\| \nabla u(x) \|_0$ is a sparsity measure of the gradient, i.e.

$$ \| \nabla u \|_0 = \# \{ x : \| \nabla u(x) \|_F \neq 0 \}. $$

(7.11)

The term $\| \nabla u(x) \|_F$ denotes the Frobenius norm of the gradient matrix and covers gray-valued as well as multi-channel images. It is known in the compressed sensing community that problem (7.10) is NP-hard [35]. The most popular remedy is to replace the $\| \nabla u \|_0$ norm by a $L_1$ regularization of the gradient, leading to the following convex problem:

$$ E(u) = \frac{\lambda}{2} \| u - f \|_2^2 + \| \nabla u \|_1, $$

(7.12)

where

$$ \| \nabla u \|_1 = \int_{\Omega} \| \nabla u(x) \|_F \, dx. $$

(7.13)

It turns out that model (7.10) is exactly the Rudin–Osher–Fatemi (ROF) model introduced in [161] which has been extended to the vectorial case in [53, 72]. As a consequence of the co-area formula (1.9), the total variation effectively measures the perimeter of all level sets [41]. This effect invokes a loss in contrast which can be observed in the reconstructions.

Next, we rewrite problem (7.10) by replacing the $L_0$ norm by a mixed-integer formulation introduced in [66] which gives

$$ \min_{u, \alpha} \frac{\lambda}{2} \| u - f \|_2^2 + \| \alpha \|_1 \\
\text{s.t.} \quad \alpha(x)M \geq \| \nabla u(x) \|_F, \\
\alpha(x) \in \{0, 1\}, \\
\forall x \in \Omega, $$

(7.14)

with $\alpha : \Omega \rightarrow \{0, 1\}$ and $M \in \mathbb{R}_+$ being a scalar which needs to be provided beforehand, indicating a maximal jump in image values. Instead of a problem with a non-convex objective function as in (7.10) we end up with a convex problem with the non-convex integer constraint $\alpha(x) \in \{0, 1\}$. Similar to (7.5), we relax this constraint to $\alpha(x) \in [0, 1]$ and introduce an entropy term in order to encourage the integrality of $\alpha$. By doing so, we
obtain

\[
\min_{u, \alpha} \frac{\lambda}{2} \|u - f\|^2_2 + \|\alpha\|_1 + \theta H(\alpha)
\]
\[
s.t. \quad \alpha(x)M \geq \|\nabla u(x)\|_F, \\
\alpha(x) \in [0, 1], \\
\forall x \in \Omega.
\] (7.15)

Although problem (7.15) can be cast in a canonical DC-Programming form as in (7.6), it is not obvious how to solve the subproblems (7.9). This is due to the non-linear constraint \(\alpha(x)M \geq \|\nabla u(x)\|_F\). By introducing an auxiliary variable \(p\) we are able to transform this constraint into an second order cone (SOC) and we find

\[
\min_{u, \alpha, p} \frac{\lambda}{2} \|u - f\|^2_2 + \|\alpha\|_1 + \theta H(\alpha)
\]
\[
s.t. \quad \alpha(x)M \geq \|p\|_F, \\
p = \nabla u, \\
\alpha(x) \in [0, 1] \\
\forall x \in \Omega.
\] (7.16)

Calculating the inclusion (7.9) amounts to solving the following problem:

\[
\begin{aligned}
\arg \min_{u, \alpha, p, l} \max_{\beta, \zeta} & \quad \frac{\lambda}{2} \|u - f\|^2_2 + \|\alpha\|_1 + \langle \varphi^k, \alpha \rangle \\
& \quad + \langle \beta, p - \nabla u \rangle + \langle \zeta, l - M\alpha \rangle, \\
\text{s.t.} & \quad l(x) \geq \|p\|_F, \\
& \quad \alpha(x) \in [0, 1], \\
& \quad \forall x \in \Omega,
\end{aligned}
\] (7.17)

with \(\varphi^k \in \partial(-\theta H(\alpha^k))\). Note that we introduced an auxiliary variable \(l\) in order to decouple the the \([0, 1]\) constraint from the SOC constraint and to avoid applying alternating projections as in [27]. Additionally, Lagrange multipliers \(\beta\) and \(\zeta\) are introduced in order to handle the constraints \(p = \nabla u\) and \(l = M\alpha\) respectively. Formulation (7.17) is a saddle point problem which we can solve using Algorithm [1]. For this, we make the
identifications

\[
\begin{pmatrix} \langle K \begin{pmatrix} u \\ \alpha \\ p \\ l \end{pmatrix}, \begin{pmatrix} \beta \\ \zeta \end{pmatrix} \rangle = \langle \beta, p - \nabla u \rangle + \langle \zeta, l - M \alpha \rangle \\
G \begin{pmatrix} u \\ \alpha \\ p \\ l \end{pmatrix} = \frac{\lambda}{2} \|u - f\|^2 + \|\alpha\|_1 + \langle \varphi^k, \alpha \rangle + \delta (l(x) \geq \|p(x)\|_F, \forall x \in \Omega) \\
+ \delta (\alpha(x) \in [0, 1]^n, \forall x \in \Omega)
\end{pmatrix}
\]

For the sake of simplicity, the right hand sides are given, by abuse of notation, in the continuous setting. A discretization can be realized trivially, following Chapter 5. In order to perform the necessary steps in Algorithm 1, we need to compute the resolvent operator of \(G\) which is given component-wise in the discrete setting:

\[
(I + T^{-1} \partial G)^{-1} \begin{pmatrix} u \\ \alpha \\ p \\ l \end{pmatrix} = \begin{pmatrix} \frac{u + \tau_1 \lambda f}{1 + \tau_1} \\
\Pi[0,1](\hat{\alpha}) \\
\Pi_{SOC}(p, l) \end{pmatrix},
\]

where \(\hat{\alpha} = \alpha + \tau_2 (1 + \varphi^k)\). The diagonal preconditioning matrices \(T^{-1} = \text{diag}((\tau_1, \tau_2, \tau_3, \tau_4)^T)\) and \(\Sigma^{-1} = \text{diag}((\sigma_1, \sigma_2)^T)\) are set according to (4.42). The projection \(\Pi[0,1](l)\) is a simple clipping to the \([0, 1]\) interval, i.e.

\[
\Pi[0,1](l) = \max(\min(l, 1), 0).
\]

The point-wise SOC projection \(\Pi_{SOC}(\alpha, p)\) can be computed in closed-form \([145]\). The overall DC procedure is summarized in Algorithm 4.

**Algorithm 4** DC-Cartooning Algorithm

1. Initialize \(u^0, \alpha^0, p^0, l^0, \beta^0, \zeta^0, \).
2. **while** not converged **do**
   1. Choose \(\varphi^k \in \partial(-\theta H(\alpha^k))\)
   2. Solve (7.17) to obtain \((u^{k+1}, \alpha^{k+1}, p^{k+1}, l^{k+1}, \beta^{k+1}, \zeta^{k+1})\)
   3. \(k \leftarrow k + 1\)
3. **end while**

### 7.5 Experiments

In the following section, we demonstrate the effectiveness of our MIP approach in its ability to minimize problem (7.16). For this, we use natural images and estimate their
cartoon approximations. Additionally, we reconstruct cartoon images contaminated with JPEG compression artifacts. We demonstrate that penalizing the $L_0$ norm of the image gradient is a suitable prior for such task. We also compare our approach with both the $L_0$ smoothing method in [201] and the piece-wise constant Mumford-Shah approach in [173]. In Figure 7.2, a cartoon approximation of a natural image is calculated using different smoothness parameters $\lambda$. With decreasing $\lambda$ our method penalizes jumps more strictly.

Figure 7.3: A cross section of the $L_0$ reconstruction (upper plot) of the input image (red channel) in Figure 7.2 along with variable $\alpha$ (lower plot) which tracks the jumpset $\{ x : \| \nabla u(x) \|_F \neq 0 \}$. Note how the peaks in $\alpha$ exactly coincide with the jumps in $u$. 
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Figure 7.4: Image deblocking of image in (a) using ROF denoising (b), the method by Xu et al. (d), the real-time Mumford-Shah approach of (e), and our formulation (f). Our method is able to achieve the best smoothing result while still recovering fine structures.

Figure 7.3 shows a cross section of an approximation with \( \lambda = 3 \). In this 1D plot, we observe that our method produces sparse gradients while minimizing the dataterm. In Figure 7.4 we apply our algorithm on a cartoon image corrupted with JPEG compression artifacts. We compare our algorithm to the ROF model (\( \theta = 0 \)) and to the methods of Xu et al. (d) and Strekalovskiy et al. (e). We tuned all parameters such that we obtain the best reconstructions in terms of PSNR values. In contrast to ROF denoising, our method clearly exhibits superior performance at de-blocking the image and recovering fine structures of the input image. When compared to (d) and (e), we observe that our method achieves visually better reconstruction results than (d) and a comparable result to the method of Strekalovskiy et al. in terms of PSRN values. However, in contrast to (e), our method is guaranteed to converge due to the provably convergent DC-Algorithm 4. Note that in all our experiments we initialize all variables with zero. A dependence of the reconstruction results on the initialization cannot be observed.

7.6 Conclusion

In this chapter, we generalized our work on introducing entropy to continuous multi-label optimization (including Chapter 10). To this end, we discussed the broader class of MIPs and augmented their convex relaxation with an entropy term. We demonstrate the effectiveness of our approach by tackling the problem of image cartooning which can be formulated as an MIP. Our experimental results show that our approach competes with state of the art specialized cartooning algorithms. Finally, our algorithm is guaranteed to converge because we make use of a provably convergent DC algorithm.
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Paper Summaries

In the following, we provide summaries for the research papers included in this part.

Convex Optimization for Scene Understanding [8]

The most prominent strategies for semantic priors are based on pre-learning co-occurrence statistics and penalize label configurations which are not likely to occur. These priors have been incorporated in a discrete multi-label approach by Ladicky et al. [104] and have been introduced to the spatially continuous setting in our work in [10]. Co-occurrence priors always depend on a training set and are thus prone to overfitting. In order to avoid this, a more principled way of incorporating context has been introduced by Delong et al. in [50], namely hierarchical priors. These priors group labels in a context hierarchy. To this end, labels are grouped as leafs in a tree where parent nodes represent scene labels. This natural approach is able to refine image multi-labeling in a more intuitive and principled way. Additionally, it is less prone to overfit to a database. This comes from the fact that grouping labels under a context is a universal principle and comes close to the human intuition. In this work we propose incorporating hierarchical priors into continuous multi-label optimization. Our algorithm is able to jointly infer the labeling of the scene as well as the scene type. For example, the labels 'car', 'road', 'building' help determining the scene type 'urban' and in contrary knowing the context e.g. urban, nature, outdoor and indoor helps refine the pixel-wise labels. In contrast to [50], we devise an algorithm which does not depend on the underlying grid and thus does not introduce metrification errors [95, 137]. We cast the hierarchical multi-label algorithm into one single optimization problem in contrast to the discrete approach [50] which performs sequential optimization. Our algorithm is parallelizable and trivially extendable to 3D multi-labeling unlike discrete graph-cut based approaches which do not scale well with increasing dimensions [95].
Entropy Minimization for Convex Relaxation Approaches [9]

Formally label assignment problems map from some domain to a discrete label space. They can be formulated as integer optimization problems. These integer problems are typically formulated by means of a \{0, 1\} valued indicator functions. A common strategy to solve these NP-hard problems is to relax their range to the interval \([0, 1]\). The resulting convex relaxation formulations can be solved using state-of-the-art convex optimization solvers. However, the minimizers of these methods are not always binary and guarantees on the quality of the solution with respect to the original binary problem cannot be made a priori. Typically, a binary solution is recovered by a suboptimal a posteriori thresholding technique. In this work, we introduce a binarization energy to the optimization problem and enforce the solution to become less fractional. To this end, we incorporate Shannon’s entropy as a measure of tightness. Although the resulting cost function is not convex, it happens to be is a difference of convex (DC) functions which can be minimized using a specialized algorithm. This so called DC algorithm does not recover the global solution, however, its convergences to a critical point is provably guaranteed. In our work we show theoretically and experimentally that incorporating the entropy consistently improves the multi-labeling results. Applications range from multi-label inpainting to spatio-temporal 3D reconstruction. By measuring the a posteriori optimality gap we are able to show that our solutions exhibit tighter energies than classical convex relaxation approaches. In terms of computational time our methods do not change the complexity of the algorithm. Indeed, our method speeds up the convergence behavior of convex relaxation methods by a factor of two.
Smooth Piece-Wise Rigid Scene Flow from RGB-D Images [5]

Estimating motion is one of the most important tasks in human and machine vision. Its application can be as obvious as predicting moving objects in a dynamic scene as well as generating super-resolved frames in time [77] and space [188]. While 2D motion estimation approaches have been around since the 80’s [121], in recent years methods for estimating 3D motion are getting more popular. This is due to the availability of high quality RGB-D sensor’s and massively parallel architectures such as GPU’s which are available on end-user graphics cards. Additionally, there has been a shift in convex optimization algorithms towards first-order methods. These iterative methods can be implemented in parallel and often lead to real time performance. Thus solving large scale variational problems efficiently such as image segmentation, becomes feasible. Another trending topic in computer vision and robotics is visual odometry, where the challenge is to predict camera poses from a sequence of RGB [55] or RGB-D [94] frames. Traditional scene flow techniques are based on linearizing the optical and range flow [197] constraints and solve for the displacement between corresponding points. In this paper, we tackle the problem of jointly segmenting the scene into rigidly moving parts and estimating their motion. To this end, we borough techniques from image multi-labeling and visual odometry and devise an energy function which is dependent on the partitioning of the scene and its underlying motions. Solving these highly correlated problems jointly helps solving ambiguities in motion and in image segments. In addition to rigidly moving parts, our method is able to recover non-rigidly moving points by allowing a smooth transition between labels. This is realized by allowing the labeling to vary between 0 and 1 as well as choosing a simple regularization which promotes a smooth transition between labels when necessary. Detecting non-rigidity in the scene is a realistic assumption which allows predicting moving segments and their underlying motion more accurately. The overall problem however is highly non-convex. We resort to a alternating minimization technique in which we fix the motion and solve for the segments and vice versa. Finally we adapt the number of labels during the optimization using filtering and merging. Quantitative and qualitative experiments on synthetic and real world examples confirm that our method outperforms state-of-the-art scene flow methods.
Co-occurrence Priors for Continuous Multi-labeling \cite{10}

Modern segmentation algorithms typically minimize a cost function consisting of a unary term and a regularization term. These methods promote the smoothness of an object or enforce a certain shape. Although these priors improve the solution, they are agnostic to object statistics. Hence, they do not care about objects unlikely to co-occur in a scene. Recognizing odd object combinations comes natural to humans since we learn from a child’s age to expect certain things to appear together or not. Researchers have been looking into ways to incorporate this knowledge into multi-label segmentation algorithms. The first approaches were focused on a simple semantic prior, namely the minimal description length prior \cite{50, 106, 204, 211}. This prior reflects the philosophy of Occam’s razor by encouraging parsimonious solutions, i.e. solutions with fewer labels, over more complex encodings of a scene. A more involved strategy is to exploit label co-occurrence statistics to encourage certain labels to occur jointly. This more fine grained approach of filtering out wrong labels have been proven to be very effective in the discrete setting \cite{104}. However, being dependent on a discrete lattice, MRF approaches are known to exhibit metircation errors \cite{95}. Additionally, extending discrete multi-labeling approaches to 3D as in \cite{81} is not trivial because graph-cut based algorithms do not scale well with increasing dimensions. In this paper, we propose incorporating co-occurrence priors into continuous multi-label optimization. Our algorithm does not depend on the underlying grid and allows for local and non-local regularizations. The proposed formulation consists of a single convex optimization problem and can be solved in parallel using modern GPU’s. This allows for fast and high quality solutions which are independent of initialization. Finally, our elegant formulation allows for an efficient extension to 3D multi-labelling.
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Abstract In this paper we give a convex optimization approach for scene understanding. Since segmentation, object recognition and scene labeling strongly benefit from each other we propose to solve these tasks within a single convex optimization problem. In contrast to previous approaches we do not rely on pre-processing techniques such as object detectors or superpixels. The central idea is to integrate a hierarchical label prior and a set of convex constraints into the segmentation approach, which combine the three tasks by introducing high-level scene information. Instead of learning label co-occurrences from limited benchmark training data, the hierarchical prior comes naturally with the way humans see their surroundings.

9.1 Introduction

9.1.1 A Joint Approach to Scene Understanding

Scene understanding is the combination of segmentation, object recognition and scene classification. These tasks are highly interdependent. On the one hand, the most important cues for scene classification are the objects contained in the scene. On the other hand, results from scene classification help to determine the objects occurring within the scene, e.g. if we know that we are looking at a natural scene grass and sky would be likely but armchairs would be surprising. Finally, segmentation results can be improved by means of object recognition results, since typical color and shape models can be associated with the objects. Instead of solving all tasks separately or sequentially our objective is to take a holistic approach to scene understanding by solving all tasks simultaneously within a single convex optimization problem – similar to the way humans reason about the world around them. In this way, the tasks can directly influence each other. Previous joint approaches usually rely on either difficult optimization schemes or on pre-processing tasks such as superpixels or object detectors, which introduce errors and runtime limitations into the scene understanding task.

9.1.2 Related Work

The inspiration to this work predominantly draws from two lines of research, namely research on label configuration priors and research on convex relaxation techniques.

Hierarchical Semantic Prior Knowledge In human vision and understanding of the world, especially hierarchies of objects are a common concept. They can be found on a larger scene level characterizing which objects appear in a specific context, e.g. 'cars' and 'road signs' appear in 'street contexts', whereas a 'cow' and a 'sheep' usually appear in 'natural contexts' outside and not in the 'kitchen' or next to a 'computer'. But hierarchies can also be found on a small scale level describing single objects which are composed of different parts, e.g. a 'bike' consists of 'handlebars' and 'tires'. In both contexts they are characterized by specific semantic relationships among objects or object parts.
Figure 9.1: Scene understanding consists of segmentation, object recognition and scene classification which are highly interdependent tasks. Solving these tasks within a single optimization problem such that all tasks can influence each other improves results for scene understanding. The scene in a) is classified as 'nature scene' which prevents incorrect labels such as 'building' or 'road'.

Therefore, the integration of context-related hierarchical information on the scene level is of importance to obtain highly accurate results.

The most closely related hierarchical prior is [50], where a fusion algorithm is proposed which computes labelings for each label group in the tree separately and fuses the results. This approach is iterative and limited to a single tree level, even though natural hierarchies consist of many levels. In addition, the algorithm exhibits optimality bounds depending on the cardinality of the label subgroups and the associated cost in each scene. This is due to the fact that with arbitrary label costs, \( \alpha \)-expansion's bound is arbitrarily bad. For more details see [50]. In this paper we propose a non-iterative approach for trees with arbitrarily many levels and computable (in practice very tight) optimality bounds.

A special case of such hierarchical priors are minimum description length (MDL) priors [106, 204, 211] (with a single tree level and each class corresponding to a separate leaf with
fixed MDL cost). Such priors result in a higher penalty the more different labels occur in
the image regardless of the corresponding objects.

A closely related prior is the *co-occurrence prior* \cite{14,10}, which penalizes object sets
occurring together in the same scene. The main difference to hierarchical priors is that hi-
erarchical priors invoke a category penalty as soon as a single label of that category occurs
in the scene, but they do not differentiate between labels within the same category. In con-
trast, co-occurrence penalties are only invoked if all labels of the specific label set occur. In
addition, hierarchical priors are based on a human understanding of the world and are less
complex to compute, since penalties only exist between subsequent tree levels. In contrast,
co-occurrence priors are learned from limited training data and thus do not necessarily
reflect general or semantically meaningful relations, but rather the label frequencies of the
training set. Besides a separate penalty needs to be computed for each subset of labels (the
power set), which is extremely involved and usually requires approximation \cite{104}.

**Scene Classification** Scene classification denotes the task of categorizing an image with
respect to the type of scene shown. Most approaches build on the combination of image
feature descriptors, such as color histograms, texture or SIFT features. Based on the
descriptor output learning based approaches such as Support Vector Machines or statistical
approaches are applied to classify the scene based on training data \cite{21,113,114}. Yet, these
approaches rarely solve the segmentation, object recognition and scene classification tasks
jointly.

**Joint Approaches** Joint approaches for segmentation, recognition and scene classifica-
tion were given recently in \cite{104} and \cite{202}. Both approaches rely on the result of sophis-
ticated object detectors in order to infer solutions for the joint task. Thus, the quality
of the results always depends on the quality of the object detectors. In addition, the in-
ference problem solved in \cite{104} is rather complex and does not involve the actual scene
classification task.

In this paper we solve the joint task based on convex optimization techniques without
requiring any preprocessing such as object detection or superpixel computation. In this
way, the quality of the solutions as well as the runtime directly depend on the proposed
algorithm instead of prior processing steps.

**Convex Optimization** To tackle the highly complex task of joint recognition and scene
classification we will rely on powerful techniques from convex optimization. In general,
this scene understanding task can be formulated as a multi-label problem. Two popular
paradigms exist for solving such energy optimization problems: discrete Markov Random
Field (MRF) based approaches and continuous optimization approaches. In \cite{137} Nieuwen-
huis et al. showed that for multi-label problems continuous approaches can be parallelized
and implemented more efficiently. In addition, they do not suffer from grid bias and - in
case of a convex relaxation - are independent of the initialization. There are a number of
recent advances on convex relaxation techniques for spatially continuous multi-label op-
timization. These include relaxations for the continuous Potts model \cite{38,107,206}, for
9.2. Convex Multi-label Segmentation

the non-local continuous Potts model \[199\], for MDL priors \[204\], and for vector-valued labeling problems \[70\] \[174\]. In this paper we will give a convex relaxation of the scene understanding task.

9.1.3 Contribution

Our main contributions are the following:

- Instead of solving a sequence of optimization problems we introduce the hierarchical segmentation prior within a single convex optimization problem.

- The performance of our algorithm neither depends on the label subset cost nor on the cardinality of the label subsets and can therefore handle an arbitrary number of labels.

- Our formulation is more general than the class of hierarchical priors in \[50\] in the sense that we are able to assign arbitrary costs for label configurations arising from different categories. We also introduce a variant of the hierarchical prior where we even assign infinite costs to certain label configurations.

9.2 Convex Multi-label Segmentation

Given a discrete label space \( \mathcal{L} = \{1, ..., n\} \) with \( n \geq 1 \), the multi-labeling problem can be stated as a minimal partition problem. The image domain \( \Omega \subset \mathbb{R}^2 \) is to be segmented into \( n \) pairwise disjoint regions \( \Omega_i \) which are encoded by the label indicator function \( u \in BV(\Omega, \{0,1\}) \)

\[
u_i(x) = \begin{cases} 1 & \text{if } x \in \Omega_i, \\ 0 & \text{otherwise.} \end{cases} \tag{9.1}
\]

Here \( BV \) denotes the space of functions with bounded total variation, which allows for discontinuities \[16\]. To ensure that each pixel is assigned to exactly one region, the simplex constraint is imposed on \( u \):

\[
\sum_{i=1}^{n} u_i(x) = 1 \quad \forall x \in \Omega \tag{9.2}
\]

To find a solution to the minimal partition problem we minimize the following energy:

\[
E(u) = E_D(u) + E_S(u) + E_H(u). \tag{9.3}
\]

The data term

\[
E_D(u) = \sum_{i=1}^{n} \int_{\Omega} u_i(x) g_i(x) dx. \tag{9.4}
\]
where $g_i(x)$ is the local cost of assigning label $i$ to pixel $x$, measures how well the segmentation complies with a given appearance model for each label. The regularizer:

$$E_S(u) = \frac{1}{2} \sum_{i=1}^{n} \int_{\Omega} |Du_i(x)|$$

ensures spatial coherence of the label assignment, and is chosen as the Potts model which penalizes the boundary lengths. The term $E_H(u)$ is the hierarchical scene understanding energy which will be the focus of this paper.

**Label Occurrence Functions** In order to devise the hierarchical prior it is necessary to model the occurrences of specific labels in the image. Let $\mathcal{U} = \{u \in BV(\Omega, \{0, 1\})^n \mid \sum_i u_i(x) = 1 \ \forall x \in \Omega\}$ denote the set of all possible segmentations over the image domain $\Omega$. Then the function $l : \mathcal{U} \rightarrow \{0, 1\}^n$ indicates for each label $i \in \{1, \ldots, n\}$ whether it occurs in a given segmentation:

$$l_i(u) = \begin{cases} 1 & \text{if } \exists x \in \Omega : u_i(x) = 1, \\ 0 & \text{otherwise.} \end{cases}$$

This can also be written as

$$l_i(u) = \max_{x \in \Omega} u_i(x) \ \forall i \in \mathcal{L}$$

### 9.3 The Hierarchical Prior

Hierarchical priors penalize the co-occurrence of labels from different scene contexts, e.g. a 'cow' ('outdoor' context) and a 'fridge' ('indoor' context). To this end, the set of object labels is organized in a tree structure where the leaves correspond to objects and the inner nodes to object categories $\mathcal{S}$ with $k := |\mathcal{S}|$, see Figures 9.1 and 9.2. Let $\pi : \mathcal{S} \rightarrow \mathcal{L}$ maps each category to the set of object labels it contains in all of its subtrees, e.g. $\pi(L_6) = \{l_5, l_6, l_7, l_8\}$ in Figure 9.2. Let furthermore

$$L : \mathcal{U} \rightarrow \{0, 1\}^k, L_i(u) = \max_{j \in \pi(i)} l_j(u)$$

denote the indicator function for the $k$ categories in the inner tree nodes, i.e. $L_i(u)$ indicates if any label in any subtree of category $L_i$ is present in the scene. These nodes are organized in arbitrarily many levels, e.g. 'outdoor' contains the subcategories 'nature' and 'street' (see Figure 9.1). Note that labels can be shared by several categories by adding them one level above all the subtrees that should share them. See for example the labels 'sky' and 'grass' in Figure 9.3 which can appear in 'nature', 'street' and 'water' scenes.

For each single category function $L_i$ we define a specific cost $C_{L_i} \geq 0$ which is added to the energy if any of the objects in any subtree of the category $L_i$ appears in the segmentation.
Hence, if the label 'bicycle' appears the costs for the categories 'street' and 'outdoor' are invoked.

Then we can define the hierarchical energy as

\[ E_H(u) := \sum_{i \in \mathcal{S}} C_{L_i} L_i(u) \tag{9.9} \]

with each \( L_i \) given by (9.8). Thus, for each label occurring in the segmentation the energy is increased by the costs \( C_{L_i} \) for all categories \( L_i \) the label belongs to. In this way, we can introduce statistical information on the likelihood of different scenes. Here, conditional likelihoods instead of absolute ones are of interest, i.e. the probability of a scene given its direct parent in the tree. For the optimization, we use (9.8) and (9.7) to write \( L_i = \max_{j \in \pi(i), x \in \Omega} u_j(x) \) in terms of \( u \). For efficient minimization we decouple max-terms by means of the dualization of the max function \[204\].

**Scene Uniqueness Constraints**  The hierarchical prior introduces costs depending on the likelihood of each scene. In this way, it discourages labels from different scenes but nevertheless allows for mixed solutions. For scene classification, however, one would expect a hard decision for a single scene label. In order to obtain a unique scene label and to improve the segmentation at the same time, we propose to introduce a scene uniqueness prior. This prior imposes the constraint that all labels occurring in the final segmentation belong to the same category, i.e. they share the same path from the lowest category level to the root node of the tree. Let \( P : \mathcal{S} \to \mathcal{S} \) map all categories to their direct category child nodes, i.e. 'outdoor' is mapped to 'street' and 'nature', and the lowest categories such as 'water' are mapped to the empty set. Then we impose the following constraints

\[ \sum_{j \in P(i)} L_j(u) = L_i(u) \quad \forall i \in \mathcal{S}. \tag{9.10} \]
This constraint set ensures that the sum of all category functions at each tree level equals the parent category function. By setting the root node indicator function $L_r(u) = 1$ we enforce a unique scene classification result. If a subcategory function is zero then no label from its subtree can occur in the segmentation result. If two labels in different subtrees are active then the scene uniqueness constraints force one of them to zero. These constraints are linear and can be easily implemented by means of Lagrange multipliers. They can be applied in addition to the hierarchical prior or alone. The energy $E_H$ then reads as:

$$E_H(u) := \sum_{i \in S} C_{L_i} L_i(u) \quad \text{s.t.} \quad \sum_{j \in P(i)} L_j(u) = L_i(u), \quad (9.11)$$

$$L_i(u) = \max_{j \in \pi(i)} l_j(u), \quad l_i(u) = \max_{x \in \Omega} u_i(x), \quad \forall i \in \mathcal{L}. \quad (9.12)$$

In addition to $u$, the overall energy $[9.3]$ is then also optimized over the indicator functions $l_i$ and $L_i$ as new variables. Since the max-constraints $[9.12]$ are not convex, we replace them by the relaxations

$$l_j(u) \leq L_i(u) \quad \forall i \in S, \ j \in \pi(i), \quad (9.13)$$

$$u_i(x) \leq l_i(u) \quad \forall i \in \mathcal{L}, \ x \in \Omega. \quad (9.14)$$

They can be implemented with Lagrange multipliers, e.g. by adding the terms $\sup_{a(x) \geq 0} \int_{\Omega} a_i(x) (u_i(x) - l_i(u)) \, dx$ to the energy $[9.3]$ and optimizing also over $a$.

### 9.4 Implementation

In order for the domain of optimization to be a convex set, we relax the binary constraint $u_i(x) \in \{0, 1\}$ to the convex one $u_i(x) \in [0, 1]$. To minimize the overall energy $[9.3]$ we use the primal-dual algorithm [39], which is essentially a gradient descent in the primal variables and a gradient ascent in the dual variables with a subsequent application of the proximity operators. For the time steps we used the recent preconditioning [146].

### 9.5 Experiments

We will now show results for the joint task of segmentation, object recognition and scene classification. To this end, we have selected a set of 15 semantic labels and scene types (out of 21), which could naturally be grouped in a tree hierarchy, see Figure 9.3. Hence, we define the following label set

$$\mathcal{L} := \{\text{Grass, Car, Bird, Building, Sky, Water, Cow, Sheep, Boat, Chair, Tree, Sign, Road, Book, Sky}\}$$

Together with the object categories

$$\mathcal{S} := \{\text{Indoor, Outdoor, Nature, Street}\}.$$
For testing we use the subset of 68 images from the MSRC benchmark, which contains only labels within our hierarchy. We minimize the energy in Eq. (9.3) using the appearance term in Eq. (9.1) as data term $E_D$, the standard Potts model as smoothness term $E_S(u)$ and the hierarchical energy $E_H$ together with scene uniqueness constraints as formulated in Eq. (9.11). Qualitative results comparing the proposed approach to the results based only on the Potts model (i.e. $E_H = 0$) and to the co-occurrence priors by Ladicky et al. \cite{ladicky2010cpl} are shown in Figure 9.5. Several of these images show strong improvements compared to the Potts and the co-occurrence prior, e.g. the ‘book’ label disappears from the sign image, the reflection of the tree is correctly classified as ‘water’ and the ‘sheep’ is no longer confused with the label ‘road’ due to color similarities. Figure 9.4 shows the average accuracy on the mini-benchmark. The comparison to the co-occurrence prior shows that the differences are only marginal on average. Yet there is no scene classification involved in the co-occurrence prior, and as argued in the introduction learning of the prior is much more involved and prone to specialization on the specific database. In contrast, the hierarchy structure was modeled by hand based on human reasoning.
Figure 9.5: MSRC benchmark results for joint segmentation, recognition and scene classification using the hierarchy in Figure 9.3.
9.6 Conclusion

In this paper we proposed a joint approach for segmentation, object recognition and scene understanding, which is formulated within a single multi-label variational optimization approach. In contrast to previous approaches we do not rely on the computation of super-pixels or object detector outputs or build several stages in the optimization process. We gave a convex relaxation of the approach yielding unique solutions to the scene classification task independent of the initialization of the algorithm. The results on the MSRC benchmark show that for several images we were able to strongly improve the labeling task achieving classification results slightly above the highly specialized co-occurrence prior by Ladicky et al. [104].
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**Abstract** Despite their enormous success in solving hard combinatorial problems, convex relaxation approaches often suffer from the fact that the computed solutions are far from binary and that subsequent heuristic binarization may substantially degrade the quality of computed solutions. In this paper, we propose a novel relaxation technique which incorporates the entropy of the objective variable as a measure of relaxation tightness. We show both theoretically and experimentally that augmenting the objective function with an entropy term gives rise to more binary solutions and consequently solutions with a substantially lower optimality gap. We use difference of convex function (DC) programming as an efficient and provably convergent solver for the arising convex-concave minimization problem. We evaluate this approach on three prominent non-convex computer vision challenges: multi-label inpainting, image segmentation and spatio-temporal multi-view reconstruction. These experiments show that our approach consistently yields better solutions with respect to the original integral optimization problem.

**10.1 Introduction**

Numerous problems in vision – including two-region and multi-region image segmentation, stereo- and multi-view reconstruction or optical flow estimation – can be cast as variational multi-labeling problems of the form

\[ u^* = \arg\min_u E(u), \]  

(10.1)

with a labeling function \( u : \Omega \rightarrow \Gamma \) from a domain \( \Omega \) to a label space \( \Gamma \). The domain and the label space can be both discrete or continuous. Numerous works have proposed methods for efficiently computing solutions to the above integer problem. A common approach is to rephrase the above integer problem as a binary labeling problem with an indicator variable \( u : \Omega \rightarrow \{0, 1\}^{|
\Gamma|} \):

\[ u^*_{\text{bin}} = \arg\min_{u : \Omega \rightarrow \{0, 1\}^{|
\Gamma|}} E(u) , \]  

(10.2)

possibly subject to additional constraints. While this binary formulation often leads to a convex energy \( E \), the binary constraint makes the optimization domain non-convex and generally yields a hard combinatorial problem.

**Relaxation.** The central idea of many convex relaxation techniques is to drop the integrality constraint and consider the relaxed convex problem:

\[ u^*_{\text{rel}} = \arg\min_{u : \Omega \rightarrow [0, 1]^{|
\Gamma|}} E(u). \]  

(10.3)

Solving this problem is usually much easier, but its solution \( u^*_{\text{rel}} \) can be non-binary and consequently a rounding scheme needs to be applied to obtain a binary solution.

**Rounding.** In general, the rounded solution can be very different from the globally optimal solution \( u^*_{\text{bin}} \) and may not even be a local minimum of the binary objective \( E(u) \) for binary variables. The simplest rounding scheme is to select the label with the highest likelihood. We will detail the rounding schemes later when looking at certain problem instances of (10.3).
For certain 2-label problems, a thresholding theorem [138] may assure provably optimal binary solutions upon simple thresholding of the relaxed solution $u^*_\text{rel}$. For more general multi-label problems the computed solutions are often far from binary and rounding may drastically increase the energy and the corresponding a-posteriori optimality bound (the energetic difference between rounded and relaxed solution). Moreover, a number of works incorporate additional constraints on the solution in order to constraint the volume/area [155, 186], or higher order moments [96] of the resulting segmentation, or to enforce size proportions of respective segments [136]. While these constraints are meaningful for the binary problem (10.2), they often change their physical meaning in the relaxed setting (10.3).

**Novel relaxation scheme.** In order to cope with the above mentioned problems we propose to augment problem (10.1) with an additional term which promotes the integrality of the solution during optimization and thereby leads to better solutions with substantially smaller optimality gaps. The key idea is to control the integrality of the objective variable by means of Shannon’s entropy. Entropy minimization has been used in several computer vision applications including shadow removal [63] and image segmentation [180] where it is used as a general color consistency criterion for separating histograms. To the best of our knowledge this work is the first to apply entropy minimization on the labeling function $u$. The augmented relaxed problem composes of the original labeling problem and the additional entropy term $H$ weighted by $\theta \in \mathbb{R}_{\geq 0}$ and reads as follows:

$$u^* = \arg\min_{u: \Omega \rightarrow [0,1]^{|\Gamma|}} E(u) + \theta H(u). \quad (10.4)$$

This generalizes the convex relaxation problem (10.3), obtained by setting $\theta = 0$. Likewise, by taking $\theta \rightarrow \infty$ we also recover (10.2) since the entropy term becomes an integral constraint. Unfortunately problem (10.4) is not convex anymore for $\theta > 0$ and obtaining the global minimum of its relaxed version is generally not possible anymore. Luckily, problem (10.4) exhibits a special structure: it decomposes into a convex function $E(\cdot)$ and a concave function $\theta H(\cdot)$ being equivalent to a difference of convex functions (DC). This makes formulation (10.4) amenable to the DC programming approach [182] which guarantees to find a stationary point of the objective. Although there is no guarantee for finding a globally optimal solution, we show that the obtained non-rounded results are more binary than the results of state-of-the-art relaxation methods. In this paper, we focus on spatially continuous variational approaches as they are easily parallelizable and do not suffer from metrication errors in contrast to their discrete counterparts [95]. Though, our approach might also be applicable in a discrete setting.

**10.1.1 Contributions**

Our contributions can be summarized as follows:

- We propose to use the entropy of the objective variable to empirically measure the tightness of a relaxed solution. We then enhance integrality of solutions by jointly optimizing the objective function and the entropy.
We propose to use a provably convergent algorithm for solving the arising convex-concave problem which combines DC programming and a state-of-the-art first order solver.

We show theoretically and experimentally that our method provides solutions which are more integral and exhibit a tighter energy bound than state-of-the-art convex relaxation methods. Our approach thus promotes simple rounding schemes.

The proposed entropy augmentation does not change the algorithm complexity. In all experiments we observed an improved convergence behavior and runtime speed-ups up to a factor of two.

We demonstrate the effectiveness of our approach on several computer vision applications including multi-label image inpainting, image segmentation and spatio-temporal multi-view reconstruction.

10.2 Shannon’s Entropy

Originally formulated for discrete random variables Shannon’s information entropy is a measure of uncertainty. Suppose that $u : \Omega \subset \mathbb{R}^d \rightarrow [0, 1]^{|\Gamma|}$ is a soft labeling function such that $\forall x \in \Omega : \sum_{\ell=1}^{|\Gamma|} u_\ell(x) = 1$. Interpreting $u(x)$ as a probability distribution on each $x \in \Omega$ we can apply information entropy on a labeling problem by directly imposing it on the indicator variable $u$. The total entropy of a labeling function can be written as follows:

$$H(u) = \int_{\Omega} - \sum_{\ell=1}^{|\Gamma|} u_\ell \log u_\ell \, dx,$$

which is an integral of a point-wise concave entropy measure in each $x \in \Omega$. For brevity we will refer to the total entropy as entropy for the rest of the paper.

10.3 Solving the Convex-Concave Program

In the field of variational convex relaxation approaches, non-convex optimization has gained tremendous popularity in recent years. However most of these works focus on realizing non-convex regularizers \[129,140\]. We make use of DC programming, dating back to a seminal work by Tao et al. \[182\] which generalizes subgradient algorithms for convex maximization. The principle of minimizing the difference of convex functions heavily relies on concepts from convex optimization and especially DC duality \[185\]. Closely related to DC programming is the so called convex-concave procedure (CCCP) described later in \[205\] though it assumes differentiability of the objective function. In \[92\] DC programming is applied to a QP relaxation of MAP inference in order to cope with the non-convex objective.
10.3. Solving the Convex-Concave Program

10.3.1 DC Programming

DC programming deals with solving a non-convex problem of the following form:

$$\inf_u \{g(u) - h(u)\},$$

(10.6)

where $g(u)$ and $h(u)$ are convex functions. In order to solve (10.6) we make use of a simplified form of the DC algorithm \[181\]. Based on DC duality and the KKT conditions for DC programs, the algorithm generates the following sequences $v^k \in \partial h(u^k)$ and $u^{k+1} \in \partial g^*(v^k)$ which guarantee to converge to a critical point. The overall DC algorithm is illustrated in algorithm 5, where $g^*$ denotes the Legendre-Fenchel conjugate of $g$.

**Algorithm 5** The DC Algorithm

1. Initialize $u^0 \in \text{dom } g$.
2. **while** not converged **do**
   1. Choose $v^k \in \partial h(u^k)$
   2. Choose $u^{k+1} \in \partial g^*(v^k)$
   3. $k \leftarrow k + 1$
3. **end while**

10.3.2 Solving monotone inclusions

Note that since $u^{k+1} \in \partial g^*(v^k) \Leftrightarrow v^k \in \partial g(u^{k+1}) \Leftrightarrow 0 \in \partial g(u^{k+1}) - u^k$ and since $g$ a convex, we solve a monotone inclusion problem in each iteration. Hence choosing $u^{k+1} \in \partial g^*(v^k)$ in algorithm 5 amounts to solving the following convex optimization problem:

$$u^{k+1} = \arg \min_u g(u) - \langle v^k, u \rangle$$

(10.7)

In order to be able to solve problem (10.4) using DC programming we make the following identifications:

$$g(u) = E(u) + \delta_{U_{rel}}(u) \quad h(u) = \theta H(u),$$

(10.8)

where $\delta_{U_{rel}}(u)$ denotes the characteristic function:

$$\delta_{U_{rel}}(u) = \begin{cases} 0 & \text{if } u(x) \in [0,1] \ \forall x \in \Omega, \\ \infty & \text{otherwise}. \end{cases}$$

(10.9)

Most variational problems $g(u)$ are large scale and non-smooth and therefore not easily solvable using standard solvers. To this end, we use the state-of-the-art primal-dual algorithm of Pock et al. \[39\] which solves a saddle point formulation of problem (10.7) (further details in the supplementary material). Using Algorithm 5 we can solve any problem of the form (10.4). For binary tomographic reconstruction, \[196\] proposed a similar DC programming framework for implicit rounding. In contrast to the entropy term which is well-grounded on information theory and naturally generalizes to higher dimensions, they use a negative quadratic term as a heuristic to impose integrality of the solution.


10.4 Experiments

We consider three problem instances which exhibit non-tight relaxations. For all experiments we initialized function $u$ in our algorithm with a zero or random function while choosing the entropy parameter as $\theta \in [0.01, 0.5]$.

10.4.1 Multi-label Image Segmentation

In variational multi-label image segmentation one assumes a continuous domain $\Omega$ and a discrete label space $\Gamma$ with $|\Gamma| \geq 2$. The image domain $\Omega \subset \mathbb{R}^2$ is to be segmented into $|\Gamma|$ pairwise disjoint regions $\Omega_\ell$ which are encoded by the label indicator function $u : \Omega \rightarrow \{0, 1\}^{|\Gamma|}$, $u_\ell(x) = 1_{x \in \Omega_\ell}$. The overall problem can be stated as a minimal partition problem. To find a solution to such a problem augmented with an entropy term we solve the following optimization problem:

$$
\min_u \sum_{\ell=1}^{|\Gamma|} \int_\Omega \left[ \lambda u_\ell(x) q_\ell(x) + \frac{1}{2} |Du_\ell| \right] \, dx + \theta H(u)
$$

subject to

$$
\sum_{\ell=1}^{|\Gamma|} u_\ell(x) = 1, \quad u(x) \geq 0 \quad \forall x \in \Omega
$$

The data fidelity term $q_\ell(x) : \Omega \rightarrow \mathbb{R}$ assigns a color-based pixel-wise cost to each pixel $x$ for belonging to region $\ell$. Expression $Du$ in the smoothness term denotes the distributional derivative of $u$ throughout the paper. It encourages regularity of the obtained partitions in the solution by minimizing its boundary length and is chosen as proposed by Zach et al. [206]. Although the relaxation of Chambolle, Cremers and Pock (CCP) [38] of the

![Figure 10.1: Inpainting using different relaxations of the Potts model with $(\theta = 0.02)$ and without $(\theta = 0)$ entropy. The visualized entropy shows that the joint minimization of the entropy yields more binary solutions.](image-url)
boundary length is tighter compared to Zach et al. [206], its complexity grows quadratically with the number of labels, making it impractical for large scale problems with many labels. Note that the energy functional (10.10) is a convex-concave program which can be solved by applying the DC algorithm [3]. Figure 10.1 illustrates that despite the less tight relaxation (10.10) we obtain a drastic improvement of the solution by augmenting the optimization problem by an entropy term. We observe that for the inner optimization problem in Algorithm 5, only a few iterations (1-5) are necessary for convergence. As a result, we obtain tight solutions even with the simple relaxation of Zach et al. [206] without the need to drastically increase the runtime by using a tighter CCP relaxation.

Rounding. To compute a binary solution from the relaxed one, we select the most likely label point-wise, i.e. $\forall x: u_{\text{bin}}(x) = \hat{e}_j$ with $j = \min\{\arg\max_i (u^*_{\text{rel}}(x))_i\}$ and $\hat{e}_j$ being the $j$-th unit vector in the space $\{0, 1\}^{|\Gamma|}$. Note that Lellmann et al. [111] proposed a probabilistic rounding scheme which provides an a-priori bound on the energy. However it is slower and yields slightly degraded results in practice (see [110] for a comparison on the triple-junction problem).

Non-Uniqueness of the Solution

The energy (10.10) without $H(u)$ is not strictly convex and thus admits several binary solutions. If the relaxation is not tight then convex combinations of distinct binary solutions may get assigned lower energies which in turn promotes non-binary solutions. This is especially visible for larger numbers of labels. Figure 10.2 shows that already with 4 labels the CCP relaxation tends to produce a convex combination of binary solutions which is a valid minimizer in the case of the relaxed problem as we show in Proposition 1.

**Proposition 1** (Convex combinations of binary solutions have lower energies). The convex
combination $u_\alpha = \alpha u^*_1 + (1 - \alpha)u^*_2$ of two binary solutions $u^*_1, u^*_2: \Omega \rightarrow \{0,1\}^{|\Omega|}$ of problem (10.2) has lower or equal energy (Eq. (10.3)) than the energies of the binary solutions, i.e. $E(u_\alpha) \leq E(u^*_1)$.

Proof. By convexity of the objective $E(u)$ we have:

$$E(\alpha u^*_1 + (1 - \alpha)u^*_2) \leq \alpha E(u^*_1) + (1 - \alpha)E(u^*_2)$$

and since $E(u^*_1) = E(u^*_2)$ we prove the claim. The generalization for more than two solutions is straightforward.

We observe that adding an entropy term tends to constrain the solution space to more integral solutions, hence our approach helps picking a solution which is more binary and hence tighter than the convex combination. In addition to the entropy, we measure the tightness of the solution by also evaluating the established posterior optimality bound $\Gamma$ of problem (10.12), the corresponding rounded solution. The exact runtimes and comparisons of different relaxations combined with entropy are presented in Table 10.1. Note that in addition to obtaining tighter solutions our algorithm outperforms the original formulation even in the runtime. The following Proposition 2 shows that additionally minimizing the entropy promotes binary solutions over convex combinations.

**Proposition 2** (Energy favors binary solutions over convex combinations). Let the objective $E_H(u) = E(u) + \theta H(u)$ and let $u_\alpha = \sum_i \alpha_i u^*_i$ be a convex combination of different optimal binary labelings $u^*_i: \Omega \rightarrow \{0,1\}^{|\Omega|}$ with normalized weights $\alpha_i \in [0,1], \sum_i \alpha_i = 1$. Then, for sufficiently large $\theta$, binary solutions $u^*_i$ have a strictly lower entropy-augmented energy $E_H$ than convex combinations of binary solutions $u_\alpha$, that is, $E_H(u_\alpha) > E_H(u^*_i)$.

Proof. Using the definition of $E_H$, the convexity of $E(u)$ and the property that $H(u)$ vanishes for binary $u$, we derive the following equalities and inequalities for any binary solution $u^*_i$:

$$E_H(u_\alpha) - E_H(u^*_i) = E(u_\alpha) - E(u^*_i) + \theta (H(u_\alpha) - H(u^*_i)) \geq 0$$

(10.11)

By choosing $\theta > \frac{E(u^*_1) - E(u_\alpha)}{(H(u_\alpha) - H(u^*_1))}$ the following inequality holds:

$$E_H(u_\alpha) - E_H(u^*_i) > 0 \iff E_H(u_\alpha) > E_H(u^*_i)$$

(10.12)

Table 10.1 shows the corresponding energies $E_{\text{bin}}$ and $E_{\text{rel}}$ to the results in Figure 10.2 for the binary and relaxed solutions for the Zach and CCP relaxation respectively. While the energies obtained using the additional entropy term are higher than the relaxed energies, the binarized energies of both relaxations combined with an entropy penalization are clearly lower than the mere convex relaxations.
10.4. Experiments

<table>
<thead>
<tr>
<th></th>
<th>Zach CCP</th>
<th>Zach+Entropy CCP+Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{rel}}$</td>
<td>630.1</td>
<td>639.6  <strong>637.7</strong></td>
</tr>
<tr>
<td>$E_{\text{bin}}$</td>
<td>673.9</td>
<td>666.8  <strong>668.1</strong></td>
</tr>
<tr>
<td>$G(u_{\text{bin}}, u_{\text{rel}}^*)$</td>
<td>0.069</td>
<td>0.042  <strong>0.047</strong></td>
</tr>
<tr>
<td>Entropy $H$</td>
<td>2769</td>
<td>1739   <strong>306</strong></td>
</tr>
<tr>
<td>Runtime [s]</td>
<td>153</td>
<td>188    <strong>68</strong></td>
</tr>
</tbody>
</table>

Table 10.1: Relaxed and binary energies for different relaxations with and without entropy term, optimality gaps as well as entropy values and runtimes in seconds for the 4-region inpainting in Fig. 10.2.

10.4.2 Binary Image Segmentation with a Fixed Volume Constraint

By considering only two labels the relaxation of problem (10.3) becomes tight and optimal binary solutions can be computed via simple thresholding of the relaxed solution [138]. Unfortunately, this changes easily by adding further constraints to the optimization problem. We consider a fixed volume constraint on the solution of the segmentation problem. Volume constraints have been used with convex relaxation methods for image segmentation [134, 155], image-based modeling [143, 186] and they have also been generalized to higher order moment constraints [96]. In [134] they also addressed the problem of the non-tight relaxation, but their suggested algorithm is less general as user-provided seed points are required. Discrete approaches to this NP-hard problem have been suggested in [56, 115]. Both of them are restricted to equality constraints and the former only provides approximate solutions and its runtime is exponential in the number of labels. Our approach is more general than previous works, it provides the desired results for the fixed volume segmentation problem and it improves the convergence of a state-of-the-art solver at the same time. Thus, we consider the following minimization problem:

$$
\min_u \int_{\Omega} \left[ g|Du| + \lambda f u \right] dx + \theta H(u)
$$

$$
s.t. \int_{\Omega} u dx - V_t = 0 ,
$$

where $\lambda$ steers the smoothness of the solution by changing the impact of the data fidelity term being defined by function $f : \Omega \rightarrow \mathbb{R}$, $f(x) = (c_1 - I(x))^2 - (c_2 - I(x))^2$ in which $c_1, c_2 \in \mathbb{R}$ are gray values for foreground and background, $I : \Omega \rightarrow \mathbb{R}$ is the input image and $V_t$ denotes the pre-defined target volume. The total variation weight is defined as $g = \exp(-|\nabla f|)$. Note that one easily adapts the approach to bound the volume with inequality constraints [96, 134], but the problems of the relaxation can be better demonstrated with an equality constraint.

Because of the volume constraint there is no free choice of thresholds to obtain a binary solution and the thresholding theorem [138], which directly relates solutions of the relaxed problem to binary one, does not apply anymore. For rounding, simple thresholding as in [56] might violate the volume constraint. The following rounding scheme from [186]...
addresses both the volume constraint and the binary constraint. It even guarantees fulfillment of the volume constraint, if several non-binary \( u(x) \) have identical values, i.e. no threshold exists to binarize the solution without violating the volume constraint.

**Proposition 3** (Rounding scheme for fixed volume constraint [186, Prop.2]). The relaxed solution of (10.13) can be projected to the set of binary functions in such a way that the resulting binary function preserves the target volume \( V_t \).

**Proof.** It suffices to order the voxels \( x_i \in V \) by decreasing values \( u(x_1) \geq u(x_2) \geq \ldots \geq u(x_{|V|}) \). Subsequently, one sets the value of the first \( V_t \) voxels to 1 and the value of the remaining voxels to 0.

![Figure 10.3](image)

**Figure 10.3:** Segmenting a fraction of an homogeneous rectangle (gray) with the fixed volume constraint. **Left to right columns:** data term \( f \), analytic optimal solution \( u_{rel}^* \) (top row) of the relaxed problem without entropy term. This solution is never perfectly reached due to slow convergence and oscillations. \( \theta = 0 \) depicts a sample solution. The corresponding rounded solution is far from the optimal solution: a disc with the area of the square next to the square. This optimal solution \( u_{bin}^* \) is found by adding the entropy term with \( \theta = 0.03 \). Increasing the impact of the entropy term to \( \theta = 0.1 \) increases the non-convexity and adds local optima.

The experiment in Fig. 10.3 demonstrates the relaxation problem with the volume constraint. The goal is to segment a fraction of a homogeneously colored rectangle using the volume constraint. The first column of Fig. 10.3 depicts the data term containing a square with strong foreground preference (black) and a rectangle with equal cost for foreground and background (gray). The white area strongly prefers a background label. The area of the gray rectangle is six times larger than the square. The target volume \( V_t \) is chosen to be twice the size of the square, i.e. a sixth of the rectangle shall be filled. Due to the relaxation, the optimal solution is not necessarily compact anymore (\( u_{rel}^* \) top row). If no preference is given by the data term or by the boundary conditions, an equal distribution of the volume yields the lowest energy. For the corresponding rounded solution (middle row) we set the first \( V_t \) voxels to one according to Prop. 3 but since all pixels in the rectangle
have equal value, their ordering is arbitrary and can lead to many different non-optimal solutions. Since the optimal relaxed solution contains the same information as the data term, optimal rounding is as hard as solving the original problem again in this case. Due to very slow convergence and oscillating behavior of the solver, the optimal relaxed solution is not reached because little volume portions are permanently shifted around and the induced pixel orderings are not related to the optimal binary solution ($\theta = 0$). An optimal binary solution $u_{bin}^*$ - a compact disc with the area of the square - can be obtained with the proposed entropy augmentation ($\theta = 0.03$ middle row). The entropy term favors binary and thus compact solutions, and ensures that the relaxed solution is close to the binary one which ensures the applicability of simple rounding schemes.

**Choice of the entropy weight $\theta$.** As a general rule for all experiments in the paper, we found that $\theta$ should be chosen as small as possible, but large enough to favor binary solutions. This is because larger $\theta$ increase the non-convexity of the problem and thus also the potential number of local optima, as illustrated in the last two columns of Fig. 10.3.

As shown in Fig. 10.4 the relaxation problems occur frequently and especially if fractions of regions with approximately homogeneous data costs need to be filled. Fig. 10.5 shows two more such cases for which the rounding yields solutions that heavily violate the expected minimal boundary length and how the entropy term avoids these problems.

The right plot in Fig. 10.6 illustrates the rounding scheme and shows non-binary homogeneous regions as plateaus in the sorted label graph which are effectively eliminated by the proposed entropy augmentation. If the target volume seeks into a homogeneous region the rounding might result in shapes not having a minimal contour length (as shown in Fig. 10.5). The left plot of Fig. 10.6 shows that the entropy augmentation consistently yields lower binary energies and leads to smaller energy differences between relaxed and binary solutions which avoids the need for more complex rounding schemes. The relaxed solution of the original problem has always the lowest energy. Conversely, the correspond-
10.4.3 Spatio-temporal Multi-View Reconstruction with a Fixed Volume Constraint

The binary 2D image segmentation model from the previous section can be lifted to higher dimensions for spatio-temporal multi-view reconstruction [142]. Then, the fixed volume...
constraint can be applied separately to each time frame to express the prior that the overall scene volume should not change over time which is, for instance, approximately true when capturing humans with tight clothing. In this section, we demonstrate 1) that the findings of the previous section are practically even more relevant in a 3D reconstruction setting, and 2) that the proposed entropy augmentation gives consistently better results over entire sequences.

The surface $\Sigma$ of the reconstructed model is represented as a binary labeling $u : V \times T \rightarrow \{0, 1\}$ of interior or exterior defined by the indicator function $u = 1_\Sigma$. It is observed by $N$ cameras with known projections $\{\pi_i\}_{i=1}^N$ and approximate silhouettes $\{S_i(t)\}_{i=1}^N$. The volume-constrained and entropy-augmented reconstruction problem reads

$$\min_u \int_{V \times T} \left[ g|D_x u| + g_t|D_t u| + \lambda f u \right] dx + \theta H(u)$$

$$\text{s.t.} \int_V u \, dx - V_t = 0 \quad \forall t \in T . \quad (10.14)$$

Note that we also change the domain from $\Omega$ to $V \times T$ in the entropy term $H(u)$ in Eq. (10.5). The regularization term in Eq. (10.14) is split into a spatial and a temporal part. The temporal term is weighted by function $g_t(x, t) = \exp(-|\nabla f(x, t)|)$ which reduces the temporal smoothing in the presence of motion. The spatial term contains the photometric consistency measure $\delta(x) : V \times T \rightarrow \mathbb{R}_{\geq 0}$ which locally attracts the surface to locations with high photometric consistency, which, in turn, is estimated by means of truncated normalized cross-correlation matching scores of image patches from neighboring cameras. Similarly to the 2D segmentation case, the data fidelity function $f : V \times T \rightarrow \mathbb{R}$ gives local preferences for the label of $u$ and is defined as the log-likelihood ratio of the probabilities of being either in the surface interior or exterior. For brevity and readability, we refer to [142] for the exact definitions of the data term and the regularizer weight, also because their influence on the solution is similar to the 2D case. For temporal consistency, three consecutive time frames are jointly solved and longer sequences are processed with a temporal sliding window approach. An iso-surface is extracted from the center frame using the rounding scheme in Prop. 3 and the Marching Cubes algorithm [118].

Fig. 10.7 shows a slice of a single reconstruction together with one of 16 input images, the data term $f$ next to several solutions for different target volumes. The figure compares the impact of the entropy term and shows significant artifacts in the solutions without entropy augmentation. Besides the fact that homogenous cost regions occur frequently in the 3D setting, we observed that noisy cost regions cause the same problems as long they do not infer monotonicity on a larger scale. Especially the Neumann boundary conditions attract the distribution of volume in the entire scene, because it minimizes the regularizer.

Figs. 10.8 and 10.9 show the evaluation of our method on the INRIA dataset [88]. Fig. 10.8 shows energy and volume plots over time. In many frames the volume constraint compensates for low photometric matching scores and distributes the volume according to their score. The energy plot demonstrates the robustness of the entropy augmentation as we consistently obtained lower binary energies for the entire sequence. In Fig. 10.9 we illustrate the benefit of the volume constraint in conjunction with the entropy term. While
Figure 10.7: Changing the volume of a 3D reconstruction cross section. Homogeneous regions in the cost function occur often in a 3D reconstruction setup which in turn causes non-tight relaxations. The volume adaption can generate strong artifacts which are effectively suppressed with the proposed entropy augmentation.

Figure 10.8: Plots of the volume (lower graphs) and several energies (upper graphs) in comparison for 500 frames of a multi-view video sequence (children playing sequence from [88]). Without volume constraint the volume changes over time due to insufficient matching information and occlusions which appear mostly when the volume is above our chosen target volume (cyan line). The upper graphs depict relaxed (dashed) and binary (solid) energies with (blue) and without (red) the volume constraint. Interestingly, the solution without volume constraint always has a higher energy. The blue graphs show binary and relaxed solutions with (light blue) and without (dark blue) the entropy term. For the entire sequence we verified that the solutions without entropy enclose the ones with entropy term, i.e. $E_{\theta=0}^{\text{rel}} < E_{\theta=0}^{\text{bin}} < E_{\theta>0}^{\text{bin}} < E_{\theta=0}^{\text{bin}}$ as shown in the magnified area. That is, our approach gives consistently better binary solutions.
the energy without entropy distributes the volume to generate smooth transitions between opposing labels the entropy term concentrates the volume to the locations with the best likelihood score. In sum, the fixed-volume relaxation problem (10.13) remains tight as long as the data term or the boundary conditions enforce a monotonicity of local costs to avoid fractional homogeneous labelings. The supplementary material provides further details on the experiments.
10.5 Conclusion

We proposed a relaxation technique for general multi-label problems which assures that the computed solutions of the relaxed problem are more binary and consequently have lower optimality gaps. The key idea is to combine the traditional convex relaxations with a concave entropy-term which favors binary solutions. We showed that the arising non-convex problem can be optimized with a provably convergent DC programming method. We demonstrated both theoretically and experimentally that binary solutions are energetically favored and that optimality gaps are smaller. Experiments on multi-region inpainting, image segmentation and spatio-temporal multi-view reconstruction demonstrate that the proposed entropy-based relaxation method is faster and consistently yields solutions of better visual quality and lower energy with respect to the original binary optimization problems.
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Abstract We propose a novel joint registration and segmentation approach to estimate scene flow from RGB-D images. Instead of assuming the scene to be composed of a number of independent rigidly-moving parts, we use non-binary labels to capture non-rigid deformations at transitions between the rigid parts of the scene. Thus, the velocity of any point can be computed as a linear combination (interpolation) of the estimated rigid motions, which provides better results than traditional sharp piecewise segmentations. Within a variational framework, the smooth segments of the scene and their corresponding rigid velocities are alternately refined until convergence. A K-means-based segmentation is employed as an initialization, and the number of regions is subsequently adapted during the optimization process to capture any arbitrary number of independently moving objects. We evaluate our approach with both synthetic and real RGB-D images that contain varied and large motions. The experiments show that our method estimates the scene flow more accurately than the most recent works in the field, and at the same time provides a meaningful segmentation of the scene based on 3D motion.

11.1 Introduction

Scene flow estimation has many applications such as human body pose tracking, articulated object modelling for virtual/augmented reality or traffic scene understanding. In many scenarios, the dynamic scene is composed of rigid parts: human/animal bodies, man-made articulated objects, cars in a street scene, etc. Many existing methods that work on scene flow do not completely exploit this aspect, and estimate motion fields that are only locally rigid or not rigid at all. Other methods do segment the scene to impose rigidity or strong regularization over the regions (or segments). However, these segmentations are only used as tools to improve the accuracy of the estimates, and do not really correspond to the underlying/independent motions of the scene (e.g. [176] partitions the scene into depth layers, [193] divides the scene into piecewise planar regions). Therefore, the segmentation-from-motion problem, which can be particularly useful for scene understanding or human-machine interaction, is not truly addressed by these methods.

On the other hand, assuming purely rigid motions is a strong restriction that is barely fulfilled in organic shapes. When a person moves, there are parts of their body moving rigidly (e.g. upper and lower arms or legs) and others which are transitions between the rigid ones (e.g. the neck). Besides, rigid motions within a fine-grained articulated structure may not be observable with the limited resolution of a camera. For these reasons, a sharp segmentation will never be able to estimate the motion of life beings or some other inanimate objects with exactitude.

In our method, we leverage the natural rigid-part decomposition by allowing for smooth continuous transitions between the parts. We formulate the problem of retrieving a smooth segmentation along with the motion estimates of the rigid parts, where each rigid part is assigned an independent 6 degree-of-freedom motion. To this end, we solve a non-convex optimization problem by means of coordinate descent consisting of a motion estimation step (in the fashion of visual odometry) and a subsequent variational multilabeling solver. By using a weighted quadratic regularizer over the discontinuity-preserving total variation
11.1. Introduction
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Figure 11.1: The proposed method is based on a motion interpolation model, which allows the emergence of smooth transitions between the segments where the motion is given by a convex combination of adjacent rigid motions (e.g. in $\xi$).

(TV), we promote smooth transitions between motion models rather than a harsh competition. For this reason, we refer to this approach as "motion cooperation" as opposed to the traditional "motion competition". We evaluate our motion cooperation scene flow (MC-Flow) algorithm with synthetic and real RGB-D image pairs, and compare it with state-of-the-art approaches. In all cases, our approach achieves a superior performance both qualitatively and quantitatively. Furthermore, this evaluation demonstrates that the combination of a convex relaxation labeling with quadratic regularizer is superior to a sharp traditional segmentation because it naturally relaxes the overly constraining assumption of piecewise rigidity. Additionally, we show that our method retrieves meaningful soft segmentations into rigid parts as depicted in Figure 11.1.

11.1.1 Related work

Scene flow estimation has been traditionally investigated in the multi-view stereo setting within the computer vision community. Vedula et al. [190] have proposed one of the first methods based on the optical and range flow constraints. This approach has been later extended to regularize the flow field using quadratic [208] and TV regularization [19, 87], the latter optimizing for disparity and flow jointly. In [197], disparity and scene flow estimation has been decoupled to achieve real-time performance with a stereo camera system. The approach in [192, 193] oversegments the image into superpixels, assumes the superpixels to cover planar regions, and estimates a rigid-body motion for each superpixel individually. In [193], the planar motion of a superpixel acts as a regularization constraint on the scene flow of the individual pixels. Recently, with RGB-D cameras, the scene flow
estimation topic has received further attention due to the availability of depth images at high framerate. Herbst et al. [83] used the L1 norm on a data term derived from the optical and range flow constraint equations and showed good qualitative results. Jaimez et al. [4] devised the first real-time dense scene flow for RGB-D images. A more natural TV regularization for the flow was proposed, where the regularization term minimizes the line integral of the scene flow gradients over the observed 3D surface. Quiroga et al. [153] overparametrize scene flow and estimate a 6-DoF rigid-body motion at each pixel. They regularize the flow field in this 6-DoF parametrisation such that their model favors locally rigid motions. Hornacek et al. [86] also parametrize the flow-field with 6 DoF, but propose to match corresponding points within a spherical search range instead of traditional planar patch comparisons.

On the other hand, motion segmentation has also been studied in computer vision research. An early variational method for motion segmentation using optical flow constraints was proposed by Cremers and Soatto [48] in their work on motion competition. The name stems from the interpretation of the motion segments to compete for the boundaries through the best fit to their individual motion model. Several extensions to this method have been proposed, e.g. using non-parametric motions [32]. Unger et al. [189] explicitly model occlusions as an additional label in the multilabel optimization and impose a map uniqueness constraint to avoid ambiguous (non-bijective) data associations. All these methods are 2D and, hence, do not incorporate a 6-DoF motion model. Furthermore, they estimate a discrete segmentation.

3D-motion segmentation has only gained attention recently, mainly due to the current availability of GPUs and dense RGB-D cameras. Roussos et al. [160] propose a variational rigid-body motion segmentation and reconstruction method for monocular video. Zhang et al. [207] also pose 3D multi-body structure-from-motion in a variational framework. They require, however, a plane fitting step to make the method robust. Closely related to our method is the approach by Stueckler and Behnke [175]. They jointly estimate motion and segmentation of rigid bodies in an expectation-maximization framework in RGB-D video. Each motion segment is assigned one rigid-body motion, but the approach does not interpolate between the motions of the segments. Recently, Sun et al. [176] proposed a probabilistic approach which makes use of a depth-based segmentation to estimate motion between RGB-D images. They regularize the estimation process by retrieving a mean rigid-body motion in each layer. This approach also does not explicitly model smooth transitions of motions between layers, but allows for small deviations of the motion field from the layer’s mean motion.

11.1.2 Contributions

The MC-Flow algorithm is the first approach to perform joint soft-labeling and scene flow estimation by dissecting the scene into differently moving regions and their underlying motion. Our contributions are the following:

- Our algorithm estimates 3D motion based on a smooth piecewise rigidity assumption and simultaneously finds a soft motion-based segmentation of the scene.
By choosing a suitable regularizer we are able to interpolate between rigid motions in order to recover non-rigidly moving parts and their underlying motion.

An arbitrary (and previously unknown) number of rigid parts can be segmented automatically.

MC-Flow outperforms state-of-the-art RGB-D scene flow algorithms qualitatively and quantitatively.

### 11.2 Problem formulation

In this work, we assume that the scene can be segmented into \( n \) unknown distinct motion labels, each label standing for one rigid motion, as well as non-rigid parts which can be explained by neighbouring rigid motion labels. An illustration of such a smooth segmentation can be seen in Figure 11.1. As inputs, a pair of RGB-D frames \((I_1, Z_1)\) and \((I_2, Z_2)\) is given, where \( I(i) : \Omega \rightarrow \mathbb{R} \) and \( Z(i) : \Omega \rightarrow \mathbb{R} \) stand for the intensity and depth images defined on the image domain \( \Omega \subset \mathbb{R}^2 \). The segments and the rigid motions associated to them are obtained by minimizing a functional which depends on an implicit labeling function \( u : \Omega \rightarrow [0,1] \), the 6-dimensional twist parametrizations \( \xi_i \in \mathbb{R}^6 \) of the rigid motions and the number \( n \) of rigidly moving parts. The label assignment function \( u \) encodes the moving scene in the following way:

\[
u_i(x) = \begin{cases} 
1 & \text{if } x \in \Omega_i, \\
0 & \text{if } x \notin \Omega_i, \\
(0,1) & \text{if } x \text{ belongs partially to } \Omega_i
\end{cases} \tag{11.1}
\]

Here we denote the \( i \)-th segment by \( \Omega_i \subset \Omega \), which moves with a velocity \( \xi_i \). Note that, in order to allow for fuzzy assignments, the label functions \( u_i \) can take on values in the interval \([0,1]\), in contrast to classical label assignment problems and their underlying binary representation.

The general problem of jointly solving for motion segmentation and motion estimation can be stated as the following optimization problem:

\[
E_m(\xi, u, n) = \int_{\Omega} G(\xi, I_1, I_2, Z_1, Z_2, u, n) \, dx + R(u, n) \\
\text{s.t. } \sum_{i=1}^{n} u_i(x) = 1, \ u_i(x) \geq 0 \ \forall x \in \Omega \tag{11.2}
\]

The function \( G \) encodes geometric and photometric consistency between the RGB-D images according to a linear combination of rigid-body motions:

\[
G(\xi, I_1, I_2, Z_1, Z_2, u, n) = F(I_1(x) - I_2(W_\xi(x))) + F(|g_\xi^{-1}(x, Z_1(x))|_z - Z_2(W_\xi(x))) \tag{11.3}
\]
with
\[ \tilde{\xi} = \sum_{i=1}^{n} u_i(x)\xi_i, \quad W_{\xi}(x) = \pi(g_{\xi}^{-1}(x, Z_1(x))) \]
and \(|\cdot|_z\) meaning the z-coordinate. The warping function \(W_{\xi}(x)\) involves a projection \(\pi\) which transforms the 3D coordinates of the observed points into pixel coordinates. The function \(g\) relates twist coordinates to rigid transformation matrices in \(SE(3)\). The function \(F\) in (11.3) measures photometric / geometric consistency and can be chosen according to the application and prior knowledge. In order to obtain a compact labeling, we regularize the labels by imposing a smoothing term \(R(u, n)\) in (11.2). Note that problem (11.2) is hard to minimize because the labels are non-linearly involved in the non-convex dataterm \(G\). To the best of our knowledge, except for performing complete search on \(u\), which is unfeasible in our application, there is no direct way of tackling problem (11.2). Consequently, we consider a simpler formulation where the labels are pulled out of the dataterm. This significantly facilitates the optimization process because the label assignment function \(u\) is now linearly involved with the dataterm:

\[
E_r(\xi, u, n) = \sum_{i=1}^{n} \int_{\Omega} u_i D(\xi_i, I_1, I_2, Z_1, Z_2) \, dx + R(u, n)
\]

\[ s.t. \sum_{i=1}^{n} u_i(x) = 1, \, u_i(x) \geq 0 \quad \forall x \in \Omega \] (11.4)

The data fidelity term \(D_i\) is now evaluated for every independent rigid motion:

\[
D(\xi_i, I_1, I_2, Z_1, Z_2) = F(I_1(x) - I_2(W_{\xi_i}(x))) + F\left((g_{\xi_i}^{-1}(x, Z_1(x)))_z - Z_2(W_{\xi_i}(x))\right)
\]

(11.5)

The optimization problems (11.2) and (11.4) would be equivalent if the labels \(u\) were binary. The main difference between the two models is that in (11.2) the motions are interpolated and subsequently used to evaluate the residuals with the exact velocities, whereas in (11.4) the residuals are computed for each independent rigid motion and interpolated afterwards. With binary labels, there would not be interpolation between motions or residuals and, hence, both models would turn out to be the same. In this work, we aim to solve the motion interpolation model (11.2) but, given its complexity, we resort to the simpler model (11.4) as an approximation of (11.2) to optimize for the labels. For this reason, the regularization term \(R(u, n)\) plays a crucial role to estimate accurate interpolated motions at the transitions between rigid bodies/parts.

11.2.1 Overall Optimization

Independently of which of the two models we chose, the dateterms are nonlinear with respect to the rigid motions. Therefore, the overall optimization problem is not convex and the global minimum cannot be guaranteed to be found.
To tackle this joint problem, we propose a coordinate descent strategy that alternates between estimating the motions for a fixed set of labels and then refining these labels for the recently obtained velocities, as illustrated in Algorithm 6. The motions are computed in the fashion of a visual odometry problem, but considering that the whole scene is not rigid but smooth-piecewise rigid. The labels are solved using the approximate model that is convex in $u$. Note that we are implicitly optimizing for the label count $n$ by adapting the number of labels within the inner iterations, as will be described in section 11.5. Next, we elaborate on how to solve the main two subproblems in Algorithm 6.

Algorithm 6 Coordinate Descent Optimization for joint Motion Estimation and Segmentation

Initialize $u^0$

1: for $k = 0, 1, 2, ...$
   
   $\xi^{k+1} = \arg\min_{\xi} E(\xi, u^k)$
   
   $u^{k+1} = \arg\min_u E(\xi^{k+1}, u)$
   
   Update $n$

2: end for

11.3 Motion estimation

Given a precomputed set of labels, at every iteration of Algorithm 6, we need to estimate the rigid-body motions associated to each label (step 1). This problem can be considered as an extension of the well-known visual odometry (VO) problem. In this more general case, the whole scene is not supposed to be moving rigidly; instead, we assume that there are $n$ predominant rigid motions that can be linearly combined to explain the motion of every point of the scene.

Our solution to estimate the motion of the segments builds upon two existing VO methods: DIFODO [89] and the Robust Dense Visual Odometry [94]. This solution is obtained by minimizing the photometric and geometric residuals, defined as

$$r_I(x) = I_1(x) - I_2(\mathcal{W}_\xi(x))$$  \hspace{1cm} (11.6)

$$r_Z(x) = |g_\xi \pi^{-1}(x, Z_1(x))|_z - Z_2(\mathcal{W}_\xi(x))$$  \hspace{1cm} (11.7)

Note that the residuals are defined here according to the motion interpolation model (11.2). To cope with large motions, the process of minimization is applied in a coarse-to-fine scheme where the residuals are linearized at each level of the pyramid. In order to deal with outliers and to provide an accurate motion estimate, a robust function of the residuals is minimized:

$$\xi = \arg\min_{\xi} \left\{ \int_\Omega F(r_I) + \alpha F(r_Z) dx \right\}$$  \hspace{1cm} (11.8)

$$F(r) = \frac{c^2}{2} \ln \left( 1 + \left( \frac{r}{c} \right)^2 \right)$$  \hspace{1cm} (11.9)
The function $F$ is equivalent to the Cauchy M-estimator. Although we do not present comparisons in this regard, it was chosen because it provides considerably better results than other more common choices like the L2 or L1 norms. The parameter $\alpha$ balances the two kinds of residuals and $c$ controls the relative weighting between high and low residuals. This minimization problem is solved using Iteratively Reweighted Least Squares (IRLS), where the associated weighting function is

$$w(r) = \frac{1}{1 + \left(\frac{r}{c}\right)^2}.$$  \hspace{1cm} (11.10)

With this strategy, we are able to solve the motion estimation problem accurately. The minimization of both the photometric and the geometric residuals allows us to estimate the motion of the segments even if they lack of texture or geometric distinctive features. This aspect is crucial because the segments can be considerably small (compared to the whole scene) and might not present sufficient photometric or geometric data to solve the 3D registration problem using only one of these two input data.

### 11.4 Label optimization

Once the motion $\xi^{k+1}$ at a given iteration $k+1$ is obtained, we optimize the label assignment function as the second step of the overall optimization problem (Algorithm 6). For a fixed set of motions $\xi$, the functional $E(\xi^{k+1}, u)$ is convex and can be solved using state-of-the-art first-order solvers. In this work, the labeling function is optimized with the primal-dual algorithm developed by Pock et al. \[150\]. Detailed information about how to apply this algorithm to the addressed problem is given in the supplementary material.

In this work, two different regularizers are considered: total variation and quadratic regularization. Furthermore, the geometrical data that RGB-D cameras provide are exploited to regularize the labels according to the real 3D distances between points. Thus, regularizers are defined as a function of a weighted gradient $\nabla_r$ of the labels, whose weights $(r_x)$ are the inverse of the 3D distances between the points:

$$\nabla_r u_i = \left( r_{x_1} \frac{\partial u_i}{\partial x_1}, r_{x_2} \frac{\partial u_i}{\partial x_2} \right)$$  \hspace{1cm} (11.11)

More details on the theory and the implementation of this regularization strategy can be found in \[4\].

#### 11.4.1 Total Variation Regularization

Total variation was made popular by the seminal work of Rudin Osher Fatemi (ROF) \[161\] on image denoising. The most prominent properties of the TV regularizer are allowing for jumps in the solution and being a measure of perimeter of a region if applied on its indicator function. These factors made TV widely used in general reconstruction problems
11.5. Initialization and adaptive number of labels

This section describes the adopted strategy to refine the number of labels $n$ so that they represent the actual number of independent rigid motions in the scene. Since we are solving a non-convex problem, it is crucial to start with an initial set of labels $u^0$ that allows us to converge to the global optimum in Algorithm 6. Instead of including the number of labels in the variational formulation (which would significantly increase the computational burden), we propose to initialize the labels with a meaningful over-segmentation of the image.

11.4.2 Quadratic Regularization

As previously mentioned, TV regularization favors sharp label boundaries. However, in our segmentation we would like to obtain a smooth interface between the labels. Hence, a suitable choice to encourage smooth label transitions is the so-called Tikhonov or quadratic regularization:

$$ R(u, n) = \lambda \sum_{i=1}^{n} \int_{\Omega} \| \nabla r u_i(x) \|_1^2 dx $$

(11.13)

Normally, quadratic regularization does not allow for discontinuities in the solution, which would not help to provide a precise segmentation. However, the geometric weighting makes it able to estimate discontinuities in the labels and soft transitions between rigid parts at the same time.
observed scene and iteratively remove those labels that are redundant or not significant for the overall motion estimation. To this end, we create an initial K-means segmentation based on the 3D coordinates of the points of the scene. The initial number of labels is always set to 20 (the number of independent rigid motions in the scene is assumed to be smaller than this quantity). An example of a K-means initialization is shown in Figure 11.2. The refinement of the label count is performed after a full inner iteration of Algorithm 6 as follows:

- If labels $i$ and $j$ are associated to similar velocities, i.e., if $\|\xi_i - \xi_j\| \leq \delta$ for some small $\delta > 0$, we merge both labels.
- If a label $i$ contains too few pixels, i.e., if $\int_{\Omega} u_i(x) < \gamma$ for some small $\gamma > 0$, we assign these pixels to the outlier label and remove label $i$.

### 11.6 Occlusions and outliers

In our formulation, we include an outlier label ($u_n$) to capture pixels with null depth measurements and those other pixels that produce very high residuals for all the possible velocity candidates $\xi_i$. To this end, a constant weight $K_D$ is associated to this label which, according to (11.4) means that $D_n = K_D$ in the whole image plane $\Omega$. As previously mentioned, this outlier label also plays an important role in the process of reducing the number of labels. When a label is removed as a consequence of containing very few pixels, those few pixels need to be assigned to another label. If they were assigned to a wrong label they could affect the subsequent motion estimate and spoil the results. Conversely, if they are assigned to the outlier label, they don’t participate in the motion estimation stage and are automatically assigned to the best label afterwards in the label optimization stage.

On the other hand, we detect occlusions to avoid the evaluation of the dataterm ($D_i$ in (11.4)) for those pixels which are not visible in the second RGB-D frame. Occlusions are handled with a binary mask $O(x)$ instead of an extra label, in a way that occluded points can still be segmented and, therefore, their 3D motion is estimated too. This can be accomplished by virtue of the regularization term, and allows us to provide a complete segmentation of the scene even if some points or areas are occluded after the motion.

In order to detect occlusions, two factors are considered: the amount of pixels that are registered to each pixel of the second frame and the temporal change in the depth images. First, we compute a cumulative function $C(x) : \Omega \in \mathbb{R}^2 \rightarrow \mathbb{R}$ that counts how many pixels from the first frame are warped to the pixel $x$ of the second frame (according to the estimated motion). Without occlusions, this function is approximately equal to 1 (or maybe inferior to one for new points appearing in the second frame), meaning that there is a one-to-one (bijective) correspondence between the observed points at both images. On the contrary, if $C(x)$ is noticeably higher than one, there are some pixels in the first frame that are warped to the same pixel $x$ in the second frame, indicating the existence of occlusions. Consequently, we can define a function $O_C(x)$ that finds the pixels candidates for occlusion by applying a warping with the estimated motion and evaluating the cumulative function.
11.7. Experiments

On the other hand, unlike in the optical flow problem, geometric information is available and can be exploited to reason whether a point is occluded or not. The simplest function that can be used to detect occlusions is the temporal change in depth:

\[ O_Z(x) = Z_1(x) - Z_2(x) \]  

(11.15)

Combining these two functions we can detect most of the occluded areas in the scene by imposing a threshold \( K_o \):

\[ O(x) = \begin{cases} 
1 & \text{if } O_C(x) + K_z O_Z(x) > K_o \\
0 & \text{else} 
\end{cases} \]  

(11.16)

where \( K_z \) is a parameter that weights \( O_Z \) against \( O_C \). This strategy could be improved by embedding these functions into a variational formulation and imposing regularization over the occlusion mask. However, this has not been implemented in our work because it would significantly increase the runtime of our method.

11.7 Experiments

In this section, qualitative and quantitative results are presented to evaluate the accuracy of our approach. These results are divided into two categories: scene segmentation and scene flow estimation. However, the evaluation process is not straightforward given the lack of benchmarks with either scene flow ground truth or segmentation from 3D motion. For this reason, we have selected a set of synthetic and real RGB-D frame pairs that contain varied and challenging motions. First, our approach is tested with some sequences from the Sintel dataset [34]. This dataset contains scenes with heterogeneous and large motions, and provides optical flow ground truth which can be used to measure the scene.

### Table 11.1: Photometric and geometric residuals after warping the image pairs with the estimated scene flow.

<table>
<thead>
<tr>
<th></th>
<th>Photometric residual</th>
<th>Geometric residual</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>RMSE</td>
<td></td>
</tr>
<tr>
<td>Sintel-1</td>
<td>0.060</td>
<td>0.035</td>
<td>0.049</td>
</tr>
<tr>
<td>Sintel-2</td>
<td>0.057</td>
<td>0.068</td>
<td>0.063</td>
</tr>
<tr>
<td>Sintel-3</td>
<td>0.048</td>
<td>0.041</td>
<td>0.047</td>
</tr>
<tr>
<td>Sintel-4</td>
<td>0.091</td>
<td>0.069</td>
<td>0.109</td>
</tr>
<tr>
<td>Sintel-5</td>
<td>0.074</td>
<td>0.067</td>
<td>0.091</td>
</tr>
<tr>
<td>Sintel-6</td>
<td>0.120</td>
<td>0.118</td>
<td>0.127</td>
</tr>
<tr>
<td>Sintel-7</td>
<td>0.076</td>
<td>0.071</td>
<td>0.079</td>
</tr>
<tr>
<td>Sintel-8</td>
<td>0.063</td>
<td>0.026</td>
<td>0.045</td>
</tr>
<tr>
<td>RI-1</td>
<td>0.038</td>
<td>0.025</td>
<td>0.031</td>
</tr>
<tr>
<td>RI-2</td>
<td>0.032</td>
<td>0.028</td>
<td>0.035</td>
</tr>
<tr>
<td>RI-3</td>
<td>0.031</td>
<td>0.024</td>
<td>0.027</td>
</tr>
<tr>
<td>RI-4</td>
<td>0.015</td>
<td>0.012</td>
<td>0.011</td>
</tr>
<tr>
<td>RI-5</td>
<td>0.074</td>
<td>0.051</td>
<td>0.056</td>
</tr>
<tr>
<td>RI-6</td>
<td>0.077</td>
<td>0.050</td>
<td>0.070</td>
</tr>
<tr>
<td>Average</td>
<td>0.061</td>
<td>0.049</td>
<td>0.060</td>
</tr>
</tbody>
</table>
flow error. Second, the joint segmentation and motion estimation is generated for several RGB-D image pairs that either have been utilized in previous works in the literature (as in [153]) or have been taken with RGB-D cameras in our lab. In all cases, two versions of our method are tested, corresponding to the two different regularization strategies for the label optimization problem: total variation (TV) and quadratic regularization (Quad). The resolution adopted for the images is QVGA \((240 \times 320)\) for those taken with an RGB-D camera and \(218 \times 512\) for the Sintel sequences. The maximum depth is set to 5 meters in all cases. Tests have been performed with a total of fourteen image pairs: eight from the Sintel dataset (named "Sintel-1...8") and six real image pairs (named "RI-1...6").

### 11.7.1 Scene segmentation

In this subsection we present the motion segmentation that our method provides for all the tested sequences. The occlusion layer is also displayed for some sequences together with the segmentation although the occlusion is not a label itself (but a mask). Figure 11.3 shows the results for the Sintel images. It can be observed that TV produces very sharp labels with very few pixels interpolating between different motions. On the contrary,
quadratic regularization gives rise to a smooth segmentation where many pixels adopt an interpolated velocity between two (or maybe more) rigid-body motions. The same behavior can be seen in Figure 11.4 where the results for the real RGB-D images are presented. In
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11.7.2 Scene flow evaluation

For all the sequences, the scene flow is evaluated quantitatively and compared with three state-of-the-art methods: the Primal-Dual flow (PD-Flow) [4], the Semi-Rigid flow (SR-Flow) [153] and the Layered flow [176]. First, the photometric and geometric residuals are computed by warping the intensity and depth images (respectively) according to the estimated flow. It is important to note that occluded pixels will show very high residuals even if the motion is accurately estimated for them, which considerably disturbs the error metrics (RMSE of the residuals). To overcome this limitation and to provide more precise comparisons, we compute the RMSE of the non-occluded pixels, which is a more reliable metric of the scene flow accuracy. To this end, we assume that the occlusion layer computed by our approach is sufficiently accurate and use it in all cases (neither PD-flow nor SR-flow detect occlusions). This does not represent any bias toward our method because it
is a common mask applied to all of them, and if some occluded pixels have not been
detected properly then they will affect the error metrics of all the compared methods
equally. Table 11.1 shows the results for all the frame pairs. It can be observed that our
method provides the most accurate estimates with both TV and quadratic regularization.
The differences between TV and Quad are essentially caused by the way they produce
transitions between the labels and the number of labels they converge to. As previously
analyzed, TV generates a sharp segmentation where the motion is barely interpolated,
whereas quadratic regularization provides smooth transitions between the labels that lead
to larger areas with interpolated motions. On the other hand, TV tends to converge to
a higher number of labels, which helps to compensate for its inability to capture nonrigid
motions. Overall, the best results are obtained with quadratic regularization, although the
differences are small.

For the sake of clarity, Figure 11.5 is included to illustrate the 3D motion field that the
compared methods estimate for the sequence "RI-2". PD-Flow, which was conceived to
work in real-time, is unable to estimate large motions and can only capture the motion
of the body and the upper arms. SR-Flow provides better results but is still unable to
reproduce the real motion of the hand and head. Only our approach estimates the whole
motion field properly, specially with quadratic regularization of the labels.

Moreover, for the Sintel image pairs, we project the scene flow onto the image plane
to obtain the optical flow and compare it with the ground truth provided by the Sintel
dataset. In this case we evaluate two error metrics: the average end-point error (EPE)
and the average angular error (AAE), as explained in [18]. Again, the results (Table 11.2)
are computed for the non-occluded pixels, which is a fairer comparison given that some
methods do not manage occlusions and hence provide bad estimates for the occluded
areas. It can be seen that our approach with both TV and quadratic regularization clearly
outperforms the others, providing a motion estimate that is between 2 and 5 times more

Regarding the computational performance, our method ranks second with a runtime of 30
seconds. For the experiments, we have utilized a standard desktop PC running Ubuntu
14.04 with an AMD Phenom II X6 1035T CPU at 2.6 GHz, equipped with an NVIDIA
GTX 780 GPU with 3GB of memory. The measured runtimes are:

- PD-Flow: 0.042 seconds (GPU).
- SR-Flow: 150 seconds (CPU).
- Layered-Flow: 8 minutes (CPU).
- MC-Flow: 30 seconds (label optimization on GPU and all the remaining steps on
  CPU).

11.8 Conclusion

In this paper we have addressed the problem of joint segmentation and scene flow estimation
from RGB-D images. The overall optimization problem is solved by means of a coordinate
descent method which alternates between motion estimation and label optimization, while at the same time adapts the number of labels to the real number of independent rigid motions of the scene. Two different regularization strategies for the labels are employed, TV and quadratic, leading to sharp and smooth segmentations, respectively. Our method has been tested with both synthetic and real RGB-D image pairs, and the experiments show that joint segmentation and motion estimation provides very accurate results that outperform state-of-the-art scene flow algorithms on RGB-D frames. Comparisons between the two regularization strategies show that quadratic regularization estimates motion more accurately than TV because it generates smooth label transitions between rigid bodies, which models the scene motion more realistically. For future work, we plan to extend this work to RGB-D video streams where temporal regularization can be imposed.
Part III

Conclusion and Outlook
In this thesis, we made contributions in several areas including:

- Continuous semantic multi-labeling
- Convex relaxation methods
- Motion estimation and segmentation

We consider these disciplines to be crucial towards holistic scene understanding. In large part, this thesis dealt in large part with introducing convex semantic priors for continuous semantic multi-labeling. In addition, we proposed a framework which promotes more binary solutions for convex relaxation methods. Finally, we developed an algorithm for joint motion estimation and image segmentation.

### Semantic Priors

This thesis dealt, among other things, with different convex semantic priors for continuous multi-label segmentation. These include:

- **Co-occurrence priors** which we introduced into the framework of continuous multi-label optimization. Using co-occurrence statistics in multi-labeling improves on the segmentation results since unlikely combinations of labels are penalized. This publication is included in Chapter ??.

- **Hierarchical priors** which exploit contextual information in order to refine the labeling. Compared to methods using co-occurrence priors, this approach is more principled and the algorithm is no longer dependent on learning label statistics from databases. The problem is cast in a single convex cost function and the optimization is performed jointly with respect to label and scene variables. We included this publication in Chapter ??.

- **Generalized minimal description length priors.** In Chapter ??, we presented a generalization of the classical minimal description length prior by compositions with an arbitrary monotone convex functions. This enables us to impose, in addition
to merely penalizing the label count, an upper bound on the number of occurring labels. We adopted this constraint and devised a convex approximation of the piece-wise constant Mumford-Shah model.

The above approaches are based on energy minimization and have in common that they can be cast in a single convex optimization problem. In Chapter 6, we presented a unifying framework for semantic image segmentation which encompasses these priors. Within this framework, we derived a generic primal-dual algorithm for semantic multi-label optimization.

**Entropy Minimization for Mixed-Integer Programming**

In Chapter 7, we presented a method for solving mixed-integer programs. For this purpose, we augment classical convex relaxation strategies with an entropy term which favors integer solutions. We solved the arising convex-concave problem using a provably convergent DC algorithm. We applied our approach on the problem of image cartooning which can be cast in a mixed-integer program. In Chapter 10, we included a publication [9] in which we proposed a similar strategy for improving the integrality of the solution of convex relaxed multi-labeling problems.

**Joint Motion Estimation and Segmentation**

In Chapter 11, we included our research paper on joint image segmentation and motion estimation [5]. The problems of identifying objects and estimating their motion are highly correlated and very important for a holistic scene understanding. Our approach is able to jointly reason about image segments and their underlying rigid body motion by means of energy minimization. Additionally, by allowing smooth label transitions, we are able to recover non-rigidly moving parts.
In the following, we would like to point out possible directions for further research:

- **Combining semantic segmentation with motion estimation.** In this thesis, we presented a method which segments the scene solely based on its underlying rigid body motions. A possible future work would be jointly performing motion estimation, image segmentation and reasoning about the type of the moving objects. By this, we hope improving the tasks of object recognition, motion estimation and segmentation since this should help further resolving ambiguities inherent to these problems.

- **Adapting the entropy parameter.** In this thesis, we presented augmenting mixed-integer programs with an entropy term. A future work could be increasing gradually the associated parameter during the optimization. This means that we warm start the algorithm by first solving the convex relaxed problem and increasing the influence of the entropy penalty. Another promising idea is treating this parameter as a Lagrange multiplier associated with an entropy constraint. By solving the Lagrangian problem the adaptation of this parameter comes natural in form of an update step.

- **DC-Programming for non-convex regularizers.** Although established in the optimization community, DC-Programming did not grow famous in the area of computer vision. By decomposing non-convex regularizers into a convex and concave part, Gasso et al. [64] devised a convergent algorithm, based on DC-Programming, for several sparsity promoting penalties. A promising idea is applying this algorithm to variational problems in computer vision in order to implement non-convex regularizers.
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