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Preface

This dissertation is a publication-based doctoral thesis. The work which is hereby pre-
sented has been published or has been submitted for publication in international peer-
reviewed scientific journals. Following a comprehensive overview of the main concepts and
methods in Part I, Part II provides short summaries for each of the aforementioned papers
and lists the individual contributions of the corresponding co-authors. The gained insight
along with the various methodological developments which are part of this work overall
stimulate a plethora of potential future studies with interesting applications both within
and beyond the specific context that has been investigated here. Some of these are sur-
veyed in a concluding outlook section, along with a broader scope synopsis that integrates
our scientific work into the existing literature. Finally, the three papers already published
and one paper accepted for publication are appended in Part III as an attachment to this
thesis. One submitted manuscript is not included in order to avoid prior-to-publication
copyright issues, yet will be made available to the examination committee.

All work which is presented was performed between November 2012 – October 2016 at
the Chair of Theoretical Chemistry of the Technische Universität München and under the
supervision of Prof. Dr. Karsten Reuter.

Vanessa Jane Bukas, Garching b. München, October 2016
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Summary (Zussamenfassung)

Exothermic surface reactions may release several electron volts of energy. Fundamental
questions regarding the conversion and dissipation of this microscopically sizable amount of
energy are critical in e.g. present day energy production and pollution mitigation. Here, we
promote microscopic understanding through large-scale molecular dynamics simulations.
A novel multi-scale embedding approach allows, for the first time, to model phononic
dissipation at the nanoscale from first-principles.

Exotherme Oberflächenreaktionen setzen häufig mehrere Elektronvolt Energie frei. Funda-
mentale Fragen, bezüglich der Umsetzung und Dissipation mikroskopischer Energie, sind
von Bedeutung für z.B. die Energieerzeugung und Emissionsverringerung. Diese Arbeit
zielt auf das mikroskopische Verständnis durch aufwändig Molekulardynamik-Simulationen.
Ein neuartiger Multiskalen-Einbettungs-Ansatz erlaubt es, zum ersten mal Phononendis-
sipation auf der Nanometerskala mit ab-initio Methoden zu modellieren.





Part I.

Overview & Methods





1. Introduction

The field of gas-surface dynamics has been an active field of research for many decades
and is ever the more driven and exploited by the materials industry in order to enhance
the performance for a number of important technical processes. A prominent example is
that of heterogeneous catalysis which plays a critical role in chemical conversion, energy
production and pollution mitigation, and yet in many cases eludes a proper microscopic
understanding in terms of the involved elementary processes. Today due to continuous in-
creases in computer power and the development of efficient algorithms for electronic struc-
ture calculations, the community is all the more turning for answers towards predictive
quality simulations based on high-level theoretical approaches such as density functional
theory (DFT) [1, 2].

Unfortunately, the inherent complexity of adsorption processes in particular at metal
surfaces still poses enormous challenges to corresponding first-principles approaches and
quantitative dynamical descriptions may remain an elusive hallmark even in cases of seem-
ingly simple adsorbates [3]. The challenges to be met by theory include at the electronic
structure level prominently the simultaneous reliable description of localized molecular
orbitals and delocalized metal band structure [4, 5]. In the meantime, corresponding
molecular dynamics (MD) simulations are additionally being faced with exploring the
vast configurational spaces encountered by initially random gas-phase molecules when im-
pinging into the potential of the solid surface [6]. This receives even further stimulus from
the basic energy science perspective which requires that DFT suitably enters into dynam-
ical modeling in order to answer fundamental questions such as the conversion of energy
forms at interfaces.

A particular example is the conversion of chemical energy to heat which arises as a
consequence of an adsorbate’s exothermic interaction with the surface. For a prototypical
model reaction like the dissociative oxygen adsorption, scanning-tunneling microscopy
(STM) experiments have suggested delayed dissipation of the released chemical energy
with the concomitant formation of so-called “hot adatoms” on several metal surfaces [7–
13]. This essentially implies dissociation fragments with a kinetic energy large enough
to travel on the surface even at temperatures where thermal motion would nominally be
prohibited. Thereby defying the notion of a (uniform) global temperature, this transient
mobility intricately couples the elementary reaction steps of dissociation and diffusion;
an implication hitherto not considered in present-day microkinetic formulations in surface
catalysis [14, 15]. Concepts embracing such “hot reactions” are nevertheless becoming
increasingly established over the past decades [16] and attract a lot of attention in view
of their ability to generate hot precursors for subsequent reaction steps [17]. This offers
promises for strongly influencing rates in e.g. heterogeneous catalysis [18], while also
playing a vital role in epitaxial growth mechanisms at low temperatures [19]. As the
experimental quest to generate molecular movies of such reactions is still ongoing, theory
is (aided of course also by significant advances on the practical level) making tremendous
progress in elucidating the reaction and ensuing equilibration dynamics.

Using large-scale MD simulations, the present thesis investigates from first-principles
the first steps of oxygen adsorption at transition metal surfaces; a key process in oxidation
catalysis. New microscopic insight is reached with respect to the chemical reactivity of
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1. Introduction

such processes, while key efforts are placed on advancing conceptual and methodological
understanding from a modeling perspective. In this context, a principal objective concerns
the physics of dissipating the energy released during exothermic surface reactions into lat-
tice vibrations of the underlying substrate, i.e. phonons. Cited only recently as one of
the major conceptual problems in contemporary gas-surface dynamical modeling [3], we
employ here a hierarchical application of increasingly advanced theoretical models in order
to disentangle the role of phononic dissipation and elucidate its influence both during the
early stages of adsorption and the ensuing highly non-equilibrium thermalization process.
Through a combination of existing and newly-established methodologies, we thereby ad-
dress fundamental aspects of dynamical surface processes (adsorption, dissociation, and
diffusion), while paving the way towards a deeper atomistic understanding of energy con-
version at interfaces in general.

In the following, we specifically provide a comprehensive overview of the central con-
cepts and methods that the present thesis is based upon. An extensive literature review
complements the provided theoretical background, while the main scope, challenges, and
results are placed in the wider context of the current state of research. Following a brief
introduction to the main methods employed in this thesis for obtaining energies and forces,
we thus continue in section 3 by reviewing contemporary theoretical approaches and the
underlying approximations that have come to define the state-of-the-art in gas-surface
dynamical modeling. Section 4 outlines the basic principals behind the so-called divide-
and-conquer approach which serves as the main workhorse for a major part of this work,
in determining e.g. the small reaction probabilities of O2 at a rigid Ag(100) surface [20].
We continue in section 5 with various effective accounts of substrate mobility which are
used to augment divide-and-conquer type MD simulations with some account of energy
exchange between the adsorbate and underlying lattice [21], in a detailed comparison to
high-quality experimental data [22]. Motivated by the qualitative effect arising from the
inclusion of phononic dissipation already during the first steps of O2 adsorption at Pd(100),
we proceed in section 6 with the development of the QM/Me embedding approach for met-
als [23]. QM/Me augments self-standing ab initio MD simulations with a fully quantitative
account of phononic dissipation into a macroscopic heat bath and thus allows for following
the entire reaction dynamics towards equilibration. Using the exothermic O2 dissociation
at different Pd surfaces as a representative showcase, we thereby scrutinize the intricate
“hot” adatom mobility from a first-principles perspective, comparing to STM data where
available, and addressing further implications brought forth by the unraveled hot chem-
istry [24]. Section 7 details the derivation of a rigorous phonon projection scheme which is
subsequently used to identify the dominant dissipation channels for the released chemical
energy in a mode-specific manner [25]. Offering unprecedented insight into the microscopic
details of the dissipative dynamics, the corresponding analysis reveals a sensitive depen-
dence on the phononic fine structure, while highlighting the importance of specific surface
excitations and questioning prevalent assumptions about energy sinks made in commonly
used model bath Hamiltonians (cf. for example Refs. [26–29] and references therein).
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2. Obtaining total energies & forces

The making and breaking of chemical bonds during surface reactions calls for an ab initio
quantum-mechanical description on the atomic scale. For periodic metal systems with
large surface unit cells, density functional theory (DFT) has so far proven an unbeatable
method of choice and has thus firmly established itself as the workhorse for electronic
structure calculations in surface science [1, 2]. In particular for simple adsorbates at
transition metal surfaces, present-day DFT can reach a most comprehensive description
that encompasses all standard experimental characterization in ultra-high vacuum (UHV)
conditions [30]. Capturing this level of precision in the adsorbate-substrate interaction is
very difficult, or even impossible, through classical interatomic potentials (CIPs). Even
if parametrized from first-principles calculations, semi-empirical potentials generally show
limited transferability and hence bear the risk of a reduced (potentially even misleading)
predicitive power. On the other hand, CIPs of a many-body functional form have been
shown to yield remarkable success when it comes to describing the elastic properties of
a “bare” metal. As such, the numerical efficiency that comes with the latter has been
exploited in the present work for modeling a macroscopic substrate heat bath that will
incorporate a realistic description of the metal’s phononic fine structure (cf. sections 6
and 7). One of the more straightforward and convenient choices for this purpose is the
(modified) embedded atom method ((M)EAM) [31–33]. Both DFT and MEAM evalu-
ations thus form the basis of the present work in terms of obtaining the required total
energies/forces, and are hence briefly recapitulated in the following.

Density functional theory

While its conceptual roots lie in the early Thomas-Fermi model [34, 35] of solid state
physics, DFT was only put on a firm theoretical footing in 1964 by the two Hohenberg-
Kohn theorems [36]. The ground-state electron density was thus established as the basis
for DFT and connected to a variational principle analogous to that in wave mechanics [37]
for minimizing the (ground-state) total energy. The success of modern DFT methods is
nevertheless chiefly based on the ingenious proposition brought forth by Kohn and Sham
in 1965 [38]. Aiming at an applicable ansatz for practical (computer) calculations, the
Kohn-Sham scheme effectively reduces the intractable many-body problem of interacting
electrons that move in a static external potential. This is achieved by mapping onto a
fictitious reference system of non-interacting particles that exist in the environment of an
effective (so-called Kohn-Sham) potential to generate the exact same density as the real
(interacting) system. The accuracy of Kohn-Sham DFT is thus ultimately determined by
the reliable representation of all electronic quantum-mechanical many-body effects that
are, by construction, incorporated in this effective potential. Exact analytical expressions
for describing exchange and correlation interactions, however, remain unknown. Their
contributions must therefore be approximated in practice through the so-called exchange-
correlation (xc) functional. The adversity beheld therein lies in the reliable representation
of the respective function’s non-local nature and one may argue that all present formu-
lations in principle still represent an uncontrolled approximation [39]. The development
of more accurate xc expressions is, however, a very active research field and with the ap-
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2. Obtaining total energies & forces

pearance of each new functional there tends to be at least one publication benchmarking
its performance on a variety of standard test sets [39].

Probably the most popular approach to date is the generalized gradient approximation
(GGA) which is an ‘extension’ to the older local density approximation (LDA) and depends
not only on the local value of the electron density but also on (a ‘corrected’ version
of) its gradient (hence, also termed semi-local DFT). The first widely accepted GGA
exchange functional was developed by Becke [40], and followed by a staggering amount
of others which are typically denoted in literature by concatenating the initials of the
respective authors. The most prominent example of such functionals which (in contrast
to that of Becke) contain no empirically optimized parameters is that of Perdew and
Wang (PW91) [41], which was subsequently simplifed by Perdew, Burke and Ernzerhof
(PBE) [42, 43], and later on revised by Hammer, Hansen and Nørskov (RPBE) [44]. The
PBE, RPBE flavors of semi-local xc also form the basis for all DFT calculations performed
within the context of the present thesis; as the latter have been implemented within the
plane-wave CASTEP code [45] (cf. Ref. [21]) and all-electron FHI-aims code [46] (cf.
Refs. [24, 25, 47]). Although certainly not without its limitations [3, 4], we altogether
deem this choice (as compared to e.g. the use of a so-called meta-GGA functional [48] that
would additionally include the second derivative of the electron density) a reasonable and
sufficiently accurate compromise with respect to computational efficiency for the present
purposes of capturing the chemistry of bond dissociation/formation at a metal surface.

The (modified) embedded atom method

The EAM was developed by Daw and Baskes in the 1980s [31, 32] and has its foundations
in density functional theory. As with any CIP, the basic concept lies in reducing the
interaction between the nuclei to a simple analytical functional form that “hides” all
quantum-mechanical complexity of the electronic structure. Specifically targeting the
delocalized character of chemical binding in metals, EAM achieves this through a simple
pair potential expression that is appropriately augmented by a many-body correction term.
The latter comes in the form of an atomic embedding energy, while assuming that each
atom of the solid is seen as an impurity in the host electron density of all the other atoms.
This so-called quasi-atom concept [49] then motivates the following ansatz form for the
EAM interatomic potential:

V EAM(R) =
∑

i


1

2

∑

j 6=i
φij(Rij) + Fi


∑

j 6=i
ρh,i(Rij)




 , (2.1)

where i, j denote summations over atoms with distance Rij between them. The first and
second terms in the main sum represent the pair potential and many-body contributions,
respectively. The so-called embedding function F is responsible for capturing all complex-
ity of ‘embedding’ each atom into the metal and, in the spirit of the local density approxi-
mation of DFT, depends only on the background host electron density (

∑
j 6=i ρh,i(Rij)) at

the site of the respective quasi-atom i. Different functional forms have generally been pro-
posed for φ, F , and ρh. These typically incorporate material-specific parameters that have
either been related to physical properties through available experimental data, or taken
directly from first-principles calculations. EAM’s modified successor, MEAM [33], for ex-
ample employs more stringent forms for the aforementioned terms, thereby reducing the
parametrization effort required from DFT. Altogether, both EAM and MEAM have over-
all met remarkable success in the calculation of material-specific phonon properties [50],
also for the case of transition metal surfaces [51–54] which is of particular relevance to the
present work.
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3. Modeling chemical reaction dynamics
at surfaces from first-principles

The impingement of molecules onto a solid surface occurs with initially randomly dis-
tributed molecular orientations and lateral positions. A discussion of gas-surface dynamics
must thereby inevitably consider some statistical aspects. Following the time evolution of
individual impingement events through molecular dynamics (MD) simulations offers most
detailed insight into the adsorption process, and corresponding studies have in fact pre-
dominantly established the mechanistic understanding that we have today. In obtaining
data, however, that can be directly compared to experimentally measured kinetic quanti-
ties such as e.g. the (initial) sticking coefficient, this dynamical information needs to be
appropriately averaged over an entire ensemble of trajectories.

As a practical consequence of the Born-Oppenheimer approximation (BOA) [55], the
adiabatic potential energy surface (PES) describing the adsorbate-substrate interaction
can conveniently be invoked in order to propagate the nuclear system in time by solving
the appropriate classical or quantum-mechanical equations of motion. The key concern
then lies in obtaining a numerically efficient, yet sufficiently accurate, description of the
aforementioned molecule-surface potential; a challenge which is presently still ongoing.
Although all the more accurate BOA-based numerical solutions of the Schrödinger equa-
tion have become available during the last nine decades, the dimensionality of the problem
still remains a major limitation to employing the PES concept in practice.

One-dimensional potential curves, along with pioneering ideas regarding dissociation at
surfaces, were introduced already in 1932 by Lennard-Jones [56]; whom the corresponding
classical interatomic potentials (CIPs) are named after. Still, the first quantitative evalua-
tions (based on several thousands of trajectories) did not come until about forty years later
through simple analytical PES forms that were derived from e.g. re-parametrizing Morse
potentials [57–61]. It soon became clear, however, that such semi-empirical CIPs – with
the London-Eyring-Polanyi-Sato (LEPS) approach as the most prominent example – are
generally not flexible enough to capture the complex bond breaking and making involved
in a dissociative or recombination event [61] (although promising steps towards more ac-
curate parametrizations from first principles have been reported more recently [62, 63]).
With ab initio methods starting to become available in the 1990s, also for the treatment
of adsorption at metal surfaces, the predictive power of material-specific modeling met an
evolutionary boost. This came, however, at a tremendous increase in computational cost.

Given this situation, it is not surprising that first prototypical DFT-based dynamical
studies focused predominantly on light H2 adsorbates due to their relatively “simple” elec-
tronic structure on the one hand, and huge mass mismatch with respect to the underlying
metal atoms on the other. The latter was specifically invoked in order to justify the inher-
ent neglect of substrate mobility, and thus significantly reduce the computational effort to
explicitly considering only the (at most, six) internal degrees of freedom corresponding to a
diatomic adsorbate. This simplification then also promotes a so-called divide-and-conquer
strategy where the extensive statistical MD sampling is preceded by the construction of
a numerically efficient continuous PES function of ab initio quality, as will be detailed in
the next section. As reviewed by Darling and Holloway [64], only two or three molecular
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3. Modeling chemical reaction dynamics at surfaces from first-principles

degrees of freedom were typically included in these early studies, while the nuclei of the
hydrogen atoms were treated both classically and quantum-mechanically. The first six-
dimensional dynamical treatment from DFT was presented by Groß and co-workers for H2

adsorbing at an immobile (or “frozen”) Pd(100) surface [65–67]. This, along with a num-
ber of subsequent studies (cf. for example Refs. [68–73]), have overall outlined the dangers
of relying on a reduced number of adsorbate degrees of freedom and show that it can give
rise to dramatically wrong results with respect to thereby extracted dynamical properties.
A low-dimensional PES representation may, for example, fail to capture the intermedi-
ate products that result in lowering of a dissociative activation barrier (often involved in
heterogeneous catalysis), hence leading to substantial errors in the calculation of reaction
rates [1]. Consequently, facing the (at least) six-dimensional problem for diatomic adsor-
bates currently defines the state-of-the-art in gas-surface dynamical modeling and is an
established necessity; reported as potentially more important than a quantum-mechanical
treatment of the nuclei, even in the case of hydrogen [74].

Going beyond the frozen surface approximation largely precludes to stay within the
divide-and-conquer ansatz given the problem’s exploding dimensionality and the concomi-
tant increasing difficulty associated with each added degree of freedom when construct-
ing a continuous PES representation. For heavier and in particular stronger interacting
molecules than hydrogen, however, some account of substrate mobility must be included
in the theory in order to procure a means of dissipating the released chemical energy.
With respect to the reaction exothermicity, this view is nurtured by considering that freed
enthalpies can well be of the order of several eVs. This is e.g. also the case for the
dissociative adsorption of oxygen molecules at the catalytically relevant transition metal
surfaces that the present thesis focuses on. Such amounts of energy are particularly siz-
able on the scale of phononic degrees of freedom, and would call for efficient microscopic
dissipation channels to achieve the assumed quasi-instantaneous local equilibration that is
still fundamentally relied upon in prevalent models of chemical kinetics [75]. At metallic
substrates of course, electronic excitations could also potentially represent an important
additional energy sink. While the latter would signal a fundamental breakdown of the
BOA, the contributing role of electronic non-adiabaticity in the process of gas-surface
energy transfer remains unclear and is currently still under vivid discussion [76]. With
both experimental and theoretical evidence existing to weigh either side of the discussion
(cf. for example Refs. [77, 78]), unfortunately no concencus has yet been reached regard-
ing the specific systems or conditions under which this additional energy sink might be
expected to play a significant role. For the particular O2/Pd(100) showcase investigated
in the context of this thesis, however, a first-principles based estimate of the energy loss
into electron-hole pair excitations was calculated to amount to less than 5% of the total
chemisorption energy [77]. We therefore conveniently chose to remain here within the
BOA and focus instead on an accurate description of the phononic dissipation channel as
a very important, if not dominant, part of the dissipative dynamics.

In this respect, theoretical models incorporating an effective treatment of substrate mo-
bility [79–83], as those discussed in section 5, may offer an invaluable contribution. Such
approaches generally target to reduce the phononic fine structure of the substrate into
computationally convenient augmentations of the frozen-surface interaction in order to
include at least some approximative account of energy exchange with the lattice. Ap-
plied within a divide-and-conquer framework, corresponding MD simulations exploit the
numerical efficiency that comes with the latter and can provide extremely useful insight
regarding the importance of phononic effects, the influence of surface temperature, etc.
Albeit approximate and despite its obvious limitations, this methodology has met an over-
all intriguing consistency with respect to experimental sticking or scattering probabilites
for e.g. H2 at Pd [84–86]. Taking away from its ab initio flavor, however, a major practi-
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“hot”

phononse-h pairs

Figure 3.1.: Schematic illustration of dissociative adsorption from an ensemble of gas-
phase diatomics as they impinge on a metal surface. Microscopic dissipation channels
for the released chemical energy include the (electronically non-adiabatic) excitation of
electron-hole pairs and the excitation of substrate phonons. The rate of interfacial en-
ergy conversion may lead to delayed adsorbate thermalization with the resulting “hot”
transients acting as precursors in subsequent reaction steps.

cal bottleneck still lies in the assumptions that have to be made with respect to the bath
Hamiltonian.

On the other hand, direct ab initio MD (AIMD) simulations stand entirely free of any
such parametrizations. The forces needed to integrate the equations of motion are com-
puted “on-the-fly” by first-principles electronic structure calculations, thereby overcoming
prevailing limitations of the divide-and-conquer ansatz with respect to substrate mobility
and also the complexity of the adsorbing molecule. Nevertheless, the enormous compu-
tational cost of evaluating such forces (even if based on efficient semi-local DFT) only
allowed for the first AIMD attempts in gas-surface dynamics to start appearing within
the last decade or so. With the advent of supercomputers and continuous developments
towards improved algorithms for electronic structure calculations, it is nowadays becoming
increasingly possible to compute a meaningful number of AIMD trajectories for obtaining
statistically significant reaction probabilities and to study adsorption processes that could
not be addressed even a few years ago [74].

The first ab initio study targeting “hot” adatom diffusion was launched by Groß in
2009 for the prototypical H2 adsorption at Pd(100) and based on about one hundred
trajectories [87]. This already demonstrated the importance of energy dissipation in de-
termining the transient mobility of the hyperthermal dissociation products, despite the
aforementioned large mass mismatch between hydrogen and surface atoms. What never-
theless remains to be resolved before such AIMD simulations can generally be used for the
quantitative study of dynamical surface processes is the appropriate coupling to a macro-
scopic heat sink in order to treat phonons and their propagation with the same quality
that is used for the adsorbate-substrate interaction. While the versatility of the AIMD
methodology inherently allows for substrate mobility, this is only within computationally
tractable simulation cells comprising a few surface lattice constants and layers. For exam-
ple, the calculations in Groß’ pioneering study (which took over a year to be completed)
were based on a periodic DFT cell containing about one hundred substrate atoms. The
propagation of long-range phonon modes can thereby only unavoidably be limited due
to unphysical reflections at the boundaries of the latter, i.e. the energy transferred into
the phononic degrees of freedom has no possibility of leaving the system. This manifests
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3. Modeling chemical reaction dynamics at surfaces from first-principles

an arising need for developing an appropriate scheme which will be designed to treat the
interactions of both the impinging molecule and dissociation products with the metal sub-
strate on a first-principles level, while simultaneously providing an accurate description of
phonon excitations. Sections 6 and 7 of the present thesis discuss efficient strategies in
this direction and constitute an important step in opening the road towards obtaining the
entire dynamical picture of adsorption, involving more complex systems (beyond the pro-
totypical H2 adsorbate) and including the experimentally alluded intricate “hot” adatom
motion.
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4. The “divide-and-conquer” approach

Within the so-called divide-and-conquer approach, DFT calculations go as far as to pro-
vide a discrete set of total-energy data that discretely maps out the adsorbate-surface
interaction on a finite mesh. Constructing a continuous PES representation which is both
accurate and computationally inexpensive then constitutes a crucial second step in order
to procure an efficient means for extensively evaluating potential energies and gradients.
Within the Born-Oppenheimer approximation [55], the actual dynamical simulations are
thus finally performed on such a continuous function by solving either classical or quantum-
mechanical equations of motion. Appropriate averages over a sufficiently large number of
trajectories can thereby routinely be obtained using computational resources commonly
available nowadays in order to give access to the adsorption dynamics and arrive at a
quantitative understanding of central kinetic parameters such as (dissociative) sticking
probabilities. Targeted quantities that require statistical averaging over even several tens
of thousands of trajectories, in order to e.g. properly determine small reaction probabil-
ities of ≤∼1%, are thus readily obtained today for (such) numerically convenient PESs,
also for example as a function of initial kinetic energy and varying incidence angles [6].

While conceptually appealing, the practical bottleneck of this approach lies in the diffi-
culty of procuring and assessing a reliable differentiable interpolation in high dimensions
that are usually very closely intertwined [20]. Even when relying on the simplification of
the frozen surface approximation and restricting the problem to only the internal degrees of
freedom of a simple diatomic adsorbate, one is already faced with the far-from-trivial task
of representing a continuous six-dimensional (6D) PES. With a number of high-dimensional
interpolation techniques suggested and employed in the context of gas-surface dynamics
(cf. for example Refs [77, 88–97]), we will focus here on the prevalent corrugation reducing
procedure and neural networks. In the following, we therefore highlight conceptual and
methodological features of these two state-of-the-art approaches which are of particular
relevance to the present work for investigating the dynamics governing the adsorption of
molecular oxygen at the Ag(100) and Pd(100) surfaces [20, 21].

Figure 4.1.: Schematic illustration of the corrugation reducing procedure applied to the
problem of continuously representing the six-dimensional interaction of a homonuclear
diatomic adsorbate with a frozen surface. The full molecular PES V CRP

6D is decomposed
into a superposition of the individual (three-dimensional) atom-surface interactions V3D

and a smooth target function ICRP
6D for the ensuing step-wise interpolation.
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4. The “divide-and-conquer” approach

The difficulties beheld in a direct numerical interpolation of a 6D PES arise from the
large energy variations connected e.g. with the strongly repulsive regions at short molecule-
surface distances. In developping the corrugation reducing procedure (CRP) [88, 89],
Busnengo and Salin relied on the notion that most of this corrugation is in fact already
embedded in the repulsive wall individually encountered by each of the constituent ad-
sorbate atoms as they approach the surface. The central idea of CRP therefore lies in
decomposing the 6D molecular PES (V CRP

6D ) into a superposition of the 3D atom-surface
interactions for both atoms (at their coordinates RA,B in the diatomic) and a remaining
smoother function (ICRP

6D ):

V CRP
6D (RAB) = ICRP

6D (RAB) + V A
3D(RA) + V B

3D(RB) . (4.1)

The scope of equation 4.1 thus lies in removing the high degree of corrugation from ICRP
6D

which then becomes a more convenient target for the 6D interpolation. In practice, this of
course requires additional ab initio data for the construction of continuous atom-surface
PES representations (V A,B

3D ), obviously simplifying to a single function in the case of a
homonuclear diatomic. This constitutes, however, a much simpler task due to the lower 3D
dimensionality and can straightforwardly be obtained through a direct interpolation with
typical accuracies of <10 meV in absolute error [89]. The full CRP interpolation is then
usually performed by decoupling the 6D problem into four at most 2D independent steps,
where appropriate interpolation schemes are chosen according to generally expected energy
variations in the respective degrees of freedom and carefully adapted to the symmetry of
the latter [89]. Finally, once the full interpolation over ICRP

6D has been carried out, the 3D
atomic functions V A,B are invoked anew in order to recover the full 6D PES.

A neural network (NN) is instead inspired by neuroscience and can in general be de-
scribed as a highly flexible, non-linear model that is in principal (based on a rigid mathe-
matical proof) capable of approximating any continuous function to arbitrary accuracy [98,
99]. It consists of a number of artificial neurons or nodes that are interconnected via a
set of links and typically arranged in layers: An input layer initially distributes the given
information to the network where it is internally processed and re-distributed by one or
more hidden layers until it is finally collected by the output layer and transformed into the
returned data. The described architecture in which every node is connected to all nodes of
the adjacent layer and information is transmitted only in one direction appoints a so-called
multi-layer feed-forward neural network, as is schematically illustrated in Fig. 4.2.

The key attraction to performing a NN fitting lies in its inherent flexibility. In practice,
the weights which are assigned to every node connection are optimized or ‘trained’ in
order to best reproduce the given set of input data. Moreover, in each node a so-called
activation function maps the summed input weights in a monotonic way to a certain
output interval (typically between 0 and 1), thus activating the connected neuron to a
certain amount. Different types of activation functions can be used in different layers
and are usually denoted by ‘s’ for sigmoid, ‘l ’ for linear and ‘t ’ for hyperbolic tangent
within the NN notation. In the meantime, bias weights act as an adjustable offset of the
activation functions thereby further extending the network’s flexibility.

As recently summarized in a review article by Handley and Popelier [100], Lorentz et
al. were the first in 2004 to extend a NN application to the high-dimensional description
of molecule-surface interactions [94]. In this context, the network is obviously trained to a
set of input DFT data based on given atomic configuration vectors (R), while the (single)
output node returns a fitted PES value (V NN). The latter is thus targeted directly and
equally in e.g. its full six-dimensionality, allowing to capture intertwinement of degrees of
freedom which are treated independently in the prevalent interpolation strategies hitherto
employed in the CRP context described above. Further unlike the latter, the input data
are not required to fall on regular grids, thus enabling the addition of individual points
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depending on the desired accuracy in certain PES “regions” [20, 101]. Extrapolation
capabilities of NNs beyond the coordinate ranges of the input data can also supersede
those of the above described individual interpolations due to inherent limitations of the
underlying fixed analytic forms. This inherent flexibility does, however, come as somewhat
of a mixed blessing and renders an a priori knowledge of the investigated system all the
more important both for choosing an appropriate set of weighted input data and for
properly taking underlying symmetries into account.

Both the CRP and NN methodologies have met an overall remarkable sucess over a
range of dynamical studies applied within the divide-and-conquer approach (cf. for exam-
ple Refs [77, 88–90, 94–97]). Notwithstanding, one needs to recognize that their robustness
remains severely limited by the problem’s dimensionality and does not extend, at least in
common practice application studies [102], as far as lifting of the frozen surface approx-
imation. Corresponding divide-and-conquer studies have hitherto predominantly focused
on light H2 adsorbates for which an inherent neglect of substrate mobility may be some-
what justified. As already indicated in the previous section, however, a proper account of
interfacial energy exchange may still be expected to play an eminent role in obtaining the
correct dynamical behavior of heavier or more strongly chemisorbing adsorbates. In this
respect, an effective treatment of substrate mobility that can be used to augment such
simulations within a divide-and-conquer type approach become particularly appealing.
Development of appropriate model bath Hamiltonians has thus been the subject of long-
standing effort within the gas-surface dynamics community and will thereby represent the
center of focus also in the following section.
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Figure 4.2.: Schematic illustration of a feed-forward neural network architecture. The
specific design consists of two or more nodes in the input layer processing the input
configuration vector (R1,2,...), a single hidden layer of three nodes, and one output node
yielding the target potential energy function (V NN).

∑ |f denotes the composition of

the summation of weights w with an activation function fα. A weight w
(i)
jk is assigned to

connections of nodes j and k between an adjacent pair of layers i.
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5. Effective models of substrate mobility

Several different approaches (along with their numerous variations) have been proposed in
the literature over the years in order to provide an effective heat sink for MD simulations
in the context of gas-surface dynamics and thus account for some energy exchange with
the lattice. Here, we will focus on the prevalent surface oscillator (SO) [79] and general-
ized Langevin oscillator (GLO) [80, 82, 83] models due to their particular relevance to the
present thesis [21]. One of the main practical advantages of these approaches (exploited
also in this work) is their convenient coupling to any pre-existing adsorbate-surface inter-
action potential that has already been obtained within the frozen surface approximation.
This also includes of course the continuous DFT-based PES representations discussed in
the previous section within the divide-and-conquer framework. MD simulations of an ab
initio quality may thus straightforwardly, and with practically negligible computational
overhead, be augmented with effective accounts of substrate mobility as these are provided
on the SO and GLO levels of theory.

The SO is motivated by an Einstein-like model for the phononic system and aims
to account for the effects of substrate mobility by a rigidly moving surface. In other
words, the surface is simplistically mimicked by a single harmonic oscillator with assigned
mass (mSO) and frequency (ωSO) parameters. The later naturally requires an appropri-
ate tensorial representation (ω̂SO) if including three-dimensional Cartesian displacements
RSO = (XSO, YSO, ZSO). Coupling to the adsorbate is then conveniently described through
a space-rigid shift RSO in the potential describing its interaction with a frozen surface.
For the case of a diatomic adsorbate and concomitant 6D PES representation (V6D), the
classical MD equations of motion in the SO approximation are thus given by:

∂2RA,B

∂t2
= − 1

mA,B
∇RA,B

V6D(RA −RSO;RB −RSO) (4.1a)

∂2RSO

∂t2
= − 1

mSO
∇RSO

V6D(RA −RSO;RB −RSO)− ω̂2
SO ·RSO , (4.1b)

where mA/B and RA/B are the masses and Cartesian coordinates of the two individual
adsorbate atoms A and B.

Extending on the latter, the GLO additionally incorporates the approximate effect of
a bulk thermal bath. Here, the SO is coupled to a further 3D so-called ghost oscilla-
tor (mGLO, ω̂GLO) through additional frequency parameters Λ̂SO−GLO. The adsorbate is
thereby only indirectly coupled to the thermal bath, while energy dissipation and thermal
fluctuations are accounted for by subjecting the ghost oscillator to frictional and random
forces, respectively. The latter represents a key step in the (mathematically rigorous)
derivation of the equations underlying the GLO model: It significantly reduces the bath
degrees of freedom, while effectively capturing the complexity of the corresponding many-
body system through well-defined statistical properties. Physically, these properties are
connected through a manifestation of the fluctuation-dissipation theorem which ensures
that bulk dissipation is on average balanced by a back-flow of energy that allows to globally
maintain the heat bath temperature T . The statistical treatment of the bath, however,
comes at the price that individual trajectories lose their physical meaning, though still
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5. Effective models of substrate mobility

stand correct in a stochastic sense even for systems which are far away from thermal
equilibrium.

In order to make the GLO approach tractable in practice, suitable mathematical forms
within some approximations are typically adopted for the friction and random force rep-
resentations. As originally proposed by Adelman and Doll [80], the former is described
through an isotropic and diagonal damping matrix γ̂GLO = γGLO1̂ = πωD/6 1̂, where ωD

is the bulk Debye frequency. This simple friction coefficient can be related to the width σ
of the Gaussian distribution G of the random force through:

σ =
2kBTγGLO

mGLO∆t
, (5.2)

where kB is the Boltzmann constant, and ∆t is the discrete time interval used as a time-
step in practical MD simulations. Extending on Eqs. 5.1 for the example of a diatomic
adsorbate, the equations of motion within the GLO formalism can thereby be written as
follows:

∂2RA,B

∂t2
= − 1

mA,B
∇RA,B

V6D(RA −RSO;RB −RSO) (4.3a)

∂2RSO

∂t2
= − 1

mSO
∇RSO

V6D(RA −RSO;RB −RSO)− ω̂2
SO ·RSO + Λ̂SO−GLO ·RGLO

(4.3b)

∂2RGLO

∂t2
= −ω̂2

GLO ·RGLO + Λ̂SO−GLO ·RSO − γ̂GLO
∂RGLO

∂t
+G(∆t) . (4.3c)

Despite the conceptual shortcomings and limitations (such as e.g. the implicitly as-
sumed harmonic approximation), the models described above have overall been applied
very successfully in quantifying macroscopic observables connected to surface adsorption
and diffusion (e.g. Refs [81, 103–106]), also within a first-principles context [21, 84–86].
Particularly the latter renders them still highly relevant today when a fully quantita-
tive account of phononic energy dissipation in explicit AIMD simulations remains highly
demanding, when aiming for sufficient statistical averaging and the full computation of
energy-dependent sticking curves. A major practical bottleneck still lies of course in the
semi-empirical nature of these effective theories and the assumptions that have to be made
with respect to the bath Hamiltonian. With very little generally known about adsorbate-
surface or surface-bath coupling constants, rather crude descriptions represent the state
of the art. The semi-phenomenological parameters (mSO, ω̂SO) entering for example the
ansatz of Eq. 5.1 are usually chosen based on the atomic masses of the surface atoms and
experimentally determined vibrational properties, such as e.g. the Debye frequency of the
corresponding bulk material [79]. Changes in these parameters by even orders of mag-
nitude have nevertheless so far been found to have no significant influence on statistical
properties (typically sticking or scattering probabilities) that have been studied [83–86].
While this may well find its cause in the inherent simplicity of these models, a higher
sensitivity to the underlying phononic fine structure may nevertheless still be expected
and can not be excluded from future studies to come. Early experimental work has,
for example, already suggested a complex multi-phonon picture to govern the dynamics
of the heavier (compared to H2) NO at Ag(111) [107]. Generalizing the single-phonon
approximation within common-practice applications of one (usually low-frequency) sur-
face oscillation may thereby represent a highly dangerous over-simplification, in particular
when going beyond prototypical studies of light atom/molecule scattering [108].
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6. QM/Me: An embedding scheme for
metals

The restrictions imposed within the divide-and-conquer ansatz do not apply to direct ab
initio molecular dynamics (AIMD) simulations. In this method, the forces necessary to
integrate the equations of motion are computed “on-the-fly” by first-principles electronic
structure calculations, so that no fitting or interpolation of the PES is required. Sub-
strate atoms are thereby treated explicitly and no a priori assumptions have to be made
with respect to the heat bath Hamiltonian. For evaluating e.g. sticking probabilities of
molecules at surfaces and for metals in particular, AIMD has only been scarcely applied
in the past mainly because of the high computational effort connected with obtaining a
sufficient amount of first-principles forces to propagate the system. Due to the continuous
methodological developments and massive increase in computer power, this limitation is
being steadily overcome and the situation is now changing [6].

Self-standing AIMD simulations remain, however, challenged in complementing the reli-
able quantum-mechanical description of surface chemical reactions with a fully quantitative
account of phononic dissipation. Even at the limit of what is computationally tractable
with present day resources, substrate mobility is only allowed within supercells and slab
models that comprise a few surface lattice constants and layers. In contrast, a simple
estimate of the phonon propagation distance in metals according to the respective speed
of sound yields tens of lattice constants per picosecond in each direction. Corresponding
dynamical studies will thereby suffer from an inadequate description of the phononic band
structure and unphysical phonon reflections at the periodic boundaries of the employed
supercell geometry. This unavoidably results in confining energy dissipation to the finite
extent of the latter and would thus also falsify the picosecond-scale equilibration of the
actual adsorbate dynamics. Current state-of-the-art AIMD simulations are thereby ex-
cluded from providing an accurate reference for the entire dynamical picture following
e.g. an exothermic surface reaction, potentially also including the experimentally alluded
intricate “hot” adatom motion.

In this situation, the recent development of the QM/Me simulation approach [109] is an
important step forward. Within a multi-scale modeling philosophy, QM/Me augments the
DFT-based quantum-mechanical (QM) description of the immediate reaction zone with
a quantitative treatment of phononic dissipation into a numerically undemanding, yet
appropriately described, extended metal (Me) heat bath. The originality of this method-
ology, in comparison to QM/MM (quantum-mechanics/ molecular-mechanics) embedding
as routinely employed in e.g. biomolecular modeling [110–112], lies in avoiding the use of
finite QM clusters. Embedding is instead performed within periodic boundary conditions,
as is required to fully capture the delocalized metallic band structure and its crucial impor-
tance to adsorption. This is achieved by separating the chemical and elastic contributions
in the QM interaction potential and leads to the following embedding ansatz for an atom
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6. QM/Me: An embedding scheme for metals

FQM(Rslab [ Rads)

F�QM(Rslab [ Rads)

FQM(Rslab)

QM reaction zone

O2        2Oads

FMe(Rbath)
macroscopic heat bath

Figure 6.1.: Schematic illustration of the QM/Me embedding approach for metallic sys-
tems, as defined by Eq. 6.1. A quantum-mechanical (QM) description of the immediate
reaction zone is obtained based on the periodic DFT supercell indicated in black. Treating
the latter twice at the same level of theory provides the adsorbate-induced chemical contri-
bution to the forces F∆QM which are sufficiently short-ranged to be well-contained within
its finite extent. The elastic contribution to the forces FMe(Rbath) are subsequently ob-
tained by embedding into an extended metal (Me) substrate that is treated at the level of
a numerically efficient classical interatomic potential. Chemical energy released during the
depicted (exothermic) dissociative oxygen adsorption is thus dissipated out of the “hot”
reaction zone and into a “cold” macroscopic heat bath, while atoms in the embedding cell
are color-coded according to forces calculated along a real QM/Me-AIMD trajectory for
O2 at Pd(100) [24].

at position R:

V QM/Me(R) =V Me(Rbath) (6.1)

+
[
EQM(Rslab ∪Rads)− EQM(Rslab)

]

︸ ︷︷ ︸
V ∆QM(Rslab∪Rads)

,

where the coordinate sets Rbath, Rslab, and Rads correspond to all metals atoms in the
environment of the adsorbate, metal atoms in the embedded QM supercell, and adsorbate
atoms respectively.

Equation 6.1 defines V ∆QM as the specific chemical adsorbate-substrate and adsorbate-
adsorbate interactions. It is obtained in practice from two successive DFT calculations
within identical periodic supercells: The first includes the adsorbate atoms and the second
excludes them, while in both cases the positions of the substrate metal atoms (Rslab)
remain unchanged. Forming the difference of these calculations thus cancels contributions
of elastic interactions in the QM potential and leaves only the adsorbate-induced chemical
interactions. The latter are sufficiently short-ranged to be well contained within the finite
extent of computationally tractable DFT embedding cells. Even though calculated within
periodic boundary conditions, V ∆QM extends thus only over a finite region.
V Me then provides the missing elastic contributions from substrate-substrate interac-

tions due to lattice deformations which occur with the progressing chemical reaction. For
metallic systems these elastic interactions are long-ranged [113, 114], as exemplified by
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the slow decrease of the pairwise contributions as some inverse power of inter-atomic dis-
tance [115]. They are nevertheless already accurately described by many-body classical
interatomic potentials, the numerical efficiency of which allows for modeling an extended
MM heat bath region (cf. section 2). Several tens of thousands metal bath atoms can thus
easily be included in the simulation without the evaluation of V Me becoming a computa-
tional bottleneck, thereby providing a realistic description of the substrate’s phononic fine
structure and further ensuring that phonon propagation will not reach the boundaries of
the employed simulation boxes even on a picosecond-timescale.

There is of course no conceptual limitation to stop the above methodology from being
extended to include the concurrent treatment of multiple DFT-described reaction zones.
This has in fact already been implemented in the context of this thesis and for the present
purposes of following the dynamics of a single dissociative event. The specific implementa-
tion is therefore designed to substitute an initial (typically larger) embedding cell by two
(or more) such cells after dissociation has taken place and substrate-mediated interactions
between the reaction partners have largely vanished. The resulting “hot” embedding re-
gions are thus centered around the individual dissociation fragments and can dynamically
follow their motion over the surface. Independent treatment on the DFT level thus ensures
that unphysical interactions through periodic images are suppressed, while additionally
allowing to use smaller supercells and thereby introducing an efficiency gain according
to the non-linear scaling of the underlying calculations. Most importantly, however, it
provides the flexibility that enables application to chemical reactions for which the lateral
direction of “hot” translational motion is not a priori clear.

The QM/Me methodology overall bears principal similarities to the ONIOM scheme
of Morokuma and coworkers [116], but specifically targets forces rather than the energy

function. This difference specifically exploits the short-ranged nature of V ∆QM in order
to avoid boundary effects and yield a QM many-body description that fully captures the
chemistry of bond breaking and making. “Embedding” V ∆QM in V Me through Eq. 6.1
can thus complement first-principles based dynamical simulations of chemical reactions at
metal surfaces with an explicit account of energy dissipation into an atomically-resolved
MM heat bath. It is exactly this atomic resolution that allows for unraveling important
mechanistic details of the energy conversion process, through a detailed mode-specific
analysis of the underlying phononic excitations as described in the following section.
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7. Projecting onto phonons

Fundamental research on the atomistic details of thermal transport has a long-standing
history, partly triggered by industrial interest in e.g. heat management for electronic
devices and thermal coatings. Phonon transport properties in crystalline materials are
studied computationally using either lattice dynamics calculations or molecular dynamics
(MD) simulations. In the context of the former, theoretical formulations for determin-
ing a solid’s vibrational properties from perturbation theory have been known for quite
some time [117]. Reliable quantitative evaluations, however, require accurate energies and
polarizations for all phonons, as well as accurate anharmonic force constants. Anhar-
monicities in the atomic interactions specifically represent three- and higher-order phonon
processes, and their (exact) inclusion is thus necessary for e.g. predicting thermal expan-
sion, arriving at a finite thermal conductivity in perfect crystals, or following the evolution
of non-equilibrium excitations toward the ground state [118]. First-principles interatomic
force constants may of course directly be obtained from density functional perturbation
theory (DFPT) [119–121] or from finite differences through the so-called frozen phonon
method [122]. Such calculations, however, come at a staggering computational cost which
also excludes their application in the present context of a macroscopic heat bath incorpo-
rating several tens of thousands metal atoms.

On the other hand, lattice dynamics based on more attractive classical interatomic po-
tentials nevertheless require that the anharmonic force constants be explicitly included
in the calculations. Due to a general lack of microscopic understanding with respect to
multi-phonon interactions, this represents (even for three-phonon interactions) a far-from-
trivial task. In most cases, theoretical predictions thus rely either on a direct fitting to
experimental data [123], or on crude models that are generally consistent with empirical
anharmonic parameters [124] (related to e.g. elasticity or thermal expansion). Although
simple and often effective, such approaches are thereby inevitably restricted by the avail-
ability/quality of the employed input parameters and tend to exhibit limited predictive
power beyond the range of cases included in the fitting procedure.

Extracting phononic information from MD simulations requires instead no a priori as-
sumptions regarding the nature of thermal transport or any further input, apart from the
equilibrium atomic positions and an appropriate (anharmonic) interatomic potential. Here
the commonly followed recipe dictates computation of the velocity (or displacement) auto-
correlation functions in order to arrive at an occupied density of phonon states, from which
then also mode-resolved lifetimes can subsequently be extracted [125]. The practical bot-
tleneck of this approach, however, lies in the requirement for extensive statistical sampling
which in turn prohibits its application to computationally demanding PES descriptions or
large system sizes such as the ones required here.

In the following, we describe an alternative approach towards quantitatively assessing
phonon populations from MD simulations by making use of a (mathematically) rigorous
mode-resolved phonon decomposition. The latter is rendered suitable for instantaneous
application at any given time-step along a dynamical trajectory, thus eliminating the
need for averaging over time. This already offers a prodigious advantage over methods
that rely on time autocorrelation functions, in particular within first-principles based ap-
proaches for which a fully quantitative phonon analysis has thus far remained impractical
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7. Projecting onto phonons

or even impossible (cf. for example Refs [126–128]). It is thereby also ideally suited to
the present context of gas-surface dynamics where the breaking and making of chemical
bonds specifically warrant the need for computationally expensive DFT evaluations at each
MD time-step. Further relying on incorporating the description of an atomically-resolved
macroscopic heat bath, as can be achieved through the QM/Me Hamiltonian (Eq. 6.1)
described in the previous section, provides here an unprecedent quantitative treatment of
the non-equilibrium adsorbate-phonon dynamics [24, 25]. The remaining challenge then
only lies in making contact with the phonon dispersion relation in order to identify the
nature of excited modes through their actual wave vector, while in the meantime circum-
venting the computationally formidable task of diagonalizing the dynamical matrix of a
heat bath region that contains in excess of hundred thousand atoms.

We achieve this on the basis of a projection methodology that allows to represent the
complex atomic displacement pattern of atoms in a large supercell region as a superpo-
sition of the normal mode displacement eigenvectors that belong to a periodic primitive
cell. Phonons realized in different branches at the Γ-point in the small Brillouin zone of
the supercell are thus effectively back-folded into the (larger) Brillouin zone corresponding
to the chosen primitive unit. The rigorous formulation of this projection scheme was orig-
inally laid out by McGaughey and Kaviany for the monatomic (Ncell = 1) bulk primitive
cell of Lennard-Jones model crystals [123]. It can, of course, in principle be generalized
accordingly to any problem involving “phononic details” beyond the Γ-point by employing
arbitrarily large supercells of a repeating primitive unit in any number of periodic direc-
tions. For the present application on a two-dimensional slab model we thus appropriately
extend it here to a polyatomic primitive cell (Ncell > 1) that extends over a sufficient
number of slab layers (Nlayers), a detailed derivation of which may be found in Ref. [109].
The latter specifically contains a single atom per layer for the low-index fcc surfaces in-
vestigated in this thesis (Ncell = Nlayers), while an arbitrarily large supercell can then be
constructed by (N1 ×N2) repetitions in the lateral periodic directions.

The starting point is then the atomic displacement field of the bath supercell containing
Nsupercell (≡ N1×N2×Nlayers) atoms. This displacement field is described in the 3Nsupercell-
dimensional vector UMD(t) that denotes the Cartesian displacements with respect to the
equilibrium positions R0 at a given time t during the MD simulation. The vector is defined
on the real-space lattice grid Ln of the atomic positions and can be transformed onto the
corresponding reciprocal grid qn of exact phonon wave vectors by means of a discrete
two-dimensional spatial Fourier transform:

UMD
Ĩα

(Ln; t) =
1√
N1N2

1√
MĨ

grid∑

qn′




3Nlayers∑

b′=1

C(qn′ , b′; t)ûĨα(qn′ , b′)


 eiqn′ ·Ln . (7.1)

The transformation is performed component-wise with Cartesian vector coordinates α =
(x, y, z), and for every atom in the supercell. The latter are indexed by a number Ĩ in
the primitive cell (denoting here the specific slab layer) and a two-dimensional lattice
vector L leading to the desired periodic image (n) in the lateral directions. At every point
qn′ the phonon mode expansion coefficients C(qn′ , b′; t), which are the key quantities of
interest here, are represented in the orthonormalized basis of generally complex-valued
displacement eigenvectors {ûĨα(qn′ , b′)}b′ ⊂ C3Nlayers , where b′ is the phonon band index.
Similar to normal modes in non-periodic systems, more complex displacement patterns
can be described by superpositions of the eigenvector solutions which can be individually
viewed as “Fourier modes”. In fact, a truly macroscopic solid (obtained at infinite supercell
sizes) practically allows for infinitely large wavelengths λ = 2π/‖q‖ and thus leads to
continuous wave vectors q. Finally, masses (MĨ) are separated out of the latter which
are therewith given in mass-weighted coordinates as is the common convention in lattice
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dynamics.
As already indicated above, here q-points of the reciprocal-space grid are chosen such

that the two-dimensional periodicity of the phonons is commensurate with the chosen
supercell and hence described exactly. Making use of the orthonormality relations for
both the discrete Fourier transform and the displacement eigenvectors greatly simplifies
the task of obtaining the target C(qn, b; t) from Eq. 7.1 and leads to the following ansatz:

C(qn, b; t) =
1√
N1N2

N1×N2∑

n

Nlayers∑

Ĩ

√
MĨ [ûĨ(qn, b)]

∗ · UMD
nĨ

(t)e−iqn·(R
0
nĨ
−R0

Ĩ
) , (7.2)

where the double-index nĨ iterates over all Nsupercell atoms in the supercell region. The
target phonon mode expansion coefficients then depend on time only through the real-
space displacement field (UMD

nĨ
), which can be straightforwardly obtained at any time-step

of a given MD trajectory.
Following the same decomposition of Eq. 7.1 and the ensuing formalism also for the

velocity field U̇
MD

(t) yields corresponding velocity expansion coefficients Ċ(qn, b; t). Un-
der the harmonic approximation, the total energy of a single phonon mode can then be
expressed as

εph(qn, b; t) = εph
kin(qn, b; t) + εph

pot(qn, b; t) (7.3)

=
1

2
|Ċ(qn, b; t)|2 +

1

2
ω2(qn, b)|C(qn, b; t)|2 ,

where the two terms correspond to the kinetic and (harmonic) potential energy of the
corresponding mode with frequency ω. To the extent that the harmonic approximation
holds, Eq. 7.3 then forms the foundation for quantifying also the total phononic energy
uptake:

Eph
tot(t) =

grid∑

qn

3Nlayers∑

b=1

εph(qn, b; t) . (7.4)

Energy resolved excitation spectra can thus be calculated “on the fly” through a straight-
forward discretization of Eq. (7.3) along the phonon energy (~ω) axis. While this greatly
simplifies visualization, it is still the mode selectivity naturally provided by the underlying
formalism that allows to focus on certain groups of modes. In the present context of gas-
surface dynamics, such an analysis therefore allows for identifying the dominant energy
dissipation channels [24, 25], while offering a first-principles perspective on parameters
entering effective models of substrate mobility such as the prevalent surface oscillator and
generalized Langevin oscillator methodologies discussed in section 5.
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Summary:

We review and assess continuous potential energy surface (PES) representations commonly
used in gas-surface dynamics. Relying on the Born-Oppenheimer and frozen surface ap-
proximations, the energetics of O2 adsorbing at Ag(100) are used as a showcase system to
highlight the complex landscape often met in such PESs even when explicitly considering
only the internal degrees of freedom of a diatomic adsorbate. With the latter being very
closely intertwined, the far-from-trivial task of procuring and assessing a reliable high-
dimensional interpolation is put here into focus. Employing the exact same set of ab initio
reference data obtained within density functional theory (DFT), we construct different
O2/Ag(100) PES representations based on two state-of-the-art interpolation approaches,
namely the corrugation reducing procedure (CRP) and neural networks (NN). Despite
both representations flawlessly passing the typical reliability checks performed to assess
the interpolation quality, we show them yielding notably different reaction probabilities for
the dissociation of molecular oxygen in the low coverage regime. A thorough investigation
into the global energetics and extensive configurational sampling for low-lying PES min-
ima rationalizes this discrepancy by identifying representation deficiencies which affect the
dynamical picture yet go otherwise unnoticed within the so-called “divide-and-conquer”
approach. With the issue of interpolation reliability thus accentuated, we generally sug-
gest to perform a priori static PES examinations while focusing on prominent topological
features for iteratively refining the DFT input data grid.

Individual contributions:

This work was carried out in collaboration with Dr. Maite Alducin from the Centro de
F́ısica de Materiales (CFM) in San Sebastián. Dr. Alducin provided the DFT data [129] on
which this work is based on. Dr. Jörg Meyer (who is currently an associate professor at the
Leiden Institute of Chemistry) and Prof. Dr. Karsten Reuter closely supervised the project
and played a significant part in co-writing/editing the manuscript. Dr. Meyer contributed
particularly with substantial technical support and computational tools, including his
implementation of the symmetry adapted coordinates. Dr. Jörg Behler (Ruhr–Universität,

29

http://www.degruyter.com/view/j/zpch.2013.227.issue-9-11/zpch-2013-0410/zpch-2013-0410.xml


Bochum) and Dr. Fabio Heriberto Busnengo (Instituto de F́ısica, Rosario) provided their
(Fortran) NN and CRP implementations, respectively.

I interfaced (employing the robust F2PY package) and accordingly modified the afore-
mentioned tools for the present purposes of constructing two continuous O2/Ag(100) PES
representations as a function of all six molecular degrees of freedom. A new, convenient
Python package was thus set up for evaluating the resulting representations and perform-
ing back-and-forth transformations between Cartesian and spherical coordinates. The
latter turned out to be crucial for the ensuing analysis which I performed based on self-
written Python routines while making extensive use of the powerful NumPy and SciPy
scientific libraries. The same holds for collecting and post-processing the data generated
from the extensive (quasi-classical) dynamical simulations in order to scrutinize the un-
derlying mechanistic details and extract the presented sticking curves. I developed the
scheme to globally search the PES for local minima after loosely interfacing with the
Atomic Simulation Environment (ASE) [130] and its implementation of the BFGS opti-
mization algorithm. Plotting, graphic and visualization purposes were served primarily
by the user-friendly, yet highly flexible, Python-powered matplotlib package.
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2. Fingerprints of energy dissipation for
exothermic surface chemical reactions:
O2 on Pd(100)

Authors: V. J. Bukas, S. Mitra, J. Meyer and K. Reuter.
Published in The Journal of Chemical Physics, Volume 143, Issue 3, Eid 034705, July 2015
DOI: 10.1063/1.4926989

Summary:

Despite its progress, state-of-the-art quantitative modeling in the field of gas-surface dy-
namics still faces considerable challenges when it comes to faithfully reproducing exper-
imental data. We find such a discrepancy upon comparing measured sticking curves for
O2 on Pd(100) [22] with our first-principles results. Within the latter approach, we per-
form molecular dynamics simulations on a neural network (NN) interpolated potential
derived from density functional theory (DFT) and accounting for all six molecular degrees
of freedom. Suspecting as source for the discrepancy the prevalent frozen surface (FS)
approximation underlying this approach, we extend our model to additionally include sur-
face mobility in the form of a surface oscillator (SO), and a generalized Langevin oscillator
(GLO). While even a simple SO model already qualitatively changes the dynamical pic-
ture, similarly good agreement with experiment is reached at the GLO level based on two
different semi-local DFT functionals (PBE and RPBE). This robustness of the simulated
sticking curve does not extend to the underlying adsorption mechanism, which is predom-
inantly directly dissociative for one functional or molecularly trapped for the other. Our
results thus overall underscore the importance of overcoming the FS approximation for
adsorbates heavier than the prototypical H2, while highlighting the danger of the prevalent
practice to extract corresponding mechanistic details from simple fingerprints of measured
sticking data for such exothermic surface reactions.

Individual contributions:

This work was partly carried out in the context of Shubhrajyoti Mitra’s MSc thesis which
was performed at the Chair for Theoretical Chemistry of the TU Munich under my di-
rect supervision. Shubhrajyoti Mitra performed the extensive DFT-RPBE calculations in
order to construct the corresponding continuous PES representation. He evaluated the fit-
ting quality and made a thorough static investigation into the global energetics. Dr. Jörg
Meyer (who is currently an associate professor at the Leiden Institute of Chemistry) pro-
vided the DFT-PBE PES representation and supervised the first steps of this work. Prof.
Dr. Karsten Reuter closely supervised the project during its entire course and played a
significant part in co-writing/editing the manuscript. Dr. Jörg Behler (Ruhr–Universität,
Bochum) and Dr. Fabio Heriberto Busnengo (Instituto de F́ısica, Rosario) provided their
(Fortran) NN and SO, GLO implementations, respectively.
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Based on a convenient Python package, I interfaced (employing F2PY wrapping) and
accordingly modified the aforementioned tools for the present purposes of performing
classical dynamical simulations on the FS, SO, and GLO levels of theory. Extensive
sampling was thus performed for each model and on both the DFT-PBE and DFT-RPBE
PES representations, while including different initial O2 translational energies, incidence
angles, and surface temperatures. I collected and analyzed the generated data using self-
written Python routines (while making extensive use of the powerful NumPy and SciPy
scientific libraries) in order to scrutinize the underlying mechanistic details and extract the
presented sticking curves. Plotting, graphic and visualization purposes were again served
primarily by the user-friendly, yet highly flexible, Python-powered matplotlib package.
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3. Hot Adatom Diffusion Following
Oxygen Dissociation on Pd(100) and
Pd(111): A First-Principles Study of
the Equilibration Dynamics of
Exothermic Surface Reactions

Authors: V. J. Bukas and K. Reuter.
Published in Physical Review Letters, Volume 117, Issue 14, Pages 146101–146106, Septem-
ber 2016
DOI: 10.1103/PhysRevLett.117.146101

Summary:

We augment ab initio molecular dynamics (AIMD) simulations with a quantitative ac-
count of phononic dissipation in order to study the highly non-equilibrium aftermath of
exothermic surface reactions. We employ a novel embedding scheme for metallic substrates
(QM/Me [23, 109]) which allows for energy to be dissipated out of a quantum-mechanically
described reaction zone and into a computationally undemanding, yet reliably described,
extended bath. In a first application to oxygen dissociation over Pd(100) this approach
predicted “hot” O adatoms traveling ballistically over several lattice constants as a conse-
quence of non-immediate energy transfer to the surface. Despite being similarly exother-
mic, much shorter O-O end distances were measured for the O2/Pd(111) reaction [10]
which might straightforwardly imply a shorter lifetime for the hyperthermal state. We
reconcile this apparent intricacy by quantifying phononic dissipation at the (111) as com-
pared to the (100) surface directly from QM/Me trajectories. This reveals in fact a much
slower equilibration on Pd(111) with the experimentally predicted small net displacements
resulting instead from a random-walk type diffusion. A detailed phonon analysis ratio-
nalizes the slow equilibration through long-lived Rayleigh mode excitations that spatially
confine the released energy within a nanoscopic “hot spot” around the O2 impingement
region. We therefore show that experimentally accessible product end distances, which
have thus far served as the sole measure for hyperthermal diffusion, may be highly mis-
leading. Our results suggest that transient surface mobility might be more common than
hitherto anticipated, with further paradigm shifts possibly required to accommodate such
“hot chemistry” in our current understanding of heterogeneous catalysis.

Individual contributions:

The present work was carried out under the close supervision of Prof. Dr. Karsten
Reuter, who also played a significant part in co-writing/editing the manuscript. I imple-
mented QM/Me by loosely interfacing calculations performed independently on the levels
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of density functional theory (DFT) and the classical modified embedded atom method
(MEAM) [33]. Extending on the Atomic Simulation Environment (ASE) [130] served in
properly communicating the coordinate and force sets obtained at the two levels of theory
in order to collect the necessary ingredients for applying the QM/Me ansatz. High perfor-
mance computing (HPC) resources that were generously provided by the Leibniz Rechen-
zentrum (LRZ) der Bayerischen Akademie der Wissenschaften (project pr85wa) enabled
the formidable task of obtaining the required DFT forces at each time-step of our AIMD
simulations. I thus conducted the latter on the LRZ supercomputer “SuperMUC”, while
heavily relying on the provided infrastructure and efficient parallel performance. The large
output files containing all generated phase-space trajectory information were analyzed by
self-written Python routines, while making extensive use of the ASE in-built utilities for
both post-processing and visualizaton purposes. The same holds for creating movies of
the O2/Pd(100) and O2/Pd(111) trajectories which are electronically made available as
supporting material alongside the published manuscript, while graphics and plotting were
created using Inkscape software and the Python-powered matplotlib package.
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4. Phononic dissipation during “hot”
adatom motion: A QM/Me study of
O2 dissociation at Pd surfaces

Authors: V. J. Bukas and K. Reuter.
Submitted for publication to The Journal of Chemical Physics, September 2016

Summary:

Exothermic surface chemical reactions may release several electron volts of energy. This
challenges first-principles based dynamical simulations to account for adequate dissipa-
tion channels, the miscroscopic details of which remain to a large extent unresolved. Fo-
cusing here on phononic dissipation, we use the recently developed QM/Me embedding
scheme [23] which offers the possibility of unraveling these details from the perspective
of predictive-quality ab initio molecular dynamics (AIMD). We focus specifically on an-
alyzing the role of substrate symmetry and compare the equilibration dynamics ensuing
O2 dissociation at all low-index (110), (100) and (111) Pd facets. In all cases the released
reaction energy decays to the Pd substrate on a picosecond timescale, i.e. it is not in-
stantaneous on the timescale of the actual dissociation dynamics. Despite the similarly
high exothermicity of the dissociative reactions and barriers for atomic diffusion, however,
we find a striking difference in the degree of hyperthermal mobility for the resulting O
adatoms, i.e. they remain translationally “hot” for shorter or longer periods of time. Quan-
tifying phononic dissipation directly from QM/Me-AIMD trajectories relates the latter to
intrinsically different rates of interfacial energy exchange on the three surfaces. A detailed
phonon analysis rationalizes these results by identifying dominant dissipation channels as
excitations of specific groups of localized surface modes that do not necessarily lie at the
lower energy end of the phononic spectrum. The thus obtained first-principles perspective
on non-equilibrium adsorbate-phonon dynamics thereby underscores the sensitive depen-
dence on details of the phononic fine structure, while questioning prevalent assumptions
about energy sinks made in commonly used model bath Hamiltonians (cf. for example
Refs. [26–29] and references therein).

Individual contributions:

The present work was carried out under the close supervision of Prof. Dr. Karsten
Reuter, who also played a significant part in co-writing/editing the manuscript. Rely-
ing on High performance computing (HPC) resources that were generously provided by
the Leibniz Rechenzentrum (LRZ) der Bayerischen Akademie der Wissenschaften on the
“SuperMUC” supercomputer (project pr85wa), I performed the static stand-alone den-
sity functional Theory (DFT) calculations described in the manuscript for investigating
oxygen’s adsorption energetics on the three Pd(110), Pd(100), and Pd(111) surfaces. The
ensuing AIMD simulations were thereafter performed and analyzed by employing the ex-
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isting QM/Me implementation [24] and post-processing tools. Phonon band structures
and densities of states (DOS) were calculated after loosely interfacing to the “Phonon”
class of the Atomic Simulation Environment [130] and modifying the code accordingly
for the present purposes of identifying and quantifying the corresponding contribution of
surface modes. I developed and implemented the phonon projection scheme independently
through self-written Python routines, while making extensive use of the powerful NumPy
and SciPy scientific libraries. The computational task of applying this scheme at each
time step of the obtained QM/Me-AIMD trajectories was distributed over several tens of
SuperMUC processes for simultaneous serial evaluation. Graphics and plotting were once
again created using Inkscape software and the Python-powered matplotlib package.
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5. A comparative study of oxygen
adsorption at Pd surfaces from
Density Functional Theory

Authors: V. J. Bukas and K. Reuter.
Submitted for publication to Surface Science, October 2016

Summary:

Fundamental understanding of the bonding interactions that take place at a surface lies at
the heart of all surface chemistry phenomena. As such, the study of atomic or molecular
adsorption at transition metal surfaces in particular has long been a vivid area of research;
nurtured also by its high industrial relevance in oxidation catalysis and the formation of
technologically important metal oxides. Density functional theory (DFT) in particular
has largely contributed towards establishing the microscopic understanding that we have
today, while corresponding calculations for surface adsorption have matured immensely
over the last two or three decades [3, 30]. Focusing here on a systematic comparison
with respect to surface symmetry, we present a detailed DFT investigation into the first
steps of atomic oxygen chemisorption at all three low-index Pd facets. This thus com-
plements previous studies that focus on the trends in O adsorption within one particular
surface orientation over different coverages [131, 132]. We specifically address and provide
consistent data, within a uniform computational framework, for adsorption geometries,
energies, work functions, and electron densities. This allows for obtaining consistent in-
sight, and hence discerning trends, also with respect to the more subtle aspects involved
in the chemisorption thermodynamics. We overall find notable O-Pd hybridization that is
accompanied by minimal charge transfer from the substrate to the adsorbate. This simi-
larity persists at different Pd facets and results in comparable binding energies for optimal
O adsorption and similarly modest barriers for atomic diffusion. Subtle differences in the
electronic structure are nevertheless still discernible and reflect the increasing trend in
reactivity from Pd(111), over Pd(110), to Pd(100); a sequence that does not follow the
order according to atom packing density due to pronounced surface relaxation effects at
the open Pd(110) surface in particular.

Individual contributions:

The present work was carried out under the close supervision of Prof. Dr. Karsten
Reuter, who also played a significant part in co-writing/editing the manuscript. Rely-
ing on High performance computing (HPC) resources that were generously provided by
the Leibniz Rechenzentrum (LRZ) der Bayerischen Akademie der Wissenschaften on the
“SuperMUC” supercomputer (project pr85wa), I performed all density functional Theory
(DFT) calculations described in the manuscript for investigating the on-surface adsorption
of atomic oxygen at all three Pd facets. This was accompanied by thorough bench-marking
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and consistent checks with respect to the employed computational settings and technical
parameters. I specifically employed self-written Python routines in combination with the
in-code tools of the all-electron FHI-aims code [46] for analyzing the electronic struc-
ture and determining the position of the metal d band centers. Structure evaluations,
vibrational analyses, and the determination of minimum energy paths were additionally
supported by the Atomic Simulation Environment (ASE) [130]. Graphics and plotting
were created using the Inkscape software, atomic structure viewers provided by Jmol and
the ASE, and the Python-powered matplotlib package.
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Conclusions & Outlook

In summary, the present thesis employs first-principles based MD simulations to inves-
tigate catalytically relevant surface reactions and the ensuing adsorbate thermalization.
Considering the several eVs of energy that may easily be released during such processes,
particular focus is put on a quantitative account of the dissipative dynamics within an
accurate description of substrate phonon excitations. As the question of energy dissipation
directly interfaces with the efficiency of converting chemical energy, the present research
interests extend increasingly into sustainability at the larger scale.

Ultimately going beyond present limitations imposed by small simulation cells or as-
sumptions commonly implied by system-bath coupling Hamiltonians, the novel QM/Me
scheme offers novel qualitative insights into the microscopic details of phononic dissipation.
Our results show a strong dependence on the underlying surface symmetry, while suggest-
ing that hyperthermal surface diffusion might be more common than hitherto anticipated.
This prediction has ground-shaking consequences for microkinetic models of surface catal-
ysis where the elementary reaction steps of adsorption and diffusion are treated as two
decoupled, statistically unrelated elementary processes [14, 15]. The underlying Marko-
vian state-to-state hopping, which is questioned here from a first-principles perspective,
may thereby easily introduce an error of several orders of magnitude in the calculation
of diffusion rates. Should reactions with other adsorbates in the vicinity of the original
impingement point also be stimulated this way, further paradigm shifts would be required
to accommodate such “hot” chemistry, for example, in our current understanding of het-
erogeneous catalysis [23].

QM/Me will enable to address these aspects in systematic future studies, and also scru-
tinize the potential role of “hot” adatoms in other import dynamical processes such as the
self-assembly of surface nanostructures, the first steps of oxide nucleation and epitaxial
growth, or adsorbate-induced surface reconstructions. Allowing now also for finally reach-
ing a detailed atomistic understanding with respect to the influence of surface temperature,
corresponding QM/Me studies will establish important trends for yet more complex sys-
tems and elucidate experimentally proposed microscopic mechanisms. In this respect, a
particularly interesting application is the dissociative oxygen adsorption at Ag(100), where
scanning-tunneling micrsoscopy measurements have suggested an exceptional far-ranged
adatom mobility of 7 or 14 surface lattice constants [11–13]. We expect here a key role
to be played by the dynamically adapted embedding cells which have also been developed
in the context of the present thesis, thereby additionally enabling the straightforward ap-
plication to multiple “hot” reaction zones which can follow the adatoms ‘wherever they
go’.

Finally, efforts are already underway to apply QM/Me also within an electronically non-
adiabatic context. We augment the phononic dissipation channel with electronic damp-
ing based on the local density friction approximation (LDFA) [133, 134] and employing a
state-of-the-art atoms-in-molecules (AIM) charge partinioning scheme [135] to additionally
account for intramolecular contributions. The efficiency of obtaining LDFA-AIM friction
coefficients is particularly appealing as it adds only a slight computational overhead to
direct AIMD simulations which can be easily addressed with present-day resources. Our
proposed scheme will thereby finally allow for a statistically meaningful number of trajec-
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tories to assess the importance of non-adiabatic effects in the presence of a realistic mobile
substrate and quantitatively disentangle their contribution in the dissipative dynamics,
both during dissociative surface reactions and in a vibrational damping context.

On a broader scope, the QM/Me methodology is generally suitable for application to
any problem that breaks the translational symmetry of a metal in any number of periodic
directions. Beyond the demonstrated relevance within a surface science context therefore,
its applicability may be similarly extended to the bulk material for e.g. following inter-
stitial diffusion, or addressing the chemistry around bulk defects and dislocations. We
particularly envision QM/Me to play a prominent role in the investigation of radiation
damage phenomena, where the ab initio treatment of nanoscale defects needs to be com-
plemented with a realistic description of long-range elastic effects in large-scale atomistic
simulations [136]. Apart from the intriguing prospect of dynamically capturing, for ex-
ample, radiation-induced collision cascades from the QM/Me first-principles perspective,
its application may also be highly beneficial in a “static” context for the development of
future many-body interatomic potentials [23].
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In honoring the seminal contribution of Henry Eyring and Michael Polanyi who first introduced the
concept of potential energy surfaces (PESs) to describe chemical reactions in gas-phase [Z. Phys.
Chem. 12, 279–311, (1931)], this work comes to review and assess state-of-the-art approaches
towards first-principle based modeling in the field of gas-surface dynamics. Within the Born-
Oppenheimer and frozen surface approximations, the O2-Ag(100) interaction energetics are used
as a showcase system to accentuate the complex landscape exhibited by the PESs employed to
describe the impingement of diatomics on metal substrates and draw attention to the far-from-trivial
task of continuously representing them within all six molecular degrees of freedom. To this end,
the same set of ab initio reference data obtained within Density Functional Theory (DFT) are
continuously represented by two different state-of-the-art high-dimensional approaches, namely the
Corrugation-Reducing Procedure and Neural Networks. Exploiting the numerically undemanding
nature of the resulting representations, a detailed static evaluation is performed on both PESs based
on an extensive global minima search. The latter proved particularly illuminating in revealing
representation deficiencies which affect the dynamical picture yet go otherwise unnoticed within
the so-called “divide-and-conquer” approach.

1. Introduction
Reflecting the ingenuity of the idea, some 80 years after the seminal contribution of
Eyring and Polanyi [1] it is difficult to envision chemical reactions without following
their footsteps to consider a practical consequence of the Born-Oppenheimer approxi-
mation (BOA) [2]: potential energy surfaces (PESs). Knowledge of the potential energy
as a function of the atomic positions provides the basis for a most thorough molecular-
level understanding of the reaction, in which prominent topological features of the PES
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like minima and saddle points play a central role. Apart from such static information,
a continuous representation of the PES may also be used for explicit dynamical sim-
ulations of individual reaction events. If allowed by the numerical efficiency of the
latter, appropriate averages over a sufficiently large number of trajectories can routinely
be obtained using computational resources commonly available nowadays, thus giving
access to the kinetics of the reaction and thereby fulfilling one of the visions of the
pioneers Eyring and Polanyi [1].

Although all the more accurate BOA-based numerical solutions of the Schrödinger
equation have become available during the last eight decades [3], the dimensional-
ity of the problem still remains a major limitation to employing the PES concept in
practice. As demonstrated by Eyring and Polanyi [1] for simple reactions involving
triples and quadruples of atoms in gas phase, a comprehensive understanding of the
PES topology can even visually be obtained along two reaction coordinates. For higher
dimensions this becomes an increasingly challenging dilemma which research on gas-
surface interactions has been battling with for a long time [4,5]: In contrast to gas-phase
reactions, the presence of the solid surface destroys the overall rotational and transla-
tional symmetry of the overlaying adsorbate species. Consequently, a description based
on intramolecular (in particular) distances alone is no longer possible [6], thus inflicting
an intrinsically higher dimensionality already for diatomics. In the meantime, the inter-
action of localized molecular bonds with the extended electronic manifold in particular
of catalytically interesting metal surfaces gives rise to complex corrugated PES topolo-
gies that cannot readily be described by a reduced number of reaction coordinates. It is
therefore not surprising that extensive first-principles based work focusing on prototypi-
cal H2 adsorbates has shown that at least all six molecular degrees of freedom need to be
explicitly considered in order to arrive at a quantitative understanding of central kinetic
parameters such as (dissociative) sticking probabilities on rigid surfaces [7–9].

The exponential growth of computational power has allowed for evaluating thou-
sands of trajectories through molecular dynamics (MD) simulations [10,11] already
some 30 years ago – when basing the representation of the high-dimensional PES on
classical interatomic potentials (CIPs) with “simple” analytical forms (like e.g. the
Morse potentials used by Eyring and Polanyi [1]). Nowadays, kinetic quantities requir-
ing statistical averaging over even orders of magnitude more trajectories can, in fact,
readily be obtained for (such) numerically convenient PESs, also e.g. as a function
of initial kinetic energy and varying incidence angles [5]. It soon became clear, how-
ever, that even the semi-empirical CIPs – with the London-Eyring-Polanyi-Sato (LEPS)
potential as the most prominent example – are severely challenged in capturing the
complex bond breaking and making involved in a dissociative adsorption or recombina-
tion event [11] (although promising steps towards more accurate parametrizations from
first principles have recently been reported [5,12,13]).

On the other hand, ab initio electronic structure calculations, even if based on com-
putationally efficient semi-local density-functional theory (DFT), have been far too
expensive to allow for an on-the-fly evaluation of the PES. As heralded by first deter-
minations of sticking coefficients through ab initio molecular dynamics (AIMD) [14],
this situation might just be changing, at least in cases where less extensive statistical
sampling can be accepted. Nevertheless, the huge number of trajectories required to
properly determine small reaction probabilities of e.g. ≤≈ 1% [15] practically excludes
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direct application of AIMD for many systems for some time still to come. This is partic-
ularly true when taking into account nuclear quantum effects, which can be significant
for the aforementioned prototypical H2 adsorbates [8,16].

Given this situation, the state-of-the-art is still defined to its larger extent by
a divide-and-conquer type approach. The 6D PES of a diatomic interacting with
a frozen surface is first mapped discretely by first-principles calculations and subse-
quently “continued in between” (ensuring differentiability up to at least first order). The
actual dynamical simulations are finally conducted on this (numerically undemanding)
continuous representation by solving the appropriate classical or quantum mechanical
equations of motion. While conceptually appealing, the practical bottleneck of this ap-
proach is the difficulty of procuring and assessing a reliable differentiable interpolation
in high (in fact even just six) dimensions that usually are very closely intertwined.

Particularly the latter point shall be the major topic of the present contribution.
With a number of high-dimensional interpolation techniques suggested and employed
in the context of gas-surface dynamics [17–28], we will focus here on the prevalent
corrugation-reducing procedure (CRP) [17–19] and neural networks (NNs) [29,30]
with proper symmetry adaption [24–26,28]. Providing a nice showcase for the PES
complexity often met in gas-surface dynamics, we use these two techniques to con-
tinuously represent a given DFT data set for O2 at Ag(100) from Alducin et al. [31].
After comparing and highlighting the methodological differences of both approaches in
Sect. 2, we show in Sect. 3 that the two representations yield notably different reaction
probabilities for the oxygen molecule, despite flawlessly passing the typical reliability
checks performed to assess the interpolation quality. We therefore perform a thorough
investigation into the global energetics of the two representations both in terms of 2D
visualizations and of identifying the energetically low lying minima through extensive
configurational sampling. This is found a particularly illuminating approach not only
in regionally evaluating the accuracy of the PES representations, but also in provid-
ing an insightful picture into the intricate PES topologies. For the O2/Ag(100) system
it rationalizes the discrepancies found for important dynamical observables within the
two interpolation schemes, thereby highlighting the issue of the interpolation reliabil-
ity and suggesting to generally perform a priori static PES examinations within the
divide-and-conquer approach.

2. Methodology

2.1 Coordinate systems

As indicated in the introduction and depicted in Fig. 1, the ‘full-dimensional’ repre-
sentation of the interaction between a diatomic molecule and a rigid substrate surface
corresponds to a six-dimensional problem. Straightforwardly, the molecular degrees of
freedom can be expressed in terms of the Cartesian coordinates of the two adsorbate
constituent atoms A and B

Rcart = (XA, YA, ZA︸ ︷︷ ︸
RA

, XB, YB, ZB︸ ︷︷ ︸
RB

) , (1)
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Fig. 1. Illustration of the 6D coordinate systems used to represent diatomic molecules above a frozen
surface. Position and orientation of the molecule can be equivalently described by Cartesian Rcart =
(XA, YA, ZA, XB, YB, ZB) or spherical Rsph = (X, Y, Z, d, ϑ, ϕ) coordinates. The left panel depicts the
spherical representation of the adsorbate-surface system with the axes origin located in the surface plane
on a top site. The right panel provides a more detailed illustration of the molecular orientation (ϑ, ϕ) within
the spherical representation and the equivalent Cartesian representation.

where for all what is to follow, the origin of the coordinate system is located in
the top layer of the Ag(100) surface at the position of a silver atom (top site, cf.
Figs. 1 and 2). Another representation that more directly conveys equivalent configu-
rations due to surface-induced symmetry as summarized by Fig. 2 is based on spherical
coordinates

Rsph = (X, Y, Z︸ ︷︷ ︸
R

, d, ϑ, ϕ) , (2)

with the molecular center of massR, d the molecule’s internuclear distance, and (ϑ, ϕ)
the polar and azimuth angle, respectively, as defined in Fig. 1.

WhileRcart can be obtained fromRsph without any ambiguities

RA,B =R ∓ mB,A

M
d (sin ϑ cos ϕ, sin ϑ sin ϕ, cos ϑ) , (3)

we emphasize that special care must be taken with properly defining the inverse trans-
formation Rsph

(Rcart):

R= mA

M
RA + mB

M
RB (4a)

d =
√

(XB − XA)
2 + (YB −YA)

2︸ ︷︷ ︸
d2

‖

+ (ZB − ZA)
2︸ ︷︷ ︸

d2
⊥

(4b)
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Fig. 2. Examples for symmetry equivalent lateral coordinates on the Ag(100) surface given in units of the
surface lattice constant a. For different points (x0, y0) (thick green circle) in the indicated triangular irre-
ducible wedge (dark gray area), in each panel the equivalents are the intersection points (thin green circles)
of contour lines of the functions g1 (blue) and g2 (red) as defined by Eqs. (6). Contour values of g1 and
g2 are given by g1(x0, y0) and g2(x0, y0), respectively. In addition to the translation symmetry, note the
different local point group symmetry around the high symmetry sites of the surface: top and hollow sites
feature four (left panels), whereas the bridge sites feature only two mirror planes perpendicular to the sur-
face (right panels) – thus resulting in the aforementioned triangular irreducible wedge. Surface atoms are
indicated by the large light gray circles, with the one in the center of the plot defining the top site at which
the origin is located.

ϑ = arccos

(
ZB − ZA

d

)
· 180◦

π
∈ [0◦, 180◦] (4c)

ϕ = H(YA −YB) ·360◦

+ sign(YB −YA) arccos

(
XB − XA

d‖

)
· 180◦

π
∈ [0◦, 360◦) , (4d)

where mA,B is the mass of atoms A, B and M = mA +mB the mass of the entire
molecule. The distances d‖ and d⊥ are the components of the internuclear distance d in
the xy plane and along the z axis, respectively. Particular care must be taken in defin-
ing the validity ranges and reference directions of the angular variables. The convention
that has been chosen here (and depicted in Fig. 1) has the polar angle ϑ restricted to
[0◦, 180◦] as configurations with ϑ ∈ (180◦, 360◦) may be described by equivalent coun-
terparts in the aforementioned interval by rotating an additional 180◦ in ϕ. Accordingly,
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the Heaviside (or step) function H and the sign function are used in Eq. (4d) in order
to ensure that configurations in all four quadrants are mapped to the correct value of
ϕ ∈ [0◦, 360◦]. Note that permutation symmetry of homo-nuclear diatomics is deliber-
ately not included here, thus distinguishing Rsph(RA,RB) 
=Rsph(RB,RA). The proper
one-to-one mapping established here by Eqs. (3) and (4) is crucial for the global minima
search described in Sect. 2.5 below, as this involves frequent back-and-forth transform-
ations in order to identify symmetry-equivalent configurations.

In this context and even more so for the neural network interpolation described
in Sect. 2.3, symmetry adapted coordinates defined (for homo-nuclear diatomics) in
a similar way to Ref. [28] are of particular importance. These map configurations that
are equivalent by the permutation- and surface-induced symmetries (cf. Fig. 2) to the
sameQ(Rcart,Rsph) ∈ R9,

Q1,3 = 1

2

∑
I∈{A,B}

exp
(

−1

2
Z I

)
· g1,2(Xi, Yi) (5a)

Q2,4 =
∏

I∈{A,B}
exp

(
−1

2
Z I

)
· g1,2(Xi, Yi) (5b)

Q5,6 = exp
(

−1

2
Z

)
· g1,2(X, Y) (5c)

Q7 = exp
(

−1

2
Z

)
(5d)

Q8 = d (5e)

Q9 = [cos(ϑ)]2
, (5f)

where

g1(x, y) = 1

4

[
cos

(
2π

a
x

)
+ cos

(
2π

a
y

)]
+ 1

2
(6a)

g2(x, y) = 1

4

[
cos

(
2π

a
x

)
· cos

(
2π

a
y

)]
+ 1

2
, (6b)

incorporate the periodicity of the square-shaped surface lattice with the lattice con-
stant a. As illustrated in Fig. 2, these have been constructed such that symmetry-
equivalent points (x, y) in the surface plane result in the same pair of function values
(g1(x, y), g2(x, y)), with a detailed account provided in Ref. [32].

2.2 DFT data

Based on the above spherical coordinate system, a discrete set of ab initio total-energy
data were calculated within DFT by Alducin et al. in order to describe the adiabatic
interaction of O2 with a (rigid) Ag(100) surface [31]. Briefly summarized, the set com-
prises data for 12 different so-called elbow cuts through the PES, i.e. for molecular
configurations of defined lateral position of the O2 center of mass (X,Y ) and defined
molecular orientation (ϑ,ϕ). Within every elbow, total energies were calculated over
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a (Z ,d) grid, in which the molecule’s distance from the surface Z varies from 0 to
4.5 Å (typically in steps of 0.25 Å) for 10 values of the internuclear distance d (cho-
sen between 0.9 and 2.5 Å). Thus a regular (Z, d) grid was constructed containing 2250
energy values of the target PES

V6D

(
R

sph
i

) = EO2@Ag(100)

(
R

sph
i

)− EAg(100) − EO2 , (7)

and further augmented by values from the molecular O2 binding curve for large dis-
tances from the surface Z ≥ 4.5 Å. The ab initio total energies of the clean surface
(EAg(100)), isolated oxygen molecule (EO2) and the interacting system (EO2@Ag(100)) were
obtained within a plane-wave basis set with a cut-off energy of 515 eV and ultrasoft
pseudopotentials as implemented in the VASP code [33–38]. The exchange-correlation
energy was calculated within the generalized gradient approximation (GGA) due to
Perdew and Wang (PW91) [39], and the Ag(100) surface was modeled in a supercell
geometry containing a five-layer slab, a (2×2) surface unit-cell, and a vacuum distance
of 20.89 Å [31].

2.3 Continuous PES representations

Based on the DFT data set described above, two different techniques are employed
within the present work to obtain PES representations that can be continuously eval-
uated along with concomitant forces. The prevalent corrugation-reducing procedure
(CRP) [17,18] recognizes that a large part of the difficulties behind the interpolation of
a six-dimensional function V6D describing the PES of a diatomic at a solid surface arises
from the large energy variations connected e.g. with the strongly repulsive regions at
short molecule-surface distance. Much of this corrugation, however, is equally encoun-
tered when the constituent isolated atoms approach the surface. The central idea of CRP
lies therefore in decomposing the 6D molecular PES V6D into a superposition of the 3D
atom-surface interactions RA,B for both atoms (at their coordinates in the diatomic) and
a smoother function ICRP,

V CRP
6D

(
Rsph,Rcart

) = ICRP
(
Rsph

)+RA (RA)+RB (RB) . (8)

ICRP becomes then a more convenient target for the interpolation. In practice, this ob-
viously requires additional ab initio data for the construction of continuous representa-
tions ofRA,B, which simplifies to a single function in the present case of a homonuclear
diatomic. However, the lower dimensionality of RA,B makes this a much simpler task
– including a proper incorporation of symmetry [18]. In this like in many preceding
works, ICRP is then obtained for an arbitrary configuration Rsph within the range cov-
ered by the discrete set {Rsph

i } for which DFT energies {V6D(R
sph
i )} are available. This

is typically done by decoupling the six-dimensional problem into four at most two-
dimensional independent interpolation steps, which can be schematically summarized
as follows:

1. ICRP
0

({
R

sph
i

}) (Zi ,di ): splines−−−−−−→ ICRP
1 (Z, d ; {Xi, Yi, ϑi, ϕi})

2. ICRP
1 (Z, d ; {Xi, Yi, ϑi, ϕi}) ϕi : Fourier−−−−→ ICRP

2 (Z, d, ϕ ; {Xi, Yi, ϑi})
3. ICRP

2 (Z, d, ϕ ; {Xi, Yi, ϑi}) (Xi ,Yi ): Fourier−−−−−−→ ICRP
3 (X, Y, Z, d, ϕ ; {ϑi})
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4. ICRP
3 (X, Y, Z, d, ϕ ; {ϑi}) ϑi : splines−−−−→ ICRP

4 (X, Y, Z, d, ϑ, ϕ)

with ICRP
4 (X, Y, Z, d, ϑ, ϕ) ≡ ICRP(Rsph

).

The interpolation functions employed in steps two to four are chosen according to gen-
erally expected energy variation in these degrees of freedom, and are carefully adapted
to its symmetry [17,18].

Neural networks (NNs) as the second prevalent interpolation approach are a highly
flexible, non-linear model originally inspired by neuroscience [30]. Even with utmost
mathematical rigor they are shown to be capable of approximating any PES to – at
least in principle – arbitrary accuracy [40,41]. This motivates to target V6D directly and
equally in its full six dimensionality, allowing to capture intertwinement of degrees of
freedom which are treated independently in the prevalent interpolation strategy hitherto
employed in the CRP context described above. Further unlike the latter, the input data
are not required to fall on regular grids, thus enabling the addition of individual points
depending on the desired accuracy in certain PES “regions” [26]. Extrapolation capa-
bilities of NNs beyond the coordinate ranges of the input data can also supersede those
of the above described individual interpolations due to the inherent limitations of the
underlying fixed analytic forms employed in CRP [30]. However, this inherent flexibil-
ity comes as a mixed blessing: Correct symmetry properties can only be guaranteed by
presenting symmetry adapted coordinates to a NN [26,28,32], like those introduced in
Sect. 2.1. The NN thus acts as function FNN(Q) for the continuous PES representation
according to

V NN
6D (Rcart,Rsph) = FNN(Q(Rcart,Rsph)) . (9)

In practice and as further detailed in preceding work [25], various multilayer feed-
forward NNs of different topologies are fitted (aka “trained” in NN lingo) to the DFT
input data, after some (166 in the present case) randomly selected entries have been
moved from the training into a so-called test set. During the training iterations (aka
“epochs”), the latter set is employed to monitor the extrapolation abilities. Using the
adaptive extended Kalman filter (EKF) algorithm including the modifications described
in [25] for training, the sensitivity of the NN is further focused on the energetically pre-
sumably most relevant parts of the PES by assigning training weights to the input data
according to

ωQi

(
V6D

(
R

sph
i

)) = α exp
(−β V6D

(
R

sph
i

))
. (10)

The parameters α and β are chosen in the present work so that Eq. (10) maps the energy
interval of the DFT data [−0.25 eV;+2.5 eV] to

[
1

ωQi
(+2.5 eV)

; 1

ωQi
(−0.25 eV)

]
=

[
1

500
; 1

]
.

Out of over 70 different attempts we obtained the best fit presented in Sect. 3.1 be-
low for a {9−25−25−1 ttl} NN topology (see e.g. Refs. [25,26] for details on this
notation) and the EKF parameters λ(0) = 0.9610 and λ0 = 0.99670.
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2.4 Dynamical simulations

The dynamics on both the CRP and NN PESs are analyzed with quasi-classical tra-
jectory calculations that include the initial zero point energy of the O2 molecule.
A classical microcanonical distribution of the internuclear distance d and its conjugate
momentum pd is used for the molecule in the quasi-classical equivalent of its ground
rovibrational state, which was found equal to 97.5 meV [31]. All results are derived
from the evaluation of 10 000 trajectories, starting at a distance of Z = 9 Å from the sur-
face, where the PES value for O2 at its equilibrium bond length deq = 1.24 Å is zero in
both PES representations.

Along the trajectory calculations, the following reaction events are distinguished:

1. dissociation, when the molecule’s internuclear distance reaches the value d = 2.4 Å
(≈ 2deq) with a positive radial velocity;

2. reflection, when the molecular center reaches the initial starting distance of 9 Å
above the surface and with a positive Z-velocity; and

3. molecular trapping, when the molecule is neither dissociated or reflected after
15 ps.

This classification is the basis to arrive at the central kinetic parameters analyzed in this
work, namely the dissociative sticking coefficient and molecular trapping probability,
defined as averages over the obtained trajectory data, i.e. the fraction of correspondingly
classified trajectories over the total simulated trajectories for the given initial kinetic
energy.

2.5 Global minima search

The low computational cost associated with the evaluation of energies and forces on
the continuous PES representations allows for extensive configurational sampling in
the search for energetically low lying minima. We thus employ a rather brute-force
scheme that involves a large number of individual independent geometry optimiza-
tions starting from different initial configurations. In these initial configurations the
O2 molecule has random lateral positions within the irreducible wedge of the fcc(100)
surface unit-cell (cf. Fig. 2), random distances from the surface and bond lengths be-
tween 1.0–2.5 Å and any angular orientation. Each configuration is subject to local
geometry optimization within the Atomic Simulation Environment (ASE) [42] until re-
sidual forces on the O atoms fall below 0.001 eV/Å. The thus optimized geometries
are identified as on-surface adsorption states, if the O2 distance from the surface is
positive (Z > 0) and its bond length falls within the range [1 Å, 2.5 Å]. Despite the
use of symmetry-reduced initial configurations, minimization paths can easily lead
out of the irreducible wedge and thus yield potentially symmetry-equivalent minima.
The symmetry-adapted coordinates described in Sect. 2.1 were correspondingly used
to conveniently compare to results from previous iterations and finally establish the
database of unique adsorption states discussed below. The rate with which new such
states were added to the set was continuously monitored during the sampling run, and
used as a criterion to stop the search. After 10,000 geometry optimizations on each
PES representation, this criterion suggested that all inequivalent low-energy minima
had been identified.
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Fig. 3. Evolution of the training and test root mean square error (RMSE) as a function of the number of
epochs performed during the Neural Network training. The inset shows the resulting Neural Network en-
ergies with respect to the corresponding DFT input data.

3. Results and discussion
3.1 Interpolation errors vs. reaction probabilities

The reliability assessment of a continuous PES representation within the divide-and-
conquer approach is hitherto commonly restricted to an evaluation of the interpolation
or fitting quality. Within the CRP strategy, the accuracy is correspondingly checked by
comparing interpolated values with calculated DFT data not included in the interpola-
tion procedure. In the earlier work of Alducin et al. [31] such checks indicated errors
to fall below 100 meV for a number of different molecular configurations at distances
Z ≥ 1.5 Å. Within the NN approach this kind of performance check is already included
in the fitting procedure itself by monitoring the evolution of the root mean square error
(RMSE) with each epoch, cf. Sect. 2.3. For the best fit achieved in the present work
the latter is depicted in Fig. 3, arriving at train and test set RMSEs of 4.59 meV and
8.99 meV, respectively, when terminating the NN training after 150 epochs. The in-
set of Fig. 3 shows the resulting deviation of the fitted energies to the reference DFT
values, which – as expected by the choice of the assigned weights – increases in the
more repulsive (and allegedly dynamically less relevant) regions of the PES.

The errors obtained with both approaches are en par, if not smaller than those re-
ported in a number of preceding divide-and-conquer studies, and would generally be
considered as reflecting faithful state-of-the-art PES representations. Still, such assess-
ment (even though standard) is obviously only based on those points included in the
ab initio data set, which in the present case does not include lower-symmetry points,
see the discussion below. That this represents a major shortcoming is prominently il-
lustrated by the different results obtained in the dynamical simulations on these two
PESs summarized in Fig. 4: These differences center on the dissociative adsorption dy-
namics of the system, whereas quite similar results are obtained for molecular trapping
at low incidence energies. For the normal incidence case shown in Fig. 4, this specif-
ically amounts to an onset of the dissociative sticking probability at about 1.05 eV in
the CRP case, while the onset is delayed to 1.6 eV for the NN representation. With
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Fig. 4. Molecular trapping (open symbols) and dissociative sticking (filled symbols) probabilities of O2 im-
pinging at normal incidence Θi = 0◦ on the Ag(100) surface as a function of the incidence kinetic energy
Ei . The insets show the position of the molecular center over the unit cell, when the dissociating molecules
are at Z = 3.5 Å (left panels) and Z = 1.5 Å (right panels) for an incidence energy of 2.0 eV. Note that
the same coordinate system as in Fig. 2 is used, i.e. surface atoms are located at the corners of the de-
picted unit cell. In all cases, circles and triangles correspond to data obtained for the CRP- and NN-PES
representation, respectively.

a monotonously rising dissociative sticking probability, this shift in the onset leads to
much higher values in the CRP case at higher incidence energies, which e.g. with 0.06
at Ei = 2.0 eV surpasses the equivalent NN probability by more than 500%. The same
trend is observed for various incidence angles tested, indicating a much higher reac-
tivity of the CRP representation in general with the dissociative sticking probability
already starting to rise at significantly lower incidence kinetic energies.

3.2 Differences in reaction mechanism

In terms of absolute values for the sticking probability, the differences between the two
approaches might not appear too worrisome at first sight. Due to the large number of
trajectories employed in the averaging, they are, however, statistically significant. As
such, the huge relative discrepancies question the divide-and-conquer approach in its
very core regime inaccessible to the alternative direct AIMD ansatz, namely the quan-
titative determination of very low reaction probabilities.

Since both PES representations are based on the exact same DFT data, the differ-
ences must derive from interpolation deficiencies that go unnoticed in the traditional
quality indicators based on fitting errors. As a first step towards understanding the
source of the problem and establishing protocols to overcome it, we focus on an analy-
sis of the dissociation mechanism. Ideally, this will provide insight into which parts or
topological features of the PES are central to the sticking coefficient. In this respect, the
original work on the CRP PES by Alducin et al. emphasized the role of high energy bar-
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riers of about 1.05 eV between bridge and hollow sites at a distance of 1–2 Å above the
surface [31]. They reflect molecules with low incidence energies, while molecules with
a kinetic energy large enough to surmount them are subsequently capable of sufficiently
approaching the surface to finally dissociate in the vicinity of the Ag(100) bridge sites.

Meticulous searches for minimum energy paths performed via the Nudged Elas-
tic Band (NEB) method within the present work, revealed such barriers to also exist
along the most energetically favorable path traced towards dissociation within the NN
representation. This suggests that the latter yields at least a qualitatively similar reac-
tion mechanism as the CRP representation; a suspicion that we find fully confirmed
by the trajectory data shown in the insets of Fig. 4. Analyzed is the O2 center of mass
position over the surface unit-cell of ultimately dissociating molecules as they first
reach a surface distance of Z = 3.5 Å (left panels) and Z = 1.5 Å (right panels) for an
incidence energy of 2.0 eV. Indeed, in both PES representations the molecules predom-
inantly accumulate around the bridge position, underscoring the relevance of this PES
“region” for the dissociation mechanism in both representations. However, in the NN
case (reflecting the lower dissociative sticking probability) this is a significantly smaller
number of trajectories. Furthermore, by comparing the distributions of the trajectories
in both insets in detail, one notices that in the CRP case dissociating trajectories are
found to be homogeneously distributed within the vicinity of the bridge sites, whereas
for the NN particularly in the direction towards the hollow sites no dissociating tra-
jectories can be found. This indicates PES interpolation deficiencies in this area to be
primarily responsible for the differing reaction probabilities obtained with the two rep-
resentations.

3.3 Picturing the PES “landscape”: a visual comparison

A most straightforward way to investigate if and how the two interpolation approaches
give rise to different topologies in those PES regions that the preceding analysis iden-
tified as most influential for the dynamical behavior is to visually compare suitable
two-dimensional (2D) cuts through the two 6D PES representations and include the
actual ab initio data. Figure 5 depicts three corresponding cuts: A (d–Z) elbow cut
over the bridge site and for alignment of the molecular axis along the [001] direction
(ϑ = ϕ = 90◦), i.e. in the direction of the neighboring hollow sites; a (ϑ–ϕ) angular plot
over the bridge site and at a surface distance of 1.5 Å, i.e. somewhere at the Z of the
dissociation barriers; and a (X–Y ) lateral corrugation plot at the same distance from
the surface and for the most favorable angular orientation identified in the (ϑ–ϕ) cut
(that again points towards the hollow sites). Additionally shown are the coordinates of
the actual DFT data grid in each 2D cut. By construction, the DFT values at these grid
points are exactly reproduced by the interpolation technique employed in the CRP ap-
proach (cf. Sect. 2.3). In contrast, within the NN representation they are only fitted and
the marker size at the grid point reflects the corresponding error.

Consistent with the weight factors assigned upon training and with the initially
discussed small global fitting errors, specifically the dynamically relevant low energy
points are very well reproduced by the NN. At the high density of DFT data points in
the (d–Z) elbow plot, this (or the exact reproduction of the DFT values in the CRP case)
is enough to rather unambiguously determine the continuous representation within the
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Fig. 5. Equivalent representations of the CRP (left) and NN (right) potential energy surfaces. All panels
represent two-dimensional cuts through the 6D PESs: for X = 0.5 a, Y = 0 and ϑ = ϕ = 90◦ (top); for
X = 0.5 a, Y = 0, Z = 1.5 Å and d = 1.75 Å (middle); for Z = 1.5 Å, d = 1.75 Å and ϑ = ϕ = 90◦ (bot-
tom). The black points outline the underlying DFT grid with the marker shape and size illustrating the
corresponding errors of the interpolated representation as explained in the figure’s legend.

corresponding plane, resulting in the remarkable resemblance of both plots shown in
the upper panels of Fig. 5. This also holds for all other eleven elbows contained in
the DFT data set (not shown). Despite the much sparser supporting grid (of in fact
only five inequivalent DFT data points), the same still seems to be valid in the angu-
lar (ϑ–ϕ) plane shown in the middle panels of Fig. 5 (where only a single of the five
DFT points falls within the depicted energy range). In the lateral (X–Y ) plane, however,
along which DFT sampling is noticeably “poor”, both representations exhibit signifi-
cant differences in the levels of corrugation and overall features of the PES landscape,
with the NN PES featuring an overall more complex topology. Similar conclusions are
drawn from a large number of 2D cuts analogous to those of Fig. 5 for which (some)
DFT data points are available. These cuts generally reflect a higher degree of “creativ-
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ity” of the NN in describing the PES within areas that are sparsely supported by ab
initio data.

In principle, differences in the description of sparsely supported PES areas are not
surprising, but in fact to be expected: If imagining the continuous PES to be like a car-
pet that has been nailed to the floor at specific points (by locally minimizing the RMSE
with respect to the DFT data), “bumps” and “folds” can freely reveal themselves “be-
tween” the (more or less) fixed points within both approaches. That there are more such
“bumps” and “folds” in the NN case is hereby not related to targeting the more corru-
gated V6D with the NN rather than targeting the smoother interpolation function ICRP

used in CRP. Similar to recent work by Ludwig and Vlachos [43], but including proper
treatment of symmetry, we have also set an equivalent F̃NN({Qi(R

cart
i ,R

sph
i )}) function

as the target for the global fitting in symmetry adapted coordinate space with the NN (cf.
Sect. 2). Pronounced differences in the lateral dimensions, however, are still obtained
for the different representations. Consequently, the disentanglement into independent
interpolation steps employed in CRP (cf. Sect. 2.3) is instead identified as the cause
for the altogether smoother CRP-PES. In particular, the Fourier interpolation in (X, Y)

does include physical assumptions about the PES behavior in these degrees of freedom
which are absent in the NN case. The aforementioned mixed blessing of the latter is thus
nicely exemplified: On the one hand, it can produce the observed “creative” PES repre-
sentations. On the other hand, this can also allow to better capture more complex PES
topologies that are correlationally induced by all six molecular coordinates and which
are then beyond the flexibility of the functional form of the Fourier interpolation. The
latter is e.g. reflected by the lower root mean square error of the NN test set described
in Sect. 3.1.

Altogether, the 2D cuts presented in Fig. 5 nicely complement the understanding
derived from the mechanistic analysis: The (d-Z) elbow cuts over the bridge site con-
firm that both PES representations yield similar barriers for this dissociation path that
wants the molecular axis parallel to the surface and steered into a side-on orientation
along the [001] direction. In contrast, the markedly different PES topologies encoun-
tered in the XY plane suggest that the consequences on the sticking probabilities can be
attributed to the influence of “bumps” and “folds” of both representations “in between”
these elbows. We turn in the following therefore, to locating such topological PES fea-
tures, and prominently the minima, which as we will show not only helps to further
pinpoint and understand the source of the dynamical discrepancies, but also provides
a general protocol to assess the PES interpolation beyond the level of fitting errors.

3.4 PES topology: in search of local minima

When applying the global search scheme described in Sect. 2.5 to both PES representa-
tions a significantly different and surprisingly high number of local minima is obtained.
21 and 7 bonded (with V6D < 0) molecular configurations are detected for the CRP and
NN PESs, respectively. Some of these minima are rather shallow minima on the con-
tinuous representations, and thus not all of them are likely to correspond to physically
meaningful adsorptive structures.

These minima are plotted in Fig. 6 as a function of their vertical distance Z from
the surface. A detailed analysis of trajectory ensembles (vide infra) excludes the en-
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Fig. 6. Potential energy of the local minima configurations detected for the CRP (left) and NN (right) PES
representations as a function of their corresponding distance from the surface, Z. In both cases, differ-
ent symbols are used to conveniently set apart the low-energy structures (crosses) from the more ‘shal-
low’ minima located further away from the surface (plusses). Note in particular, the NN global minimum
(marked in black) that has no counterpart in the CRP representation.

trance channel as having a major influence on the dynamics by effectively steering the
impinging molecules into orientations or impact sites of different reactivity within the
two PES representations. We therefore suspect minima closest to the surface to have
the biggest influence on the dissociation dynamics (if there is any), imagining them to
be most effective for an activation of the molecular bond, i.e. transfer of energy into
the d coordinate. Clearly separated from the rest, only one such minimum is observed
for the CRP representation at a surface distance of approximately 1.58 Å and an ad-
sorption energy of ca. −300 meV. This minimum is scrupulously reproduced within
the NN representation, which, however, exhibits two additional minima (at Z = 1.63 Å
and 2.14 Å) in a similar energy range. Since one of these corresponds in fact to even
the unique global minimum of the NN representation MNN = (Xmin = 0.25 a, Ymin =
0.5 a, Zmin = 2.14 Å, dmin = 1.28 Å, ϑmin = 90◦, ϕmin = 90◦) in the irreducible wedge (cf.
Fig. 2), we start by focusing our analysis on its influence.

Returning to the examination of 2D cuts through the PES representations, the up-
per part of Fig. 7 visualizes similarly large differences in the lateral degrees of freedom
in the vicinity of this NN global minimum as discussed already in Sect. 3.3. In order
to analyze the influence on the dynamics, we have also included (X, Y) coordinates
of molecules with Ei = 2 eV that pass through the close vicinity of this plane as de-
tailed in the figure’s caption. Other than in the inset of Fig. 4, we now concentrate on
all those trajectories that dissociate on the CRP PES and whose equivalent counter-
parts (i.e. starting from the exact same initial conditions) are reflected in the case of
the NN. This particular choice of depicted trajectories (CRP dissociating and NN re-
flected) indicates that the dynamical discrepancies are not to be traced back to effects
of molecular steering, but are rather due to the different topology of the PES repre-
sentations in regions close to the surface. Still, this ensemble does not pass through
MNN itself, such that the minimum itself can not directly be held responsible for their
radically different outcome. Instead, the trajectory distribution is more or less cen-
tered around repulsive “bumps” only existing in the NN representation shown in Fig. 7
at (0.5 a, 0.5 a ± 0.25 a, Zmin, dmin, ϑmin, ϕmin). Both “bumps” can be identified with
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Fig. 7. Equivalent two-dimensional cuts of the CRP (left) and NN (right) PES representations similar
to the lower panel of Fig. 5. The (X–Y ) plots correspond to Zmin, dmin, ϑmin and ϕmin, i.e. they are cuts
along the lateral plane through the NN global minimum at (Xmin = 0.25 a, Ymin = 0.5 a, Zmin = 2.14 Å,
dmin = 1.28 Å, ϑmin = 90◦, ϕmin = 90◦) in the irreducible wedge (cf. Fig. 2). Note that due to the symmetry
of the angular coordinates (ϑmin, ϕmin), a horizontal and vertical mirror plane perpendicular to the surface
through the hollow site (i.e. the center of the panels) is preserved from the clean Ag(100) surface sym-
metry within these cuts. Consequently, there is also a symmetry equivalent counterpart of the NN global
minimum at (X̃min = a − Xmin, Ymin, Zmin, dmin, ϑmin, ϕmin). Both minima are marked by black crosses. The
black circles correspond to trajectory data and show the respective positions of the molecular center in
this cut plane (folded back into the unit cell) for molecules that pass closely through this cut plane, i.e.
(Z, d, ϑ, ϕ) ∈ [Zmin, dmin ±0.05 Å, ϑmin ±30◦, ϕmin ±20◦]. Other than in the inset of Fig. 4), only equivalent
trajectories starting from the same initial conditions with an incidence energy of 2.0 eV are included that
dissociate on the CRP (left) but are reflected on the NN PESs (right).

Fig. 8. Equivalent two-dimensional cuts of the CRP (left) and NN (right) PES representations similar to
the upper panel of Fig. 5. The (d–Z) elbow plots are shown for Xmin, Ymin, ϑmin and ϕmin −90◦, i.e. the
coordinates of the “bumps” identified in Fig. 7 backfolded in the irreducible wedge (see text).

a symmetry equivalent representative BNN = (Xmin, Ymin, Zmin, dmin, ϑmin, ϕmin −90◦) in
the irreducible wedge (cf. Fig. 2) with V NN

6D (BNN) ≈ +0.3 eV. This motivates picturing
the NN PES representation like in Sect. 3.3 at this “suspicious location” within the
close vicinity of MNN also in the other degrees of freedom. Figure 8 compares CRP
and NN elbow plots for a corresponding molecular configuration. While the CRP PES
still shows a dissociation path with a barrier of about 1 eV equivalent to the one di-
rectly encountered at the bridge site (cf. upper part of Fig. 5), its NN counterpart is by
more than 1 eV steeper. Very similar trends are also observed for other elbows corres-
ponding to different angular orientations of the molecule. For molecules therefore with
a kinetic energy just sufficient to traverse the minimum energy path all these configu-
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rations would already lead to dissociation within the CRP PES yet be repelled by the
much higher barriers on the NN PES.

This fully rationalizes the observed differences in reaction probabilities shown in
Fig. 4 in terms of the differing degree of creativity for the CRP and NN pictures
discussed previously: While the DFT data grid is dense enough to yield the same qual-
itative dissociation mechanism in both representations, additional “bumps” in the NN
representation yield a much smaller lateral extent of this dominant dissociation pathway
and thereby lead to a significantly reduced dissociation probability. Additional single-
point DFT calculations performed in these regions indeed reveal large representation
errors of ≈ 240 meV and confirm the interpretation of the “bumps” as unphysical prod-
ucts of the NN fit. Correspondingly large errors associated with the NN local minima
(of which a detailed account may be found in supplementary materials) further suggest
that the additional “bumps” and “folds” tend to go hand in hand, thus also resulting in
a differing amount of extremal points on the PES, as indicated in the present case by the
differing number of low-energy minima identified on the NN and CRP PESs.

In a more general context however, whether such topological features are real or
spurious – and correspondingly which PES representation is to be trusted more –
cannot be answered a priori, but only by iteratively refining the DFT data grid and
thus successively reducing the interpolation freedom. Preceding any detailed dynam-
ical simulations, a static global minimum search as performed here appears therefore
as a suitable and computationally undemanding general protocol to assess the inter-
polation quality beyond the level of an arbitrarily chosen test set of ab initio data:
Particularly PES regions around the identified minima should be supported by a suf-
ficiently dense DFT data grid – if not in the original data set, then at least through
iterative refinement. While not at all being a conceptual limitation of the central idea be-
hind CRP, this is more conveniently carried out within the present NN implementation
at the moment and also more important for the latter at least in the present case.

4. Conclusions and outlook

In summary, we have presented a systematic comparison of continuous potential en-
ergy surface (PES) representations commonly used in gas-surface dynamics within the
divide-and-conquer approach. Employing the exact same set of ab initio data [31] for
the showcase system O2 on Ag(100) such six-dimensional PES representations ac-
cording to two prevalent schemes, namely the Corrugation-Reducing Procedure (CRP)
and Neural Networks (NNs), were found to yield largely differing dissociative stick-
ing probabilities, despite flawlessly passing commonly employed representation quality
checks. In particular for statistical quantities with low probabilities (such as the dis-
sociative sticking probability focused on here) direct ab initio molecular dynamics is
unlikely to replace the divide-and-conquer approach in the near future. This being the
case, the reported results are particularly irritating and dictate the development of pro-
tocols to more reliably assess and refine the representation quality.

To this end and complementing an evaluation through explicit dynamical trajec-
tory simulations we emphasize the value of a static evaluation of the obtained PES.
In the spirit of Eyring and Polanyi, this concerns foremost the imperative visualization
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along suitable 2D cuts. In the present case this allowed to trace the differences in re-
action probabilities back to systematic differences of the two approaches in areas that
are only sparsely sampled by DFT input data. With the latter conventionally concen-
trated in (Z, d) elbow cuts, this applies especially to lateral degrees of freedom, where
we found the NN PES representation to exhibit a much more complex topology with
additional “bumps” and “folds”. In contrast, the physical assumptions embodied in the
Fourier interpolation that is used for these lateral degrees of freedom within the decou-
pled, at most two-dimensional interpolation steps employed in prevalent CRP versions
necessarily yield a much smoother description.

For the showcase system, the additional “bumps” were shown to lead to a signifi-
cantly reduced lateral extent of the dominant dissociation pathway and thereby to the
much reduced dissociation probability obtained with the NN PES representation. Both
here and in general it is a priori impossible to judge which of the two strategies yields
the more reliable global representation: The flexibility of the NN approach, directly tar-
geting the six-dimensional PES and its full topology, can allow to foresee/reproduce
PES features which the CRP approach with its decoupling strategy systematically
excludes. This can extend to (technical) inconsistencies of the underlying ab initio
data, which spin-polarized density-functional calculations for systems – like the present
one – that exhibit a spin transition are particularly prone to. On the other hand, this high
flexibility brings along the risk of a high “creativity” and spurious artifacts in sparsely
sampled PES regions.

Ultimately, the only reliable answer as to the more faithful representation can be
given by explicit ab initio molecular dynamics simulations. Yet, this is precisely what
the divide-and-conquer approach tries to avoid. Alternatively, one could always argue
to construct ”better” ab initio training sets, e.g. including more data at low-symmetry
sites. In an increasing dimensionality of the problem this becomes a more and more
delicate task with unclear outcome though. In our view, a more controlled approach
centers on an iterative refinement of the input data density in sparsely sampled PES
areas and in particular in those that are relevant for the dynamics. In understanding the
role of additional “bumps” and “folds” created by the NN approach, we propose that
a global minima search provides a most helpful (and practically manageable) tool to
guiding such a refinement endeavor. In a first place one would simply want a continuous
PES representation to yield a qualitatively correct topology and therefore knowledge of
the representation’s low-energy minima always comprises a good starting point. Much
more, however, the added value of locating low-energy regions of the PES lies in their
general likelihood of influencing the system’s dynamics. Even if this is not the case –
as for the dissociative sticking studied here – the aforementioned “bumps” and “folds”
(aka topological features) necessarily go hand in hand. A global search for the latter is
in this respect a useful (and numerically undemanding) complement to a dynamical tra-
jectory analysis on the PES representation, which would tediously have to be repeated
for different incidence energies or angles. The knowledge of the minima can then also
directly be employed to steer a visual PES exploration by focusing on 2D cuts that go
through their positions. As we have demonstrated here, such a look in the vicinity of
these minima can reveal “bumps”, which in case of sparse DFT data sampling around
the latter quickly raises suspicions about them being artifacts of the continuous repre-
sentation. In this manner, regions of the PES are identified for which adding further
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data points and pinpointing the PES “carpet” will most effectively increase the reliabil-
ity of the continuous representation. This holds in particular when not having a second
such representation at hands for comparison, which after all corresponds to the usual
working situation.
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We present first-principles calculations of the sticking coe�cient of O2 at Pd(100) to assess the
e↵ect of phononic energy dissipation on this kinetic parameter. For this, we augment dynamical
simulations on six-dimensional potential energy surfaces (PESs) representing the molecular degrees
of freedom with various e↵ective accounts of surface mobility. In comparison to the prevalent
frozen-surface approach, energy dissipation is found to qualitatively a↵ect the calculated sticking
curves. At the level of a generalized Langevin oscillator model, we achieve good agreement with
experimental data. The agreement is similarly reached for PESs based on two di↵erent semi-local
density-functional theory functionals. This robustness of the simulated sticking curve does not
extend to the underlying adsorption mechanism, which is predominantly directly dissociative for
one functional or molecularly trapped for the other. Completely di↵erent adsorption mechanisms
therewith lead to rather similar sticking curves that agree equally well with the experimental data.
This highlights the danger of the prevalent practice to extract corresponding mechanistic details from
simple fingerprints of measured sticking data for such exothermic surface reactions. C 2015 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4926989]

I. INTRODUCTION

Accurate knowledge of the sticking coe�cient of mole-
cules at transition metal surfaces is generally valuable in view
of the relevance of this kinetic parameter in a wide range
of applications such as heterogeneous catalysis. On more
reactive surfaces (often desirable), dissociation can already
happen alongside the adsorption process. Sticking data may
then further provide information on the underlying adsorption
mechanism. On the other hand, a sticking coe�cient is an aver-
aged kinetic quantity, comprising contributions from initially
varying translational and rotational molecular impingement.
To what extent sticking data really reflect mechanistic details
is thus an open question.1 From a modeling perspective, there
is vice versa the question of how well these underlying details
need to be described to arrive at reliable sticking coe�cients
that can in turn, e.g., be employed in microkinetic models.2

Aiming to answer these questions, intense fundamental
research has been conducted to obtain an atomic-scale under-
standing of the reaction pathways and dynamics governing the
adsorption process. Supersonic molecular beam techniques at
low-index single crystal surfaces have made an unequivocal
contribution in this respect, providing sticking coe�cient data
for a wide range of well-defined initial conditions of incidence
energy and angle, as well as resolved rotational or vibrational
state.3 In terms of dissociative adsorption, corresponding data
have been traditionally analyzed to distinguish regimes of

a)Electronic mail: vanessa.bukas@ch.tum.de

direct or indirect adsorption.4 The former essentially suggests
immediate dissociation upon impact with the surface. The
latter alludes to the notion of equilibration with the surface
in a temporary intermediate (molecular) state which serves as
a precursor to dissociation. Detailed studies of prototypical
diatomics have especially served to establish general trends for
sticking curves, i.e., certain signatures are seen to indicate one
or the other adsorption mechanism.5 A dependence of stick-
ing data on substrate temperature is for instance believed to
reflect precursor-mediated adsorption, considering the kinetic
competition between dissociation and desorption from such a
precursor state.

Such trends have met an overall intriguing consistency
over a range of studied systems. Notwithstanding, one needs to
recognize that a bulk of corresponding work has been done for
(dissociative) H2 adsorption, where a clearcut distinction might
be facilitated by the relatively “smooth” molecule-surface
interaction. Upon presence of ⇡-orbital involving molecular
bonds, the corresponding potential energy surface (PES) be-
comes significantly more intricate, which could prohibit such a
direct extraction of mechanistic insight into measured sticking
data. A characteristic example for this is the adsorption of
N2 on W(110), where measured sticking curves eluded a
simple interpretation on the basis of the aforementioned exper-
imental trends.5 In fact, seemingly contradictory evidence
from molecular beam measurements could only be recon-
ciled through explicit dynamical simulations, which revealed
a complex interplay between the direct and indirect adsorption
mechanisms depending on initial conditions.6 The contribu-
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tion of these processes was shown to arise from character-
istics of the gas-surface interaction far from the surface and
could only be captured within an accurate high-dimensional
description of the PES involving all molecular degrees of
freedom.

Similar complexities can be expected for the adsorption of
O2, a key process in oxidation catalysis. In fact, the typically
large exothermocity of this process on transition metal surfaces
adds yet another facet, namely, the question of energy dissi-
pation. Considering its influence, e.g., on the aforementioned
kinetic competition of dissociation or desorption from a pre-
cursor state, the question is how much this a↵ects measured
sticking curves and the established trends in terms of finger-
prints. From a modeling perspective, it again adds the question
of how well the dissipative dynamics needs to be accounted
for. The latter is particularly relevant, as a fully quantitative
account of phononic energy dissipation in explicit ab initio
molecular dynamics (MD) simulations is still highly demand-
ing, when aiming for su�cient statistical averaging and the full
computation of energy-dependent sticking curves.7,8 Highly
appealing is therefore more e↵ective treatments of surface
mobility.9–13 The potential sensitivity of O2 sticking curves to
the details of energy dissipation then makes a comparison to
high-quality experimental data particularly valuable to gauge
the accuracy of such e↵ective approaches or vice versa the level
of detail required to account for.

With this motivation, we focus in the present work on the
adsorption of O2 on clean Pd(100). Recent molecular beam
experiments found the initial sticking probability S0(Ei,Ts) for
this system to be independent of substrate temperature Ts and
only weakly increasing with incident kinetic energy Ei.14 In
terms of the classical trends, this suggested an interpretation
in the form of a predominantly direct dissociation mechanism
with, at most, some reaction paths that include a modest
activation barrier. At low Ei and Ts, however, the contribution
from a partly equilibrated molecular-precursor was conjec-
tured in order to rationalize the independence on surface
coverage and deviation from normal energy scaling under
those conditions.14 We scrutinize this interpretation through
dynamical simulations on a first-principles six-dimensional
(6D) PES that accounts for all molecular degrees of freedom
and which we suitably augment with e↵ective treatments of
surface mobility. Accounting in some respects for the latter
is found to substantially change the calculated sticking curve
S0(Ei,Ts), i.e., the latter is indeed sensitive to energy dissipa-
tion. Intriguingly, this holds for both direct and indirect adsorp-
tion mechanisms, either of which we obtain as dominant when
basing the simulations on PESs obtained with two di↵erent
density-functional theory (DFT) functionals. The uncertainties
introduced by current semi-local DFT functionals thus prohibit
a clear identification of the dominant adsorption mechanism.
They also do not allow to fully disentangle whether the approx-
imate treatment of substrate mobility or the deficiencies in
the underlying DFT energetics are the primary reason for
remaining small di↵erences to the experimental data. All
these intricacies nevertheless point already at this stage at the
limitations of trying to directly deduce insight into the char-
acter of the adsorption process from measured sticking curves
alone.

II. METHODS

The O2-Pd(100) interaction energetics are obtained by
spin-polarized DFT calculations, using either the exchange
correlation functional due to Perdew, Burke, and Ernzerhof
(PBE)15,16 or due to Hammer, Hansen and Nørskov (RPBE)17

to approximately assess the uncertainties introduced by prev-
alent semi-local functionals (see below). Electronic states are
described with a plane wave basis set using a cuto↵ energy of
400 eV as implemented in the CASTEP code,18 together with
ultrasoft pseudopotentials (USPPs)19 as bundled in the Mate-
rials Studio 6.0 database. These USPPs have been obtained
with Vanderbilt’s original generator19 using the PBE func-
tional. By comparing to a few converged all-electron calcu-
lations based on the FHI-aims code,20 we have verified that
the pseudopotential-induced error21,22 in the O2-Pd(100) inter-
action energies is not larger than 100 meV.23 Within a peri-
odic supercell model, the surface is represented by five-layer
slabs which are separated by a vacuum distance of 15 Å and
which are (3 ⇥ 3) multiples of the primitive surface unit cell
of Pd(100). Calculations are performed using a (4 ⇥ 4 ⇥ 1)
Monkhorst-Pack grid24 for k-point sampling.

More than 6000 DFT energies are calculated for various
high- and low-symmetry configurations of the oxygen mole-
cule above the frozen Pd(100) surface. These provide the basis
for constructing a continuous representation of the adiabatic
PES within all six molecular degrees of freedom (V6D) for
each of the two DFT functionals based on symmetry-adapted
neural networks as pioneered by Behler and Reuter25 for
fcc(111) surfaces. Details about the present implementation
can be found in Refs. 23, 26, and 27, including an adaption
for fcc(100) surfaces in particular. We note that the result-
ing DFT-PBE PES has already been employed previously
in Refs. 8, 23, and 28. Exactly the same recipe is followed
here to obtain the continuous PES within the RPBE func-
tional. See the supplementary material29 for more details about
the quality of both NN PES representations. Minima and
barrier searches on these PESs have been conducted with
a stochastic sampling method described in earlier work27

and with the Nudged Elastic Band (NEB) method as im-
plemented within the Atomic Simulation Environment
(ASE),30 respectively.

Classical MD simulations are performed on the resulting
numerically e�cient continuous PES representations. The ef-
fect of including the initial zero point energy of the O2 molecule
within a quasi-classical treatment was additionally investi-
gated but found to have a negligible e↵ect on the resulting
dynamics. Focusing only on the molecular degrees of freedom,
such simulations do not allow for phononic energy dissipation
and will henceforth be denoted with frozen surface (FS). A first
account of surface mobility can be incorporated on the level
of the 3D surface oscillator (SO) model.9 Here, the surface is
mimicked by an oscillator which is assigned the mass (mSO)
of a single Pd atom and is permitted to move as a whole in
all three directions within a harmonic potential. The associated
(3 ⇥ 3) frequency matrix !̂SO is assumed to be diagonal with
values corresponding to a well localized surface mode of the Pd
surface:8,23 ~!SOxx = ~!SOyy = 16 meV and ~!SOzz = 11 meV.
The O2-phonon coupling is then described by a 3D-space rigid
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shift RSO = (XSO,YSO, ZSO) of V6D, and the MD equations of
motion in this approximation are given by

@2RA,B

@t2 = � 1
mA,B

rRA,BV6D(RA � RSO; RB � RSO), (1a)

@2RSO

@t2 = � 1
mSO
rRSOV6D(RA � RSO; RB � RSO)

� !̂2
SO · RSO, (1b)

where mA/B and RA/B are the masses and Cartesian coordinates
of the two individual oxygen atoms A and B.

The e↵ect of a bulk thermal bath is approximately included
within the generalized Langevin oscillator (GLO) ap-
proach.10–12 Here, the SO is coupled to a further 3D so-called
ghost oscillator of equal mass, mGLO = mSO, and frequency
matrix !̂GLO = !̂SO. The same frequencies are also used to
describe the SO-GLO coupling through a (3 ⇥ 3) coupling
matrix ⇤̂SO�GLO = !̂SO. The ghost oscillator is subject to fric-
tional and random forces in order to account for energy dissi-
pation and thermal fluctuations, respectively. As originally
proposed by Adelman and Doll,10 the former are described
through an isotropic and diagonal damping matrix �̂GLO
= �GLO1̂ = ⇡!D/6 1̂, where !D is the Pd bulk Debye fre-
quency.23,31 Finally, the random force is a Gaussian white noise
source W with a variance of (2kBTs�GLO/mGLO�t)1/2, where kB
is the Boltzmann constant and �t is the MD time integration
step. The resulting equations of motion within the GLO model
are thereby as follows:

@2RA,B

@t2 = � 1
mA,B

rRA,BV6D(RA � RSO; RB � RSO), (2a)

@2RSO

@t2 = � 1
mSO
rRSOV6D(RA � RSO; RB � RSO)

� !̂2
SO · RSO + ⇤̂SO�GLO · RGLO, (2b)

@2RGLO

@t2 = �!̂2
GLO · RGLO + ⇤̂SO�GLO · RSO

� �̂GLO
@RGLO

@t
+W (�t). (2c)

We note that this GLO implementation and specific choice of
parameters follow that of earlier works regarding H2 adsorbing
on or scattered from the Pd(111) and Pd(110) surfaces.32–34

We nevertheless systematically tested the dependence on the
specific parameter values by varying the oscillation frequen-
cies entering !̂SO, !̂GLO, and ⇤̂SO�GLO by one order of magni-
tude, by varying the damping coe�cient �GLO by two orders
of magnitude, as well as by doubling the mass mSO. This had
little e↵ect on the simulation results as will be further specified
below.

The initial sticking coe�cient at normal O2 incidence
was determined from classical MD trajectories with the O2
molecule initially with its center of mass at a distance Z = 9 Å
from the surface, where the PES value for oxygen at its equi-
librium bond length deq = 1.24 Å is zero in both the DFT-PBE
and DFT-RPBE PES representations. The initial molecular
orientation and lateral center of mass position were sampled
using a conventional Monte Carlo procedure. All statistical
quantities are obtained by averaging over 5000 trajectories for
each value of incidence energy Ei and substrate temperature Ts.

Individual trajectories were integrated up to 10 ps in order to
reach the following classification in terms of molecular adsorp-
tion, dissociative adsorption, or reflection: A trajectory was
classified as dissociative whenever the O2 internuclear distance
d reached twice its equilibrium value (d � 2deq) and is further
increasing at this time (ḋ > 0), while reflection was concluded
when the molecular center reached its initial starting distance
above the surface with a positive Z-velocity. All trajectories
where neither dissociation nor reflection occurred up to the
10 ps integration time were classified as trapped.

III. RESULTS AND DISCUSSION

A. Experimental sticking versus dynamics
within the frozen surface approximation

Figure 1 shows the initial sticking probability S0(Ei,Ts)
at normal incidence as recently measured by molecular beam
experiments.14 Sticking is generally high (�70%) within the
entire range of investigated incidence energies and largely
identical at the two substrate temperatures investigated, 100 K
and 400 K. The overall weak increase with incidence en-
ergy and independence of substrate temperature was inter-
preted to reflect predominantly direct dissociative adsorp-
tion.14 From additional data taken at finite coverages and
oblique angles of incidence, some contribution from a partly
equilibrated molecular-precursor was nevertheless speculated
at low (Ei,Ts).

Even without explicit dynamical simulations, the overall
high reactivity can already be gleaned directly from the calcu-
lated O2-Pd(100) interaction potential. From a global search on
the continuous 6D DFT-PBE PES representation,27 we identify
as most stable molecular adsorption state a configuration in
which the O2 molecule centers side-on above the Pd(100)
hollow site with its molecular axis oriented along the [001]
direction, i.e., in the direction of the neighboring hollow sites.
This molecular well can be reached along a barrierless entrance
channel as visible in the 2D (elbow) cut through the PES shown
in Fig. 2. The calculated minimum energy path to dissociation
also included in Fig. 2 exhibits a dissociation barrier out of this

FIG. 1. Initial sticking probability S0(Ei,Ts) of O2 on Pd(100) as a function
of incidence energy Ei and at normal angle of incidence. Experimental data
for two substrate temperatures, Ts= 100 K (solid blue line) and 400 K (solid
red line), are reproduced from Ref. 14. Theoretical sticking probabilities are
calculated in the temperature-independent frozen-surface (FS) approxima-
tion, using either DFT-PBE (dashed black line) or DFT-PRBE (dotted black
line) energetics.
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FIG. 2. Contour plot of a 2D cut through the 6D O2/Pd(100) DFT-PBE
PES depicting the existence of a pronounced molecular chemisorption well.
Shown is the energy profile as a function of the vertical distance of the O2
center of mass Z and the O2 bond length d for a O2 molecule in a side-on
configuration with the molecular axis oriented along the [001] direction.
Additionally shown by black markers is the minimum energy path towards
dissociation as obtained from a NEB calculation. Black contour lines indicate
250 meV energy increments. Inset: Lateral O2 center of mass positions
(X,Y ) over the surface unit-cell for the ultimately dissociating trajectories
as molecules with Ei= 25 meV first reach a surface distance of Z = 1.5 Å
(see text).

well of Ediss = 200 meV. This is a small value compared to
the actual depth of the molecular well of Eb = �1.45 eV with
respect to the gas phase. Even if a fraction of this energy gained
upon adsorption is quickly transferred to internal molecular
degrees of freedom, such a small barrier should thus be readily
surmounted. Based on highly consistent DFT-PBE energetics
(Eb = �1.52 eV, Ediss = 120 meV), this was the conclusion
taken by Liu and Evans, who correspondingly classified the
dissociative adsorption process as essentially non-activated.35

The overall high reactivity measured in the experiment seems
to support this assignment, as well as the general notion to
assume an approximately unity sticking coe�cient in coarse-
grained microkinetic simulations whenever static total energy
calculations identify a barrierless entrance channel to adsorp-
tion.2,36–38

Aiming to scrutinize such mechanistic assignments made
on the basis of the static PES alone, we proceed with the
classical trajectory calculations. Evaluating the fraction of re-
flected and adsorbing trajectories yields the theoretical sticking
coe�cient at a given incidence energy. Within the frozen-
surface approximation, i.e., restriction to the 6D PES, the
resulting sticking curve S0(Ei) is necessarily independent of
substrate temperature and is compared to the experimental
sticking curves in Fig. 1. Confirming the expectations from
the attractive DFT-PBE PES, the theoretical sticking is rather
high at low Ei and therewith in the same ballpark as the exper-
imental data. For these low incidence energies, there is thus
no qualitative disagreement with experiment at the level of
semi-local DFT as, e.g., in case of the enigmatic O2 at Al(111)
system.39,40 This is not too surprising considering that a major
break-down of the electronic adiabaticity of the adsorption
process had been invoked as one possible reason behind the
O2/Al(111) discrepancy.39,41 This unlikely applies to Pd(100),

which exhibits a very high electronic density-of-states at the
Fermi level and for which only small energy losses to electron-
hole pairs during O2 adsorption have been calculated.28

In terms of overall (rough) magnitude, the favorable agree-
ment of experimental and theoretical sticking extends over the
entire range of incidence energies shown in Fig. 1. Neverthe-
less, there is a disturbing di↵erence in trend with Ei. In contrast
to the measured slight rise of sticking with Ei, the calculated FS
sticking curve shows a continuous decline. This decline is in
fact even more pronounced when calculating the sticking curve
on the basis of the DFT-RPBE PES, cf. Fig. 1. Repeating the
above static analysis also for this PES, we find its topology
to be qualitatively very similar to that of the DFT-PBE PES.
Important quantitative di↵erences are therefore nicely summa-
rized in terms of the two dynamically relevant quantities, Eb
and Ediss. In line with the general construction idea of the
RPBE functional,17 the molecular well is much more shallow
in the DFT-RPBE PES (Eb = �0.85 eV), while reflecting the
concomitant weaker bond activation, the dissociation barrier
is with Ediss = 400 meV about twice as high as at the DFT-
PBE level. Even though the ratio of these two quantities is
thus much less favorable, on purely energetic grounds, disso-
ciative adsorption would nevertheless still be classified as non-
activated even at the DFT-RPBE level, i.e., the molecules gain
much more energy upon adsorption than is needed to overcome
the dissociation barrier.

The decline of the sticking curve with Ei obtained with
both functionals is thus a purely dynamical e↵ect. Aiming to
extract its origin, we analyze the trajectories in more detail.
First of all, this trajectory analysis largely confirms the dynam-
ical relevance of the minimum energy path depicted in Fig. 2.
Independent of the incidence energy and for both functionals
(as well as all later surface mobility treatments), essentially all
trajectories leading to adsorption show the molecules accumu-
lating first around the hollow molecular chemisorption well.
This preference for adsorption above hollow is exemplified
in the inset of Fig. 2 which analyzes the lateral O2 center of
mass positions over the surface unit-cell for the ultimately
dissociating dynamical trajectories as the molecules first reach
a surface distance of Z = 1.5 Å. The data shown correspond to
Ei = 25 meV and the PBE functional, with equivalent findings
obtained at all other incidence energies and for DFT-RPBE.

After arrival at the molecular chemisorption state, the
fate of the molecules is almost instantaneously decided at low
Ei at the DFT-PBE level. This is demonstrated by the time
distribution shown in Fig. 3(a), which indicates after which
time a trajectory has been classified as dissociated, reflected, or
trapped. Recall that trapping is assigned to all molecules that
have neither dissociated nor reflected after 10 ps simulation
time, which is why the corresponding fraction is shown at this
time bin in Fig. 3. As apparent from Fig. 3(a), essentially all
trajectories dissociate in a rather direct fashion, i.e., within
several picoseconds and thus after a minimal number of surface
rebounds (typically <5). This is completely di↵erent at the
DFT-RPBE level, where almost all trajectories instead end
up being trapped, cf. Fig. 3(b). The di↵erent reactivities of
the two DFT PESs (Eb and Ediss) thus do have a significant
e↵ect in terms of entirely changing the dominant adsorption
mechanism from direct (DFT-PBE) to indirect (DFT-RPBE).
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FIG. 3. Time distribution characterizing events of reflection (blue), direct
dissociation (shaded red), and molecular trapping (gray) as classified within
the performed MD simulations. Trapping is assigned if neither dissociation
nor reflection has occurred after 10 ps simulation time, which is why the
corresponding fraction is shown at this time bin. Left and right panels refer
to trajectories calculated on the basis of the DFT-PBE and DFT-RPBE PES
descriptions, respectively, while the employed level of theory and initial con-
ditions (Ei and Ts) are as reported in the corresponding panel labels. We note
that summing up the red and gray bars yields the initial sticking probabilities
S0 of the respective functional at the particular incidence energies Ei and
surface temperatures Ts shown in Figs. 1 and 4.

At low incidence energies, this does not show up in the sticking
coe�cient though, as already a small amount of energy transfer
to internal vibrational, rotational, or lateral translational de-
grees of freedom is su�cient to prevent immediate desorption,
and since, molecules correspondingly trapped in the surface
potential are being counted as contributing towards sticking.
We note that in the absence of any other dissipation mechanism
within the FS approximation, such trapped molecules would
in fact eventually be able to desorb. Notwithstanding, the time
scale for a corresponding transfer of energy back into the
perpendicular translational motion would be rather long. In
reality, other dissipation channels would have set in during this
time, which is why it is reasonable to count these trajectories
as contributing to the sticking coe�cient. Also, the rather
arbitrarily set maximum integration time of 10 ps should in this
respect not matter, as we have verified by applying the trapping
classification already after 8 ps.

While the PES di↵erences thus do not show up at low Ei,
they do increasingly at larger incidence energies. Correspond-

ing fast molecules are less e�ciently steered to direct disso-
ciation. Neither is the energy transfer to internal degrees of
freedom e�cient enough anymore to quickly remove the large
excess kinetic energy and trap them in the surface potential. As
shown in Figs. 3(c) and 3(d) for the largest Ei = 425 meV, we
thus find for both PES descriptions a large number of mole-
cules that are reflected very quickly from the surface. Without
e�cient trapping, only the decreasing fraction of molecules
that already starts from configurations favorable for a more
or less direct dissociation mechanism can contribute to the
decreasing sticking seen in Fig. 1. Such a mechanism is gener-
ally disfavored by a smaller acceleration into a more shallow
adsorption well and a higher barrier to surmount, which is why
the concomitant decline of S0(Ei) with Ei is also much more
pronounced at the DFT-RPBE level.

From a bulk of work on O2 adsorption on late transi-
tion metals,41 the PBE and RPBE functionals can be seen as
popular representatives for opposite ends within the range of
current gradient-corrected functionals, with the prior likely
more on the overbinding side and the latter possibly slightly
underbinding. Within the understanding of the just presented
dynamical analysis, concomitant uncertainties in the energetic
description of the molecular chemisorption well (Eb and Ediss)
at the semi-local DFT level are nevertheless unlikely to cause
the wrong trend of the sticking curve with Ei as compared to the
experimental data. Rather than the overall attractiveness of the
PES, the major reason for the decline of the calculated sticking
curves lies in an insu�cient ability to trap the molecules in the
chemisorption well. This thus points more to a weakness of the
FS approximation, in which such a trapping can only result
from energy transfer into molecular rovibrational degrees of
freedom. In reality, this can also come from inelastic collisions
with the surface atoms, which suggests the necessity to include
some degree of surface mobility into the modeling.

B. Surface mobility on the level of SO
and GLO models

We introduce a first account of energy exchange with
the lattice through the SO model and show the derived initial
O2/Pd(100) sticking probabilities for substrate temperatures of
Ts = 100 K and 400 K in Fig. 4. On the basis of the DFT-
PBE energetics, and compared to the equivalent description
within the FS approximation, we indeed observe the qualita-
tive change expected from our preceding dynamical analysis,
namely, a considerable increase in high-energy sticking (up to
as much as 25% for Ei = 425 meV). This almost completely
lifts the decline with Ei seen at the FS level. With the SO
model now generally allowing for temperature dependence,
the resulting essentially constant S0(Ei,Ts) is nevertheless only
weakly dependent on Ts and thus in seemingly good agreement
with experiment.

The mechanistic analysis of the PBE-based adsorptive
trajectories reveals the relevance of the same reaction pathway
above hollow as found in the FS dynamics and depicted
in Fig. 2. Additionally, the short reaction/reflection times
analyzed in Fig. 3(e) once again suggest that the fate of
impinging molecules is almost instantaneously determined and
direct dissociation takes place essentially upon first impact
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FIG. 4. Comparison of the initial sticking probability S0(Ei,Ts) of O2 on
Pd(100) as calculated within the surface oscillator model (SO) for normal
angle of incidence and varying incidence energy Ei. Data are shown for
substrate temperatures of Ts= 100 K (blue circles) and 400 K (red triangles),
using either DFT-PBE (dashed lines) or DFT-PRBE (dotted lines) energetics.

with the surface. The di↵erences in reactivity compared to
the FS case do therefore not originate from the activation of
di↵erent reaction pathways or adsorption mechanisms. We
instead rationalize the increased SO sticking at high Ei with
the improved e�ciency of direct dissociation above hollow
due to an enhanced steering of impinging fast molecules in
the now “elastic” surface potential. The energy transfer to the
surface possible within the SO model simply dampens the
perpendicular translational motion of highly accelerated O2
already upon first impact. This increases the probability that
they will be e↵ectively captured by the attractive potential
and subsequently led to dissociation. This picture arises from
the analysis of the significant amount of trajectories that start
from the exact same initial conditions and yet are reflected
within the FS but dissociated within the SO model. The cor-
responding energy profiles reveal the simultaneous onset of
the O2-Pd(100) interaction and the SO kinetic energy, and
therewith underline the decisive role of the SO energy uptake
in ultimately determining the trajectory outcome.

Quantifying this SO energy uptake in fact reveals that
considerable amounts of energy are transferred back and forth
between the O2 molecule and the SO even on the short time
scales until dissociation. At the moment when the trajec-
tories fulfill the dissociation criterion, an average of 350 meV
(considering the sum of kinetic and potential energies of
the oscillator) is stored in the SO for Ts = 100 K and a low
incidence energy of 25 meV. For the fast molecules with
Ei = 425 meV, this value even increases up to 510 meV. In
the absence of any further dissipation channel, the SO is
thus severely overheated. As a result, one may expect that
the promotion of direct dissociation over “proper” molecular
trapping is to some degree artificial and that the agreement with
the experimental sticking curve on the DFT-PBE SO level is
thereby merely fortuitous.

This view is indeed supported by the results obtained with
the DFT-RPBE PES, where, as already indicated, dissociation
is generally less favored due to the limited accessibility of
the corresponding transition state. Here, the partial damping
on account of the surface mobility also succeeds in trapping
the molecules, but only for a slightly extended period of time

compared to the FS situation. This is visible from the extended
reflection time distribution in Fig. 3(f) compared to Fig. 3(d).
The ongoing strong energy exchange between trapped mole-
cules and hot SO thus promotes in this case rather a delayed
reflection than (equally artificially) facilitating dissociation.
The resulting sticking curve at the DFT-RPBE SO level shown
in Fig. 4 correspondingly still exhibits the strong decline with
incidence energy.

Suspecting the lack of further energy dissipation channels
as a major limitation in the present application of the SO
model, we proceed with classical trajectory calculations that
now include a coupling to a bulk thermal bath within the GLO
approach. At first glance, application of the GLO model on
the basis of the DFT-PBE PES has an almost inconsequential
e↵ect on sticking as compared to the results obtained within
the SO approximation. Figure 5 now shows an entirely con-
stant unity sticking coe�cient independent of both Ei and
Ts. Analysis of the underlying GLO trajectories nevertheless
reveals again substantial changes that are fully consistent with
the expectations from the SO analysis. Also at the DFT-PBE
level, there is now a contribution of molecular trapping to
the total sticking, i.e., the GLO succeeds at least to some
extent in removing the artificially enhanced direct dissociation
seen at the SO level. The average amount of energy stored
in the SO itself at the moment when trajectories fulfill the
dissociation criterion is now reduced to 210 meV (260 meV)
at Ei = 25 meV (425 meV) and Ts = 100 K, as compared to
the 350 meV (510 meV) found before within the SO model.
Owing to the non-equilibrium nature of O2 dissociation on
Pd(100),23 this is still far away from the thermal equilibrium
value of a surface atom 2 ⇥ 3

2 kBTs ⇡ 25 meV even within the
limitations of the GLO model, but still suggests more e�-
cient surface equilibration. The latter is also reflected in the
dependence of the trapping contribution to the overall sticking
on the (Ei,Ts) conditions summarized in Fig. 6. As expected
for a (largely) equilibrated molecular precursor, this contri-
bution depends only weakly on the initial incidence energy,
but instead sensitively on the substrate temperature. As also
shown in Fig. 6, the varying excess kinetic energy of molecules

FIG. 5. Comparison of the initial sticking probability S0(Ei,Ts) of O2 on
Pd(100) as calculated within the generalized Langevin oscillator model
(GLO) for normal angle of incidence and varying incidence energy Ei. Data
are shown for substrate temperatures of Ts= 100 K (blue circles) and 400 K
(red triangles), using either DFT-PBE (dashed lines) or DFT-PRBE (dotted
lines) energetics.
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FIG. 6. Top panel: Temperature dependence of the probability of molecular
trapping within the GLO model and using the DFT-PBE energetics. Bottom
panel: Average amount of energy dissipated into the GLO heat bath for the
corresponding trapped trajectories. Data are shown for incident energies of
Ei= 25 (open squares) and 225 meV (closed circles).

with di↵erent Ei is thus successfully drained into the heat
bath, i.e., the average energy dissipated into the bath is for
every substrate temperature precisely by 200 meV higher for
molecules impinging with Ei = 225 meV as compared to those
impinging with Ei = 25 meV.

On the basis of the DFT-RPBE energetics, molecular trap-
ping remains the only adsorption mechanism also at the GLO
level. Allowing for “dissipated” energy to leave the SO into
the heat bath, however, now suppresses the artificial possibility
that some fraction of this energy is returned to the adsorbate
and thereby induces desorption. This removes the delayed
reflection times observed within the equivalent SO results, cf.
Fig. 3(f), and yields a largely increased sticking coe�cient
at high incidence energies. The resulting DFT-RPBE GLO
sticking curves shown in Fig. 5 exhibit only a weak decline
with Ei. They also exhibit only a weak dependence on sub-
strate temperature. This is rather intriguing in view of the
predominance of the precursor mechanism, which is generally
believed to be fingerprint in the form of a sensitive substrate
temperature dependence. Overall, the DFT-RPBE GLO curve
agrees therewith now rather well with the experimental data,
at least similarly well as the DFT-PBE GLO sticking curve, cf.
Fig. 5.

This is, in fact, a rather intriguing, if not disturbing result.
At the GLO level, both DFT-PBE and DFT-RPBE descriptions
yield rather similar sticking curves, and this despite predict-
ing completely di↵erent adsorption mechanisms: Predomi-
nantly, direct dissociation with a small contribution of molec-
ular trapping at low substrate temperatures within DFT-PBE
versus completely indirect dissociation within DFT-RPBE.
Compared to the experimental data, both functional levels
reach indeed the same achievements and exhibit the same
shortcomings. They correctly predict a near-unity sticking over
the range of studied incidence energies with if at all only a
weak dependence on substrate temperature. Yet, both fail to
reproduce the measured slight increase in sticking with Ei, or
more precisely they overestimate the experimental sticking at
low Ei.

Dissipation seems to a↵ect much more the high incidence
energy part of the sticking curves. This view is also supported

by the robustness of the obtained sticking results when vary-
ing the parameters entering the GLO model as described in
Section II. All in all, these variations lead only to insignifi-
cant variations of So(Ei,Ts) within a few percent. In turn, the
uncertainties in the semi-local DFT description of the actual
chemisorption well (Eb and Ediss) do critically a↵ect the actual
adsorption mechanism, yet again do not seem to propagate
to the total sticking curve. In light of the dynamical anal-
yses performed for the FS, SO, and GLO models, we suggest
that a slightly incorrect description of the entrance channel
part of the PES can be one reason for the remaining small
discrepancy — within these e↵ective treatments of dissipation.
Presently, unaccounted small activation barriers in this channel
for some molecular configurations are likely to specifically
a↵ect the total sticking at low incidence energies and could
therewith constitute the “missing ingredient” to a fully quanti-
tative agreement with experiment.

Unless there is a problem in the experimental data, the
obvious and systematic limitation of these models is an equally
likely cause: Reducing the phononic fine structure of the Pd
surface into computationally convenient augmentations of the
frozen-surface within the O2-Pd(100) interaction cannot, by
construction, account for the energy exchange with an entire
layer of moving surface atoms. Only detailed future studies
including all these degrees of freedom will allow to completely
capture the influence of surface mobility on the calculated
sticking curves.

IV. SUMMARY AND CONCLUSIONS

We presented a detailed calculation of the initial sticking
coe�cient of O2 at Pd(100) based on classical trajectory calcu-
lations on first-principles 6D potential energy surfaces. The
specific motivation was to elucidate the role of energy dissi-
pation during the exothermic surface reaction by augmenting
the 6D dynamics with various e↵ective accounts of surface
mobility, as well as to assess in how much classical trends in the
sticking data reveal the underlying adsorption mechanism. To
our knowledge for the first time, we observe that an account of
energy dissipation leads to qualitative changes of the calculated
sticking curve as compared to the prevalent frozen-surface
approximation. Compared to the much more frequently studied
adsorption of H2 (also at Pd surfaces32–34), this might not come
as altogether surprising in view of the much smaller mass
mismatch of oxygen with palladium. It is, however, remarkable
with respect to the rather similar N2 on W(110) system6 ( mN

mW
⇡ 14

184 ). Intermediate in its mass ratio compared to H2/Pd ( mH
mPd

⇡ 1
106 ) and O2/Pd ( mO

mPd
⇡ 16

106 ), it exhibits PES characteristics
intriguingly similar to that of O2/Pd(100), i.e., non-activated
paths to dissociation alongside a precursor molecular well. Yet,
the N2/W(110) sticking curve showed no change when apply-
ing e↵ective treatments beyond the frozen-surface approach.

The hierarchical application of FS, SO, and GLO models
reveals how the calculated sticking curves sensitively respond
to details of energy exchange with the substrate. Already some
degree of energy exchange as provided by the SO model en-
hances the steering of highly accelerated impinging O2, while
“proper” molecular trapping necessitates an account of further
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bulk dissipation channels as in the GLO. The large amount
of energy released in the exothermic reaction otherwise sim-
ply leads to an overheating of the SO degree of freedom.
Compared to the N2/W(110) system, one important di↵erence
to note is the considerably deeper molecular well in the corre-
sponding FS-PES description (Eb = �0.39 eV42 and �0.85 eV,
respectively, within DFT-RPBE) which leads to a significantly
increased acceleration of impinging molecules and requires
more than twice as much energy to be dissipated upon reaching
the molecular state. The latter may also hint towards a di↵erent
response of the real phonons — potentially mitigated by the
di↵erent phononic properties of the bare surfaces alone. It
might thus comprise a key discriminating characteristic, which
could be further elucidated by more conceptually and compu-
tationally demanding studies including a more realistic phonon
heat bath.8

For two di↵erent PES representations based on the DFT-
PBE and DFT-RPBE functionals, we correspondingly obtain at
the GLO level a rather satisfying agreement with experimental
sticking data.14 This in principle appealing robustness of the
simulation results with respect to the uncertainties of semi-
local DFT energetics does not extend to the level of the under-
lying adsorption mechanism though. The more attractive DFT-
PBE energetics predicts a predominantly direct dissociation
mechanism with some amount of molecular trapping at low
substrate temperatures. The less attractive DFT-PRBE ener-
getics instead predicts adsorption almost exclusively via the
molecular precursor state.

Completely di↵erent adsorption mechanisms therewith
lead to rather similar sticking curves that agree equally well
with the experimental data. Independent of the small quan-
titative discrepancies that remain in either case with respect
to experiment, this clearly demonstrates that an unambiguous
deduction of the adsorption mechanism from the initial stick-
ing data alone is not feasible for this system. Such fingerprint-
ing may work for simpler adsorption systems with smoother
potential energy surfaces. At the latest for reactions with
high degree of exothermicity dedicated calculations explicitly
accounting for high-dimensional potential energy surfaces
including substrate mobility at best in the form of moving
surface atoms are required to establish the mechanistic details.
These details can still be very important not only in light of
fundamental understanding but also for coarse-grained micro-
kinetic models.35,43
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We augment ab initio molecular dynamics simulations with a quantitative account of phononic
dissipation to study the hyperthermal adsorbate dynamics resulting from a noninstantaneous energy
dissipation during exothermic surface chemical reactions. Comparing the hot adatom diffusion ensuing O2

dissociation over Pd(100) and Pd(111) we find experimentally accessible product end distances to form a
rather misleading measure for the lifetime of this hyperthermal state. The lifetime is particularly long at
Pd(111) where a random-walk-type diffusion leads only to small net displacements. A detailed phonon
analysis rationalizes the slow equilibration through long-lived Rayleigh mode excitations that spatially
confine the released energy within a nanoscopic “hot spot” around the impingement region.

DOI: 10.1103/PhysRevLett.117.146101

There is a long-standing notion that exothermic surface
reactions may result in products that are not instantaneously
thermalized and thus exhibit a high transient mobility. The
prospect of such species acting as “hot” precursors in
subsequent reaction steps can strongly influence rates, e.g.,
in heterogeneous catalysis [1], while their excessive mobil-
ity has also been suggested to play a vital role in epitaxial
growth mechanisms at low temperatures [2]. Concepts
embracing such “hot reactions” have become increasingly
established over the past decades [3], yet stimulate ground-
breaking implications for prevalent assumptions still fun-
damentally relied upon in models of chemical kinetics [4].
Assuming instantaneous equilibration at a constant global
temperature results, for example, in the Markovian state-to-
state hopping that underlies all present-day microkinetic
formulations in surface catalysis [5,6].
In the case of dissociative adsorption events, the actual

adsorption and any subsequent diffusion of the dissociated
products are thereby treated as decoupled, statistically
unrelated thermal processes. This presumption is chal-
lenged by persistent experimental reports of hyperthermal
diffusion or so-called “hot-adatom motion” ensuing the
(exothermic) dissociative oxygen adsorption at metal sur-
faces [7–13]. Corresponding scanning tunneling micros-
copy studies rely on well-defined single crystal surfaces
and controlled dosage in ultrahigh vacuum to produce
highest quality data. Working at temperatures that are
sufficiently low to suppress thermal diffusion, the transient
motion is then inferred from recorded separation distances
of adatom pairs in the low-coverage regime.
Even though not undisputed [14], the by far largest

separations reported this way are more than 14 surface
lattice constants (SLCs) in the case of dissociative O2

adsorption at Al(111) [7]. While this may be rationalized
with the exceptionally large exothermicity of this reaction,

other factors like substrate symmetry must also play a role
for the dissipation mechanism. Otherwise it is difficult to
reconcile the 7–14 SLC separations found for O2 at
Ag(100) [11–13] with the small O-O separations peaking
at two SLCs that have been recorded on more reactive Pt-
group (111) transition metal surfaces [8,10].
Unable to explicitly access the picosecond dynamical

motion, these experiments have unfortunately so far not
allowed for any deeper mechanistic analysis or an extraction
of the lifetime of the hyperthermal state. The recent develop-
ment of theQM/Me (quantummechanics/metal) embedding
scheme instead offers this possibility from the perspective of
predictive-quality first-principles simulations [15]. This
scheme augments a density-functional theory (DFT) based
quantum mechanical description of the immediate reaction
zone with a quantitative treatment of phononic dissipation
into an extended classical heat bath and thus allows to
directly follow the dissipation dynamics through ab initio
molecular dynamics (AIMD) simulations. In a first appli-
cation to oxygen dissociation over Pd(100) QM/Me indeed
predicted a nonimmediate energy transfer to the substrate
with the resulting hot O adatoms traveling ballistically over
four SLCs [15].
Here, we specifically analyze the role of substrate

symmetry and compare this to O2 dissociation over
Pd(111), where previous experiments found hot-adatom
motion leading only to shorter O-O separations around

ffiffiffi
3

p
or 2 times the surface lattice constant [10]. Fully repro-
ducing these experimental end distances, our QM/Me-
AIMD simulations intriguingly reveal a much slower
equilibration on Pd(111); i.e., the O adatoms on Pd(111)
remain hot for a much longer time than on Pd(100). The
shorter end distances result instead from the (111) substrate
symmetry, which only allows for a random-walk-type
diffusion as compared to the directed motion along the
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surface channels of the Pd(100) surface. A detailed phonon
analysis furthermore relates the slower equilibration
dynamics to the random-walk induced excitation of
long-lived low-energy surface phonon modes that prevents
an efficient dissipation of the reaction energy into the
substrate bulk. Hitherto monitored O-O end distances are
thus a rather misleading measure of the lifetime of the
hyperthermal state.
The QM/Me embedding scheme effectively separates

long-range elastic contributions due to displaced substrate
atoms from the adsorbate-induced chemical interactions
[15]. The latter are then sufficiently short ranged to be
captured in periodic-boundary DFT supercell calculations,
treating electronic exchange and correlation (xc) at the
level of the semilocal Perdew-Burke-Ernzerhof (PBE)
functional [16]. As shown in Fig. 1, these supercells
contain three layer slabs with a (9 × 3) and (6 × 6) surface
unit cell for Pd(100) and Pd(111), respectively. The long-
range lattice deformation that occurs with the progressing
chemical reaction as well as the concomitant phononic
dissipation are in turn accounted for through a cubic bath of
125,000 Pd atoms described at the level of the modified
embedded atom method (MEAM) [17]. This large bath size
provides a quantitative description of the phononic band
structure and ensures that phonon propagation has not yet
reached the bath boundaries even for the longer AIMD

trajectories (3 ps) considered in this work. The QM/Me-
AIMD simulations are carried out within the Atomic
Simulation Environment (ASE) [18] by loosely interfacing
the FHI-aims all-electron DFT code [19] and the
LAMMPS [20] implementation of the MEAM potential.
At the employed computational settings, cf., Supplemental
Material (SM) [21], and a time step of Δt ¼ 2.5 fs, a high-
quality molecular dynamics energy conservation within
0.5 meV per atom reflects a numerically well-defined
Hamiltonian with negligible embedding-induced errors.
At Pd(100) a direct dissociation mechanism via one

dominant entrance channel [26] provides suitable initial
conditions of particular statistical relevance for the QM/Me-
AIMD trajectory shown in Fig. 1. This channel steers the
impinging O2 molecule to dissociate side on and with its
molecular axis centered above a fourfold hollow site [15].
To initialize trajectories in the precursor-mediated dissoci-
ation over Pd(111) [27] we focus instead on the relevant
transition states (TS) between molecular and dissociative
adsorption as identified via nudged elastic band (NEB) [28]
calculations. The trajectory shown in Fig. 1 results specifi-
cally from the TS for the dissociation of a molecular
precursor in the top-face-centered-cubic(FCC)-bridge con-
figuration, i.e., with the O2 center of mass essentially above
a threefold FCC hollow site and the molecular axis oriented
along the [12̄1] direction. On both surfaces, the O2 molecule
is only given a negligibly small initial kinetic energy, so that
both reactions are dominated by the large intrinsic exo-
thermicity of the dissociation event.
Figure 1 illustrates the ensuing equilibration dynamics

during both trajectories, where dO−O directly measures the
adatom separation distance as a function of time. The decay
of the adsorbate kinetic energies presented in the lower
panel shows both reactions to give rise to translationally hot
products that are not instantaneously thermalized. The
resulting transient mobility is marked by a series of
hyperthermal diffusive hops between neighboring binding
sites that occur on a ps time scale and are indicated by
arrows in Fig. 1. Specifically, two such hops yield a largely
increasing dO−O on Pd(100) as the adatoms travel along the
[001] surface channels and promptly equilibrate over
hollow sites at four SLCs (∼11.2 Å) apart. A random-
walk-type diffusion is instead found on the densely packed
Pd(111) surface that has the adatoms primarily trapped in
the vicinity of hollow sites. Collisions with neighboring
Pd atoms randomize the direction of the O lateral motion so
that even the four barrier crossings counted along the
presented 3 ps trajectory eventually lead only to the
occupation of FCC adsorption sites at a much smaller
distance of

ffiffiffi
3

p
times the SLC (∼4.8 Å). Trajectories started

at the dissociative TS above FCC or hexagonal-close-
packed (HCP) hollow sites (not shown) lead to similarly
short end distances (in the range of 1–3 SLCs) of which the
most common is two times the SLC, exactly as seen in
experiment [10].

FIG. 1. Dynamical information extracted from QM/Me-AIMD
trajectories for O2 dissociating on Pd(100) (solid) and Pd(111)
(dashed lines). Top panel: O-O separation distances in units of the
surface lattice constant (SLC ∼ 2.79 Å). Hyperthermal adatom
hops between neighboring hollow sites are numbered and
schematically represented in a top view of the DFT-described
reaction zones in the figure’s insets (movies of the trajectories are
available electronically in Ref. [21]). Lower panel: Oxygen
kinetic energies E2O�

kin demonstrating the picosecond time scale
of energy transfer to the Pd(100) and Pd(111) phononic systems.
Note the significantly different decay rates on the two surfaces as
estimated from an exponential fit of the data (thin lines).
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The formation of hot adatoms on both surfaces does not
come as altogether too surprising given the similarly high
exothermicity of the dissociative reactions [2.3 vs 2.7 eV
for O2 on Pd(100) and Pd(111) at DFT-PBE level,
respectively] and barriers for atomic diffusion (179 vs
327 meV). Difficult to reconcile on purely energetic
grounds, however, is the markedly longer lifetime predicted
for this hyperthermal phase on Pd(111). Even after 3 ps
Fig. 1 reveals intriguingly hot adsorbates with fluctuations
in kinetic energy on the order of 0.5 eV, i.e., an effective
temperature amounting to several thousands of kelvin.
Similarly long equilibration times are obtained in a total
of nine other trajectories starting from the different TSs and
slightly varying initial conditions. In all cases we observe a
random-type walk with much longer absolute distances
traveled than suggested by the small final equilibrium
separation. Computed decay constants suggest an average
of 10 ps to a full thermalization that is to be contrasted
with the much shorter 1.2 ps obtained for the reaction at
Pd(100), cf., Fig. 1.
These substantially different equilibration rates on the

two surfaces arise from qualitative differences in the
phononic response that already set in during the very early
stages of the O2 dissociation dynamics. We directly access
this phononic information from the QM/Me-AIMD trajec-
tories through the projection scheme originally laid out by
McGaughey and Kaviany [29], yet appropriately extended
here for the polyatomic primitive cell of a two-dimensional
slab model [30]. In short, backfolding Γ-point phonons into
the (original) larger primitive Brillouin zone defines mode-
specific expansion coefficients that can in turn be used for
evaluating the energy contained within a single harmonic
phonon mode. Instantaneous application at any given
AIMD time step can thus quantify phononic energy uptake
“on the fly”without the need for averaging over time, while
the underlying mode selectivity allows us to focus on
certain groups of modes. In particular the surface phonons
obviously form a very prominent group in this context and
are classified here as modes whose displacement eigen-
vector is localized to at least 20% in the two outermost slab
layers.
Figure 2(b) shows a corresponding phonon excitation

spectrum calculated at t ¼ 75 fs along the O2=Pdð100Þ
trajectory, i.e., when dissociation is right in progress with
the O-O distance having reached about one SLC.
Intriguingly, despite their negligible spectral weight illus-
trated by the also shown phononic DOS, surface modes
have taken up more than a third of the total energy that has
been dissipated into the substrate at that time. Quite in
contrast to what is predominantly assumed about energy
sinks in model bath Hamiltonians (cf., for example,
Refs. [31–33] and references therein), it is thereby not
the low-frequency Rayleigh modes that become domi-
nantly excited, even though they lie energetically below
the onset of the bulk part of the spectrum [30]. The energy

is instead highly concentrated in a surface optical
phonon band, which lies in a pseudogap of bulk modes
at frequencies of 21–23 meV as shown in the SM.
Analyzing the mode eigenvectors, this unexpected result
can be rationalized by the preferred binding site of the
O adatoms. Rather than indenting the topmost substrate
layer upon impingement, which is the picture suggesting a
predominant excitation of corresponding Rayleigh modes,
the dissociating O atoms penetrate directly into the hollow
sites and subsequently diffuse laterally over bridge sites
along one of the [001] surface channels. Along this motion
they rather push the top-layer Pd atoms laterally away,
which corresponds exactly to the purely longitudinal
displacement pattern of the modes belonging to the afore-
mentioned surface optical phonon band.
Figure 2(d) reveals a rather different phonon excitation

spectrum upon O2 dissociation at the Pd(111) surface.
Here, the random-walk-type diffusion mechanism rather
leads to a weighted phonon population that essentially
follows the surface DOS and has the larger fraction of the
released chemical energy contained within low-frequency
acoustic phonons. Behold some quantitative variations; this
characteristic excitation of notoriously long-lived Rayleigh
waves [34] at short wavelengths, cf., insets in Fig. 3, is
consistently obtained for all QM/Me-AIMD trajectories
starting from the different dissociative TSs. With their small
group velocities, cf., SM, these modes efficiently confine
the released energy within a small reaction zone around the
impingement region. As reflected by the nonmonotonic
behavior in the total phononic energy uptake, cf., SM, this

(a) (b)

(c) (d)

FIG. 2. Rightmost panels: Energy resolved phonon excitation
spectra during the early stages of O2 dissociation on Pd(100)
(top) and Pd(111) (bottom). The total amount of phononic energy
(Eph

tot) along with the fraction assigned to surface modes (Eph
surf ) are

noted. Leftmost panels: The corresponding Pd equilibrium DOS
calculated for 40-layer slabs are shown for reference. In all cases
the contribution of localized surface modes is indicated by thick
blue/red lines.
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promotes a back and forth energy exchange between the
O adatoms and the surface Pd atoms. In contrast, the
(sub-ps) anharmonic decay of the highly populated surface
optical modes at Pd(100) quickly dissipates the energy at a
constant rate of ∼2 meV=fs into the bulk at a concomitant
much shorter lifetime of the hyperthermal state.
The situation at Pd(111) carries thus all characteristics of

a phonon hot spot [35], in which the energy released into
the phononic system stays confined in a nanoscopic region.
After 3 ps we indeed find about one half of the system’s
total kinetic energy to still be within the confines of the
DFT supercell, i.e., in the immediate reaction zone. Within
this region phonon-phonon coupling quickly establishes a
quasiequilibrium phonon distribution that is sufficiently
well described by a Planckian distribution. This allows us
to assign a local phonon temperature that we contrast in
Fig. 3 to a similarly assigned phonon temperature of the Pd
bulk modes. These results confirm a minimal coupling of
the two subsystems over the entire course of the QM/Me-
AIMD trajectory, with the surface hot spot eventually
reaching an effective temperature that is five times larger
than its bulk counterpart and still rising. The small extent of
the hot spot leads thereby to an enormous effective energy
density of the order of 2.7 eV=10 nm3 ∼ 10 J=cm3 created
by a singular molecular event. Even though modern high-
fluency laser pulses reach even higher absorbed energy
densities than this [36], much of this energy is there
primarily deposited into electron-hole (e-h) pairs, which
efficiently dissipate this energy over a larger volume. At
present, our electronically adiabatic theory does not
account for this dissipation channel at all. However, we
do not expect this channel to be large. Using the calculated
average velocity of all Pd atoms in the QM reaction zone

over the course of the QM/Me-AIMD trajectory to evaluate
the accumulated loss due to electronic friction [37], we
arrive at a rough estimate of only 22 meV after 3 ps. This
suggests that the “hot chemistry” ensuing the exothermic
surface reaction is qualitatively different to laser-driven
photochemistry, where particularly for chemisorbed adsor-
bates the excitation of hot electrons is generally believed to
play a crucial role [41].
Similarities might instead be higher for radiation damage

aspects like the transient recoil of nuclei under neutron
bombardment. The presented QM/Me methodology is
generally suitable for application to any problem that
breaks a metal’s translational symmetry in any number
of periodic directions. Beyond its relevance within the
surface science context (for instance to address adsorbate-
induced reconstructions), it may therefore readily be
employed to follow bulk diffusion or address the chemistry
around bulk defects and dislocations [42].
In conclusion, we have studied the equilibration dynam-

ics ensuing the exothermic O2 dissociation at Pd(100) and
Pd(111). The obtained ab initiomolecular dynamics results
indicate that hitherto considered product end distances
provide a misleading measure of the transient hot adatom
mobility that results from a noninstantaneous dissipation of
the released energy. The lifetime of this hyperthermal state
might be particularly long precisely in situations where the
substrate symmetry or higher surface coverages enforce a
random-walk-type diffusion. While leading to small net
displacements, this type of diffusion favors the excitation of
long-lived Rayleigh surface phonon modes, which effi-
ciently confine the released chemical energy within a
nanoscopic hot spot around the impingement region.
This suggests that transient mobility might be more
common than hitherto anticipated, possibly extending
particularly to systems where it has been dismissed on
the basis of nearest-neighbor-type end distances. From the
computed decay constants, we estimate an average of 10 ps
to a full thermalization of the O adatoms at Pd(111). With
an initial kinetic energy corresponding to several thousands
of kelvin this is a long time to induce hot chemistry.
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Phononic dissipation during “hot” adatom motion: A QM/Me study of O2

dissociation at Pd surfaces
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We augment ab initio molecular dynamics simulations with a quantitative account of phononic dissipation
to study the non-equilibrium aftermath of the exothermic oxygen dissociation at low-index (111), (100), and
(110) Pd surfaces. Comparing the hyperthermal diffusion arising from a non-instantaneous dissipation of the
released chemical energy, we find a striking difference in the resulting “hot” adatom lifetime that is not overall
reflected in experimentally recorded product end distances. We rationalize this finding through a detailed
mode-specific phonon analysis and identify the dominant dissipation channels as qualitatively different groups
of localized surface modes that ultimately lead to intrinsically different rates of dissipation to the Pd bulk. The
thus obtained first-principles perspective on non-equilibrium adsorbate-phonon dynamics thereby underscores
the sensitive dependence on details of the phononic fine structure, while questioning prevalent assumptions
about energy sinks made in commonly used model bath Hamiltonians.

PACS numbers: 34.35.+a,68.43.Bc,82.53.St,63.22.-m

I. INTRODUCTION

Surface diffusion is a vital step in a number of im-
portant surface dynamical processes such as epitaxial
growth, the self-assembly of surface nanostructures, or
catalytically relevant chemical reactions. The preva-
lent notion of thermal diffusion presupposes the adsor-
bate’s continuous equilibration with the surface and cor-
respondingly predicts a temperature dependence dictated
by the substrate temperature. This is contrasted by
the concept of hyperthermal transient mobility, which
results from the intrinsic exothermicity of an immedi-
ately preceding elementary step like (dissociative) ad-
sorption. The hyperthermal diffusion is then governed
by the delayed energy dissipation to the underlying sub-
strate rather than the substrate’s overall temperature. A
corresponding transient mobility has been proposed re-
currently, and attracts increasing attention for instance
in view of its ability to generate “hot” precursors for
subsequent reaction steps1. Ensuing for example the
(exothermic) dissociative oxygen adsorption, resulting
hot O adatoms have been suggested to promote oxide nu-
cleation at low temperatures2 while also offering promises
for opening up low-energy pathways in oxidation cataly-
sis3.

Despite this suspected importance it has hitherto
proven rather challenging to really grasp such hyper-
thermal diffusion processes even in the idealized regime
of single-crystal surfaces and ultra-high vacuum (UHV).
Experiments providing the required atomic spatial reso-
lution are unable to explicitly access the picosecond dy-
namical motion. Instead, the hyperthermal motion is at
best indirectly inferred in scanning tunneling microscopy

a)Electronic mail: vanessa.bukas@ch.tum.de

(STM) studies performed at temperatures that are suf-
ficiently low to suppress thermal diffusion. Such studies
focused heavily on the dissociative and highly exother-
mic adsorption of O2 at transition metal surfaces4–9. An
ensuing transient mobility is there derived from recorded
larger separation distances of adatom pairs; an indirect
procedure that has caused quite some controversy10.

Predictive-quality theoretical work would provide the
necessary spatial and temporal resolution, yet has strug-
gled with the necessity to both provide a reliable account
of the quantum-mechanical (QM) surface chemical inter-
actions and the heat dissipation into the phononic de-
grees of freedom. Straightforward ab initio molecular dy-
namics (AIMD) simulations in computationally tractable
supercell geometries suffer from unphysical phonon re-
flections at the periodic boundaries and an inadequate
description of the phononic band structure. Alternatively
pursued Langevin-type approaches remove the phonon
reflections in finite-size supercells by relying on bath
Hamiltonians to describe the phononic degrees of free-
dom, cf. for example Refs 11–13. The practical bot-
tleneck here are the assumptions that have to be made
with respect to the bath Hamiltonian. With very little
generally known about adsorbate-surface or surface-bath
coupling constants, rather crude descriptions represent
the state of the art. Based mainly on energetic consid-
erations, low-frequency Rayleigh modes are for instance
generally assumed to be predominantly excited upon first
impact with the surface. Some justification for this con-
jecture has in fact been provided by early studies of light
atomic or molecular species scattering off noble metals
(cf. for example Ref. 14 and references therein), while
instances have also been reported to put it into ques-
tion24. The validity extent of this assumption thus over-
all remains to its larger extent unknown. On the other
hand, there is vice verca the question of how well these
microscopic details need to be described from a modeling
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perspective in order to arrive at a reliable description of
the actual adsorbate dynamics.

In this situation, the recent advent of the QM/MM
embedding approach for metals (originally coined, and
hence referred to, as “QM/Me”) allowed for a big step
forward15. Within a multi-scale modeling philosophy,
this embedding scheme complements a density-functional
theory (DFT) based treatment of the immediate reac-
tion zone around the adsorbate impingement site with a
quantitative treatment of phononic dissipation into an
extended substrate described at the molecular model-
ing (MM) level. In a first comparative study applying
this QM/Me scheme to different metal facets we com-
pared the hot adatom diffusion ensuing O2 dissociation
over Pd(100) and Pd(111)16. This revealed the exper-
imentally accessible product end distances as a rather
misleading measure for the lifetime of the hyperthermal
state. The latter was found to be particularly long at
Pd(111), where a random-walk type diffusion leads only
to small net displacements. In contrast, the symmetry of
the more “open” Pd(100) surface allows for channel-type
diffusion and concomitant longer net displacements - yet
at a rather short lifetime.

This already demonstrates a complex dependence on
microscopic details of the dissipative dynamics. Here,
we now directly investigate the role of substrate symme-
try by providing a detailed mode-specific phonon anal-
ysis to compare the equilibration ensuing O2 dissocia-
tion at all three low-index (111), (100) and (110) Pd
facets. Despite the similarly high exothermicity of the
dissociative reactions and comparable barriers for atomic
diffusion, we find a striking difference in the degree of
the resulting hyperthermal mobility, i.e. the O adatoms
remain “hot” for shorter or longer periods of time on
each of the substrates. We rationalize this finding by
identifying the dominant dissipation channels as quali-
tatively different surface modes that do not necessarily
involve the Rayleigh modes at the lower energy end of
the phononic spectra. This ultimately leads to intrinsi-
cally different rates of dissipation from the three surfaces
to the Pd bulk, as verified by quantifying the phononic
energy uptake directly from the QM/Me-AIMD trajec-
tories. We thus overall underscore the importance of
modeling the “right” surface excitations, while offering
a first-principles perspective on the phonon parameters
that enter prevalent heat bath models.

II. METHODS

A. QM/Me: An Embedding Approach for Metals

QM/Me is an embedding scheme specifically designed
to treat dynamical processes at metal surfaces15. Its
originality, in comparison to QM/MM embedding as rou-
tinely employed in the modeling of biomolecules or band-
gap materials17–19, lies in avoiding the use of finite QM
clusters. The embedded QM region is instead calculated

using periodic boundary condition (PBC) supercells, as
is required to fully capture the delocalized metallic band
structure and its crucial importance to adsorption. The
embedding into the MM region is then achieved by sepa-
rating the chemical and elastic contributions in the QM
interaction potential, which leads to the following em-
bedding ansatz for an atom at position R:

V QM/Me(R) =V Me(Rbath) (1)

+
[
EQM(Rslab ∪Rads)− EQM(Rslab)

]

︸ ︷︷ ︸
V ∆QM(Rslab∪Rads)

,

where the coordinate sets Rbath, Rslab, and Rads corre-
spond to all metal atoms in the MM simulation cell, to
the metal atoms in the embedded QM supercell, and the
adsorbate atoms, respectively.

Equation (1) defines V ∆QM as the specific chemi-
cal adsorbate-substrate and adsorbate-adsorbate interac-
tions. It is obtained in practice from two successive DFT
calculations within identical periodic supercells: The first
includes the adsorbate atoms and the second excludes
them, while in both cases the positions of the substrate
atoms (Rslab) remain unchanged. Forming the difference
of these calculations thus cancels contributions of elas-
tic interactions in the metal substrate and leaves only
the adsorbate-induced chemical interactions. The latter
are sufficiently short-ranged to be well contained within
the finite extent of computationally tractable supercells.

Even though calculated within PBCs, V ∆QM extends
thus only over a finite region. V Me then provides the
missing elastic contributions from substrate-substrate in-
teractions due to lattice deformations that occur with
the progressing chemical reaction. They are accurately
described by many-body classical interatomic potentials
and the numerical efficiency of the latter allows to ex-
plicitly model them in an extended MM region. Several
tens of thousand bath atoms can thus easily be included
without the evaluation of V Me becoming a computational
bottleneck and without the simulation being affected by
the lateral PBCs which we impose on the MM region for
the sake of convenience.

“Embedding” V ∆QM in V Me through Eq. 1 thus com-
plements first-principles based dynamical simulations of
chemical reactions at metal surfaces with an explicit
account of the energy dissipation into an atomically-
resolved heat bath. It is exactly this atomic resolution
that lays the foundations for the phonon analysis de-
scribed in Section II B and the thereby derived important
information on the microscopic details of energy dissipa-
tion.

B. Phonon Projection Scheme

In the following we describe a rigorous projection
scheme used to quantitatively assess phononic excitations
in a mode-specific manner by using information that can
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be directly extracted from AIMD simulations. As already
indicated, such an analysis is only made possible here
by explicitly considering the atomistic details in the ex-
tended MM region and thus incorporating a realistic de-
scription of the phononic fine structure into the QM/Me
Hamiltonian, cf. Eq. 1. A challenge remains, however, in
making contact with the phonon dispersion relation in or-
der to identify the nature of excited modes through their
actual wave vector, while in the meantime circumventing
the computationally formidable task of diagonalizing the
dynamical matrix of a MM region that contains in excess
of hundred thousand atoms.

We achieve this on the basis of a projection methodol-
ogy that allows to represent the complex atomic displace-
ment pattern of the atoms in the large MM region as a
superposition of the normal mode displacement eigenvec-
tors of a laterally periodic surface primitive cell. Phonons
realized in different branches at the Γ̄-point in the small
Brillouin zone of the supercell are thus effectively back-
folded into the (larger) Brillouin zone corresponding to
the chosen surface primitive cell. The target phonon
mode expansion coefficients then depend on time only
through the real-space displacement field, which can be
straightforwardly obtained at any time step of a MD tra-
jectory. The projection scheme is thus rendered suitable
for instantaneous application without the need for an av-
eraging over time. This already offers a prodigious ad-
vantage over methods that rely on time autocorrelation

functions to arrive at occupied phonon densities, in par-
ticular within first-principles based approaches for which
a quantitative phonon analysis has thus far remained im-
practical or even impossible (cf. for example Refs 20–22).

The rigorous formulation of the phonon projection
scheme was originally laid out by McGaughey and Ka-
viany for the monatomic (Ncell = 1) bulk primitive cell
of Lennard-Jones model crystals23. For the present ap-
plication on a two-dimensional slab that extends over
a sufficient number of surface layers (Nlayers) this has
been appropriately extended to a polyatomic primitive
cell, a detailed derivation of which may be found in
Ref. 24. This cell specifically contains a single atom
per layer for the low-index fcc surfaces investigated here
(Ncell = Nlayers), while an arbitrarily large supercell can
then be constructed by (N1 ×N2) repetitions in the lat-
eral periodic directions.

The starting point is then the atomic displacement
field of the MM supercell containing Nsupercell (≡ N1 ×
N2×Nlayers) atoms. This displacement field is described

in the 3Nsupercell-dimensional vector UMD(t) that de-
notes the Cartesian displacements with respect to the
equilibrium positions R0 at a given time t during the
MD simulation. The vector is defined on the real-space
lattice grid (Ln) of the atomic positions and can be trans-
formed onto the corresponding reciprocal grid (qn) of
exact phonon wave vectors by means of a discrete two-
dimensional spatial Fourier transform:

UMD
Ĩα

(Ln; t) =
1√
N1N2

1√
MĨ

grid∑

qn′




3Nlayers∑

b′=1

C(qn′ , b′; t)ûĨα(qn′ , b′)


 eiqn′ ·Ln . (2)

The transformation is performed component-wise with
Cartesian vector coordinates α = (x, y, z) and for ev-
ery atom in the supercell. The latter are indexed by a
number Ĩ in the primitive cell (denoting the specific sur-
face layer) and a two-dimensional lattice vector L leading
to the desired periodic image (n) in the lateral direc-
tions. At every point qn′ the phonon mode expansion
coefficients C(qn′ , b′; t), which are the key quantities of
interest here, are represented in the orthonormalized ba-
sis of generally complex-valued displacement eigenvectors
{ûĨα(qn′ , b′)}b′ ⊂ C3Nlayers , where b′ is the phonon band

index. Finally, masses (MĨ) are separated out of the
latter which are therewith given in mass-weighted coor-
dinates as is the common convention in lattice dynamics.

As already indicated above, q-points of the reciprocal-
space grid are chosen such that the two-dimensional pe-
riodicity of the phonons is commensurate with the cho-
sen supercell and hence described exactly. Making use of
the orthonormality relations for both the discrete Fourier
transform and the displacement eigenvectors greatly sim-
plifies the task of obtaining the target C(qn, b; t) from
Eq. 2 and leads to the following ansatz:

C(qn, b; t) =
1√
N1N2

N1×N2∑

n

Nlayers∑

Ĩ

√
MĨ [ûĨ(qn, b)]

∗ · UMD
nĨ

(t)e−iqn·(R
0
nĨ
−R0

Ĩ
) , (3)

where the double-index nĨ iterates over all Nsupercell

atoms in the MM supercell.
Following the same decomposition of Eq. 2 and the en-

suing formalism also for the velocity field Ṙ
MD

(t) yields
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corresponding velocity expansion coefficients Ċ(qn, b; t).
Under the harmonic approximation, the total energy of
a single phonon mode can then be expressed as

εph(qn, b; t) = εph
kin(qn, b; t) + εph

pot(qn, b; t) (4)

=
1

2
|Ċ(qn, b; t)|2 +

1

2
ω2(qn, b)|C(qn, b; t)|2 ,

where the two terms correspond to the kinetic and (har-
monic) potential energy of the corresponding mode with
frequency ω. To the extent that the harmonic approxi-
mation holds, Eq. 4 thus forms the foundation for quan-
tifying the total phononic energy uptake

Eph
tot(t) =

grid∑

qn

3Nlayers∑

b=1

εph(qn, b; t) , (5)

while the provided mode selectivity allows to also focus
on certain groups of modes and assess their role during
the dissociation dynamics.

C. Computational & Technical Details

The oxygen-Pd interaction energetics are obtained by
DFT calculations within the generalized gradient approx-
imation and using the exchange correlation (xc) func-
tional due to Perdew, Burke and Ernzerhof (PBE)25.
The approximate account of electronic xc in the semi-
local PBE functional is known to lead to spurious ferro-
magnetic ordering in bulk palladium26. To suppress this,
we assume perfect quenching of the O2 spin-triplet state
close to the metal surface27 and conduct all calculations
in a non-spin polarized manner. Electronic states are
described with an all-electron basis set as implemented
within the FHI-aims code28. Specifically, the “tier2” ba-
sis set with the internal default tight settings for the
numerical integrations are employed in the description of
O atoms and Pd atoms belonging to the topmost sur-
face layer. “Tier1” and light settings are chosen for all
remaining Pd atoms. For the optimized O adsorption
energies at all three considered Pd surfaces, this setup
was found to significantly reduce the computational ef-
fort at an insignificant additional uncertainty<10 meV as
compared to calculations performed at full “tier2”/tight
level.

The effective separation of short-ranged chemical and
long-ranged elastic interactions crucially relied upon by
QM/Me holds only upon vanishing force differences

F∆QM for Pd atoms at the boundaries of the embedded
QM supercell and their larger distance from the adsor-
bate(s). Careful checks were thus performed to ensure
that such force components on most distant atoms have
decayed to ≤ 10−2 eV/Å2 in order to minimize boundary
effects for the embedding cells employed in this work.
These consist of three layer slabs which are (6×3), (9×3)
and (6×6) multiples of the Pd(110), Pd(100) and Pd(111)
surface unit cells, respectively. These QM supercells are

illustrated in the insets of Fig. 1 and each features a
vacuum region of 30 Å. Calculations are performed us-
ing (2×4×1), (2×4×1) and (2×2×1) Monkhorst-Pack
grids29 for k-point sampling of the O2-Pd(110), O2-
Pd(100) and O2-Pd(111) systems, respectively. Using
these computational settings consistently for both DFT
calculations required at each time step (here, of a 2.5 fs
length) during a QM/Me-based MD simulation ensures

a numerically well-defined construction of F∆QM(Rslab)
with negligible embedding-induced errors, as also verified
by the high-quality energy conservation (< 0.5 meV per
atom) obtained for the investigated trajectories.

A cubic (50×50×50) MM region, incorporating a total
of 125,000 Pd atoms, is used to describe the long-range
phonon propagation in all investigated Pd substrates.
Such system sizes are still very much affordable within a
classical treatment and ensure that phonon propagation
has not yet reached the boundaries of the employed sim-
ulation boxes even for the longer trajectories (3 ps) con-
sidered in this work. The bath energetics are evaluated
using the LAMMPS30 package and at the level of a modified
embedded atom method (MEAM) as originally devel-
oped by Baskes31. For the Pd(100) and Pd(111) slabs we
specifically employ the MEAM reparameterization used
in the more recent work of Meyer and Reuter15 which
was found to better reproduce first-principles based re-
laxation effects32 at these two surfaces. As already indi-
cated, QM/Me forces are evaluated independently on the
DFT, MM levels of theory and atomic positions are com-
municated between the two at each MD time step. The
latter are automatically re-scaled here through the use
of fractional coordinates in order to overcome the lim-
itation imposed by any residual lattice mismatches be-
tween the MEAM and our PBE-DFT description of the
Pd substrate. We note that qualitatively similar results
are obtained in the context of the adsorbate equilibra-
tion dynamics for all investigated systems when employ-
ing either the original or reparameterized version of the
MEAM potential.

Classical MD simulations are performed at a zero ini-
tial temperature within the NVE ensemble and accord-
ing to the QM/Me embedding scheme. We loosely in-
terface the calculations performed independently on the
DFT and MEAM levels through the Atomic Simulation
Environment (ASE)33. Extending on the latter, a simple
“master” script is responsible for: i) properly communi-
cating the coordinate and force sets during each time
step of the MD simulation, ii) collecting the ingredients
needed to apply the embedding ansatz of Eq. 1, iii) prop-
agating the system in time via the Velocity Verlet algo-
rithm, and iv) book keeping the large input/output files.

Static stand-alone DFT calculations are performed
based on the FHI-aims setup described above, but em-
ploying five-layer (3×3) (or (4×4)) surface slabs with
(4×4×1) (or (3×3×1)) Monkhorst-Pack grids for k-point
sampling. Relaxations are conducted using the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) algorithm and a con-
vergence criterion of Fmax ≤ 10−2 eV/Å. Vibrational
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modes of adsorbed oxygen atoms are obtained within
the harmonic approximation by diagonalizing a finite dif-
ference approximation of the Hessian matrix as imple-
mented within ASE. The forces are calculated for six dis-
placements from the equilibrium state per oxygen atom:
±δ for each Cartesian coordinate where δ is set to 10−2 Å.
Finally, transition state searches are conducted with the
ASE-implemented Climbing Image version of the Nudged
Elastic Band (NEB) method34, while typically constrain-
ing all but the topmost one or two Pd surface layers for
reasons of computational efficiency.

Phonon modes are calculated using the finite dis-
placement method, based on the implementation avail-
able within ASE and after loosely interfacing with the
LAMMPS30 package. Atoms in the relaxed primitive cell of
the Pd(110), Pd(100) and Pd(111) slabs are displaced by
±10−3 Å along each of the x, y and z directions. Laterally
converged results for both the phonon band structures
and spectral densities (as e.g. those shown in Figs. 2, 3,
and 4 below) are obtained based on (6 × 6) multiples of
the surface unit cell.

III. RESULTS AND DISCUSSION

A. Dissociative O2 Adsorption at Low-Index Pd Surfaces

The dissociative adsorption of oxygen on the clean
Pd(111), Pd(100) and Pd(110) surfaces is similarly
exothermic, with PBE-DFT predicting the release of
more than 2 eV per dissociating molecule. This simi-
larity does not extend, however, to the underlying ad-
sorption mechanism which varies between direct and/or
precursor-mediated dissociation35–38. Aiming here at a
reliable representation of the O2 bond scission as a start-
ing point for the ensuing equilibration process, we focus
on establishing in each case initial conditions of partic-
ular statistical relevance for the representative QM/Me-
AIMD trajectories presented in the following. For model-
ing direct dissociation at Pd(100), we thus investigate the
dominant entrance channel from the gas phase. To ini-
tialize trajectories in the precursor-mediated dissociation
over Pd(110) and Pd(111), we focus instead on the more
readily accessible transition states (TS) between molec-
ular and dissociative adsorption as identified via NEB
calculations. A negligibly small initial kinetic energy is
then properly distributed in the direction of the O2 re-
action coordinate simply to enforce the forward reaction
which is subsequently dominated by the large intrinsic
exothermicity of the dissociation event itself.

O2 at Pd(100): Classical MD simulations39 per-
formed on a DFT-based PES that has been interpolated
within a neural-network approach40 shows direct dissoci-
ation at Pd(100) to proceed via one dominant entrance
channel. This has gas-phase O2 centering side-on above a
fourfold hollow site with its molecular axis oriented along
the [001] direction, i.e. in the direction of the neighbor-
ing hollow sites. The representative QM/Me-AIMD tra-

jectory presented in the following is therefore initialized
with molecular oxygen in such a configuration and at a
height of 1.8 Å above the surface, where O-Pd energy ex-
change can still be considered negligible. The molecule
is assigned an incident momentum normal to the surface
that is consistent with the present PES description. Ex-
ploring the dominant entrance channel in nine further
QM/Me-AIMD trajectories initialized at slightly differ-
ent positions showed no qualitative effect on the central
observables targeted here, i.e. the O-O end distances and
concomitant phononic response.

O2 at Pd(110): A twofold adsorption mechanism is
suggested on Pd(110) that exhibits a strong energy de-
pendence and has precursor-mediated dissociation dom-
inating in particular at low O2 incident energies36. As
we will describe in detail elsewhere41, static DFT calcu-
lations exploring the high-symmetry adsorption sites on
the relaxed, unreconstructed Pd(110) slab show molec-
ular chemisorption to be preferred when O2 lies parallel
to the surface. Energetically favorable pathways under-
lying in fact both dissociation mechanisms are found to
proceed via the fourfold hollow site and with the molec-
ular axis oriented along the [11̄0] direction, i.e. along the
surface troughs. Investigating the low-coverage molecu-
lar precursor state in particular reveals a deep potential
well (Eb =1.1 eV) from which O2 can escape via a low
dissociation barrier (Ediss =173 meV) that elongates the
O-O bond and results in the adatoms separating along
[11̄0]. The corresponding TS, combined with an initial
O2 kinetic energy of 25 meV, is used here as a starting
point for the QM/Me-AIMD trajectory presented in the
following. Qualitatively similar results are, however, also
obtained for investigating diffusion along the [001] surface
channels, i.e. by initializing O2 from the less exothermic
TS (Ediss =653 meV) at a rotated top-hollow-top config-
uration (not shown). Nine trajectories in total overall
confirm the qualitative picture discussed in the following
regarding phononic dissipation and show no significant
dependence on the initial kinetic energy or dissociative
configuration.

O2 at Pd(111): Molecular beam experiments show no
direct dissociation at Pd(111)37,38. The surface poten-
tial steers impinging O2 instead into molecular precur-
sor states from which thermally accommodated oxygen
can then only proceed to dissociation in a second step
after sufficient heating. Here we predict the most sta-
ble such precursor states at the limit of low coverages as
top-hollow-bridge configurations, i.e. with the O2 center
of mass essentially above a threefold hollow site and the
molecular axis oriented along the [12̄1] direction. Ad-
sorption is energetically almost degenerate over the fcc
and hcp hollow sites (Eb =891 meV and 831 meV, respec-
tively) and yields vibrational O-O stretching frequencies
(903cm−1, 873cm−1, respectively) that are in good agree-
ment with previous theoretical work42,43. These values
may equally well represent the frequency measured for
the most abundant molecularly chemisorbed species at
low coverages (800-840 cm−1, depending on experimen-
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tal conditions) by high-resolution electron energy loss
spectroscopy (HREELS)44. Consistently, both molecu-
lar configurations exhibit similarly high dissociation bar-
riers (Ediss =686 meV and 621 meV, respectively) along
the calculated minimum energy paths that lead to a pair
of oxygen atoms optimally adsorbed at identical neigh-
boring hollow sites (hcp-hcp, fcc-fcc). Having no formal
justification therefore for favoring either one or the other
reaction path, we consider both involved TS geometries
as the most probable candidate representatives for initial-
izing nine O2/Pd(111) trajectories in total. These start
from exploring the strict vicinity of the aforementioned
TSs for molecular oxygen and differ slightly in the as-
signed initial kinetic energy (in the range of 5-50 meV).
While the latter yield qualitatively similar results, the
specific trajectory discussed in the following is initialized
from the (exact) dissociative TS above hcp and with an
O2 kinetic energy of 25 meV.

B. Equilibration Dynamics and “Hot” Adatoms

The top panels of Fig. 1 schematically illustrate the
oxygen trajectories obtained following dissociation over
Pd(110) (left), Pd(100) (middle) and Pd(111) (right),
while dO−O directly measures the adatom separation dis-
tance as a function of time. The evolution of kinetic
energies in the lower panels show how the released reac-
tion energy initially accelerates the resulting O adatoms
and decays thereafter into the Pd substrate. This de-
cay clearly occurs on a picosecond timescale on all sur-
faces, i.e. it is not instantaneous on the timescale of the
actual dissociation dynamics. An appreciable difference
is, however, observed in the rate of energy transfer that
decreases with increasing surface packing from Pd(110)
over Pd(100) to Pd(111). This is most prominently re-
flected in the fraction of dissipated energy that has been
propagated by phonons outside the QM embedding cells
already on these timescales. Depicted by the shaded gray
areas in Fig. 1, this amounts to 82%, 73%, and 54% of
the total energy that has been dissipated to the substrate
at ca. 1 ps after the initial O2 bond dissociation over
Pd(110), Pd(100), and Pd(111) respectively. This first
quantitative estimate of heat transfer thus already under-
scores here the importance of augmenting self-standing
AIMD simulations (that rely on, at most, several tens of
substrate atoms) with a proper description of bulk dis-
sipation, and has important consequences for the actual
adsorbate dynamics.

The varying dissipation rates on the three surfaces give
rise to dissociation products of an intrinsically different
degree of hyperthermal mobility. Efficient heat dissipa-
tion at Pd(110) results in slow oxygen adatoms that are
promptly captured by the surface potential at the imme-
diately adjacent long-bridge sites. Figure 1 thus shows
the adsorbates equilibrating at a distance of only one
SLC (∼ 2.8 Å) and already within a few tens of fs af-
ter the O2 molecular bond breaks, i.e. even before they

reach the (second nearest neighbor) quasi-threefold coor-
dinated trough sites which are most favorable for atomic
adsorption. This effectively lowers the amount of energy
released during the ps-scale “hot” reaction to ca. 1.7 eV,
as compared to the ideal 2.5 eV for adsorption over hol-
low. Dissociation over Pd(100) and Pd(111) results in-
stead in translationally “hot” products whose transient
mobility is marked by a series of hyperthermal diffusive
hops (indicated by arrows in Fig. 1) between neighbor-
ing binding sites. A largely increasing separation dis-
tance dO−O is found on Pd(100) as the adatoms follow
a channel-type diffusive motion along the [001] direction.
Two hyperthermal hops over bridge bring the adatoms to
fcc hollow sites at four SLCs apart (∼ 11.2 Å)45, where
they equilibrate within ca. 1 ps. A random-walk type
diffusion is instead found on the densely packed Pd(111)
surface which has the adatoms primarily trapped in the
vicinity of hollow sites. Collisions with neighboring Pd
atoms randomize the direction of the O lateral motion
and the adatoms eventually occupy hcp hollow sites at a
much smaller O-O separation distance of only two times
the SLC (∼ 5.6 Å). And yet, Fig. 1 reveals intriguingly
hot adatoms on Pd(111) with significant fluctuations
in kinetic energy even after the four barrier crossings
counted along the presented 3 ps trajectory. In full agree-
ment with experiment8, similarly short end distances (in
the range of 1-3 SLCs) are predicted by a total of nine
QM/Me-AIMD trajectories, from which the extracted
decay constants nevertheless suggest an average of 10 ps
to a full thermalization.

Experimentally accessible product end distances can
thus form a particularly misleading measure of adsor-
bate hyperthermal mobility16. While not reflected here
in the trend of equilibrium dO−O values, transient hyper-
thermal lifetimes increase by approximately one order of
magnitude for O2 dissociating at each of the three low-
index Pd surfaces. This is a particularly intriguing result
given the similarly high exothermicity of the dissocia-
tive reactions (2.5, 2.3 and 2.7 eV at DFT-PBE level for
the O adatoms optimally adsorbed at the favored hol-
low sites on Pd(110), Pd(100) and Pd(111) respectively)
and barriers for atomic diffusion 421, 154, and 327 meV,
respectively). The substantially different oxygen equili-
bration rates must therefore arise from qualitative dif-
ferences in the underlying mechanism of phononic dissi-
pation toward which we thus turn our attention in the
following.

C. Exciting Phonons

Based on the projection scheme laid out in section II B,
we analyze the corresponding phonon dynamics by eval-
uating the time-dependent (harmonic) phonon energies
at specific time steps along the obtained QM/Me-AIMD
trajectories. Even for the longest (3 ps) trajectories con-

sidered in this work, the total phononic energy Eph
tot

calculated through Eq. 5 is found to be well contained
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FIG. 1. (Color online) Dynamical information extracted from representative QM/Me-AIMD trajectories for O2 dissociating at
Pd(110) (left), Pd(100) (middle) and Pd(111) (right). Top panels: Separation distance of the oxygen adatoms in units of the
surface lattice constant (SLC, ∼ 2.8 Å). Hyperthermal adatom hops are numbered and schematically represented in a top-view
of the DFT-described reaction zones in the figures insets. Lower panels: Kinetic energy of the Pd atoms contained in the QM
embedding cell Ekin(Ṙslab) (dashed blue line), of all (125,000) Pd atoms in the heat bath Ekin(Ṙbath) (thick gray line), and of

the adsorbates Ekin(Ṙads) (thin red line). The area between the last two curves (shaded in gray) is correspondingly a measure
of the heat dissipated outside of the QM reaction zone.

within (40×40) repeating units of 40-layer surface primi-
tive cells, i.e. well within the boundaries of the employed
MM region. In order to minimize the associated compu-
tational effort, commensurate reciprocal-space grids of
a slightly reduced density are thus hereby employed to
sample the corresponding twofold, fourfold and sixfold
two-dimensional surface Brillouin zones of the Pd(110),
Pd(100), and Pd(111) substrates, respectively. Compar-

ing to the equivalent Eph
tot representation obtained by di-

rectly evaluating the anharmonic MEAM potential then
provides a measure for the total error introduced by pro-
jecting onto a harmonic solid. The latter is found in all
cases to yield an additive offset contribution which is par-
ticularly small during the early stages of the dissipation
dynamics. For the results presented in the following, we
specifically calculate a negligibly small absolute error of
< 15 meV which thus conveys confidence in the emerging
mechanistic analysis.

Energy resolved excitation spectra are calculated “on
the fly” through a straightforward discretization of Eq. 4
along the energy (~ω) axis. While this greatly simpli-
fies visualization, it is still the mode selectivity naturally
provided by the underlying formalism that allows to fo-
cus on certain groups of modes. In particular the surface
phonons obviously form a very prominent group in this
context and are classified here as modes whose displace-
ment eigenvector is localized to at least 20% in the two
outermost slab layers. We verify that modifying this cri-

terion has no qualitative effect on the presented results,
but yields only quantitative changes simply because more
or less phonons are identified as surface modes.

Figures 2, 3, and 4 show such excitation spectra cal-
culated at t = 50 fs along the presented QM/Me-AIMD
trajectories, i.e. during the very early stages of the oxy-
gen adsorption dynamics. Intriguingly, despite their neg-
ligible spectral weight illustrated by the phononic density
of states (DOS) in the middle panels, surface modes are
found in all cases to carry a substantial fraction (45%,
45%, and 33% for Pd(110), Pd(100), and Pd(111), re-
spectively) of the total energy that has been dissipated
into the substrate at that time. Qualitative differences,
however, in the phononic response have already set in
and are clearly apparent.

At Pd(110) the dissipated energy is distributed within
the entire frequency range of the phonon band structure
which is given for reference in the leftmost panel of Fig. 2.
The latter is decorated by a rich spectrum of both pure
and resonant surface states (outlined by black markers),
as expected by the large structural relaxation at this open
surface32. The rightmost panel of Fig. 2 shows a strong
non-equilibrium population of these modes (in black),
with a significant fraction (33%) of the surface energy
lying within a bulk-hybridized resonant state at interme-
diate frequencies (13-15 meV) that displays a predomi-
nantly longitudinal displacement pattern as it (partially)
extends along Γ̄− Ȳ (confirmed also in previous theo-
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FIG. 2. (Color online) Rightmost panel: Energy resolved phonon excitation spectrum calculated at t = 50 fs along the QM/Me-

AIMD trajectory of O2 dissociating at Pd(110) as described in the main text. The total amount of energy (Eph
tot) along with

the fraction assigned to surface modes (Eph
surf) are noted and correspond to the areas shaded red and black respectively. Middle

and leftmost panels: The corresponding equilibrium bulk Pd phonon density of states (DOS) and phonon dispersion along
the boundaries of the irreducible wedge are shown for reference. In all cases modes are classified as surface phonons if their
displacement eigenvector is localized to ≥ 20% in the outermost two slab layers and their contributions are indicated by black
markers/thick lines.
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FIG. 3. (Color online) Same as Fig. 2, but for O2 dissociating at Pd(100).

retical studies32,46). Quite in contrast therefore to what
is predominantly assumed about energy sinks in model
bath Hamiltonians (cf. for example Ref 47 and refer-
ences therein), it is not the Rayleigh modes here that
become dominantly excited although lying energetically
below the onset of the bulk part of the spectrum. Anhar-
monic decay of the different Pd(110) surface excitations
overall leads, already at this time, to substantial bulk
excitation that obviously does not (directly) result from
interaction with the adsorbate alone. Visualizing the dis-

tribution of bulk kinetic energy over the two-dimensional
Pd(110) Brillouin zone at t = 100 fs (cf. inset of Fig. 5)
reveals indeed a strongly perturbed phononic system with
excitations spreading primarily around the Ȳ symmetry
point.

Figure 3 shows a qualitatively different picture at
Pd(100) where the dissipated energy is highly concen-
trated in a single surface optical band of high frequen-
cies (21-22 meV) that lies in a pseudogap between the
bulk modes, in accordance with Refs. 16 and 24. Ana-
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FIG. 4. (Color online) Same as Fig. 2, but for O2 dissociating at Pd(111).

lyzing the mode eigenvectors straightforwardly rational-
izes this unexpected non-Rayleigh excitation16,24 by the
preferred binding site of the O adatoms. Rather than in-
denting the topmost substrate layer upon impingement,
which is the picture suggesting a predominant excita-
tion of corresponding Rayleigh modes, the dissociating
O atoms penetrate directly into the hollow sites and sub-
sequently diffuse laterally over bridge sites along one of
the [001] surface channels. Along this motion they rather
push the top-layer Pd atoms laterally away, which cor-
responds exactly to the purely longitudinal displacement
pattern of the modes belonging to the aforementioned
surface optical phonon band32,46.

The random-walk type diffusion of oxygen on Pd(111)
leads instead to a weighted phonon population that es-
sentially follows the surface DOS, cf. Fig. 4. Similar
to Pd(100), high-frequency optical modes with a longi-
tudinal character promptly decay into large wavelength
bulk modes that reside in the strict vicinity of the Γ̄-
point, cf. insets of Fig. 5. The larger fraction of the re-
leased chemical energy is, however, contained within low-
frequency acoustic phonons at short wavelengths. With
their small group velocities, these notoriously long-lived
Rayleigh waves48 efficiently confine the released energy
at the surface and within a small reaction zone around
the O2 impingement region. Within this region anhar-
monic phonon-phonon interactions quickly establish a
quasi-equilibrium state that is sufficiently well described
by a Planckian distribution. An effective local temper-
ature extracted therefrom shows an increasingly “hot”
surface that contrasts the corresponding bulk behavior
and confirms minimal coupling between the two phononic
sub-systems over the entire course of the QM/Me-AIMD
trajectory16.

The substantially different equilibration rates on the
three surfaces are thus ultimately determined by micro-
scopic details of the interfacial energy exchange. Effi-

cient heat dissipation at Pd(110) is channeled through
the multitude of surface excitations at a constant rate
of ∼ 10 meV/fs, as extracted from the evolution of the

total phonon energy (Eph
tot) in Fig. 5. The vast majority

(94%) of the theoretically predicted 1.7 eV is thus already
dissipated within the first 150 fs of the adsorption dy-
namics (while subsequent fluctuations around 100% re-
flect oxygen’s metastable adsorption at the long-bridge
sites). This contrasts the corresponding value of 0.79 eV
for Pd(100) at this time. Nevertheless, a largely in-
creasing phononic energy uptake is also observed here
through the (sub-ps) anharmonic decay of the aforemen-
tioned highly populated surface optical band. Saturation

of Eph
tot (at the theoretical value of 2.3 eV) is thus reached

within about 1 ps after the initial O2 bond dissociation
and at a concomitant longer lifetime of the hyperthermal
state. The substantially slower equilibration at Pd(111)
results instead from the dominant excitation of long-lived
Rayleigh waves which spatially confine the released chem-
ical energy. As reflected by the non-monotonic behavior
in the total phononic energy uptake, this promotes a back
and forth O-Pd energy exchange and rationalizes the ex-
ceptional hyperthermal mobility observed at this surface.

The presented analysis thus offers a first-principles per-
spective on parameters entering effective models of sub-
strate mobility, such as the prevalent Surface Oscillator49

(SO) and Generalized Langevin Oscillator11–13 (GLO)
methodologies. Our results show that phononic exci-
tations are intrinsically more complicated than postu-
lated in common-practice representations of a single (usu-
ally low-frequency) surface oscillation50, and certainly
not transferable even between different surfaces of the
(chemically) same substrate. As heralded however by re-
cent first-principles based SO/GLO applications of H2 at
Pd51, investigated statistical properties (typically stick-
ing or scattering probabilities) have so far demonstrated
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FIG. 5. (Color online) Phononic energy uptake along the
presented QM/Me-AIMD trajectories as a fraction of the
theoretically predicted chemical energy released during the
“hot” reaction of O2 dissociation at Pd(110) (solid black line),
Pd(100) (dashed red line), and Pd(111) (dotted blue line). In-
sets (a,b,c): Distribution of bulk Pd kinetic energy over the
two-dimensional surface Brillouin zones of the three surfaces
at t = 100 fs. The coloring is based on a linear interpolation
between values at exact phonon wavevectors (~qn, black mark-
ers) at which the kinetic energy of all bulk phonon branches
has been summed.

an exceptional insensitivity with respect to such input
frequency parameters.

With increasing reaction exothermicity and/or con-
comitant adsorbate-substrate vibrational coupling, a
higher sensitivity to the underlying phononic fine struc-
ture might nevertheless still be expected. Occurrences
of resonant phenomena involving selective-phonon exci-
tations are indeed not unheard of and have for exam-
ple been shown to play an important role in the stick-
ing of light H2, HD molecules at metal surfaces14. We
observe here a similar effect for O2 dissociation and sub-
sequent channel-type diffusion at Pd(110) and Pd(100)
which, however, does not involve the predominantly as-
sumed Rayleigh excitation, but rather optical surface
modes at higher frequencies. The “right” surface exci-
tations can thereby only be extracted from a detailed
microscopic phonon analysis such as the one presented
here. Picking up on these frequencies to use as input pa-
rameters in more numerically efficient heat bath models
is now an obvious step forward. Whether the approxi-
mate nature of the latter will, however, allow for lifting
the aforementioned insensitivity and capturing selective-
adsorption resonances remains yet open to investigation.

IV. SUMMARY AND CONCLUSIONS

In summary, we augmented ab initio molecular dynam-
ics simulations with a quantitative account of phononic
dissipation and studied the equilibration process ensuing

the exothermic oxygen dissociation at all low-index (110),
(100), and (111) Pd surfaces. The specific motivation was
to elucidate the influence of substrate symmetry on the
resulting hyperthermal adatom mobility, while assessing
the level of detail required to be accounted for in the un-
derlying phonon excitations. We observe a striking differ-
ence in the hot O lifetime that decreases from Pd(110)
over Pd(100) to Pd(111) and is not overall reflected in
experimentally accessible product end distances. Whilst
difficult to reconcile on purely energetic grounds, this
finding already demonstrates a complex dependence on
microscopic details of the dissipative dynamics.

Relying on our atomically-resolved description of a
macroscopic heat bath, we unravel mechanistic details
of the energy conversion process through a mode-specific
phonon analysis. This reveals qualitative differences in
the phononic response setting in already during the very
first steps of oxygen dissociation. Excitation of specific
groups of localized surface modes set the initial condi-
tions for the ensuing phonon relaxation which is mani-
fested through anharmonic phonon-phonon interactions
and leads to intrinsically different rates of dissipation to
the Pd bulk. Demonstrating how critically these micro-
scopic details may influence the actual adsorbate dynam-
ics thus nicely highlights the strengths of QM/Me em-
bedding compared to previous theoretical treatments of
phononic dissipation. Wahnström and co-workers for ex-
ample entirely neglected such early surface excitations
due to limitations of their semi-empirical potential in de-
scribing O2 dissociation at Al(111) and concluded on
minimal adsorbate-phonon coupling52. On the other
hand, stand-alone AIMD simulations provide the desired
predictive-quality chemical description but will unavoid-
ably falsify the demonstrated picosecond-scale adsorbate
equilibration due to the finite extent of computationally
tractable supercells15.

With qualitatively different surface excitations ob-
served at both the high- and low-frequency regimes, we
illustrate from a first-principles perspective a complex
multi-phonon picture for the non-equilibrium adsorbate-
phonon dynamics such as has been suggested in early
experimental work for e.g. NO at Ag(111)53. In the
meantime, we highlight the danger of generalizing the
single-phonon approximation to strongly chemisorbing
adsorbates that go beyond prototypical studies of light
atom/molecule scattering54. In a systematic compar-
ison with respect to surface symmetry, we relate real-
space trajectories to the specific oxygen-induced excita-
tions which can be subsequently used as input parame-
ters for computationally attractive models of an effective
substrate mobility.
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