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Abstract

This thesis addresses the development of an analysis methodology for BWR insta-

bility phenomena and aims at the identi�cation of in-core, local thermal-hydraulic

processes during a transient. The analysis methodology is designed to apply as

input data the simulation results of time domain coupled system codes. For the

application described in this thesis, a coupled TRACE/PARCS model represent-

ing the Oskarshamn-2 (O2) NPP with a one-to-one core channel representation

has been used. The coupled model simulates the O2-1999 feedwater transient;

an instability event characterized by an in-phase mode of oscillation with reactor

power amplitudes up to 132 %.

The analysis methodology is a two-step approach and uses in the �rst step the

fast-fourier transform algorithm applied on normalized core parameters in two-

dimensional spacial direction of the core. The normalization of the data implies

the advantage of directly comparable results in spectral representation. The spec-

tral analysis results show for each data node the oscillation amplitude to its cor-

responding frequency. In the second step the dominating frequency of each single

parameter is determined and the relative phase shift of the dominating compo-

nents is calculated.

The application of the developed methodology on the simulation results of the

O2-1999 feedwater transient show that the channel mass �ow rates have among

all investigated parameters the clearest di�erences in the local expression of oscil-

lation and are a governing indicator for BWR instability due to the density wave

mechanism. The spectral analysis of the core channel in planar direction points

out a heterogeneous oscillation behavior of the fuel assemblies mass �ow rates. A



certain pattern of core channels with striking mass �ow rate oscillations is pre-

vailing and the pattern shows proportionality to the fuel assemblies relative power

ratio. Moreover the mass �ow rate oscillations of the peripheral core channels are

observed to employ a quasi out-of-phase behavior with the central core channels,

concluding a positive feedback for the growth of the core mass �ow oscillation.
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Chapter 1

Introduction

The worldwide Boiling Water Reactor (BWR) �eet includes more than 80 op-

erating units, in which water is evaporated directly in the reactor core and the

produced steam directly drives a steam turbine. Such a power plant design thus

transforms �ssion power into electrical energy by using only a relative simple in-

dustrial system.

Since the early days of the BWR technology, concerns were risen about the pos-

sibility of thermal-hydraulic oscillations and coupled thermohydraulic-neutronic

instabilities with the major concern on the fuel cooling e�ciency and the cladding

integrity. After the �rst occurred instability events, authorities in all countries

operating this power plant design requested speci�c analyses and changes in the

procedures and plant safety features. As an example, it is common practice to

avoid operating regions where power oscillations could occur.

However, over the last 35 years several BWR instability events occurred that are

summarized in Table 1.1. Some of these events were inadvertent whereas others

were intentionally induced as an experiment. The most probable type of insta-

bility has been the coupled neutronic-thermohydraulic instability that results in

power oscillations at a frequency 0.4 - 0.5 Hz and has its roots in the density wave

mechanism [7].

The main objectives of BWR stability analysis covers the assessment of stability

margins, the prediction of the transient behavior in the case of an unstable condi-
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tion and the prevention and mitigation of consequences of instabilities due to the

design and the assessment of countermeasures.

For the BWR coupled nuclear and thermal-hydraulics analysis, three approaches

are in general applied, namely Frequency Domain analysis, Time Domain analy-

sis, and Bifurcation analysis that are brie�y described by D'Auria in the following

reference [5].

The Frequency Domain approach is designed to analyze the linear stability of

BWRs and considers linear equations rather than the full set of di�erential equa-

tions. By applying a perturbation followed by a Laplace transformation of the

neutron kinetic equations, the dynamics of the �ssion power are easily turned into

the the linear model for BWR stability.

In Time Domain analysis, speci�cally developed analysis tools are included in time-

domain codes to simulate the transient behavior of plant systems. These codes are

based on simulation techniques that numerically integrate the partial di�erential

equations describing the physical time dependent system behavior and have the

capability to cope with the non-linear character of BWRs.

The Bifurcation Analysis represents a tool for the stability analysis of non-linear

dynamic systems. In the context of BWR stability analysis, usually bifurcation

codes are coupled with simpli�ed time domain codes of reduced complexity, so-

called Reduced Order Models (ROMs). The stability and semi-analytical bifur-

cation analysis methods encounter both sub- and super-critical Hopf bifurcations

in di�erent regions of the parameter space. Moreover, information on the type of

oscillation mode (in-phase or out-of-phase) is obtained by analyzing the properties

of the system's eigenvector elements .

In the time-domain analysis many models and computer codes have been developed

over the past several years. In most of the work done so far, stability analysis has

usually been carried out by evaluating the decay ratios and oscillation frequencies

[8]. Real plant conditions leading to BWR instability are founded in a combination

of dynamic multi-disciplinary subjects that include thermal-hydraulics, neutron-

ics, fuel dynamics, heat transfer, ex-core systems, plant control systems and many
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others. As many as possible of these feed-backs can be taken into account when

applying coupled system codes incorporating three-dimensional neutron kinetics

together with thermal-hydraulic system codes for stability analysis. This makes

possible the development of simulation models, which include a reactor core with

a one-to-one fuel assembly representation and allow the study of in-core thermal-

hydraulic local e�ects during a BWR instability event.

From this capability derives the scope of this work, namely the development of

a coupled thermal-hydraulic and neutron-kinetic model with the coupled com-

puter codes TRACE and PARCS. The reactor core fuel assemblies are represented

one-to-one with the real lay-out in the model. The actual nuclear reactor consid-

ered is the Oskarshamn-2 NPP. The BWR instability event analyzed in this thesis

with the coupled model is the O2-1999 feedwater transient. It represents the basis

for a further detailed analysis of the in-core local thermal-hydraulic phenomena

during the stability event.

For the analysis of local parameters, a post-processing method of the results of the

simulation is developed, which applies a Fourier-transform based approach and

identi�es the di�erences between local core parameters. The capabilities of the

method are tested on the simulation results of the O2-1999 feedwater transient

and a further generic case.
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Date NPP, Country,
Manufacturer

Event

30.06.1982 Caorso, Italy,
GE (General
Electric)

It occurred during startup of the reactor. The reactor thermal power was 53.5%
and the recirculation �ow 38%. The operating point of the reactor entered the
unstable region, the oscillations diverged and the reactor scrammed on high-high
APRM signal (120% power).

13.01.1984 Caorso, Italy,
GE

The second event occurred after trip of a recirculation pump and following loss
of some preheater trains. The cold feed water and the strongly peaked axial
power distribution led to neutron �ux oscillations.

13.01.1984 TVO-I, Fin-
land, ABB
Atom

A power oscillation event took place when the plant was brought back to power
after a short shutdown period. The reactor power was about 60% with a recircu-
lation �ow of 30% when increased APRM signal oscillations started to appear.

09.03.1988 LaSalle 2,
USA, GE

Underwent a dual recirculation pump trip following which the unit experienced
excessive neutron �ux oscillations while it was in natural circulation. The re-
sulting perturbation on the switches for anticipated transient without scram
resulted in a trip of both recirculation pumps.

15.01.1989 Forsmark 1,
Sweden, ABB
Atom

After having carried out tests in several of the selected operating points, the
stability boundary was very close. Moving from one point to another, the op-
erator chose to switch from the pump speed control mode to the power control
mode. This was done at 71% power and 4700 kg/s. A remaining control mis-
match led to a small decrease in core �ow. The combined e�ect of the power
control system, caused power oscillations with an amplitude that increased to
about +-20% after 20 s, enough the initiate a pump run-down.

26.10.1989 Ringhals 1,
Sweden, ABB
Atom

In 1989 these NPP was starting up for a new cycle, power oscillations were
observed in the core. During the oscillation, several LPRMs gave a high level
alarm, indicating that the local power in those positions had exceeded 118 %.
The core was stabilized about 30 seconds after the partial scram.

08.01.1990 Oskarshamn 2,
Sweden, ABB
Atom

A planned power reduction from 106% to 65% was performed. The power was
reduced by reducing pump speed to minimum. After about 1 minute, power
oscillations had developed, having peak-to-peak amplitudes of +-10%. The
APRM signals showed the oscillations to be in phase. A manual partial scram
was performed which completely quenched the oscillations.

29.01.1991 Cofrentes,
Spain, GE

Oscillations appeared after the operator withdraw control rods and reduced core
�ow in order to transfer the recirculation pumps from low to high speed.

03.07.1991 Isar 1, Ger-
many, Siemens

The Isar 1 NPP had a trip of four internal recirculation pumps, due to a reduc-
tion in seal water �ow to the 8 recirculation pumps. The power reduction due
to the control rod insertion proved to be too slow to prevent the reactor from
entering the unstable region of the power-�ow map. Neutron �ux oscillations
with increasing amplitude appeared at about 50% power and 30% core �ow.
When the oscillations reached peak-to-peak amplitude of 30%, corresponding
to a peak power of 67.5 % at 30 % �ow, the reactor scrammed on the undelayed
setpoint of neutron �ux to core �ow ratio. This occurred 44 seconds after the
trip of the four recirculation pumps.

15.08.1992 WNP2, USA,
GE

The WNP 2 experienced power oscillations during startup. The event occurred
early in cycle 8 operation. Upon recognizing the power oscillations, the opera-
tors manually initiated a reactor scram. Post event review indicated that the
oscillations were inphase and had grown to peak-to-peak amplitude of about 25
% of rated power.

09.07.1993 Perry, USA,
GE

Entry into a region of core instability.

01.1995 Laguna
Verde 1,
Mexico, GE

During startup of the reactor, at 34% power, the operator was waiting to in-
crease pump recirculation speed. Power was increased to 37% by control rod
withdrawal and closure of the control valves of the pumps was initiated, thus
leading to power reduction. During these operations the operator observed
power oscillations with a tendency to diverge and he stopped the closure of the
valves. At this time the peak-toppeak amplitude in the oscillations was 6%.

17.07.1996 Forsmark 1,
Sweden, ABB
Atom

Local oscillations due to a bad seated fuel assembly.

08.02.1998 Oskarshamn 3,
Sweden, ABB
Atom

Power oscillations due to a bad combination of core design and control-rod
pattern during start up.

25.02.1999 Oskarshamn 2,
Sweden

Power oscillations after a turbine trip with pump runback.

Table 1.1: Summary of reported BWR instability events [5].
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Chapter 2

BWR Instability - Background

The topic of coupled thermohydraulic-neutronic instabilities in boiling water nu-

clear reactors is explained in detail in March-Leuba and Rey [7], March-Leuba [1],

Lahey and Moodey [9] and is summarized in this chapter.

A variety of types of instabilities have to be considered in heated channels with

a two-phase �ow regime and can be broadly categorized as static and dynamic

instabilities.

The static instabilities are explainable according to steady-state laws and have

in common the existence of two equilibrium points between the system tends to

"jump". Examples of the static instabilities are �ow excursion instabilities, �ow

regime "relaxation" instabilities and geysering or chugging.

Dynamic instabilities require the use of dynamic conservation equations and feed-

back control analysis. The prevailing examples of dynamic instabilities in BWR

technology are density-wave oscillations, pressure drop oscillations and �ow regime

induced instabilities.

2.1 Densitsy-Wave Oscillations

In commercial BWRs, the most common instability is the density-wave instability,

also referred to as "the channel �ow instability". It can be described as follows:
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The coolant �ows upwards through the BWR core as is guided by bundle boxes

surrounding the fuel pin lattices. If variations in the density of the �uid at the bot-

tom part of the channel occur, then these variations travel upwards with the �ow

along the core channel. For example, considering a constant channel power and

a decrease in inlet �ow results in an increase in void formation in this particular

channel. The resulted void packet produces a change in the local pressure drop at

each axial location while traveling upwards along the core channel. A propagating

density wave is then formed, which is delayed axially by the density-wave prop-

agation time, that is, the e�ective time for the voids to move upwards along the

core. In two-phase �ow regimes the local pressure drop is very sensitive to local

void fractions, especially at the outlet of the channels, where it reaches its highest

values, thus leading to large local pressure drops. With respect to the original

perturbation at the inlet, a signi�cant part of the pressure drop is delayed at the

channel outlet.

Figure 2.1 illustrates the density wave mechanism with a sinusoidally perturbed

Figure 2.1: Density wave mechanism: inlet �ow perturbation, local pressure drop
delay and total channel pressure drop [1].
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Densitsy-Wave Oscillations

inlet �ow and local pressure drops which are also sinusoidal but delayed with re-

spect to the inlet �ow. The local pressure drops sum up along the channel to

the total pressure drop, which has also a sinusoidal form and is also delayed with

respect to the inlet �ow perturbation. The total pressure drop may be delayed by

180◦ with respect to the inlet �ow if the condition that the channel outlet pressure

drop is larger than the inlet pressure drop is ful�lled. Consequently, an increase

in the inlet mass �ow rate results in a decrease of the total channel pressure drop,

as it is the case in Figure 2.1. Thus, the channel �ow is unstable and any inlet

�ow perturbation has a positive feedback on itself, with the result that oscillations

grow at an unstable frequency. When the delayed local outlet pressure drop equals

the pressure drop at the inlet at a particular frequency, the critical point, at which

the channel �ow instability starts, is reached resulting in an e�ective zero fric-

tion at that frequency where any perturbation is self sustaining for that particular

channel. The relative �ow stability of a channel is dependent on the magnitude

of inlet �ow feedback, that is governed by the channel boundary conditions. It is

distinguished between the following three main types of boundary conditions:

A constant-pressure drop boundary condition occurs when a single channel be-

comes unstable within an arrangement with a huge amount of parallel channels

that forcing the boundary condition to remain essentially constant. This results in

the largest number of feedback �ow oscillations required to maintain the constant

pressure drop and is therefore the most unstable boundary condition among these

three types.

A variable pressure drop boundary condition is prevailing when the recirculation

loop and the pump dynamics determine the channel inlet �ow conditions. In this

case, a pressure balance between the channel pressure drop and the pressure drop

across the recirculation loop plus the pressure gain at the pump exists for a partic-

ular channel �ow and loop �ow. According to the recirculation-loop dynamics, the

pressure drop across the channel is allowed to oscillate and the inlet �ow feedback

is not as strong as in the constant-pressure-drop boundary condition.

A constant-inlet-�ow boundary condition can be obtained in a test section by

having a displacement pump forcing a constant inlet �ow through the channel,
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regardless of pressure. Because the inlet �ow is constant, channel oscillations are

impossible and, therefore, this is the most stable boundary condition.

As a summary, a thought experiment can be carried out: a constant-pressure-

drop boundary condition is assumed together with an unstable channel that has

an e�ective negative friction coe�cient at a given frequency. Then, the inlet �ow

increases due to a perturbation. The negative e�ective friction coe�cient would

tend to decrease the pressure drop but in order to compensate for it and keep the

pressure drop constant, the channel's inlet �ow has to increase further, causing

a runaway instability. However, the e�ective negative friction coe�cient is only

negative at a particular frequency and the �ow increase only happens at that par-

ticular frequency. That means, that the instability results from an oscillation at

that unstable frequency with growing amplitude.

2.2 Neutronic Feedback During Oscillations

In BWRs the generation of power correlates with the neutron �ux, which is a

function of the reactivity feedback. Therefore, it is strongly dependent on the

core average void fraction. Consequently, the power oscillates according to the

neutronic feedback when a void fraction oscillation is established in a BWR. Figure

2.2 illustrates the coupled neutronic / thermal-hydraulic feedback path in a BWR.

The key factors can be grouped in the following classes:

• NEUTRONICS: the neutron dynamics determines the power generation in

the fuel as a response to the reactivity feedback resulting from the void

fraction distribution, doppler reactivity and control rod reactivity.

• FUEL: the fuel dynamics determines the heat �ux from the fuel to the

coolant.

• CORE T-H: the channel thermal-hydraulics characterizes the void fraction

as a function of the heat �ux.

• RECIRCULATION LOOP: the recirculation loop imposes the core thermal-

hydraulic boundary conditions.
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Figure 2.2: Coupled neutronic/thermal-hydraulic feedback in a BWR [1].

An important di�erence between neutronic feedback and �ow feedback arises from

the fuel transfer function. When the power is generated in the fuel pellets, it

�rst has to change their temperature to alter the heat �ux from the fuel to the

coolant, before the power can exert a feedback through the moderator density.

This response of the fuel is relatively slow with a time constant between 6 s and 10

s and, thus, the fuel adds a phase delay to the feedback what has a destabilizing

e�ect. Otherwise the fuel has a stabilizing e�ect due to its inherently �ltering of

the oscillation amplitude at frequencies higher than 0.1 Hz. It has been shown that

the destabilizing e�ect is dominant and by decreasing the time response of the fuel,

through smaller diameter fuels or by increasing the pellet-clad gap conductance,

an unstable situation is reached.

2.3 Di�erent Modes of Instability and their Sensi-

tivity to physical Parameters

The most important physical mechanism for observed instability in commercial

BWRs is the density-wave oscillation. Three types of instability modes have their
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roots in the density-wave mechanism: the core-wide or so called in-phase mode,

the regional or so called out-of-phase mode, and the channel thermal-hydraulic

instability mode.

2.3.1 Core-Wide Instability Mode

In the fundamental (core-wide) mode of oscillation, the total core inlet �ow oscil-

lates in phase with the total core pressure drop, that is, the entira core behaves as

a unit. This means that any change in power is accompanied by a change in inlet

�ow. Figure 2.3 illustrates the high �ow intensity and high core pressure drop at

a time t and the low �ow intensity and low pressure drop at a time t+ T/2.

Figure 2.3: Flow pattern for the IN-PHASE mode [1].

In order to obtain an in-phase instability it is generally necessary to decrease the

stability in a BWR. This is feasible by increasing the neutronic feedback and by

increasing the instability of the density-wave mechanism. The main parameters

a�ecting the core-wide instability mode are:

• Average Void Fraction � operating conditions with higher void fraction have,

because of the increased density reactivity coe�cient, a stronger neutronic

feedback and a larger two-phase pressure drop, and both e�ects favor the

destabilization of the reactor.
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• Axial Power Shape � bottom-peaked power shapes tend to increase the

axially averaged void fraction and are, therefore, more unstable. Further-

more, as void perturbations start at a lower axial level, a larger time delay

is induced.

• Radial Power Shape� the radial power shape considers inherent non-linearities

that a�ect BWR stability. The channel with the highest power is the most

unstable channel and, therefore, tends to comprehensively dominate the core

oscillatory response, rather than being averaged with the low-power channels.

• Void Velocity � operating conditions should be more unstable, as lower void

velocities result in longer delay times for the density wave.

• Inlet Fluid Subcooling � a decrease in the inlet �uid sub-cooling tends on one

hand to increase the operating power level which has a destabilizing e�ect,

and on the other hand the boundary of boiling onset is raised, which decreases

the density time-delay. Overall the destabilizing e�ect of the decrease in inlet

�uid subcooling is dominating.

• Fuel Gap Conductance � the higher the gap conductance, the higher the

amount of power that is deposited in the channel coolant during a neutron

�ux oscillation, thus resulting in a destabilizing e�ect.

• Fuel Isotopic Composition � the fuel isotopic composition a�ects the density

reactivity coe�cient and depends on burn-up and operating conditions. For

this reason, this indirect e�ect is di�cult to predict.

2.3.2 Out-Of-Phase Instability Mode

In the out-of-phase oscillation mode a constant total core inlet �ow is maintained

and the total core pressure drop is constant. While individual channels increase

their �ow, opposite channels decrease their �ows by the same amount, as schemati-

cally presented by the turning in direction of the central arrow in Figure 2.4. This

phenomenon allows large �ow oscillations within each channel and signi�cantly

decreases the reactor's stability.
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Figure 2.4: Flow pattern for the OUT-OF-PHASE mode [1].

The out-of-phase instability mode is more probable if the sub-critical reactivity

value of the out-of-phase mode is reduced or if conditions for out-of-phase density-

wave oscillations are likely:

• Low Geometric Buckling � larger cores tend to have more out-of-phase insta-

bilities than smaller cores due to the direct proportionality of the subcritical

mode to the di�erence between the geometric bucklings of the fundamental

and subcritical modes.

• High Fission Cross Section � the out-of-phase mode is more likely dominant

when the �ssion cross section is high, as the subcritical mode reactivity is

inversely proportional to the �ssion cross section.

• High Pressure Drop across the Channel � higher core pressure drops favor

the out-of-phase density-wave mechanism over the in-phase mechanism due

to increased �ow feedback.

• High Flow Rate � higher �ow rates result in signi�cantly higher friction

pressure drops, thus favoring the out-of-phase instability.

• High Friction in the Recirculation-Loop Flow Path � Higher friction in the

recirculation-loop's �ow paths reduces the �ow feedback for in-phase mode

and thus favors the out-of-phase mode.
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• Highly-Bottom-Peaked Axial Power Shapes � power-shapes that are very

highly-bottom-peaked have the e�ect of a reduction of adjoint weighting at

the upper part of the channel, which results in a decrease of the reactivity's

neutronic feedback and, therefore, the density-wave �ow instability mode is

enhanced. This can be the case for axial shapes with peaking factors above

1.6.

• Low Single-Phase Friction � the likelihood of density-wave �ow oscillations

is increased for plants with loose inlet ori�ces.

2.3.3 Single Channel Thermal-Hydraulics Instability

The single-channel �ow instability is characterized by a single channel with inlet

�ow oscillations while the total core �ow and core pressure drop is essentially

constant due to the control of the large number of stable channels as illustrated in

Figure 2.5.

Figure 2.5: Flow pattern for the SINGLE CHANNEL mode [1].
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Chapter 3

BWR Stability Event based on the

Oskarshamn-2 NPP 1999 Feedwater

Transient

This work is based on the data provided through the "OECD/NEA Oskarshamn-

2 (O2) BWR Stability Benchmark for Coupled Code Calculations and Uncertainty

Analysis in Modelling". The events in the Oskarshamn-2 NPP and the resulting

transient are described next.

The Oskarshamn-2 boiling water reactor su�ered a stability event on February 25,

1999. The accompanying measurement data with marked event points (Point 1 to

12) are shown in Figure 3.1 that presents the total reactor power, the recirculation

mass �owrate, the feedwater temperature, the mass �owrate of the feedwater and

of the steam line, the pressure in the feedwater line, in the steam dome and in the

steam line, and the reactor water level. The corresponding power/�ow map with

the marked event points is presented in Figure 3.2.

The plant was operating at full power and minimum recirculation �ow while main-

tenance work was performed on the switchyard outside of the power plant. After

completion of work, the normal electric supply was restored. During this action

a 150 millisecond power interruption occurred while operating a breaker. The

control logic interpreted this interruption as load rejection and caused a turbine
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trip, however the load rejection signal was not transmitted to the reactor due to a

failure in the relay circuit (Point 1).

The reactor remained at full power and the expected automatic control actions like

automatic control rod insertion and main recirculation pump trips did not occur

while the generator output power level decreased from 625 MWe to 585 MWe and

the excess steam was bypassed directly into the main condenser. In consequence

of this turbine trip and the opening of the steam bypass valves, the feedwater

preheater system was inoperable and the feedwater temperature decreased. The

feedwater temperature decreased by 75 ◦C within 150 seconds and therefore colder

water entered the reactor resulting in a positive reactivity feedback insertion with

an increase of the core power level. When the reactor power increased more than 2

% above nominal power level of 106 %, the main recirculation �ow was reduced by

a pump controller, controlling the rotation of the recirculation pumps, and thereby

the power level was reduced (Point 2).

As the cold feedwater continued to enter the reactor vessel and the power level in-

creased again above 108 %, the recirculation �ow reduction was repeated a second

(Point 4) and third (Point 6) time.

As the event is characterized by an increase in reactor power and a decrease in

reactor �ow, the operators performed a partial scram by fully inserting seven pre-

de�ned control rods (Point 8) and reducing core �ow to the minimum (Point 9).

The partial scram was performed 123 seconds after the initiation of the event and

resulted in a reactor power level of 65 % and core �ow of 3200 kg/s.

The �ow of cold feedwater in the reactor continued and reactor power increased

again and the unstable region of the power/�ow map was entered (Point 11). This

resulted in the onset of power oscillations with increasing amplitudes over a pe-

riod of 20 seconds until the reactor was automatically scrammed due to high power

(Point 12). The scram occurred 3 minutes and 6 seconds after the initiating load

rejection event, when the power exceeded 132 % at 2500 kg/s recirculation �ow.

The scram was performed according to the design, disconnecting the NPP from

the main electric grid and thus setting the reactor into the hot shutdown state. [2]
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Figure 3.1: Oskarshamn-2 February 25, 1999 feedwater transient measurements
[2].
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Figure 3.2: Oskarshamn-2 February 25, 1999 feedwater transient power-�ow map
[2].
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Chapter 4

Applied Computer Codes

4.1 The Reactor System Analysis Code TRACE

TRAC/RELAP Advanced Computational Engine (TRACE) is the most advanced

reactor system code developed by the U.S. Nuclear Regulatory Commission (USNRC).

The applied code version in the scope of this work is TRACE Version 5 patch 3.

This thermal-hydraulics system code combines the capabilities of the USNRC's

four main system codes (TRAC-P, TRAC-B, RELAP, RAMONA) and has the

capability to model thermal-hydraulic phenomena in one-dimensional (1-D) and

three-dimensional (3-D) space.

TRACE has been designed to perform best-estimate analyses of steady-state and

and transient behavior of light-water reactors such as large/small break loss-of-

coolant accidents (LOCAs), operational transients, and other accident scenarios.

Besides the analysis capabilities for Pressurized Water Reactors (PWRs) and Boil-

ing Water Reactors (BWRs), it can also model phenomena occurring in experi-

mental facilities [10].
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4.1.1 Solution Methods and Field Equations employed by

TRACE

To model steam/water �ows, the basic two-�uid, a two-phase two-�eld equations

set is employed, which consists of separate mass, energy and momentum conser-

vation equations for the liquid and the gas �elds, thus resulting in six partial

di�erential equations (PDEs) in time and space.

The time averaged mass conservation equations have the form presented in Equa-

tions (4.1) and (4.2) for the liquid and gas phase:

∂ [(1− α)ρl]

∂t
+∇ ·

[
(1− α)ρl

−→
Vl

]
= −Γ (4.1)

∂(αρg)

∂t
+∇ ·

[
αρg
−→
Vg

]
= Γ (4.2)

The time averaged energy equations have the form presented in Equation (4.3)

and (4.4) for the liquid and gas phase:

∂
[
(1− α)ρl(el + V 2

l /2)
]

∂t
+∇ ·

[
(1− α)ρl(el + V 2

l /2)
−→
Vl

]
= −∇ ·

[
(1− α)

−→
q′l

]
+∇ ·

[
(1− α)

(
>l ·
−→
Vl

)]
+ (1− α)ρl

−→g ·
−→
Vl − Ei + qdl

(4.3)

∂
[
αρg
(
eg + V 2

g /2
)]

∂t
+∇ ·

[
αρg(eg + V 2

g /2)
−→
Vg

]
= −∇ ·

[
α
−→
q′g

]
+∇ ·

[
α

(
>g ·
−→
Vg

)]
+ αρg

−→g ·
−→
Vg + Ei + qdg

(4.4)

The time averaged momentum equations have the form presented in Equation (4.5)
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and (4.6) for the liquid and gas phase:

∂

[
(1− α)ρl

−→
Vl

]
∂t

+∇ ·
[
(1− α)ρl

−→
Vl
−→
Vl

]
= ∇ ·

[
(1− α)>l

]
+ (1− α)ρl

−→g −
−→
Mi

(4.5)

∂

[
αρg
−→
Vg

]
∂t

+∇ ·
[
αρg
−→
Vg
−→
Vl

]
= ∇ ·

[
α>g

]
+ αρg

−→g −
−→
Mi

(4.6)

In these conservation equations an overbar represents a time average, the subscript

"g" gas speci�c terms and the subscript "l" liquid speci�c terms. The variables

used for the description of the equations are: α: the gas volume fraction, ρ: the

density, V : the magnitude of the velocity Γ: the interfacial mass-transfer rate

(positive from liquid to gas), e: the internal energy, q′: the heat �ux, >: the stress
tensor, g: the magnitude of the gravity vector, Ei: the rate of energy transfer per

unit volume across phase change, qd: the power deposition directly to the gas or

liquid (without heat-conduction process), and
−→
Mi: the rate of momentum transfer

per unit volume across phase interfaces.

Generally, there is a considerably di�erence between the general form of a con-

servation equation and its implementation in a computer code, which requires

additional processing operations. The form of the above equations is therefore

di�erent from the form in which TRACE solves the �eld equations. In order to re-

duce the complexity of the numerical solution and the computation cost required,

the conservative forms of the energy, mass, and momentum equations are modi�ed

in TRACE in order to provide a set of numerically equivalent energy and mo-

tion equations [11]. More in-depth information is provided in the TRACE Theory

Manual [12].

Next a series of approximations made in TRACE and relevant to the work devel-

oped in this thesis are highlighted: (i) The volume average of a product is assumed

to be equal to the product of volume averages; (ii) only contributions from wall

heat �uxes and heat �uxes at phase interfaces within the averaging volume are

usually included in the volume averages of the divergence of the heat �ux, and (iii)
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only contributions from the stress tensor due to shear at metal surfaces or phase

interfaces within the averaging volume are considered [12].

TRACE discretizes the two-phase �ow computational domain using �nite volumes

and solves the above mentioned PDEs in them. A semi-implicit, time-di�erencing

technique evaluates the heat-transfer equations, while the �uid-dynamic equations

in the spatial components use by default a multi-step time di�erencing procedure

(SETS) that allows the material Courant-limit to be exceeded. Alternatively, a

more straight forward semi-implicit (SI) time-di�erencing method is also available.

In the SI approximation of the �ow equations, the solution of the di�erence equa-

tions is represented by a rather straightforward set of steps in each stage. A �rst

step evaluates all quantities dependent only on the state at the beginning of the

time step, including heat-transfer, friction coe�cients and physical properties such

as viscosity and conductivity. The next step solves the algebraic di�erence equa-

tions and the �nal end steps generate the needed values for various other variables.

The SETS method starts with a pre-pass step that calculates a solution of motion

equations for "stabilizer" velocities. Then the semi-implicit equations for motion

mass and energy are solved. In the �nal post-pass step the stabilizer mass and

energy equations are solved.

4.1.2 TRACE modeling features

A reactor system is modeled in TRACE with various components. This so-called

component-based approach allows to represent each physical piece of equipment in

a �ow loop by some typical components. Each model component is nodalized into

a certain number of physical volumes (also called cells) over which the equations

for �uid, conduction and kinetics are averaged and all quantities except for the

velocities are centered in the hydrodynamic cell (cell-centered), and the velocities

are cell-edge quantities, resulting in a staggered grid approach. The number of

utilized components and the number of volumes within them is arbitrary and,

theoretically, only limited by the available computer memory.
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Among the various number of available TRACE components, a selection of the

relevant components employed in the context of the work, is brie�y described

below.

PIPE Coolant �ow in one directional for a tube, channel, duct or pipe is modeled

in TRACE with a so-called PIPE component consisting of one or more cells (com-

putational nodes). All quantities are centered in the hydrodynamic cell except the

velocities, which are cell-edge quantities. It can model coolant �ow-area changes,

wall heat sources, wall heat transfer between the wall inner and outer surfaces, as

well as, wall's conduction heat-transfer calculation with di�erent material types

available in the code. Wall friction and irreversible form losses caused by �ow

area changes are evaluated by specifying option values in the input. The PIPE's

geometry is speci�ed by volume and length provided for each computational cell,

the �ow area and hydraulic diameter at the cell edges. The PIPE can be connected

to other components with the junction interface variables.

VESSEL The VESSEL component models the light water reactor vessel and the

internals which include the downcomer, reactor core and upper and lower plenum.

In order to evaluate the �ow through and around all internals, a three-dimensional

model can be used. Modeling options allow for the application of the VESSEL

component in 3D cylindrical geometry, where the number of radial rings, azimuthal

sectors and the number of axial levels is user de�ned. Internal structures can be

modeled as restrictions of �uid �ow areas at the cell faces and as reductions in

�uid volumes when the cells are dimensioned. Based on the di�erence between

the geometric dimensions of a cell and its �uid portion, �ow-area restrictions, the

volume occupied by structures within each mesh cell can be modeled. For example,

by setting the appropriate cell-face �ow-area fractions to zero, the downcomer

wall can be modeled as shown in Figure 4.1 and, furthermore, �ow-area fractions

between zero and one are speci�ed to model the �ow restrictions at the top and

the bottom core-support plates. One-dimensional hydraulic components can be

connected to the VESSEL component internally as well as externally by specifying

the pipe connections to the faces of the VESSEL cells.
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Figure 4.1: Flow restrictions and downcomer modeling [3].
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PUMP The PUMP component represents a centrifugal pump and is modeled

by a 1D hydraulic component. The pressure di�erential is calculated across the

cell interface corresponding to the pump impeller and the pump impellers angular

velocity as a function of the �uid �ow rate and its properties. The model can sim-

ulate any centrifugal pump, while six types of pumps are selectable by the user.

For example, the pump-impeller rotational speed can be speci�ed by the control

system and the user can specify the pump characteristic curves.

SEPD The steam separators and moisture dryers inside the reactor vessel of

boiling water reactors are modeled with the SEPD component used in connection

with internal junctions in a VESSEL component. The basic concept of the SEPD

component represents a "black box" consisting of a control cell (the J-cell) with

three junctions: the separator inlet junction considering two-phase mixture, the

exit �ow junction considering wet steam, and the discharge �ow junction with a

bulk of liquid with traces of gas. At the J-cell the separator model triggers a

special solution in order to match the prescribed separator performance in terms

of the xCO (carry-over quality) and the xCU (carry-under quality) speci�ed values.

There are various user options with di�erent conceptual levels of the model, rang-

ing from the simplest approach with user-de�ned constant xCO and xCU up to a

mechanistic separator option, in which the separator performance is calculated by

the code as a function of the local �ow conditions.

FILL The FILL component is a boundary condition to model the �ow into the

system and it imposes a coolant velocity or a mass�ow boundary condition at

it's junction with any other 1D component junction. There are di�erent types of

FILLs, for example boundary conditions can be varied individually by the control

system as a function of time during transient calculations.
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BREAK The BREAK component is a pressure boundary condition and repre-

sents the known hydrodynamic conditions at an actual physical location in the sys-

tem. It is commonly used to specify the boundary condition in transient behavior

and can impose a given pressure to one cell adjacent to the BREAK. Additionally,

the pressure can be input as a series of interpolated value contained in tables as a

function of time.

HTSTR The heat structure component HTSTR evaluates the heat transfer in

fuel-rods or solid structure hardware elements by treating the dynamics of conduc-

tion, convection and gap-gas heat transfer. All �uid components (PIPE, CHAN,

etc.) that model a pipe wall use the HTSTR component by internally spawning

one or more HTSTR components for the evaluation of conduction and convection

from the structure wall to the �uid.

RADENC The RADENC component models thermal-radiation heat transfer

and is based on the radiation-enclosure method that evaluates radiative exchange

between discrete surfaces of HTSTR components.

POWER The POWER component supplies HTSTR or CHAN components with

power. The total power is optionally determined from a speci�ed table of power,

an initial power, point kinetics calculation or from 3D transient neutronics calcula-

tion performed by PARCS. In case of a coupled TRACE/PARCS calculation, the

3D power distribution is determined by PARCS, although in the TRACE model

a POWER component is needed to set up the arrays that provide the PARCS

power densities to TRACE heat structure. When the POWER component powers

CHAN components that may have one or more HTSTR components, some input

part of the POWER is speci�ed in the input part of the CHAN component whereas

an additional power distribution array is needed to identify the CHAN-to-CHAN
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power distribution.

CHAN A BWR fuel assembly is schematically presented in Figure 4.2. The

fuel assembly consist of a fuel bundle surrounded by a fuel channel box. The fuel

bundles are generally a square array consisting the fuel rods with full length and

part length as well as water rods, tie rods and hardware to support and maintain

the proper spacing between the fuel rods. The fuel bundle is surrounded by the

channel box, a metal box directing the coolant �ow through the bundle. The

cruciform control rods enter from below in the region between the fuel assemblies

and are guided by the channel boxes. The region between the fuel assemblies is

called core bypass region and is �owed by coolant exchanging heat with the channel

boxes.

In TRACE, BWR fuel assemblies are modeled with the CHAN component that

contains all required input and internally generates a number of other TRACE sub-

components such as 1D hydraulic components (PIPE), heat structures (HTSTR),

and radiation heat transfer (RADENC) components.

PIPE sub-components are used to simulate:

• the �ow through a BWR fuel assembly,

• the leakage path from BWR fuel assembly inlet nozzle to core bypass,

• the �ow through any water rods.

HTSTR sub-components are used to simulate:

• the conduction and gap-gas heat transfer within the fuel rods,

• the convective heat transfer from the fuel rods to the �uid inside the fuel

assembly,

• the heat transfer between the �uid inside the water rods, through the water

rod walls and to the �uid inside the BWR fuel assembly,
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• the heat transfer between the fuel assembly �uid, through the channel box

walls and to the �uid in the core bypass.

The RADENC component is spawned to simulate the radiation heat-transfer en-

closure within the BWR fuel assembly and includes the full length fuel rod group,

the partial fuel rod group, the water rod group and the inside surface of the chan-

nel box wall.

Figure 4.2: Fuel bundle con�guration. (a) 10x10 fuel assembly, (b) 4-bundle fuel
[3].

28



The Reactor System Analysis Code TRACE

Figure 4.3: BWR reactor vessel; (a) cut-away diagram of a reactor vessel; (b)
schematic representation of a TRACE reactor vessel with internals [3].

Interface between the components in a BWR model The CHAN compo-

nents are modeled within the VESSEL component by de�ning junction connections

between the CHAN's �rst and last cells with the VESSEL cells at the appropriate

elevation. The outside surface of the CHAN's canister walls are in contact with

�uid in the VESSEL's core bypass region. The occurring heat transfer is enabled

by specifying in a CHAN's input array the VESSEL's axial levels in contact with

the outside surface of the canister wall at each CHAN's axial level.

Figure 4.3 (b) shows a TRACE BWR reactor vessel schematic with the included

internals. The black solid lines in the VESSEL represent the cell-face �ow area

fractions of zero (i.e no �uid �ow between the cells) in order to model for example

the downcomer. The dashed lines represent cell-edge �ow-area fraction for mod-

eling the top and bottom core support. The integration of other 1D components

such as the SEPD or PIPEs (e.g. feedwater, steam line, recirculation loop) is also

indicated in Figure 4.3.
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Control System The TRACE control system is general, �exible and provides

the same level of control over the computer model as a reactor operator has over

the actual reactor system. It consists of four main building blocks: signal vari-

ables, control blocks, trips, and component-action tables.

Signal variables are modeled system parameters with real values by which infor-

mation is communicated to the control system. Signal variables extract parameter

information at any desired location in the computational mesh and process it to its

own output. Such variables include global parameters (e.g. time), parameters of

hydrodynamic component database (e.g. pressure), parameters of heat structure

database (e.g. wall temperature), parameters of kinetics database (e.g. power) or

parameters of the control system itself (e.g. trip output signals).

Control blocks are function operators which use as input signal variables as well as

the output of other control blocks, process the input based on their function and

return a single output. Examples of function operators are logic gates, functions

of independent variables, integrators or adders.

A trip is an ON/OFF logical switch that compares user de�ned parameters against

one or more set-points and returns their status. Essentially, trips are used for the

control of the timing of mechanical action, for example, reactor scram, opening

and closing valves or adjusting pump speed.

In addition, component-action tables are look-up tables from which the response

of adjustable hardware action may be determined as a function of an independent

variable. [3]
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4.2 The Neutronics Code PARCS

Purdue Advanced Reactor Core Simulator (PARCS), is a computer code that solves

the steady-state and time-dependent, multi-group, neutron di�usion and low-order

transport equations in three-dimensional Cartesian geometry using nodal methods

and is directly coupled to the thermal-hydraulics code TRACE, which provides the

temperature and �ow �eld information back to PARCS. The code version used in

this work is PARCS 3.0 and its major calculation features include eigenvalue calcu-

lations, transient (kinetics) calculations, Xenon transient calculations, decay heat

calculations, pin power calculations, depletion calculations, and adjoint calcula-

tions.

The PARCS eigenvalue calculation for steady-state reactor analysis is employed as

it provides the initial steady-state for the following transient calculation. During

the transient calculation, PARCS solves the time-dependent neutron di�usion and

low-order transport equations involving both delayed and prompt neutrons.

The geometric representation of the BWR core in PARCS is done by a group of

homogeneous computational nodes.

PARCS uses macroscopic nodal cross sections (Σ) which are functions of boron

concentration (B, in ppm), the square root of the e�ective doppler fuel temper-

ature (Tf ), moderator temperature (Tm), moderator density (Dm), void fraction

(α), and the e�ective rodded fractions (ξ). For these state variables, only a linear

dependence of the feedback is considered with the exceptions of the moderator den-

sity and void fraction, for which a quadratic dependency is additionally provided.

This functionalization is adequate for Light Water Reactors and can symbolically

be described as:

Σ(B, Tf , Tm, Dm, α, ξ) = Σ0 + a1(B −B0) + a2(
√
Tf −

√
Tf0)

+a3(Tm − Tm0) + a4(Dm −Dm0) + a5(Dm −Dm0)2

+a6α + a7α
2 + ξ∆ΣCR (4.7)

PARCS is directly coupled to TRACE and is activated by setting speci�c variables

in TRACE and PARCS input. TRACE delivers to PARCS the temperature/�uid
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conditions, including the coolant density, coolant temperature and the e�ective fuel

temperature. PARCS determines the nodal power information that is transferred

back to TRACE. Generally, the neutronic node structure di�ers from the T-H node

structure. The interface �le MAPTAB governs together with automatic schemes,

the mapping between the TH-nodes and the neutronic nodes. These schemes are

able to manage the mapping con�guration of multiple BWR CHAN components

to a 3D neutronic core. The user is required to input a radial map that assigns

the TRACE employed CHAN(s) to each neutronic node used in PARCS. The ax-

ial mapping is accomplished without user intervention as a linear interpolation

scheme used in order to manage the di�erence in neutronic and TH-nodalization

during the course of data transfer. As previously mentioned, neutronic node sizes

may di�er from TH-node sizes and in general coarser node sizes are used in T-H

calculation than in neutronics calculation.

By the input of a history �le, PARCS applies history and T-H state information

that according to the burn-up of the core being modeled, namely control rod his-

tory, coolant density history, coolant temperature history and xenon and samarium

densities. [13]

4.3 Methods applied for the Improvement of the

Coupled Simulations

4.3.1 Strategy to minimize Numerical Di�usion in TRACE

As previously mentioned, TRACE o�ers two numerical solution procedures, namely

the Stability Enhanced Two Step (SETS) method and the semi-implicit (SI) nu-

merical method.

Xu et al [14] claim that the SI method in TRACE has to be applied for stability

analysis, based on studies by Maha�y [15], [16] that describe the potential for

numerical damping in the SETS method. Applying the SI method for stability
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analysis requires the Courant-Friedrich-Lewy number CFL near unity for the pur-

pose of minimizing numerical dissipation. The CFL as used by TRACE takes the

form presented in Equation (4.8), where v is the �uid velocity, ∆x is the mesh

size, and ∆t is the time step size.

CFL : c =
v∆t

∆x
(4.8)

The �uid velocities increase in the core channels from the bottom to the top, with

the supply of power to the �uid increasing its volume and its vapor content. In

order to satisfy the CFL limit, an adjustable axial mesh size, proportional to the

maximum vapor velocity, was introduced with smaller axial cells at the bottom

and larger cells towards the top of the fuel channels.

4.3.2 Adaptation of PARCS Nodalization to TRACE

The previous subsection 4.3.1 presents the demand for an adjustable axial mesh

size for the TRACE fuel channel nodalization.

The current simulation model consists of the thermal-hydraulic part TRACE cou-

pled with the neutron kinetic part PARCS. In the coupled simulation, several

thermal-hydraulic and neutron kinetic variables are exchanged between the two

codes. TRACE is transferring density and temperature values of the �uid to-

gether with temperature of the fuel to PARCS, which is returning the power data

back to TRACE.

Generally, the PARCS axial node structure may di�er from the TRACE axial

node structure, since the mapping of the TRACE nodes and the PARCS nodes is

managed by the MAPTAB interface �le that stores the weighting factors for the

geometrical congruence of two cells. The congruence value is one if the cells used in

both codes describe the same volume. But in case the mapped volumes are shifted,

then a fractional congruence value, according to the coverage, is introduced.
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Figure 4.4: Transfer of data between TRACE (adapted cell size) and PARCS
(uniform cell size). Left: First transfer of TH-data from TRACE to PARCS ;
Right: Second transfer of power data from PARCS to TRACE [4].

Figure 4.4 represents schematically the spatial coupling between TRACE with

CFL-optimized nodalization and PARCS with uniform axial node lengths. The

thermal-hydraulic parameters are stored in the blocks TH 1 to TH 3 for cell 1 to

3. The interface averages the received values according to the spatial component

weighting and transfers them from TRACE to PARCS as shown in Figure 4.4

on the left hand side. PARCS uses the thermal-hydraulic data to compute the

power output parameters that are afterward transferred back to TRACE. Figure

4.4 shows on the right hand side the same model as on the left hand side, but this

time the power parameters P1 to P3, representing the calculated power in cell 1

to 3, are transferred from PARCS to TRACE. Analogous the interface uses the

weighting factors from the MAPTAB �le to calculate the averaged parameters for

the TRACE cells.

By using di�erent axial cell sizes in TRACE and PARCS and the associated av-

eraging of transferred parameters, inaccuracies are incorporated in the simulation

results. This can be avoided by adapting the PARCS axial node sizes, as closely

as possible, to the TRACE node sizes. This step was performed within a study

research under the direction of this work [17], [4].
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4.3.3 The Concept of Space-time convergence

A TRACE/PARCS model is considered as space-time converged when further

increase in the number of nodes and further decrease in time step size has an

insigni�cant e�ect on the simulation solution. A full space and time convergence

study for all components in a BWR TRACE model was performed in [18]. This

procedure was employed on a TRACE/PARCS model for the "Analysis of the

OECD/NEA Oskarshamn-2 BWR stability benchmark" [6].

Initial Model Final Model

Nodes in vessel 15 45

Nodes per core channel 28 112

Time step size (s) 0.008 - 0.045 (varies) 0.004 (constant)

Table 4.1: Di�erences in discretization between the Initial and Final Model [6].

Table 4.1 compares the discretization di�erences of the "Initial Model" and the

"Final Model". As a main simulation result it is stated that in the "Final Model"

the oscillations were signi�cantly less damped than in the case of the "Initial

Model". However, the calculation time of the "Final Model" is approximately 17

times larger than that of the "Initial Model". Therefore, [6] describes the required

trade-o� between computational cost and accuracy of the solution.

Since [6] uses a half-core symmetry with 222 core channels and in this work a full-

core model with 444 channels is employed, the trade-o� in favor of computational

capacity is chosen.

4.3.4 Sensitivity and Uncertainty in the TRACE/PARCS

BWR-stability prediction

Uncertainties in coupled code calculation arise from di�erent sources such as in-

accuracies in the basic data as well as inaccuracies of the simulation tools. The

in�uence of input parameters and the identi�cation of the most in�uential ones

on simulation results for the prediction of BWR stability with the time domain
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coupled codes TRACE/PARCS was investigated in [19] and [20] and is brie�y

summarized here.

Both, neutronics and thermal-hydraulics uncertain parameters were identi�ed and

for each parameter sensitivity calculations were performed in order to account for

their separable e�ect and to quantify their importance on stability. The most

dominating parameters are: axial power pro�le, bubbly-slug wall drag coe�cient,

fuel thermal conductivity and RPV inlet water subcooling.

In the context of this work, it was intended to develop a full-core model that can

reproduce the Oskarshamn-2 1999 feedwater transient in order to produce sim-

ulation data for the further application of the post-processing methodology. As

described in the foregoing section 4.3.3, a trade-o� at the expense of accuracy

was necessary. Since the simulation results showed to be sensitive to changes

in the some important system parameters, especially during the evolution of the

power oscillation after the partial scram, minor parameter variations within the

in Ref.[19] described uncertainty ranges were used to "tune" the original model in

order to reproduce the measurement data of the transient as close as possible.
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Modelling and Simulation with

TRACE / PARCS

5.1 Modelling Description

5.1.1 TRACE Nodalization and Input Parameters

The TRACE model is prepared based on the o�cial benchmark speci�cation [2]. It

consists of a feedwater line with the mass �ow boundary condition, vessel, recircu-

lation loop, 444 core channels, separator and steam line with a pressure boundary

condition. Various controller system components are used for obtaining balance-

of-plant during steady-state calculation as well as for controlling the boundary

conditions during transient calculation. Figure 5.1 shows the TRACE nodaliza-

tion scheme employed. The feedwater boundary condition is modeled with a FILL

that introduces sub-cooled water into the VESSEL component. Mass �ow and

liquid temperature values follow the control system. The FILL is connected to the

feedwater line, a PIPE component with six cells that is connected to the VESSEL

component.

The reactor pressure vessel is modeled with the VESSEL component. It con-

tains 45 axial levels with di�erent cell heights in order to match section planes
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Figure 5.1: Oskarshamn-2 TRACE nodalization scheme.

with the reactor internals. Radially the VESSEL is composed of two rings. The

outer ring represents the downcomer and the inner ring contains all components

inside the core shroud.

The four external recirculation loops are summed up and modeled as one recircu-

lation loop. The suction side of recirculation line is represented as a PIPE with

seven cells and is connected to the PUMP component. The PUMP impeller ro-

tation speed is adjusted by a control system to provide the desired recirculation

mass �ow in steady-state or transient calculation. The outlet of the PUMP is

connected to the pressure side of the recirculation loop, a PIPE with eight cells,

closing the loop with a connection to the VESSEL.

The core is a full core model with 444 core channels made of CHAN compo-

nents. The core is loaded with four di�erent fuel types. Furthermore, the core is

divided into three ori�ce zones with di�ering inlet ori�ce loss coe�cients: central,

semi-peripheral and peripheral. Since in the semi-peripheral and peripheral ori�ce
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zones only Type 1 fuel is located, six di�erent CHAN models are needed.

According to the speci�cations the following fuel characteristics are considered for

each CHAN model: geometry of channel box and fuel rods, water rods, partial

length fuel rods as well as friction loss coe�cients for the inlet ori�ce, lower tie

plate, spacers, and upper tie plate.

Additionally to the detailed view of one example channel in Figure 5.1 it has to be

mentioned that all 444 channels are equally modelled in the axial direction from

a nodalization point of view. These are divided in 28 nodes, with two nodes for

the lower inactive part, 25 nodes for the active part and one node for the upper

inactive part. In order to minimize numerical di�usion, as described in section

4.3.1, the node sizes for the active part are proportional to the maximum vapor

velocity, which results in smaller axial cells at the bottom of the channel and larger

cells towards to top of the active part of the channels.

The Separator is modeled with the SEPD component with the option of an ideal

separator with constant carry-over and constant carry-under values, two axial cells,

and it contains 90 standpipes. The SEPD inlet is connected to the VESSEL be-

tween the mixing plenum, where the steam-water mixture enters the separator,

and the steam dome, where the steam leaves the separator. The separated liquid

phase is returned by a connection from the separator side arm to the VESSEL to

join the downcomer annulus �ow.

The steam leaves through the steam dome of the VESSEL that is connected to

the steam line; a modeled PIPE component with two cells that represents the four

main steam line loops. The steam line PIPE element is connected to a VALVE

component, that was initially implemented as a Turbine Control Valve but is not

applied in the context of this work. The VALVE is �nally connected to the pres-

sure boundary condition component BREAK that imposes the system pressure

according to the steady-state or transient demands by a control system.
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5.1.2 PARCS Nodalization and Input Parameters

For neutronics calculation PARCS is coupled with TRACE. The PARCS model is

developed according to the core composition map presented in Figure 5.2. It shows

ten assembly types that have axially di�erent NK information and are marked with

di�erent colors: SO, SP, SQ, SR, SS, QA, QC, QB, QD, QE. Assembly type RE

represents the re�ector. Furthermore, the radial, one-to-one mapping of PARCS

neutronic nodes to the TRACE thermal-hydraulics (numbering) nodes is shown in

the same �gure.

In addition, the PARCS model includes the control rod information of the 109

control rods, arranged in 17 scram groups, with respect to the radial position and

the amount of rod withdrawal.

Figure 5.2: Oskarshamn-2 core composition map: assembly type SO, SP, SQ, SR,
SS, QA, QC, QB, QD, QD, QE comprise unique axial NK information assigned
to the TH (numbered) channels. Assembly type RE represents the re�ector.
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Oskarshamn-2 Benchmark [2] provides the neutron-kinetic data in PMAXS format.

These cross-section libraries, burn-up and history distributions are in a format that

represents the core axially in 25 nodes of uniform height.

According to section 4.3.2 these data are adapted in order to match axially with

the TRACE CFL-optimized nodalization. On this account, 27 NK axial regions

for the active part of the core are needed and the assignment can be seen in Figure

5.3.

Figure 5.3: NK to TH assignment: provided uniform NK-nodalization (left),
TRACE axial nodalization (middle), NK-nodalization adapted and applied in sim-
ulation (right).

A coordinate system for the representation of the reactor core is de�ned: in the

radial representation the x-coordinate is de�ned in direction from top left to bot-

tom left (x: ↓) beginning from core channels (the re�ector is not included); the

y-coordinate is de�ned from top left to top right (y: →) according to Figure 5.2.

The z-coordinate is de�ned in the �ow-direction from core bottom to core top

according to Figure 5.3 "TRACE-Nodalization".
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5.2 Steady State Solution of the Simulation

In the present TRACE/PARCS model initial and boundary conditions are consid-

ered according to the benchmark speci�cations [2] and the steady-state calculation

is performed for the starting-point of the O2-1999 feedwater transient.

Table 5.1 presents a comparison of the TRACE/PARCS simulation steady-state

results against plant measurement data, as well as, data provided by the bench-

mark organizers computational model (Code 2).

Minor di�erences are already recognizable between the measured and the Code

2 calculated data, but are within a reasonable range regarding the discussion in

section 4.3.3 and section 4.3.4 on accuracy versus computational time, as well as,

the sensitivity of computational models. The applied TRACE/PARCS model per-

forms in the same range as Code 2 and it can be concluded that the results are in

good agreement with the measured data.

Measured Code 2 ∗ TRACE/PARCS

Reactor Power (MW) 1798.6 1802.00 1801.97

Steam Dome Pressure (MPa) 6.93 7.0000 6.9629

Core Inlet Pressure (MPa) 7.1162 7.1455

Core Outlet Pressure (MPa) 7.0141 7.0296

Core Pressure Drop (kPa) 102.00 115.90

Feedwater Temperature (K) 457.65 456.62 457.60

Core Inlet Temperature (K) 547.30 543.57 543.61

Inlet Subcooling (K) 16.59 16.80

Steam Temperature (K) 558.48 558.61

Total Core Flow Rate (kg/s) 5515.90 5515.89

Active Core Flow Rate (kg/s) 4800.40 4740.36

Steam Flow Rate (kg/s) 903.10 903.99

k-e� 1.0092 0.9952
∗These results originate from the benchmark organizers' computational model

Table 5.1: Steady-state conditions at the beginning of the O2-1999 FW-Transient.
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5.3 Transient Simulation of the O2-1999 Feedwater

Transient

The steady-state solution discussed in section 5.2 and summarized in Table 5.1 is

used as the initial starting-point for the O2-1999 feedwater transient calculation

with the coupled TRACE/PARCS model. According to the benchmark speci�ca-

tions [2] the following boundary conditions are used:

1. Feed Water Temperature (corrected)

2. Feed Water Flow Rate

3. Recirculation Pump Speed

4. System Pressure (referenced at steam dome)

5. Partial Scram @ time=197.6sec

Items 1) to 4) are boundary conditions implemented in the TRACE model by

control systems using time dependent tables. Item 5) is implemented in the PARCS

model where control rod banks are moved according to the value/time pairs. Figure

5.4 indicates the control rod bank positions before and after the partial scram.

Figure 5.5 shows the TRACE/PARCS simulation results (blue) versus the mea-

sured data (red). The boundary condition 'Feed Water Temperature' di�ers from

the measured value, due to a correction applied. The o�cial benchmark spec-

i�cations [2] also present the requirement for the feedwater temperature correc-

tion. The other boundary conditions are equal with the measured values. The

TRACE/PARCS calculated power is the simulation output value of the greatest

interest and shows a very good reproduction of the transient. A detail view in

Figure 5.6 shows that the power evolution after the partial scram, in the time

frame 203 s to 209 s, is somewhat higher, followed by a development with slightly

lower power in the time interval from 216 s to 230 s.
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Figure 5.4: Control rod positions before partial scram (left) and after partial
scram (right). A value of 100 indicates fully withdrawal of the control rod banks
while 0 indicates fully insertion of the control rod banks.

Figure 5.5: O2-1999 FW-Transient, measurement vs. TRACE/PARCS simula-
tion.

44



Transient Simulation of the O2-1999 Feedwater Transient

Figure 5.6: O2-1999 FW-Transient: reactor power, detail.

Overall, the oscillation frequency is lower, which can be explained based on the

use of a rod gas-gap heat transfer coe�cient with a prede�ned constant value of

6000 W
m2K

according to [2]. Even though [18] acknowledges that the gap conduc-

tance is a parameter with a very large uncertainty and high impact on the power's

oscillation frequency. The goal of the "�ne tuning" of this parameter in order to

match the oscillation frequency is not within the scope of this work.

In summary, the coupled TRACE/PARCS simulation captures the Oskarshamn-2

1999 feedwater transient very well and can be regarded as validated and suitable

for the further investigations discussed in the next chapters.
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Chapter 6

Analysis of BWR Instability

Phenomena using Spectral /

Frequency Decomposition

In this chapter a spectral analysis method for BWR instability events data is

presented. The investigated signals are physical parameters of the reactor core in

local scale and the applied mathematical method is the Fourier Transform.

6.1 The Fast Fourier Transform

The process of spectral analysis identi�es frequencies and associated amplitudes

in data. A periodic function can be represented as a sum of in�nite numbers of

(co-)sinusoidal components at equally spaced frequencies with a interval of 1/T,

the so called Fourier Series, where T is the period of the function. The Fourier

Transform is applied to decompose time series signals into frequency components,

with each frequency component consisting of an amplitude and phase. The inverse

Fourier transformation reconstructs the information from the frequency-domain

representation back into the time series signal.

The Discrete Fourier Transform (DFT) is an algorithm to transform a discrete

time domain signal into a discrete frequency domain representation and is de�ned
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as:

X[k] =
N−1∑
n=0

x[n]e−j2πk
n
N (6.1)

with

X : the frequency domain representation of the signal time-series signal x.

The formula yields one complex number X[k] for every k.

k : the k-th frequency component; k = 0, 1, ..., N − 1

N : the total number of samples in signal x

x : the time series signal; n = 0, 1, ...N − 1

n : the n'th sample (in the time domain)

j : the imaginary unit

The k-th basis function is de�ned as

ek[n] = e−j2πk
n
N (6.2)

The phase angle of the complex number is described as

ϕ[n] =
k · n
N

2π (6.3)

The formula for transforming a signal in the frequency-domain back into the time

domain, the inverse transform, is calculated as a summation over all the frequency

components k:

x[n] =
1

N

N−1∑
k=0

X[k]ej2πk
n
N . (6.4)

The Fast Fourier Transform (FFT) is a version of the DFT that uses special

algorithms to make the FFT much faster than the DFT and is available as an

implemented function in MATLAB. The functions Y = fft(x) and y = ifft(X)

implement a given transform and inverse transform pair for vectors of length N,

[21], [22]. These functions are applied in MATLAB within the scope of this work.
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6.2 The Application of the FFT on the global Pa-

rameter Reactor Power

The data used in the following is the measurement signal of the total reactor power

from the Oskarshamn-2 1999 feedwater transient for the time interval from 233.2

s to 249.6 s, as shown in Figure 6.1. Applying the FFT to this signal, the spectral

analysis is returned and presented in Figure 6.2.

Figure 6.1: O2-1999 FW-Transient: total reactor power.
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Figure 6.2: Spectral analysis of the power signal.

The signal is characterized by a high amplitude with a frequency of f = 0 Hz

resulting from to the o�set, that is, the mean value, of the input signal.

Generally the parameters in this analysis are physical quantities, which can in-

crease or decrease in their mean values as a response to the transient undergone

by the system. The change of the mean value is not of interest in this analysis,

but solely the oscillating component of the signal is of peculiar interest in the FFT

output. Therefore, the o�set and the slope are eliminated from the signal. This

is carried out by subtracting a linear function that is �tted to the input signal as

presented in Figure 6.3.
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Figure 6.3: Power signal and �tted linear function.

Figure 6.4: Oscillation of the power signal.
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Figure 6.5: Spectral analysis of the oscillation signal.

The processed input signal without its o�set and slope, which describes solely the

oscillating part of the signal, is shown in Figure 6.4 and again the FFT is applied

to this signal and its spectral components are shown in Figure 6.5. Signi�cant

amplitude peaks are obvious at a frequency of about f = 0, 5 Hz.

This is in accordance with the de�nition of the frequency where the number of

cycles and the time interval are read from Figure 6.4:

f =
number of cycles

time interval
=

8 oscillations

16, 4 seconds
= 0, 488 Hz
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6.3 The Application of the FFT to local physical

Parameters

The FFT is applied to computed local variables of the TRACE/PARCS simulation

results of the Oskarshamn-2 1999 feedwater transient. For example, in the case of

the total mass �ow of two adjacent core channels at position x = 15, y = 11, z = 6

and x = 15, y = 12, z = 6, in the time interval between 235 s and 240 s as shown

in Figure 6.6, the results of the FFT analysis are presented in Figure 6.7. The

signal on the left hand side (x = 15, y = 11, z = 6) has an average value of about

4.3 kg/s but considerably higher oscillation amplitudes compared to the signal on

the right hand side (x = 15, y = 12, z = 6), with an average value of about 5.4 kg/s.

Figure 6.6: Input signals of two adjacent cells.

As in the previous section 6.2, the FFT is applied separately to the unprocessed

input signals and the results of the spectral analysis are shown in Figure 6.7.

The amplitude at the frequency f = 0 Hz is the one governing the result. The
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higher average input signal in the case of the channel on the right hand side

(x = 15, y = 12, z = 6) results in a higher amplitude of the spectral output at

f = 0 Hz.

As the focus of the work is solely on the oscillation component of the signals, the

o�set and linear functions that are individually �tted to the slope, as shown in

Figure 6.8, are subtracted from the input signals and the processed input signals

are presented in Figure 6.9.

Figure 6.7: Spectral analysis of the unprocessed signals of the adjacent cells.
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Figure 6.8: Input signals and individually �tted linear functions.

Figure 6.9: Oscillation signals of the adjacent cells.
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Figure 6.10: Spectral analysis of the oscillation signal of two adjacent cells.

Figure 6.10 shows the result of the spectral analysis of the input signals reduced to

their oscillation components. Both outputs show the amplitude peak at the char-

acteristic frequency at about 0.5 Hz. However the amplitudes di�er signi�cantly.

The amplitude heights represent relatively the amount of the speci�c frequency

contained in the spectrum. This means in this case that the input signal of the

left cell (x = 15, y = 11, z = 6) has a much higher amount of the characteristic

frequency. It is obvious that this channel is more strongly oscillating with respect

to the amplitude than the channel on the right hand side (x = 15, y = 12, z = 6) .

Expanding this method from two adjacent cells to a complete axial level of the

core, a relative evaluation of the oscillating contribution of each channel can be

performed. This is shown in Figure 6.11, where one radial plane of the complete

core channels is selected. Similarly, Figure 6.12 shows the results for one axial

section.
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The steps performed with the described procedure are summarized next:

• A relevant time interval is selected and the unprocessed signal variables are

read. The time interval (or time frame) length is freely selectable, but has

to be adjusted to the system frequency and to the physical characteristics of

the signal. Appendix A.1 gives a study with di�erent time interval lengths

and a recommendation for the best �tting time frame length.

• For every single signal the o�set and the slope are subtracted individually.

This is necessary to obtain solely the oscillating component of the signal and

to get rid of components in the signal which stem from transient-dependent

system responses, such as the increase or the decrease of the mean value of

the signal. This method implies a normalization of the signals and makes

the spectral results comparable to each other.

• The output of the FFT is the spectral analysis of the signals in the amplitude

versus frequency form. The height of the amplitude in the frequency domain

is equal to the height of the amplitude in the time domain for each speci�c

component.

• As the input signals are normalized in this method, it follows for the interpre-

tation of the spectral output results that a nodal cell with a high amplitude

has a high oscillation component of the signal compared to a cell with a low

amplitude and a low oscillation component in the signal.

• If the output of the spectral analysis shows a signi�cant peak of a certain

frequency, it follows than this particular frequency is dominating the signal.

Otherwise, in a qualitative meaning, a broad spectrum with no signi�cant

peaks means that there is no dominating frequency.

The above described procedure is used in this work for the study of oscillating

signals at any local position in the core and for any kind of signal, such as power,

mass �ow, density or void fraction. The analysis can be carried out in any radial

direction (Figure 6.11) or axial direction (Figure 6.12).
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For the radial representation of the FFT results, an amplitude scaling factor is

given at the top left of the plots (e.g. in Figure 6.11 Amplitude: 0 - 4) and it in-

dicates by which value all amplitudes are scaled in order to �t in the plot. With

the help of this scaling factor it is possible to compare the amplitude heights of

di�erent FFT results in radial representation.

A general remark on the axial representation of FFT results: the nodalization

in TRACE has non-uniform node heights according to Figure 5.3. However, for a

better visualization of the FFT results in axial direction a uniform box height is

shown for all �gures in this work.

Figure 6.11: Example of a FFT application on the oscillating component of input
signals in radial direction.
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Figure 6.12: Example of a FFT application on the oscillating component of input
signals in axial direction.

6.4 Phase Shift Determination between oscillating

Parameters

The response behavior of local signals relative to each other during a transient is

of special interest. Figure 6.13 shows the time trend of three di�erent simulated

signals in the �rst row and their normalized oscillating component in the second

row. The �rst column represents the total reactor power, the middle and the right

column the total mass �ow rates of two di�erent channels. It can be noticed that

the three signals have a phase shift relative to each other and these phase shifts

are determined in using the following procedure.

The described procedure from section 6.3 is repeated and a FFT calculation of

each oscillating signal is performed with MATLAB. In the next step for each

FFT output the maximum absolute value of the amplitude is determined and

marked with a red color as seen in the �rst row of Figure 6.14. This represents the
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dominant frequency in the signal. Next, the corresponding phase is calculated with

the MATLAB function angle that returns the phase angles in radians for each

element of a complex array. The phase angles are further converted from radians

to degrees and presented in the second row of Figure 6.14 where the phase angles

of the dominant frequencies are again marked red. The determined phase angles

in degree are plotted in the second row of Figure 6.15. The power signal is used as

a reference and the third row of Figure 6.15 shows the phase shifts, calculated by

subtracting the phase of the reference signal from the phase of each signal. With

the use of the reference phase, the phase shift of each signal is normalized and the

phase shifts of the signals are then comparable.

In order to verify the procedure, the Inverse Fast Fourier Transform (IFFT) is used

to transform the dominant signal component from the frequency domain back to

the time domain using the MATLAB function y = ifft (X) . In Figure 6.15 the

�rst row shows inversely transformed signals (green curves) versus the original

signals (blue curves). The reconstructed signals represent the original signals with

respect to the frequency and the phase in a good manner.

In this example a signal time frame of 14 seconds is shown. For the analysis of

a transient, where the signals change over time, it is an advantage to use very

short time frames and analyze one time frame after another in order to investigate

changes of the phase of each analyzed signal. In Appendix A.2 this procedure

is tested for time frame lengths from 2 seconds to 15 seconds. It is shown that

a time frame length shorter than �ve seconds leads to insu�cient results. As

the oscillation frequency is of about 0.4 Hz, a time frame length of 5 seconds

corresponds to 2 complete oscillation cycles. Therefore in the further analysis of

this work a time frame length of 5 seconds is used.

At this point a further remark is necessary. In the above presented procedure

the calculation of the phase shift only works correctly if the input signals have a

sinusoidal shape. If the signals were be very noisy then a phase shift calculation is

hardly helpful. Therefore the described FFT calculation output from section 6.3

would have a low amplitude peak and a broad shape that has to be incorporated

in the analysis. Elimination of the noise by �ltering procedures may help to yield
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a periodic signal which can then be treated in the manner described above.

Figure 6.13: Input signals and their oscillating component: total reactor power,
mass�ow channel x10 y1 z2, mass�ow channel x10 y10 z2.

Figure 6.14: Spectral analysis output and phase, with dominating frequency and
associated phase marked red.
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Figure 6.15: First row: processed signal vs. IFFT; second row: phase of dominant
signal; third row: phase shift of signal 1 (x10 y1 z2) and signal 2 (x10 y10 z2) with
respect to the total power as reference phase.
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Chapter 7

Analysis of the O2-1999 Feedwater

Transient

This chapter describes the analysis of the coupled TRACE/PARCS simulation of

the Oskarshamn-2 reactor with regard to the oscillation in local core regions. The

FFT analysis method is employed together with the calculation of phase shifts of

local parameters as described in chapter 6.

The data used in this chapter are the simulation results of the Oskarshamn-2 1999

feedwater transient obtained with the coupled system code TRACE/PARCS pre-

sented in section 5.3.

7.1 Application of the FFT-Procedure to the Sim-

ulation's Output Values

The values selected for the application of the FFT-procedure are the power of

each individual channel (assembly power), the channel power in the axial direction

(node power), as well as, �uid pressure, �uid density and �uid total mass �ow in

both axial and radial directions. The selected time interval for the spectral anal-

ysis of these parameters is from 237.0 s to 242.0 s as shown in Figure 7.1.
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Figure 7.1: O2-1999 FW-Transient: reactor power.

7.1.1 Reactor Power

The channel powers of the 444 individual fuel channels are the selected input

signals and their spectral analysis is shown in Figure 7.2. This Figure clearly

presents homogeneous oscillations, even though the channels located in the core

periphery and semi-pheriphery regions show lower oscillations compared to the

central channels.

The spectral analysis of the node power in the axial direction at the radial location

corresponding to x=8, y=1-22 is shown in Figure 7.3. Again the channles in

the peripheral areas show lower oscillations compared to those in the central core

regions. It is remarkable that some central channels (marked with red arrows) show

higher oscillations compared to direct adjoining channels. All of these channels

have their maximum oscillation amplitude in the axial location of about z=13

which corresponds to an elevation of about 1 meter.

Selecting the axial location of z=13 for the spectral analysis of the node power

in the radial direction, Figure 7.4 shows nodes with slight tendencies for enhanced

oscillation. However, a clear determination can not be done.
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Figure 7.2: FFT applied on the assembly total power.
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Figure 7.3: FFT applied on the nodal power in axial direction x=8, y=1-22,
237.0 s ≤ t ≤ 242.0 s.

Figure 7.4: FFT applied on the nodal power in radial direction, z=13, 237.0 s ≤
t ≤ 242.0 s.
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7.1.2 Fluid Pressure

The FFT-procedure for the �uid pressure is performed and the spectral analysis

is presented for both axial (Figure 7.5) and radial direction (Figure 7.6). The

oscillation behaviour is in both cases very homogenous, wherefore the analysis of

the pressure seems not to be an appropriate parameter in order to detect local

particularities in the oscillatory behaviour.

Figure 7.5: FFT applied on the pressure in axial direction, x=8, y=1-22, 237.0 s
≤ t ≤ 242.0 s.
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Figure 7.6: FFT applied on the pressure in radial direction z=13, 237.0 s ≤ t ≤
242.0 s.

7.1.3 Fluid Density

The spectral analysis of the �uid density in axial direction x=8, depicted in Figure

7.7, shows outstanding oscillation of channel y=12 at an axial position around

level z=13. The �uid density oscillation in the channels y= 8, 13, 15 is much lower

compared to channel y=12 but still recognizable. For all other channels there is

no, or almost no, oscillation in density detectable.

According to Figure 7.8, the spectral analysis is performed in the radial direction

for the axial level z=13 where density oscillations in the axial direction are the

strongest. Striking oscillations in the density of the channels corresponding to

x=8, y=12 and x=15, y=11 are recognizable. Besides these two strongly striking

channels, a pattern of channels with oscillations of the �uid density is clearly

recognizable.

68



Application of the FFT-Procedure to the Simulation's Output Values

Figure 7.7: FFT applied on the density in axial direction, x=8, y=1-22, 237.0 s
≤ t ≤ 242.0 s.

Figure 7.8: FFT applied on the density in radial direction z=13, 237.0 s ≤ t ≤
242.0 s.
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7.1.4 Fluid Mass Flow Rate

The FFT-procedure is applied to the total mass �ow rate in axial direction x=8 and

the spectral analysis results are shown in Figure 7.9. In accordance with the anal-

ysis of the �uid density in the axial direction, the mass �ow rate in channel y=12

shows again considerable oscillations. Accordingly, the mass �ow rate oscillation

of the channels y= 8, 13, 15 is lower compared to channel y=12. In contrast to the

axial analysis of the density, the remaining channels still show oscillations, even

though their magnitude is very small compared to the before mentioned channels.

However, for the spectral analysis of the mass �ow rate in the axial direction, for

all channels is to be noted that the oscillations are highest at the bottom part of

the channels, but are prevailing throughout the whole axial length of the channel.

Considering the spectral analysis of the total mass �ow in the radial direction at

level z=13, as shown in Figure 7.10, the channels with the position x=8, y=12 and

x=15, y=11 can be repeatedly identi�ed as the channels with governing oscillation.

The same channels have already been identi�ed by means of the spectral analysis

of the �uid density presented in section 7.1.3.

Further, a pattern with channels with lower, but clearly recognizable oscillation

can be identi�ed. This pattern of channels is congruent with the pattern of chan-

nels of the �uid density analysis.

Generally it can be noted that the spectral analysis of the mass �ow shows stronger

oscillation amplitudes compared to the spectral analysis of the density.
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Figure 7.9: FFT applied on the mass �ow in axial direction x=8, y=1-22, 237.0
s ≤ t ≤ 242.0 s.

Figure 7.10: FFT applied on the mass �ow in radial direction z=13, 237.0 s ≤ t
≤ 242.0 s
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7.2 Application of the FFT - Method considering

the time-dependent Evolution of the Oscilla-

tion

In the previous section 7.1 the FFT-procedure was applied to several output pa-

rameters from the TRACE/PARCS simulation of the O2-1999 FW-Transient.

Amongst all examined parameters, the total mass �ow rate through the chan-

nels showed the clearest expression of the oscillations. This is in accordance with

theory presented in chapter 2. The present O2-1999 FW-Transient is a instability

event with core-wide (in-phase) mode of oscillation.

Relying on the theory that the channel with the highest power is the most unstable

one which tends to dominate the overall response [1], Figure 7.11 shows the radial

power distribution together with the spectral analysis of the radial channel mass

�ow rate. Channel 754 (x=15, y=11 and marked as 1) is the hottest channel with

a relative power ratio of 1.8332 followed by channel 719 (x=8, y=12 and marked

as 2) with a relative power ratio of 1.8054. These two channels are, considering

the mapping, symmetric channels. Regarding the results of the FFT-procedure of

the mass �ow rate, it is clearly recognizable that the oscillation of this parameter

reaches also a maximum in the channels 754 and 719. The intensity of the mass

�ow rate oscillation correlates with the relative power. This con�rms the observa-

tion of the next hot channels, whereby the tendency continues that the lower the

power of these channels is, the lower the mass �ow oscillation is.

The evolution of the mass �ow rate oscillation during the transient after the par-

tial scram is depicted for the time intervals 215 s - 220 s and 225 s - 230 s in

Figure 7.12 and for the time frames 235 s - 240 s and 245 s - 250 s in Figure 7.13.

With the growth of the the total power oscillation, the mass �ow rate oscillation

is growing analogously, once more con�rming that the channels with the higher

powers induce dominating mass �ow rate oscillations.
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Figure 7.11: Relative channel power at time = 239.9 s (top) and FFT applied
on the mass �ow for the time interval 237 s - 242 s (bottom).
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marker relative power ratio channel no. x-pos. y-pos. assembly type

1 1.8332 754 15 11 QD

2 1.8054 719 8 12 QD

3 1.7763 744 13 10 QD

4 1.7739 734 11 8 QD

5 1.7738 739 12 15 QD

6 1.7668 729 10 13 QD

7 1.7659 745 13 13 QD

8 1.7590 728 10 10 QD

Table 7.1: Relative channel power ratio at time 239.9 s.
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Figure 7.12: FFT applied on the mass �ow rate at the channel inlet for the time
frame 215 s - 220 s (picture top) and the time frame 225 s - 230 s (picture bottom).
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Figure 7.13: FFT applied on the mass �ow rate at the channel inlet for the time
frame 235 s - 240 s (picture top) and the time frame 245 s - 250 s (picture bottom).
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7.3 Application of the Phase Shift Analysis for BWR

Instability

7.3.1 Analysis of the Channel Power

The Oskarshamn-2 1999 feedwater transient is described as a pure in-phase power

oscillation. In order to con�rm that the transient is indeed a pure in-phase power

oscillation, a phase shift calculation is performed of the total power as a reference

compared against the channel-wise total power. The results of this analysis are

graphically presented in Figure 7.14. It can be noticed that all core channels

have the same phase, that is almost 0 ◦. The result of this calculation remains

unchanged throughout the investigated interval between 220 s and 250 s.

Figure 7.14: Phase shift calculation of the channel power for the time interval
240 s - 245 s.
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7.3.2 Mass�ow Rate Analysis of the Core Channels Inlet

The radial mass �ow rate distribution at the channel bottom for the time interval

from 234.13 s (image A) to 236.97 s (image O) with a constant image rate of 0.2 s

is presented in Figure 7.15. For the mass �ow distribution a relative representation

was preferred to the absolute one, in order to make small mass �ow oscillations

visible and easier to compare. The relative representation is generated by dividing

the absolute mass �ow rate of each core channel by its mean value for the considered

time interval. The mass �ow of each channel is presented as a colored bar, where

blue represents a lower mass �ow rate and red represents a higher mass �ow rate.

It has to be mentioned that for a better visualization the color scheme is selected

within a very tight range and therefore becomes overstated, meaning that this

�gure is intended as a qualitative representation only.

From the �rst image A at 234.13 s to image E the mass �ow rate of the channels

in the center part of the core is increasing, thus changing the bar color to red,

while simultaneously the mass �ow rate of the channels in the periphery and semi-

periphery is decreasing and the bar color changes to blue. From image F on, the

mass �ow rates in the center of the core start to decrease while the mass �ow rates

of the channels in the periphery and semi-periphery are increasing. This can be

observed until the time point corresponding to image K. From image L on, the

the mass �ow rates in the central core channels increase again, while those in the

peripheral and semi-peripheral regions are decreasing.

Summarizing, it can be observed that the mass �ow rates at the inlet of the

channels oscillate with a phase shift between the central channels and the (semi-)

peripheral channels.
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Figure 7.15: Relative mass �ow rate at the channel inlet from time point 234.13
s to time point 236.97 s.
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7.3.3 Phase Shift Analysis between representative Single

Channels

The following analysis corresponds to channel 718 (x=8, y=8) selected as a repre-

sentative channel for the central part of the core and to channel 426 (x=8, y=1)

chosen as a representative for the peripheral core region.

Figure 7.16 shows the absolute mass �ow rate of the lower plenum, the mass

�ow rate through channel 718 at the inlet, the mass �ow rate at equidistantly

distributed axial positions of the channel, channel outlet, and the mass �ow rate

of the upper plenum for the time frame from 230 s to 250 s. It can be seen that the

mass �ow oscillates sinusoidally in all regarded positions. According to the theory

described in Chapter 2.1, the density-wave mechanism can be observed here as

follows: the sinusoidal wave that arrives at the channel inlet travels upwards in

�ow direction and reaches the channel outlet with a delay of 180◦ with respect to

the channel inlet �ow. The phase shift of 180◦ between inlet and outlet mass �ow

is con�rmed by the phase shift calculation depicted in Figure 7.17 by applying the

method from Chapter 6.4.

As the mass �ow and pressure drop are correlated, an increase in pressure drop at

the channel inlet results in a decrease of the pressure drop at the outlet, whereby

the conditions of a positive feedback on itself are given for a self-sustaining oscil-

lation condition.

The mass �ow rate through the peripheral core channel 426 behaves di�erently

to the central core channel 718 as shown in Figure 7.18. The mass �ow rate os-

cillates sinusoidally from channel inlet throughout channel outlet as well as in the

upper plenum where the oscillations have all the same phase. There is no density-

wave present resulting from the circumstance that the peripheral core channel have

low or virtually no void content. The mass �ow rate oscillations of the peripheral

core channels have therefore a phase shift of 0◦ between their inlet and outlet.
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Figure 7.16: Absolute mass �ow: lower plenum, channel 718, upper plenum.

Figure 7.17: Phase shift calculation of the core channel 718 between its inlet and
outlet mass �ow.
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Figure 7.18: Absolute mass �ow: lower plenum, channel 426, upper plenum.

The phase shift of the oscillating inlet mass �ows of channel 426 and channel 718

with respect to the lower plenum mass �ow oscillation for the regarded timeframe

230 s - 250 s are calculated according to the method described in chapter 6.4 and

the results are shown in Figure 7.19.

The approximation through the IFFT does not match perfectly for the entire time

frame of 20 s. It can, however, be regarded as su�cient for this qualitative anal-

ysis. The inlet mass �ow rate in the central core channel 718 is shifted by about

30◦ with respect to the mass �ow rate in the lower plenum, while the inlet mass

�ow rate in the periphery core channel 426 is shifted by approximately 240◦ with

respect to the lower plenum mass �ow rate. This results in a phase shift of about

210◦ between the central core channels and the peripheral ones.

Due to the fact that the mass �ow rate of the lower plenum splits up into the mass

�ow rate through each of the individual core channels and the bypass mass �ow

rate, it has to be considered how far the bypass mass �ow rate oscillates and with

which phase. This is shown in Figure 7.20, in which the phase shift calculation

is performed for the mass �ow rate of the lower plenum as reference compared to
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Figure 7.19: Phase shift calculation of inlet mass �ow of channels 426 and 718
compared to lower plenum mass �ow.

Figure 7.20: Phase shift calculation of inlet mass �ow of channel 426 and the
bypass inlet mass �ow compared to lower plenum mass �ow.

83



Chapter 7. Analysis of the O2-1999 Feedwater Transient

the inlet mass �ow rate of channel 426 (position x8, y1) and the inlet mass �ow

rate of the bypass. The phase shift between the bypass mass �ow rate and the

periphery channel is almost 0◦, which means that the bypass mass �ow rate and

the periphery channels behave in their mass �ow rate oscillation simultaneously.

7.3.4 Phase Shift Calculation of all Core Channels in radial

Direction at the Inlet and Outlet

Channel 718 (x=8, y=8) was selected to represent the central core channels while

channel 426 (x=8, y=1) was chosen being representative for peripheral core chan-

nels as a result from the following analysis, where a detailed phase shift calculation

of the mass �ow rate is performed for all core channels. The considered time inter-

val for this analysis is again from 230 s to 250 s and is subdivided in time frames

with a constant length of 5 s. The oscillation of the channel's outlet mass �ow

rate is referenced to the upper plenum's mass �ow rate oscillation while the phase

shift is calculated. Accordingly, the phase shift of the oscillation of the channel's

mass �ow rate at the inlet is calculated with respect to the lower plenum mass

�ow rate oscillation. With the �rst Figure 7.21 the time considered interval ranges

from 230 s to 235 s, second Figure 7.22 from 235 s to 240 s, third Figure 7.23 from

240 s to 245 s, and the fourth Figure 7.24 from 245 s to 250 s for the phase shift

calculation results.

As a general observation, Figure 7.21 to Figure 7.24 show that the mass �ow rate

of the upper plenum and the mass �ow rates of the channels at the outlet have

the same phase, which means that the phase shift is almost 0 ◦.

However, at the channel inlet a distinction between the central core channels and

the peripheral core channels with respect to the phase shift of the channel inlet

�ow and of the lower plenum mass �ow has to be made. All peripheral core chan-

nels share the same phase. The central core channels have similarly, although with

some exceptions, a uniform phase. As already stated in section 7.3.3, channel 426

(x8, y1) is representative for the peripheral core channels and channel 718 (x8, y8)

is representative for the central core channels. From the analysis performed here,
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Figure 7.21: Phase shift of channel mass �ows at the outlet relative to upper
plenum (picture at top) and phase shift of channel mass �ow at the inlet relative
to lower plenum (picture at bottom), timeframe 230 s - 235 s.
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Figure 7.22: Phase shift of channel mass �ows at the outlet relative to upper
plenum (picture at top) and phase shift of channel mass �ow at the inlet relative
to lower plenum (picture at bottom), timeframe 235 s - 240 s.
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Figure 7.23: Phase shift of channel mass �ows at the outlet relative to upper
plenum (picture at top) and phase shift of channel mass �ow at the inlet relative
to lower plenum (picture at bottom), timeframe 240 s - 245 s.
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Figure 7.24: Phase shift of channel mass �ows at the outlet relative to upper
plenum (picture at top) and phase shift of channel mass �ow at the inlet relative
to lower plenum (picture at bottom), timeframe 245 s - 250 s.
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a phase shift between central and periphery channels of about 210◦ is determined.

Between the peripheral core channels and the central core channels, a transition

zone can be identi�ed. In this transition zone the mass �ow rates of the channels

have non-uniform phase shifts and are disordered.

The attention is now devoted to the mass �ow rate oscillations of the central core

channels as a kind of out-of-phase oscillation to the peripheral core channels to-

gether with the bypass. When the central core channels increase their mass �ow

rates, the peripheral core channels and the bypass reduce their mass �ow rates

and vice-versa, although the phase shift between the central and the peripheral

channels is 210 ◦ with 30◦ di�ering from an optimum positive feedback of 180 ◦.

However, the occurrence that the peripheral core channel mass �ow rates oscillate

out-of-phase with respect to the central core channel mass �ow rates has a positive

e�ect on the development and preservation of self-sustaining mass �ow oscillations.
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Chapter 8

Study Case: Redesign of the Core

Pattern

The channels 754 and 719 were observed to be the hottest channels and the ones

with highest intensity of mass�ow oscillation as described in section 7.2 and de-

picted in Figure 7.11. In this study, named Study Case, these two channels are

exchanged with two other channels with the aim to investigate the in�uence of

the hottest channels with the highest mass �ow rate oscillation on the over-all

evolution of the total power oscillation.

8.1 Modelling Description of the Study Case

The requirement to �nd a new suitable position was to keep these channels in

the central part of the core, to not reposition them in the neighborhood of an

other QD-type channel, keep core symmetry and to �nd a region where mass �ow

oscillations are very low. The applied strategy consisted of exchanging channel 719

(x=8, y=12) with channel 103 (x=3, y=16) and exchanging channel 754 (x=15,

y=11) with channel 196 (x=20, y=7) according to Figure 8.1.

The exchange of the channels is performed by adapting the TRACE input �le

and the PARCS input �les, the geom-�le (PMAXS), the depletion-�le and the



Chapter 8. Study Case: Redesign of the Core Pattern

maptab-�le.

Figure 8.1: Study Case: rearrangement of channels.

8.2 Simulation of the Study Case

Except from the exchange of these four channels, the steady-state and transient-

simulation of the Study Case is performed according to the simulation of the O2-

1999 feedwater transient with identical input parameters and identical boundary

conditions.

The simulation results presented in Figure 8.2 are in good agreement with the

measured data and no di�erences are visible for the �rst part of the transient until

partial scram (t = 197.6s) occurs. After that, the evolution of the total reactor

power with the new fuel element pattern shows a much lower oscillation amplitude

compared to the measured power, Figure 8.3.

The results of the coupled simulation using the standard core pattern and the
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results obtained by redesigning the core pattern are shown in Figure 8.4. This

�gure gives a detailed insight of the total reactor power time trend immediately

after the partial scram. It is evident that the power evolution remained consistent

according to the frequency, whereas the amplitude of the oscillation is signi�cantly

damped.

Figure 8.2: Study Case: TRACE/PARCS simulation vs. measurement.
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Figure 8.3: Study Case: total reactor power.

Figure 8.4: Total reactor power, detail: measured, TRACE/PARCS Study Case,
TRACE/PARCS.
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for the Study Case

8.3 Application of the FFT - Method considering

the Time-Dependent Evolution of the Oscilla-

tion for the Study Case

The evolution of the mass �ow rate oscillation during the transient after the par-

tial SCRAM is show in spectral representation for the time intervals 215 s - 220

s and 225 s - 230 s in Figure 8.5 and for the time intervals 235 s - 240 s and

245 s - 250 s in Figure 8.6. The mass �ow rate oscillation amplitude is in this

Study Case relatively low compared to the original TRACE/PARCS simulation.

This can be additionally observed from the calculated relative amplitude scaling

factors included in the plots at the top left corner, where, for example, the original

simulation reaches in the last time frame (245 s - 250 s) an amplitude factor of 40,

whereas the Study Case's amplitude factor is only 4.

According to section 7.1 describing in detail the applied methodology, the spectral

analysis of the total mass �ow rate for the time interval from 237 s to 242 s is shown

in Figure 8.7 (bottom) in comparison with the relative channel power distribution

(Figure 8.7, top). In contrast to the original simulation where the channels 719

and 754 showed noticeably higher amplitude peaks compared to the other hot

channels, in this Study Case there is no channel outstanding in its mass �ow rate

oscillation amplitude. As a result it can be highlighted that the mass �ow rate

oscillations are more uniformly distributed over several channels and that there are

no core channels with particularly extreme oscillations. The marked core channel

numbers in Figure 8.7 are in a decreasing power order and it can be seen that the

higher the power, the higher the oscillation, respectively the lower the power the

lower the mass�ow rate oscillation. That was already described in chapter 7.2 but

when the Tables 7.1 and 8.1, that give the values of the relative channel power in

both simulations at the same time point, are compared, it becomes clear that in

the Study Case the peak powers are lower and also more �attened in the hotter

channels.

As stated in [1], the channel with the highest power is the most unstable one and
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Figure 8.5: FFT applied on the mass �ow at the channel inlet for the time frame
215 s - 220 s (picture top) and the time frame 225 s - 230 s (picture bottom).
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for the Study Case

Figure 8.6: FFT applied on the mass �ow at the channel inlet for time frame 235
s - 240 s (picture top) and the time frame 245 s - 250 s (picture bottom).
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tends to dominate the overall response of the core. The importance of this fact can

be demonstrated in the results presented here. The relative power of the hottest

channel in the Study Case is merely 4 % lower than in the original TRACE/PARCS

simulation, but the overall response of the system, that is, the total reactor power,

has a remarkable lower oscillation amplitude. Therefore, the position of a channel

together with its neighborhood of channels, has an important in�uence on BWR

stability and the evolution of the transient.
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for the Study Case

Figure 8.7: Relative channel power at time = 239.9 s (top) and FFT applied on
the mass �ow for the time interval 237 s - 242 s (bottom).
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marker relative power ratio channel no. x-pos. y-pos. assembly type

A 1.7600 734 11 8 QD

B 1.7599 739 12 15 QD

C 1.7314 745 13 13 QD

D 1.7310 744 13 13 QD

E 1.7239 728 10 10 QD

F 1.7294 729 10 13 QD

Table 8.1: Study Case: relative channel power ratio at time 239.9 s.
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8.4 Application of the Phase Shift Analysis for the

Study Case

The phase shift analysis of the mass �ow rate oscillations performed according

to the method described in section 7.3 is the main topic of this section. For the

chosen time interval, 235 s - 240 s, the mass �ow rate phase shift calculation is

presented in Figure 8.8 with the upper plenum mass �ow rate as a reference for

the outlet channel mass �ow rate (�gure top), and the lower plenum mass �ow

rate as reference for the channel inlet mass �ow rate (�gure bottom).

One can see that the general behavior of the individual channels' phases has not

changed compared to Figure 7.22 in section 7.3.4. The mass�ow rate at the upper

plenum and at the channels outlet mass �ow rates still have the same phase. A

similar behavior is observed for the phase shift between the lower plenum and the

channels inlets mass �ow rates, where the central core channels phase is close to

that of the lower plenum mass �ow rate while the peripheral channels show an

opposite behavior.

The channel 718 (x=8, y=8) and 426 (x=8, y=1) shows again a representative be-

havior for the central channels and respectively the periphery channels. A detailed

analysis of these two channels is given next.

The absolute mass �ow rate of the lower plenum, the mass �ow rate through

channel 718 at the inlet, the mass �ow rate at equidistant distributed axial po-

sitions of the channel, the channel outlet and the mass �ow rate of the upper

plenum for the time frame from 230 s to 250 s is shown in Figure 8.9. It can be

seen that the mass �ow oscillates sinusoidally throughout the entire time interval

in all observed positions but the mass �ow trends in the upper and lower plenum

are not smooth and also a�ect the channel mass �ow at the outlet. The density

wave travels through the channel and reaches a phase shift of 180◦ between inlet

and outlet, compare Figure 8.10. The mass �ow rate oscillations of the peripheral

channel 416 are analogous to those observed in the original transient simulation

and have throughout the channel the same phase, as shown in Figure 8.11. The

mass �ow rate of the peripheral channel outlet and of the upper plenum are in the
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Figure 8.8: Phase shift of channel mass �ows at the outlet relative to upper
plenum (picture at top) and phase shift of channel mass �ow at the inlet relative
to lower plenum (picture at bottom), time frame 235 s - 240 s.
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Figure 8.9: Absolute mass �ow: lower plenum, channel 718, upper plenum

Figure 8.10: Phase shift calculation of the core channel 718 between its inlet and
outlet mass �ow.
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same phase, while the phase of the peripheral channel inlet mass �ow is shifted

with respect to the lower plenum one. Though the mass �ow rate oscillates sinu-

soidal it is apparent that the oscillation is not smooth.

The phase shift of the mass �ow at the channel inlet between the central channel

718 and the periphery channel 416 is 210◦ as can be seen in Figure 8.12 and cor-

responds to the same value as in the original transient.

The mass �ow rate oscillations of the bypass and the peripheral channel 416 are

in phase, as can be observed in Figure 8.13. It has to be mentioned that the phase

shift calculation, as it is here performed, does not match perfectly with the original

very noisy measured signal.

As a summary for the Study Case with the rearranged core pattern, it can be

noted that the local e�ects are equal to those observed in the original transient.

The mass �ow rate oscillations in the peripheral channels and in the bypass are

quasi out-of phase with respect to the central core channels. The trends of mass

�ow oscillation in the upper and the lower plenum, in the bypass and in the pe-

ripheral channels are not smooth any more and show many intermediate peaks,

highlighting a damped oscillation process. By only exchanging the position of four

channels, the observed in�uence on the evolution of the power oscillation is very

strong. The frequency of the total power oscillation remained the same as in the

original simulation but the amplitude growth of the power oscillation is reduced

clearly. From this is shown that the position of certain channels and the e�ect of

the channels in their neighborhood are important on the global stability behavior

of the reactor core.
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Figure 8.11: Absolute mass �ow: lower plenum, channel 426, upper plenum.

Figure 8.12: Phase shift calculation of inlet mass �ow of channels 426 and 718
compared to lower plenum mass �ow.

105



Chapter 8. Study Case: Redesign of the Core Pattern

Figure 8.13: Phase shift calculation of inlet mass �ow of channel 426 and the
bypass inlet mass �ow compared to lower plenum mass �ow.
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Chapter 9

Summary and Outlook

The OECD/NEA Oskarshamn-2 BWR stability benchmark provides the data used

as a basis for the thesis work. A coupled TRACE/PARCS model with one-to-one

core channel representation for the Oskarshamn-2 reactor was developed based on

this information. The �nal model is not �ne tuned to achieve the best possible

reproduction of the measured power signal, and a trade-o� in favor of decreasing

the calculation time was necessary. This results consequently in a lower calcula-

tion accuracy, however, the simulation results showed good agreement with the

measured data of the O2-1999 feedwater transient. Further, a new post-processing

tool for the spectral analysis of simulation output parameters was developed and

applied to the simulation results of the coupled TRACE/PARCS system code.

The post-processing tool uses the Fast-Fourier Transform algorithm to transform

time-domain signals to the frequency domain. The methodology of the new anal-

ysis tool can be summarized as follows. A certain time interval of interest within

the transient is selected; the time length of the time interval has to be selected

in compliance with the oscillation frequency, for it should be at least twice the

oscillation cycle time. The parameters that can be analyzed with the tool are

arbitrarily selectable. The tool analyzes data in two-dimensional spacial direction,

in either axial direction or planar direction. The algorithm performs a normal-

ization of the data in order to eliminate global transient in�uences on the signals
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as solely the oscillating component of the signals are subject to the analysis. The

normalization of the data implies the advantage of directly comparable results in

spectral representation.

In its application, the spectral analysis results show for each data node the os-

cillation amplitude to its corresponding frequency. Due to the comparability of

the signals, statements can be made, at which local sector, where amplitude oscil-

lations are higher compared to other sectors. The next step in the methodology is

the prediction of the phase shift between the dominating oscillating components.

The analysis detects to what extent parameter oscillations are shifted in time.

This two-step approach represents �rst, the detection of the relative amplitude

distribution and, second, the determination of the phase shift of the dominating

oscillation components. It thus delivers the basis for the interpretation of physical

phenomena at a local scale. For this reason it becomes possible to "look" into the

reactor core during a simulated instability occurrence of a BWR.

The analysis of the coupled TRACE/PARCS simulation data of the Oskarshamn-2

1999 feedwater transient was performed with the described method and it demon-

strated the following physical phenomena.

The Oskarshamn-2 1999 feedwater transient is characterized as a in-phase oscilla-

tion type. The analysis of the fuel assembly power showed that all fuel elements

have an uniform phase in the power oscillation whereas the analysis of the assembly

mass �ow rate showed a heterogeneous behavior. It was pointed out that a pat-

tern of assemblies with striking mass �ow rate oscillation amplitudes exist. This

pattern corresponds to the assemblies relative power fraction this means those as-

semblies with high relative power have high mass �ow rate oscillation amplitudes.

The channel mass �ow rate oscillations showed among all investigated parameters

the clearest di�erences in the local expression of oscillation and is a governing

factor for BWR instability due to the density wave mechanism.

An interesting observation was made in the quasi out-of-phase behavior of inlet
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mass �ow rate oscillations between the central core channels and peripheral core

channels together with the bypass. Such a behavior suggests a positive feedback

on the mass �ow rate oscillations in the central core channels.

The in�uence of the two hottest channels with the highest amplitudes of the mass

�ow rate oscillations was studied qualitatively with respect to the over-all evolu-

tion of the total core power oscillation. These channels were rearranged in their

radial core position, in the frame of a study case, by the exchange of location with

two other channels. The coupled TRACE/PARCS simulation results of the O2-

1999 feedwater transient with this redesigned core pattern reproduced the original

core pattern transient simulation results with the di�erence that the total reactor

power oscillation amplitude is noticeably lower although the oscillation frequency

remained identical. The Fourier Transform based method was applied in the same

manner and to the same local parameters as in the original core pattern simulation

and showed the presence of a similar physical behavior. However, the mass �ow

rate oscillation amplitudes are lower as well as the relative power fraction of the

hot channels. It is shown in this study, that the position of a channel in the core

together with its neighboring channels has a remarkable in�uence on the evolution

of a BWR instability transient.

As a proposal for further research, the described Fourier Transform based analysis

method can be further extended on the basis of improvements in the algorithm.

The accuracy of the calculation of the phase shift can be described with the rank

correlation coe�cient between the initial signal and the reconstructed dominant

signal component. This would move the informative value of the method from a

qualitative to a quantitative approach. Further, the method could pro�t from an

improvement in the determination of the time interval length. The smallest time

interval length that achieves su�cient accuracy in the outcomes of the method

should be determined within the algorithm in order to obtain a more generally

applicable tool.

If the analysis method can be improved to achieve a higher accuracy of the phase
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shift calculation, while at the same time reducing the time interval length, the

methodology can be applied to study other scenarios with higher complexity such

as out-of-phase oscillation instability events.

Finally, for the extensive development of the analysis method, a bigger data base

of simulation results is necessary for the con�rmation of the observed phenom-

ena. This can be done by a further re�nement of the TRACE/PARCS model

that provides a higher accuracy if compared to the measured data and avoids the

possibility of discovered phenomena which are sensitive to the model re�nement.

Also simulation results obtained with other coupled simulation codes should be a

basis for the improvement of the method.
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Appendix A

Study of the Time Frame Length

Within the herein performed work, the core channel mass �ow rate is the most

investigated parameter. On this basis, the mass �ow rate is the chosen parameter

to show the in�uence of the selected time frame length on the analysis output of

the FFT application and the calculation of the phase shift .

The starting point represents the characteristic frequency of this oscillation system

and has a frequency of 0.4 - 0.5 Hz, resulting in a period length of 2.0 - 2.5 s. In

order to capture an oscillation period, the selected time frame length must be at

least 2.0 seconds. Further it is to remember that a discrete signal with a discrete

number of sample points is considered. Therefore, the question regarding the se-

lected time frame length includes the system inherent frequency and the number

of sample points of the discrete signal.

A.1 FFT and Time Frame Length

The FFT (�rst-step) is applied on the mass �ow rates at the inlet of the core

channels in planar direction. The considered time interval starts from 2 seconds

and is increased in 1 second steps up to 10 seconds. The results are represented

in the Figures A.1 to A.9.

The general pattern of channels with striking mass �ow rate amplitude oscillations
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is apparent for all time frame lengths. However, the longer the time frame length

is, the more sample points are processed and the sharper the dominant frequency

strikes out. From that it can be concluded that the application of the FFT is

also suitable for short time frame lengths. However, as the results of the FFT

calculation are employed for the calculation of the phase shift (second-step) the

focus for the determination of the time frame length is set in the following section

A.2.

Figure A.1: FFT mass �ow, z2, time: 219 s - 221 s, time frame length 2 s.
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Figure A.2: FFT mass �ow, z2, time: 218 s - 221 s, time frame length 3 s.

Figure A.3: FFT mass �ow, z2, time: 218 s - 222 s, time frame length 4 s.
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Figure A.4: FFT mass �ow, z2, time: 217 s - 222 s, time frame length 5 s.

Figure A.5: FFT mass �ow, z2, time: 217 s - 223 s, time frame length 6 s.
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Figure A.6: FFT mass �ow, z2, time: 216 s - 223 s, time frame length 7 s.

Figure A.7: FFT mass �ow, z2, time: 216 s - 224 s, time frame length 8 s.
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Figure A.8: FFT mass �ow, z2, time: 215 s - 224 s, time frame length 9 s.

Figure A.9: FFT mass �ow, z2, time: 215 s - 225 s, time frame length 10 s.
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A.2 Phase Shift and Time Frame Length

The application of the FFT as the �rst step in the methodology is followed by the

second step which is the calculation of the phase shift between the signals. There-

fore, in each FFT output the frequency with the maximum amplitude together

with the corresponding phase angle is determined. In the following it is estimated

to what extend the dominant signal represents the original one with respect to

the selected time frame length, however only considering the frequency and not

according to the amplitude.

The considered time intervals are around the time point 240 s and spanning from 2

seconds up to 15 seconds with an 1 second steps increase as presented in the Figures

A.10 to A.23. The �gures are arranged in three rows and three columns. The �rst

row shows the original signal (blue curve) compared to the re-transformed signal

of the dominant component (green curve). The total reactor power (left column) is

used as reference signal against which the other two signals are compared. These

two signals correspond to the mass �ow rates at the inlet of the channel 430 which

represents a peripheral core channel, and the channel 728, a central core channel.

The second row shows the phase angles, of the dominant component represented

in a polar form with phase angles are named P0 for the reference signal, with P1

for the peripheral channel 430 and P2 for the central channel 728 respectively.

The third row represents the phase shift of the two channel signals with respect to

the reference signal and is termed "relative phase" in the following . The relative

phase for channel 430 is P1-P0 while for channel 728 it is P2-P0.

A change of relative phase values with a change in the time frame length is evi-

dent for short time frame lengths of 2 s and 3 s. From time frame lenght 4 s on

and larger, the changes in the value of the relative phase become relatively small.

From this qualitative consideration a time frame length of 5 s, that corresponds

to 2 oscillation periods, is regarded as su�ciently long.

Further considerations between the re-transformed signal of the dominant compo-

nent and the original signal show that the re-transformed frequency agrees only to

a limited degree. However, a quantitative evaluation can not be performed within

the scope of this work and is subject to possible future work.
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Figure A.10: Phase shift mass �ow, time frame length 2 s, channel 430 (x10, y1,
z2) and channel 728 (x10, y10, z2)

Figure A.11: Phase shift mass �ow, time frame length 3 s, channel 430 (x10, y1,
z2) and channel 728 (x10, y10, z2)
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Figure A.12: Phase shift mass �ow, time frame length 4 s, channel 430 (x10, y1,
z2) and channel 728 (x10, y10, z2)

Figure A.13: Phase shift mass �ow, time frame length 5 s, channel 430 (x10, y1,
z2) and channel 728 (x10, y10, z2)
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Figure A.14: Phase shift mass �ow, time frame length 6 s, channel 430 (x10, y1,
z2) and channel 728 (x10, y10, z2)

Figure A.15: Phase shift mass �ow, time frame length 7 s, channel 430 (x10, y1,
z2) and channel 728 (x10, y10, z2)
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Figure A.16: Phase shift mass �ow, time frame length 8 s, channel 430 (x10, y1,
z2) and channel 728 (x10, y10, z2)

Figure A.17: Phase shift mass �ow, time frame length 9 s, channel 430 (x10, y1,
z2) and channel 728 (x10, y10, z2)
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Figure A.18: Phase shift mass �ow, time frame length 10 s, channel 430 (x10,
y1, z2) and channel 728 (x10, y10, z2)

Figure A.19: Phase shift mass �ow, time frame length 11 s, channel 430 (x10,
y1, z2) and channel 728 (x10, y10, z2)
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Figure A.20: Phase shift mass �ow, time frame length 12 s, channel 430 (x10,
y1, z2) and channel 728 (x10, y10, z2)

Figure A.21: Phase shift mass �ow, time frame length 13 s, channel 430 (x10,
y1, z2) and channel 728 (x10, y10, z2)
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Figure A.22: Phase shift mass �ow, time frame length 14 s, channel 430 (x10,
y1, z2) and channel 728 (x10, y10, z2)

Figure A.23: Phase shift mass �ow, time frame length 15 s, channel 430 (x10,
y1, z2) and channel 728 (x10, y10, z2)
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