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Abstract

Construction kits and development environments have dramatically reduced the time
and expertise required for the development of physical interactive devices. The field
of smart textiles, however, is relatively new and still lacks of established tools that
support their development. In this dissertation, we introduce TangoHapps, a vi-
sual programming and simulation environment specifically designed for smart textiles.
TangoHapps supports different activities related to smart textile development, includ-
ing application software development, testing and circuit design. TangoHapps’ visual
programming semantics span across mobile phone and smart textile enabling users to
take advantage of capabilities present on both devices without writing source code.
TangoHapps has a high-ceiling, which we demonstrate by recreating two smart tex-
tiles from different application domains. Furthermore, we provide evidence from two
user studies that TangoHapps lowers entrance barrier to smart textile development.
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Chapter 1

Introduction

"The most profound technologies
are those that disappear. They
weave themselves into the fabric of
everyday life until they are
indistinguishable from it."

Mark Weiser

In the 1950s, computing devices occupied an entire room. They were so expensive
that only governments and big corporations could afford them and only technicians
with special training were able to use them. Miniaturization of electronics, reduction
in hardware prices and advances in usability engineering have enabled the appearance
of smaller, yet more powerful, cheaper and more usable computing devices. Comput-
ing devices evolved from personal computers to mobile phones and wearable devices.
Each new generation of computing device is smaller and integrates more seamlessly
into users lives.

Mark Weiser foresaw that computing devices would disappear entirely from a
user’s perspective, becoming “indistinguishable from the fabric of everyday life”. His
metaphor has become a reality today, as electronic devices are being integrated in the
fibers used to create fabrics. For example, tiny electronic components can be hidden
inside yarn by wrapping fiber strands around them [96]. Textiles with integrated
electronic devices are called smart textiles and are the focus of this dissertation.

Smart textiles worn on the body, also called smart garments, are particularly
interesting if they access information about their wearer such as his/her posture m[74],
physical activity [43], heart rate [17], pH levels [87] or even the presence of an infection
[1]. This information can be used for monitoring vital signs of patients [89], soldiers
[90], firefighters [20], tracking athlete’s performance [51] and helping blind users avoid
obstacles [6]. Smart textiles enable new ways of interaction that can be integrated
seamlessly into users’ lives. For example, smart textiles do not require users to look
at a screen (eyes-free) or to use their hands (hands-free) for interaction.

Several construction kits [49, 54, 97] and development environments [24, 48, 7]
have been created, which lower the entrance barrier and reduce the time needed to
develop physical electronic devices. Smart textiles, however, still have no established
tools that support their development. Furthermore, smart textile developers are still

1



CHAPTER 1. INTRODUCTION

using tools originally designed for other purposes such as circuit layout software for
conventional electronics and programming environments designed for general-purpose
microcontrollers. Software development environments for smart textiles face the fol-
lowing challenges:

1. The development of a smart textile is time consuming. In contrast to the
field of physical devices, ready-to-use textile components can rarely be bought.
Instead, they usually have to be designed and fabricated manually and tailored
to the textile. Textile sensors and connections often have to be created in the
same fabrication process as the rest of the textile. In addition, the production
of a smart textile is relatively risky due to the uncertainty during its creation,
whether the choice of materials and structuring (e.g. sewing, knitting) pattern
will fulfill the requirements of the application.

2. The development of a smart textile requires knowledge in multiple
disciplines. Smart textile development encompasses activities of different na-
ture: textile design (e.g. choosing a sewing pattern), circuit design (e.g. deciding
on the shape and placement of components) and software development. This
knowledge is rarely present in a single individual and hence, a collaboration of
people with a background in different disciplines is required. These disciplines
include computer science, electrical engineering, material science and textile
design [16].

3. Smart textiles require the development of complex algorithms. One
of the facts that make smart garments so interesting is that they can provide
diverse kinds of information about the wearer. However, high-level information
needs to be extracted from the sensor data using complex signal processing and
classification algorithms. Furthermore, data produced by smart garments tends
to be noisy and unreliable for two reasons. First, garments change their position
due to the wearer’s movements when they slide and fold during usage. Second,
textile sensors and connections based on conductive yarn or thread typically
used in smart textiles are not as accurate and stable as traditional silicon-based
sensors and connections.

To tackle these problems, we have developed TangoHapps. TangoHapps is an Inte-
grated Development Environment (IDE) specifically designed for the development of
smart textiles.

1.1 Research Process

The field of smart textiles is still relatively new and likely to change in the future due
to the new technologies and functionalities that will be available. In order to explore
the field as it evolves, we applied a formative iterative model-based research process.
Formative approaches have the goal to form a technology or process by iteratively
applying, assessing and improving it. Summative approaches, in contrast, do not

2
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Summative
Approach

(a)

Fe
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(b)

Figure 1.1: a) In the summative research approach the artifacts produced by a
technology are assessed. b) In the formative research approach, the artifacts produced
by a technology are used to assess and improve the technology.

intend to improve the technology or process but rather assess the artifacts produced
by them. The difference between the formative and summative approach is sketched
in Figure 1.1. In the context of education, a formative approach would assess the
teaching methodology with the goal to identify possible improvements to the course’s
program. A summative approach, on the other hand, would be an examination written
by students at the end of the course to assess how much they have learned.

The formative assessment approach we applied consists of three phases: Use Case
Development, Use Case Validation and IDE Extension. We applied these three phases
iteratively. In every iteration, we have refined TangoHapps’ abstractions to support
the use cases described in the following sections.

1.1.1 Use Case Development

We iteratively extended TangoHapps to explore the development of abstractions with
a set of use cases. First, the core requirements of TangoHapps were elicited based on
a set of smart textiles. These smart textiles were realized during several workshops
in collaboration with researchers from the Universität der Künste (UdK) in Germany,
Technische Universiteit Eindhoven and Universiteit Twente in The Netherlands, Aalto
University in Finland, Telekom Innovation Laboratories and Philips1. We chose the
smart textiles with two main criteria. First, we aimed for smart textiles with a high
complexity in terms of development time, amount of functionality and types of sensors
used. Second, we chose smart textiles from different application domains in order to
derive general core requirements that are usable also in new application domains.
Table 1.1 describes four of the smart textiles we chose for the core requirements
elicitation.

1Part of this collaboration was funded by the European Institute of Innovation & Technology
(EIT ICT) and is documented in the EIT ICT’s “Connected Textiles” Activity Nr. 13087 under the
“Smart Spaces” Action Line.

3



CHAPTER 1. INTRODUCTION

Once an initial version of TangoHapps was developed, we extended its functionality
to support the development of two additional smart textiles developed at the Technical
University Munich (TUM). The first one is the KneeHapp Bandage and the second
one the Custodian Jacket. KneeHapp is a smart bandage and sock that tracks the
rehabilitation progress of a patient after a knee injury. The bandage uses its integrated
motion sensors to measure patients’ performance at different rehabilitation exercises.
For example, KneeHapp measures the amount of shaking of the leg while a patient
performs squats. The sock has an integrated textile pressure sensor at the sole used
to determine the duration of a one-leg hop - an important measurement used by
orthopedists to assess whether the patient is ready to go back to sports. The Custodian
Jacket supports technicians during maintenance activities in a supercomputer center
with the goal to improve their safety and work performance. The jacket uses motion
sensors to determine user physical activity (e.g. walking, running, lying down on the
ground) and proximity sensors to help technicians find servers in a rack. Both smart
textiles and their implementation with TangoHapps are described in detail in Chapter
6.

1.1.2 Use Case Validation

After a use case was developed, we used TangoHapps to replicate it. We validated the
version of the smart textile developed with TangoHapps upon the following metrics:

• Coverage. The versions of the smart textiles that we developed with TangoHapps
usually had less functionality than the original smart textiles. An important
metric to validate the use cases was the amount of functionality covered by the
replication.

• Wearability. This metric is used to assess how comfortable the smart textile is
to the user.

• Accuracy. Most of the smart textiles we developed had the goal to extract
information about the user’s context based on sensor data. A metric we used
to validate these use cases was the accuracy with which the smart textile could
extract user information.

• Performance. TangoHapps facilitated the development of the use cases by mak-
ing high-level reusable functionality components available to developers. These
functionality components were general-purpose and not designed for any specific
use case. As a consequence, the use case might have caused a loss in performance.
This metric tried to assess execution performance and energy consumption.

We used different research techniques for the validation of the use cases. One tech-
nique included case studies to estimate degree of functionality coverage. Another
used semi-structured interviews with users and application domain experts to inquire
about wearability and usability of the application. A third one shadowed developers
while replicating the use case. We also conducted controlled experiments to estimate
accuracy by comparing measurements of the smart textile against base values.

4



1.1. RESEARCH PROCESS

Name Domain Description
WaveCap Music A knitted hood and shawl that plays radio

through a textile speaker inside the hood. The
ends of the shawl - made of conductive yarn - close
a switch when knotted together causing the radio
to be turned on. The volume is controlled by
pulling strings attached to the hood. Textile-based
switch and sensor on the hood are used to control
the radio sender and frequency.

Knit Alarm Elderly A knitted jacket for elderly patients to call for
help in case of emergencies. Knit Alarm sends an
emergency signal when users either pull the left
sleeve or when they touch their right chest with
the left sleeve. An analog textile sensor integrated
in the left sleeve changes resistance depending on
the deformation .

CTS-Gauntlet Rehabilitation A sleeve for patients of Carpal Tunnel Syndrome
(CTS) that detects strain on the wrist. The sleeve
triggers a visual and auditive signal when the
strain goes beyond a certain threshold for a
specific amount of time.

Shuffle Sleeve Music A knitted sleeve that plays music. A handful of
coins is inserted in the sleeve - which has the
shape of a circular tube. Rotating the sleeve
causes coins to fall due to gravity, closing textile
switches that control the playlist and volume.
Four conductive strings can be knotted together to
start, stop and pause the music.

Table 1.1: Smart textiles used to elicit the initial requirements of TangoHapps.

5



CHAPTER 1. INTRODUCTION

1.1.3 IDE Extension

The research process we followed was iterative. We developed TangoHapps in a series
of sprints based on feedback provided by smart textile developers from the Univer-
sität der Künste in Berlin. In each iteration, we refined and extended TangoHapps by
adding the necessary hardware support and the software abstractions to support the
use cases. For instance, the functionality that enabled the Custodian Jacket to de-
tect user physical activity (e.g. running, walking, climbing, not moving) is currently
available in TangoHapps as a “first class citizen” type called “Activity Classifier ”.
Furthermore, the need for a text-based programming interface and signal processing
algorithms were identified with the KneeHapp project.

1.2 Outline

Chapter 2 provides an overview of the field of smart textiles, including definitions,
the evolution from wearable computers in the early 90s and describe different types of
technologies used to construct smart textiles. We also provide an overview of common
smart textile applications. The concepts, techniques and processes provided in this
chapter set the basis for the requirements elicitation process we followed in order to
develop TangoHapps. Chapter 3 first describes similar development tools for smart
textiles, wearable computers and other physical devices. Furthermore, it lists the
core requirements, models and abstractions behind TangoHapps. Chapter 3 serves
as a starting point for the design of TangoHapps, which is introduced in Chapter 4.
Chapter 4 starts with a detailed description of the design decisions we made in the
design of TangoHapps. Then it describes the IDE’s internal structure, including its
architecture, how we decided to map the different software components to hardware
nodes and how the functionality of each software component is organized in different
classes. Chapter 5 focuses on TangoHapps’ user interface. It describes every view of
TangoHapps and provides an example application to illustrate the usage of the IDE.
In Chapter 6, we demonstrate the applicability of TangoHapps in the development of
the KneeHapp Bandage and Custodian Jacket. We chose these smart textiles for two
reasons. First, because we had access to real-world projects with real customers, end
users and target environments. Second, these smart textiles differ considerably from
each other. This allows us to draw more solid conclusions about the applicability of
TangoHapps to different domains. Chapter 7 presents the results of two user studies
we conducted in order to gain insight into the usage of TangoHapps.

6



Chapter 2

Foundations

Smart textiles, also known as intelligent textiles, electro textiles or e-textiles, are tex-
tiles that have the ability to sense and respond to stimuli and responses of diverse
nature, including mechanical, electrical, thermal, chemical and optical environmental
stimuli [16][117]. Functional textiles are textiles with a specific function added, for
instance, by using additives or coatings [18]. Examples of functional textiles include
fire-resistant or phase changing 1 textiles. Smart textiles are sometimes defined to in-
clude functional textiles. However, this is technically incorrect because smart textiles
have special properties (e.g. electrical and optical conductivity) or special functional-
ity (e.g. the ability to sense mechanical stimuli such as pressure) which is not present
in functional textiles.

Smart textiles have been categorized according to the extent of their “intelligence”
into passive, active and very smart textiles [113]:

• Passive smart textiles are
textiles that can sense the
environment.

• Active smart textiles are
textiles that can sense stim-
uli from the environment
and react to them.

• Very smart textiles are tex-
tiles that can sense, react
and adapt to the environ-
ment.

Very
smart textiles

Active 
smart textiles

Passive
smart textiles

Smart textiles can be wearable (garments) and non-wearable (carpets, curtains).
Wearable smart textiles are called smart garments or smart clothing. Smart garments
can be compared to other wearable devices according to their level of integration with

1Phase-changing materials are materials that release energy when in the process of changing its
phase (e.g. melting or freezing)

7



CHAPTER 2. FOUNDATIONS
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Figure 2.1: a) Smart garments compared to other devices according to their inte-
gration with the human body, based on previous work from Steve Mann [71]. b)
Wearable devices represented as a taxonomy.

the human body. Steve Mann categorized devices according to their wearability (or
portability) into: environmental intelligence (e.g. cameras and microphones installed
in a building), hand-held devices (e.g. mobile phone, tablets), in-pocket devices (e.g.
smart card), clothing, underclothing and implants [71]. We refine Mann’s categoriza-
tion into devices that are carriable, wearable, attachable or insertable in the body, as
shown in Figure 2.1.

The weakest level of integration consists of devices that users carry, for example
either in their pockets, or hand-held devices. Devices that are worn on the body
include smart garments and wearable computers. Wearable computers are fully func-
tional, self-powered and self-contained computer worn on the body [10]. The difference
between smart garments and wearable computers is that the electronics of a smart
garment are integrated in the textile, whereas wearable computers have no integration
to the garments of the wearer [18]. The third level of integration includes devices that
are attached to specific parts of the body, such as smart contact lenses and hearing
aids. These devices are added to parts of the body without chirurgical intervention.
Attachment and de-attachment of devices in the third level of integration is usually
done by the user itself. The strongest level of integration consists of devices that
are inserted into the human body such as smart tattoos, prostheses and smart im-
plants. The insertion and removal of such devices is done by specialized individuals
and usually requires surgery.

Smart textiles have also been categorized according to the way in which the elec-
tronic components are integrated into the textile [18]. The first generation of smart
textiles used the textile only as a substrate for attachment of electronics (e.g. sensors,
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Figure 2.2: The three generations of smart textiles.

output devices or printed circuit boards). Smart textiles in the first generation were
similar to wearable computers where there was almost no integration between the
electronics and the textile. The second generation adapted traditional textile fabrica-
tion methods for adding special functionality to the textile [18]. E-broidery is a textile
fabrication technique which uses embroidery machines adapted to sew or weave con-
ductive textiles using a numerically controlled process [94]. In the third generation,
electronics and materials with sensing properties are integrated directly in the fibers
of the textile. This technique is also referred to as fibertronics. Figure 2.2 displays
the different categories ranging from weak to strong integration into the textile. In
the next section, we discuss these categories in more detail.

2.1 History

In this section, we summarize the history of wearable computing and their transition
into smart textiles. We provide first an overview of different wearable devices created
until 1990 and then describe in more detail the different generations of smart textiles
based on the previous work done by Cherenack et al. [18].

2.1.1 Wearable Devices

Wearables with “computation” capabilities date back to the 17th century. A silver
ring with an inlaid abacus created by the Qing Dynasty that has recently been found
is considered by some to be the first wearable “device” in history. The ring is shown
in Figure 2.3 a).

Wrist watches emerged in the 19th century because pocket watches became im-
practical in some situations such as while riding horses or driving cars 2. Wrist watches
became popular later on during the war at the end of the 19th century and beginning
of the 20th century mainly due to the need to coordinate attacks during battles.

In 1957 Earl Bakken invented the first wearable pacemaker [57, 63]. The pace-
maker’s pulse generator and battery were worn by the patient and the leads (the parts

2http://www.smithsonianmag.com/innovation/pocket-watch-was-worlds-first-wearable-tech-
game-changer-180951435/?no-ist
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(a) (b) (c)

Figure 2.3: a) Qing Dynasty’s abacus ring. Image taken from
http://www.chinaculture.org. b) Eudaemonics’ shoe used to cheat at the casino.
Image taken from: http://eyetap.org/wearcam/eudaemonic/ with permission of
Steve Mann. c) Ivan Sutherland’s HMD [111]. Communications of the ACM 2002,
Vol. 11:2. Copyright c⃝2002 by ACM, Inc. Reprinted with permission of ACM, Inc.

(a) (b) (c)

Figure 2.4: a) Steve Mann’s HMD [69]. Reprinted with permission of Steve Mann.
b) CMU’s VuMan 2 wearable computer [105]. Reprinted with permission of Daniel
Siewiorek. c) Forms for wearability [35]. Reprinted with permission of Francine
Gemperle.
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that conduct the electrical impulses into the heart) were implanted through the tissue
inside the heart.

Most people consider Edward Thorp and Claude Shannon’s smart shoe for cheating
at a casino as the first wearable device in history [116]. The shoe was developed in
1961 and had switches controlled by the toes that enabled the user to time when a
roulette’s ball crossed a reference line. The electronics in the shoe were connected
over a wire to a computer hidden in a cigarette box. The computer in the cigarette
box communicated wirelessly with a receiver device that provided auditive output
to the user. A similar shoe was created later by a group that called themselves the
’Eudaemonics’, shown in Figure 2.3 b).

The first Head-Mounted Display (HMD) or Heads Up Display (HUD) was devel-
oped in 1968 by Ivan Sutherland. The HMD recognized the user’s head position and
rotation within a room using an arm that hanged from the ceiling of the room. The
HMD is also widely considered to be the first Augmented Reality (AR)3 and Virtual
Reality (VR)4 HMD [111], although the terms would be defined only a decade later.
Sutherland’s head mounted display is shown in Figure 2.3 c).

Until 1980 wearable devices were not general purpose, but rather bound to specific
use cases or testing environments. In 1980, Steve Mann created a general purpose
multimedia wearable computer [70]. Mann attached a camera, a display and two
antennas to a helmet and connected them to a 6502 computer that was carried in a
backpack. During subsequent years, Mann continued shrinking the size of his wearable
device and transmitted live images from his head-mounted camera to the internet for
the first time in history [69]. An early version of Mann’s device is shown in Figure
2.4 a).

Research on wearable computing gained more attention after 1990 and was led
primarily by institutions such as Carnegie Mellon University (CMU), Massachusetts
Institute of Technology (MIT), Georgia Tech and Columbia University. Technologies
used to develop wearable computers between 1990 and 2000 included HMDs such
as the Private Eye, speech recognition units, cameras, GPS, wearable mouses and
keyboards. Popular application fields of wearable computers during this period were
navigation and maintenance of vehicles and machinery.

Relevant wearable systems created after 1990 include CMU’s VuMan and Navi-
gator series, Steve Mann’s backpack-based multipurpose wearable computer and the
Java Ring from Sun Microsystems. The VuMan and Navigator series were developed
between 1991 and 1996. Vuman 1 included a HMD and a unit fixed to the user’s
belt with three buttons and was used to navigate the user through the blueprints of
a building. VuMan 2 displayed maintenance information and helped the user locate
people and buildings. VuMan 3 provided maintenance information during inspection
of amphibious military tractors. Navigator 1 consisted of a computer mounted on a
backpack, the Private Eye HMD, a speech recognition unit, a portable mouse for user
input and a GPS for position tracking. Navigator 2 supported maintenance workers

3Augmented Reality refers to a system in which 1) real and virtual imagery are combined, 2) is
interactive in real time and 3) is registered in three dimensions [5]

4Virtual Reality is a system that “senses the participant’s position and actions and replaces or
augments the feedback to one or more senses, giving the feeling to the user of being immersed or
present in a virtual world” [99]
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during aircraft inspection. An image of the VuMan 3 is shown in Figure 2.4 b). The
Java Ring was a ring introduced by Sun Microsystems in 1998 [21]. The Java Ring
had an integrated microprocessor able to run Java scripts and had no internal power
but received power when it was in contact with the receiver device. One of the use
cases of the Java Ring was unlocking doors after identifying the wearer with a unique
identifier integrated within the ring.

In 1991 Mark Weiser coined the term Ubiquitous Computing or ubicomp referring
to a vision where computing devices embedded in everyday artifacts support people
in daily activities and work [62, 120].

In 1997 the first International Symposium in Wearable Computing was co-hosted
by CMU, MIT and Georgia Tech. Most wearable devices presented during the event
were based on Head Mounted Displays and eye glasses [22, 32, 102, 106, 115, 81, 69,
108]. Voice was commonly used as an input strategy [22, 104]. Application fields
included blue collar working [22, 81, 86, 102, 115], navigation [32], sports [88], affec-
tive wearables [92] and disabled support [108]. Research presented at the conference
focused on usability of wearables, such as wearable keyboard based input [114] and
haptic output based on vibrations [112]. During the conference, Post and Orth in-
troduced the concept of smart fabric together with some techniques to create textile
connections and sensors [93].

In a study published in 1998, Gemperle et al. studied wearability (i.e. the interac-
tion between a wearable device and the body) [35, 56]. The study provided guidelines
for the design of wearable devices. For example, the study identified the positions
around the body where wearable devices can be placed based on the size and amount
of movement in the different body parts. The guidelines led to the term wearable
forms. A wearable form is proven ways how wearable devices can be mounted on the
body. Wearable forms are shown in Figure 2.4 c).

2.1.2 Smart Textiles

The first generation of smart textiles used the finished textile as a substrate for in-
tegration of electronic devices. The textile itself did not play any role besides that
of a carrier for electronic devices and connections. Examples of this category include
Georgia Tech’s Wearable Motherboard (GTWM) and Virginia Tech’s Beam-Forming
textile [82]. GTWM, shown in Figure 2.5 a), was a soldier’s vest able to detect bul-
let wounds and monitor soldier’s vital signs during combat [18, 90]. GTWM had an
integrated grid of optical fibers and attached off-the-shelf sensors. Virginia Tech’s
Beam-Forming textile was used to estimate the position and direction of moving vehi-
cles [18, 82]. For this purpose, it contained several microphones attached to a woven
grid of interconnection lines.

In the second generation of smart textiles, the textile played an essential role in
the electrical system, rather than just being a substrate for attachment of electronic
devices. Traditional textile fabrication techniques (e.g. embroidery) were adapted
to provide the textile with special functionality [18]. Another characteristic of this
generation was that it merged electronic design techniques with technologies from the
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(a) (b)

Figure 2.5: a) Georgia Tech’s Wearable Motherboard (GTWM) [90]. Copyright
c⃝2002 by ACM, Inc. Reprinted with permission of ACM, Inc. b) Musical Jacket
[94]. Reprinted with permission of Maggie Orth.

textile industry. For example, the Musical Jacket - developed by MIT in the late
1990s - used Computer-Aided Design (CAD) to specify the circuit layout and stitch
pattern of a textile keyboard, which was embroidered in the jacket. The jacket and
embroidered textile keyboard are shown in Figure 2.5 b).

The third and most recent generation, fibertronics, is characterized by the inte-
gration of electronics and materials with special properties into the textile during the
fabrication of the textile. One way to achieve this is by replacing traditional fibers
(e.g. cotton) with conductive or sensitive fibers in the creation of yarn. Another
approach is the integration of miniaturized electronics during the fabrication of yarn
by twisting strands of fiber around an electronic device [121, 96]. Zysset et al. de-
veloped a technique to create woven textiles with electronic circuits [125]. Electronic
circuits are integrated in thin plastic film lines which are woven with conductive and
traditional yarn lines.

2.2 Fabrication

The textile fabrication process consists of different phases which may vary depending
on the materials used and the purpose of the textile. In the beginning of this chapter,
we described what smart textiles are. In this section, we describe how smart textiles
are created. We start by describing how traditional textiles are created and then
explain how special functionalities are added. It should be noted that the textile
fabrication process described in this section has been simplified for the purpose of
this dissertation - textile fabrication processes include other phases and activities
that are not shown in this section. The textile fabrication process we describe in this
section is illustrated in Figure 2.6.

Textiles are hierarchically structured fibrous materials [16]. Fibers are the smallest
unit in the textile hierarchy [16]. Fibers are raw materials which are either extracted
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Figure 2.6: Textile fabrication process.

from natural sources or created synthetically. Natural sources of fibers are either
animal (sheep, silkworm), vegetable (cotton, flax) or mineral (asbestos). Fibers with
no further processing have little tensile strength which limits their use to stuffing
objects such as pillows and jackets. For this reason, fibers are spun into long strands
(called spinning) which are then twisted together in order to form yarn. Thread is
a type of yarn which is usually finer and suitable for sewing. Fabric is created by
structuring yarn in specific patterns. Two popular ways to structure yarn into fabric
are knitting and weaving. Knitting is the process of intertwining two sets of yarn
in a series of consecutive loops [18]. Weaving is the process of interlacing two sets
of yarns perpendicularly [18]. Fabric panels are cut in parts and different parts are
sown together in order to form cloth. The terms cloth and textile are often used
interchangeably. In this document, we use the definitions provided by Castano et al.
[16]. We refer to “cloth” as the finished textile product and treat the term “textile” as
fibers in any phase of the textile hierarchy.

Special functionality can be added to the textile at any phase of the fabrication
process (i.e. by making modifications to the fibers, yarns or fabrics used to create
cloth). Fibers can be naturally conductive or be treated to become conductive [78].
Naturally conductive fibers are made from metallic materials such as stainless steel,
titanium or aluminum. Metallic fibers can be created by “shaving-off” fibers from
the edge of a thin metal sheet [78]. Electrically conductive fibers can be created
by coating non-conductive fibers with metals, galvanic substances and metallic salts
[78]. Metallic fiber coatings produce highly conductive fibers. However, it can be
challenging to achieve a metallic coating that adheres to the fiber and does not corrode
[78]. Galvanic coatings are coverings rich in zinc that provide high conductivity and
corrosion resistance but can only be applied to conductive substrates [78]. Metallic
salt solutions achieve low conductivity which is further reduced during laundry [78].
Fibers can be also mixed with materials sensitive to mechanical or chemical stimuli
[16]. For example, piezoresistive materials5 can be used to coat fibers in order to make
them sensitive to strain [16][52]. We discuss textile based sensors in more detail in
Section 2.3.1.

Yarns can also be made conductive and sensitive to stimuli. Conductive yarns

5Piezoresistive materials react to mechanical stress by presenting a change in the electrical resis-
tance, which can be measured
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(a) (b) (c)

Figure 2.7: Different types of conductive yarns. (a) A copper foil wrapped around
a non-conductive yarn. Reprinted with permission of Maggie Orth of International
Fashion Machines. (b) A wire wrapped around non-conductive fiber strands [109].
Licensed under Creative Commons BY 4.0. (c) Multifilament yarn coated with a
metallic layer [109]. Licensed under Creative Commons BY 4.0.

are created using either fully metallic wires or by combining traditional yarn with
conductive materials. Metallic wires tend to have a high conductivity but are less
flexible and therefore more likely to break during weaving and knitting [18]. Yarn
and conductive material can be combined in different ways, including: wrapping a
metallic foil around a non-conductive yarn [94], twisting non-conductive fiber strands
around a metallic core [78] or by twisting a metallic wire together with non-conductive
fiber strands [109]. Like fibers, yarns can be made conductive by coating them with
conductive metals or polymers [78] and sensitive, by wrapping sensitive fibers around
an elastic core [16]. Figure 2.7 displays different types of conductive yarn.

Special functionality can also be added to fabric after its creation. A common way
to achieve this is by attaching conventional electronic devices (e.g. microcontrollers,
memory units, wireless links) to interconnect lines in the textile [18]. Electronic
devices can be attached to circuits in the textile using cables, conducting adhesives,
conductive thread or by means of mechanical methods. Cables add rigidity to the
textile and are likely to get entangled or break due to strain in areas of the body
where movement occurs. The Arduino Lilypad [14] hardware kit elements feature
broad circular pins to facilitate their attachment to the fabric using conductive thread.
The same conductive thread is used to connect the circuit. Mechanical methods (e.g.
crimping 6) apply force on the electronic devices or conductive elements in order to
attach them to the textile. Figure 2.8 shows electronic devices attached to a fabric
using different techniques.

Other techniques to add functionality to the fabric after its creation include lam-
ination and coating. Lamination is the process of adding a layer (e.g. a film) with
special functionality (e.g. an LED display) to a fabric substrate, usually by applying
adhesives [18]. Leah Buechley has attached electronics to fabric by ironing them to
the fabric using heat-activated adhesive [14]. Coatings can be used to add conducting
and sensing properties to a fabrics [16]. For example, polymer coatings have been
used to create fabric sensitive to temperature [11] and strain [66].

6Crimping: deforming one or two pieces of metal such that one can hold the other
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(a) (b)

Figure 2.8: Electronic devices attached to fabric. (a) Flexible electronic module
glued to the fabric and connected with embroidered conductive lines developed by the
Fraunhofer’s Institute for Reliability and Microintegration [67]. (b) Microcontroller
connected with conductive thread to conductive snap buttons crimped. Developed in
collaboration between the Technische Universität München and the Universität der
Künste [43].

2.3 Anatomy

Smart
Textile

Sensor Output
Device

ConnectionElectronic
Device

MicrocontrollerTextile

connects

Figure 2.9: Model of a smart textile.

Current generations of computing devices such as personal computers and mobile
phones are constructed on rigid plastic substrates. The trend in smart textiles is to
replace the traditional silicon-based plastic substrates with textile-based components
and connections that integrate more seamlessly into the textile substrate. In this
section, we provide an overview of the different types of textile-based components
and connections used in smart textiles.

Figure 2.9 displays a simplified UML model of a smart textile. Smart textiles
consist of textile materials and electronic devices. Electronic devices can be sensors,
output devices and microcontrollers. Connections transmit signals and power between
two or more electronic devices. An electronic device can be connected to several
other electronic devices. In particular, electronic devices usually have two or more
connections to a microcontroller.
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2.3.1 Sensors

Sensors devices measure physical properties and transform them into digital signals
that can be processed [18]. Physical properties include parameters from the environ-
ment such as temperature, light intensity and physiological parameters from humans
such as heart rate. Most textile sensors operate following one of three principles:
resistive, capacitive and optical sensing. Next, we describe these sensing principles.

Sensing Principles

Resistance is the difficulty of an electrical conductor to
conduct an electric current. Conductivity is the opposite
of resistance. Resistive sensing works by measuring
the resistance of a material, which changes depending
on the physical property to be measured. For exam-
ple, a temperature sensor can be made with a specific
type of fiber that change their resistance depending on
temperature [18].

Capacitive sensing works by measuring the amount
of electric charge transferred from two charged objects
- called electrodes - into a third conductive object (e.g.
the human finger). The amount of electric charge trans-
ferred between both electrodes changes depending on
the parameters to be measured. This principle can be
used to measure environmental parameters such as hu-
midity and skin proximity - indeed, it is the technology
used by most modern mobile phones to detect human
touch. Capacitive sensing can be realized in smart tex-
tiles using conductive fabric and coatings [16].

Optical fibers are flexible and transparent strands of
plastic or glass. Due to the transparency of optical
fibers, light can travel through them. Optical sens-
ing works by measuring different properties of the light
transmitted through optical fibers (e.g. intensity, wave-
length), which can change due to external stimuli such
as strain. The GTWM used optical sensing to detect
wounds in military scenarios by detecting cuts in the
optical fibers [90].

Source

Sensor Types

This subsection describes the different types of sensors that are used in smart textiles
and presents examples of each sensor type. Figure 2.10 displays an UML model of
textile sensors and their relationship with the environment.

17



CHAPTER 2. FOUNDATIONS

Textile
Sensor

l
Sensor

Optic
Sensin

e
Sensin

citive
Sensin

T ture
Sensor

in
Sensor

orce
Sensor Sensor

Envi ent

Sensor

Sensin
iple

uses

reacts to

Figure 2.10: Taxonomy of textile sensors.

Pressure sensors, also called force sensors measure the amount of force applied
to a surface. Pressure sensors integrated within textiles can be used as input sources
(e.g. buttons integrated in a garment) or to monitor physiological parameters from
a wearer (e.g. weight distribution when integrated into socks). Pressure sensors can
be built using the resistive or capacitive principle. Resistive pressure sensors can
be created by mixing conductive and non-conductive fibers or yarn in a textile and
measuring the resistance of the material. When pressure is applied to the textile,
the conductive fibers are squeezed, which increases the conductivity of the material.
Another way to create a resistive pressure sensor is by using pressure sensitive polymer
coatings (i.e. materials that generate an electric signal when pressure is applied to
them) [16, 13]. At a yarn level, specific structures of yarn can be created so that
resistance of the textile structure changes when deformations are applied to it [55].
Capacitive pressure sensors have been achieved by separating two conducting textile
surfaces with a spacer material and measuring changes in capacitance occurring when
the conductive surfaces get closer to each other due to pressure [79]. Pressure sensors
have been used to create keyboards [3], touchpads [18] and sportswear [51][110].

Heart rate sensors, also called electrocardiogram or ECG sensor measure the
electrical changes on the skin caused by heart contractions. Several textile heart rate
sensors have been developed until today, such as the MagIC vest [25], the NuMeTrex
sports bra [103] and the Intellitex suit [109]. Respiratory activity sensors are
created using strain sensors that change their electrical resistance due to stretching of
the thorax. The WEALTHY suit used strain fabric sensors and piezoresistive yarns
to measure users’ breathing patterns [89].

Temperature sensors can be of resistive or optic types. Resistive temperature
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sensors work by measuring conductivity of metal fibers woven or knitted inside the
textile, which change depending on the temperature [18]. Fiber optic sensors and
temperature sensitive coatings have also been used for temperature sensing [16, 101].
Alternatively, thin-film temperature sensors can be integrated in yarn [18].

Strain sensors can be used to detect body postures or joint movements. This
can be useful in sports and rehabilitation scenarios. Strain sensors can resistive or
optical. Resistive strain sensors can be created by knitting piezoresistive metal fibers
[16]. Zhang et al. structured yarn in a special pattern that favors changes in resistance
when strain occurs [123]. Optical strain sensors work based on the fact that the strain
applied to the textile alters the strength of the optical signal traveling along the optical
fiber. The strength of an optical signal can be measured by the optical sensor [18, 25].

Biological sensors detect the presence and composition of biological fluids such
as sweat, urine and blood. These sensors are created using chemicals that react
electrically to specific substances present in the biological fluids. Chemicals are either
applied as a coating to textile fibers or screen printed 7 on fabric [18].

Gas sensors detect the presence of gases such as hydrogen (H2), carbon monoxide
(CO) in an area [26]. Gas sensors are of particular interest in hazardous or contam-
inated environments (e.g. firefighting) because of their ability to detect the presence
of toxic gases for humans or animals. Similar to biological sensors, gas sensors are
realized using coatings that react electrically when exposed to specific gases [16]. The
PROeTEX firefighter’s suit incorporated a CO2 sensor within the boot and a CO
sensor in the jacket next to the collar [19].

Humidity sensors can be resistive or capacitive. Resistive humidity sensors
change their conductivity depending on the humidity in the air and capacitive hu-
midity sensors react to water vapor [16]. Humidity sensors can also be built using
coatings [16].

7Screen printing is a technique to transfer ink into a textile by using a “mold” to fix the distribution
of ink in the textile.

19



CHAPTER 2. FOUNDATIONS

2.3.2 Output Devices
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Figure 2.11: Taxonomy of output devices.

Output devices, also called actuators, are devices used to communicate changes in the
smart textile to the environment [18]. Output devices provide mainly visual, auditive
and haptic information to users. Figure 2.11 displays a taxonomy of output devices.

Visual output suitable for smart textiles include Light Emitting Diodes (LEDs),
electroluminescent (EL) fabrics and chromic materials. Arrays of LEDs have been
combined in a grid-fashion using conductive yarn in order to create a textile display
[16]. EL fabrics emit light when they receive an electrical stimulus and can be con-
structed by applying coatings with EL polymers [16]. Chromic materials are materials
that change their color depending on external stimuli such as light (photochromic),
temperature (thermochromic), pressure (piezochromic) or electrical (electrochromic).
[16]. Chromic fabric can be obtained using chromic fibers or material coatings. Figure
2.12 a) displays a thermochromic display developed by the UdK. A chromic material
coating has been applied to the textile. Wires behind the textile heat due electrical
stimulus, causing a change in the color of the textile.

Smart textiles can provide auditive output using miniaturized off-the-shelf
speakers. These speakers are smaller than a fingertip and can be sewn to interconnect
lines on the textile. Speakers can also be constructed on fabric by arranging conduc-
tive yarn or ink in a spiral form. A magnet in the center of the spiral generates an
electromagnetic wave which is intensified as the signal flows along the spiral. Figure
2.12 b) shows a textile speaker integrated into a sweatshirt developed by the UdK.

Haptic output technologies include miniaturized vibration motors and shape-
changing materials (i.e. materials that change their shape upon certain stimuli).
Shape-changing materials are either polymers or alloys. Electrically active polymers
are materials able to change their shape or dimensions when they receive an electrical
stimulus [15]. Shape-memory alloys and shape-memory polymers are materials that
“remember” a shape to which they return when influenced by external stimuli such as
heat. Haptic output can also be produced using using motors. The adidas smart shoes
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(a) (b)

Figure 2.12: Textile output devices. a) Textile thermochromic display. Reprinted
with permission of Katharina Bredies. b) Textile thermochromic display. Reprinted
with permission of Katharina Bredies.

use a motor connected to the cushioning system in order to adapt their cushioning
depending on the surface on which the wearer runs [29].

Visual output is the most common output modality of many computing devices
- such as desktop computers and mobile phones. However, the usefulness of visual
outputs on a smart garment is limited to the relatively small range of the wearer’s
vision - around the face and on the upper-front body. Instead, visual outputs in the
case of smart garments is often used to address other individuals around the wearer
of the smart garment. For example, a textile display attached to the back of the
wearer has been used to communicate performance parameters to athletes during joint
sports [77]. On the other hand, auditive output devices rely on a suitable environment
(e.g. not too loud and socially acceptable to produce sound). Haptic output is more
discrete than the visual and auditive output modalities, therefore it suffers less from
social acceptance issues. However, haptic output devices might not be suitable if the
user is wearing several layers.

2.3.3 Connections

Connections suitable for smart textiles can be realized in several ways: attaching wires
to the textile, building the textile using conductive yarn or thread, applying coatings
or inks, or integrating optical fibers in the textile. Figure 2.13 displays a taxonomy
of connections.
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Figure 2.13: Taxonomy of connections used in smart textiles.

One way to connect electronic devices in a smart textile is by attaching metallic
wires to the textile. However, wires tend to have a limited flexibility and to be less
resistant to strain. Particularly in the case of smart garments - which are subject to
strain and movement - wires have a higher risk to break or get entangled with objects
in the wearer’s environment.

Conductive yarn and conductive thread can be woven into a textile using tra-
ditional weaving machinery. Conductive thread can be additionally sewn and embroi-
dered into a textile [78]. Embroidery with conductive thread offers some advantages
like the ability to create multiple layers of fabric in a single step and to specify circuit
layouts using Computer Assisted Design (CAD) [94].

Connections with varying degrees of conductivity can be realized using conduc-
tive coatings. Some polymers used to create conductive coatings are even more
conductive than metals and have also high adhesion and non-corrosive properties [78].
Additionally, coatings do not alter the textile properties (e.g. flexibility) significantly
and are applicable to most textile substrates [16].

Conductive inks are created by adding conductive materials such as carbon,
copper or silver to traditional printing inks [78]. Conductive inks can be applied to
a textile using inkjet printers or by means of screen printing. Inkjet printers propel
drops of ink into the textile [78]. Screen printing comprises the printing of a viscous
pasta through a patterned fabric screen, which is followed by a drying process [109].
Screen printing is also suitable for integration of electronics in a textile [109]. In
contrast to some conductive coatings, conductive inks do not loose conductivity due
to bending or laundering [78].

Optical fibers are transparent fibers where signals are transmitted through pulses
of light [16]. Optical fibers possess good strength and sunlight resistance and are in
general not affected by electromagnetic interference [78]. Optic fibers are relatively
stiff and possess poor flexibility, drapability (i.e. the ability to wrap loosely with folds
around an object) and abrasion resistance [78].
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2.4 Applications

Smart textiles have been developed for a wide range of fields. In this section we
focus on three main areas: health and rehabilitation; sports and fitness; and security
and safety. We provide examples of relevant research and industrial smart textiles
developed in these domains.

Health and Rehabilitation

Several smart T-Shirts are able to detect physiological parameters from the wearer
such as heart, respiration rate, electrocardiogram, activity and posture. Examples
include the LifeShirt by Vivometrics [39] the MagIC system [25] and the T-Shirts
developed in the EU-funded projects WEALTHY [87, 89] and MyHeart [40].

Smart textiles for rehabilitation measure performance in different rehabilitation
exercises and provide live feedback to the wearer or track the exercising over time[43,
4, 36, 2]. Most of these systems use motion sensors, some use the textile itself to
provide feedback to the user [2]. The UdK collaborated with Philipps on a sleeve
worn on the wrist for rehabilitation of Carpal Tunnel Syndrome (CTS). The sleeve
uses strain sensors to measure the range of motion in the user’s wrist and contain blue
light LEDs which can help relax muscles and increase blood flow. Zhang et al. created
a textile band able to react to muscle electrical signals (also called electromyography
or EMG). The textile band classifies electrical signals and enables amputees to control
their prostheses [124].

Sports and Fitness

Holeczeck et al. developed a sock with integrated pressure sensors that tracks and
classifies movements during snowboarding [51]. Sundolm et al. developed a smart
textile mattress with integrated pressure sensors that classifies physical exercises per-
formed on the mattress such as push ups and squats [110]. A more recent research
studied the use of conductive ink and flexible LED displays for supporting athletes
during group sports [77]. Smart textile products have been introduced to the market
by Nike, Polar and Adidas. Nike+ and Polar collaborated on a heart rate monitor
that straps around the wearer’s chest and Adidas developed a smart jogging shoes
[29]. Another smart textile that reached the market was NumeTrex’s sports bra.
NumeTrex’s bra used knitted conductive fibers as electrodes to monitor the wearer’s
heart rate [18].

Security and Safety

An early smart textile for safety was the Georgia Tech Wearable Motherboard
(GTWM). As mentioned in Section 2.1.2, the GTWM was able to monitor soldiers’
vital signs during combat [90]. For this purpose, the GTWM integrated a heart rate,
temperature sensors and a network of optical fibers to detect possible wounds caused
by projectiles into a soldier’s vest. Another smart garment for safety was the ProeTEX
firefighter’s jacket. The ProeTEX jacket used several sensors to measure physiological

23



CHAPTER 2. FOUNDATIONS

parameters from the wearer (e.g. breathing rate, heart rate, body temperature) and
other parameters from the environment such as the presence of toxic gases [20] in
order to foresee dangerous situations. The University of Twente in The Netherlands
developed a T-Shirt also for firefighters able to track the user’s motion and interpret
heart beats using accelerometer and microphone data.
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Chapter 3

TangoHapps Framework

This chapter starts by describing the state of the art in development tools for smart
textiles and other related domains, such as wearable computers. Then, we describe
the core requirements upon which we created TangoHapps and provide a detailed
description of the models and abstractions behind TangoHapps.

3.1 Related Work

Our related work research encompasses not only IDEs but also other tools that support
the development of smart textiles (e.g. circuit design tools). Furthermore, we not only
focus on smart textiles but include tools designed for other related fields (e.g. wearable
computers) for which more research and tools from the industry are available.

Most of the existing integrated development environments and tools do not tar-
get smart textiles. Therefore, they do not fulfill the specific requirements of smart
textile development, which we address in the next section. Only few development
environments have been developed for smart textiles. However, most of them have
an educational purpose. Their goal is to teach programming and basic electronics to
children and novice. Furthermore, these tools support only few activities involved in
smart textile development (e.g. software development or electronic circuit design).
In contrast to other existing tools, TangoHapps is intended for rapid prototyping of
smart textiles and offers high-level reusable software components such as user posture
and motion classifiers. TangoHapps targets a broad user audience of smart textile
developers, including professional software developers and users without experience
in programming or electronics. Furthermore, TangoHapps is the first attempt to sup-
port the circuit design, application development and testing of a smart textile in a
single environment.
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3.1.1 Development Tools for Smart Textiles

Few IDEs have been developed that support smart textiles. Indeed we were able to
find only five:

The i*Catch framework consists of a set of plug-and-play components and a flow-
based visual programming tool that produces source code as output [84]. Deployment
of source code is done manually by users by copy-pasting the produced source code into
the Arduino IDE1. i*Catch targets novice users (e.g. children) with little background
experience in electronics and programming.

The Co-eTex framework is similar to i*Catch. It consists of craft materials and a
visual block-based programming environment to support the creation of smart textiles
[83]. Block-based programming is a visual programming paradigm in which language
constructs (e.g. if-conditions, for-loops) with lego-type blocks. Blocks feature color
codings and quasi-physical constraints to facilitate comprehension of the language’s
syntax. One of Co-eTex’s distinguishing features is its support for collaborative work
- it enables users to work on different activities (e.g. programming, circuit layout)
asynchronously.

Plushbot is a tool to facilitate the creation of interactive stuffed toys [53]. Its
current prototypical state includes features to layout hardware elements from the
Arduino Lilypad family and to create textile circuit layouts. Plushbot targets young
users with little experience and lacks any support for software development. Plushbot
facilitates the design of stuffed textile toys with electronic circuits embedded in them
but lacks functionality to create applications.

Eduwear is a construction Kit for wearables and tangible textile interfaces [58].
Eduwear consists of actuators, LEDs, buzzers and vibration motors. A development
environment based on a block-based visual programming language facilitates applica-
tion development using the parts in the Eduwear kit. The development environment
outputs Arduino code that is uploaded to an Arduino Lilypad microcontroller.

Harms et al. developed a system for rapid prototyping smart garments for activity
recognition applications based on a shirt called SMASH [47]. SMASH consists of a
technology to quickly attach sensors to clothing, a platform to interconnect sensors
and a processing architecture optimized for distributed on-body signal processing and
pattern recognition.

3.1.2 Development Tools for Physical Devices

Tools that facilitate the creation of physical devices have had a longer history than
the tools for smart textiles. IDEs for the creation of devices, including smart textiles,
support the development of software, construction of hardware (e.g. building a device
by plug and playing its parts), or both. Two common goals of such IDEs are: 1)
to lower the entrance barrier (i.e. enable its usage by users with little experience)
and 2) to reach a high ceiling (i.e. to offer enough flexibility to support complex

1https://www.arduino.cc/
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solutions). With the goal to lower the entrance barrier, many IDEs are based on a
visual programming language. Some of these IDEs are:

a CAPpella is a tool for building context aware applications by exploiting the
programming by demonstration technique [23]. Programming by demonstration is a
programming paradigm that enables a system to learn behaviors based demonstra-
tions performed by humans. a CAPpella records sensor data and displays a visual
representation of the data on top of which users annotate and label time fragments.
Data and user annotations are then used for training the classifier.

Exemplar is a tool similar to a CAPpella for programming input sensor devices us-
ing the programming by demonstration technique [48]. The programming by demon-
stration semantics in a Exemplar enables users to grab a physical device and perform
a gesture in order to program the system to detect that particular user gesture. Ex-
emplar divides its workflow in three phases: demonstrate, edit and review. During
the demonstrate phase, users demonstrate the usage of an input device. During the
edit phase, users label and apply signal-processing algorithms to different parts of the
received signal stream. During the review phase, users are able to test whether the
system recognizes user gestures as expected.

VoodooSketch is a toolset for customizing physical interfaces by drawing on a sheet
of paper with a smart pen [12]. The content of the pen is digitalized automatically.
At the same time physical components are plugged into paper. Next to the physical
components, a label can be written with the smart pen, in order to associate a func-
tionality to the physical component. Controls can also be drawn on paper and are
associated to a UI widget based on their shape.

Circuit Stickers is an IDE to create electronic circuits on paper using an inkjet
printer filled with electronic (conductive) ink [50]. Circuit Stickers offers a widget for
each electronic element available in the kit. Users build circuits by dragging widgets
into a canvas. After printing the circuit on a sheet of paper, electronic elements glued
to a flexible substrate with conductive adhesive are attached to the circuit.

PaperPulse is an IDE similar to Circuit Stickers which additionally enables users
to demonstrate program behavior by recording actions [95]. PaperPulse also imple-
ments simulation functionality to test the circuit before printing it. In addition to
the printable file containing the circuit’s layout, it outputs the code that has to be
uploaded to the microcontroller.

Topiary is a tool for rapid prototyping location-enhanced applications [65]. It
features a storyboard-like UI where users define transitions between screens based on
location events such as the arrival of the user to a specific location. Topiary targets
mobile devices.

CRN Toolbox is a visual flow-based programming tool that focuses solely on the
rapid prototyping of activity recognition algorithms [9]. Some of its features (e.g.
multiple threads of execution, data stream merging and splitting) target software
developers with knowledge on machine learning algorithms.

Intuino is a visual authoring tool that enables users to define behavior of physical
devices using graphical representations (e.g. time-line operations and drawing splines)
[119]. For instance, users can define the pattern how an LED should increase and
decrease its intensity by drawing a spline on a canvas, thus saving users from having
to program such behavior.
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Node-RED2 is a visual flow-based environment for developing software for different
microcontrollers, including the Arduino Lilypad. Its goal is to facilitate integrating
devices to the Internet of Things (IoT). Cloud9 3 is a text-based development environ-
ment in the cloud. Facilitates simultaneous collaboration between different developers.
Espruino4 is a hybrid text and visual block-based programming environment for the
Espruino microcontroller. ModKit5 is a block-based programming environment for
microcontrollers.

These IDEs simplify the communication with the hardware (e.g. reading from
sensors and writing to output elements) but do not provide higher-level functionality
specific to the domain of smart textiles.

3.1.3 Hardware Construction Toolkits

During the last decade, a large number of hardware construction kits, also called
toolkits, have been introduced in the research community. A hardware construction
kit is a set of physical devices that users connect to each other in order to create
an electronic device. Toolkits are usually accompanied by an IDE that facilitates the
development of software using the toolkit’s components. Components include sensors,
output devices, communication modules (e.g. a Bluetooth module) that are connected
to a microcontroller.

Phidgets was one of the first hardware device construction kits [37, 72]. Hardware
components in the kit receive the name of “physical widgets” (i.e. phidgets). Phidgets
are a mean to facilitate the development of physical user interfaces as an analogy to
the UI widgets that developers reuse when building graphical user interfaces. The
framework consists of the phidgets, a software API to access and control the phidgets
and an architecture for communicating and connecting to the phidgets. Phidgets offers
a way to simulate the runtime of the hardware device.

Input Configurator Toolkit is a toolkit used to create software for computers visu-
ally [28, 27]. Applications developed with the Input Configurator Toolkit accept inputs
from a variety of computer peripherals such as keyboards, mouses and microphones.
The Input Configurator Toolkit uses a flow-based programming paradigm to support
the development of behaviors that react to user input (e.g. scrolling an application’s
window based on a keystroke).

Calder is an IDE for rapidly building physical devices similar to Phidgets, con-
sisting of a variety of reusable input and output devices equipped with a wireless
transmitter [64]. Calder supports product and interaction designers during early pro-
totyping activities.

Papier Mache is a toolkit for building tangible user interfaces that use computer
vision, electronic tags and barcodes [61]. The input sources sense the presence, removal

2http://nodered.org/
3https://c9.io/
4http://www.espruino.com/Web+IDE
5http://www.modkit.com/
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and modification of objects and notify the application. Developers can choose how
the application should react to such events.

d.tools is a tool for the visual design and programming of physical devices built
with off-the-shelf components [49]. d.tools divides its workflow in three phases: design,
testing and analyze. During the design phase, designers drag and drop input and
output elements and define links or transitions between them. Users can demonstrate
transition events in the physical world in order to teach the tool desired behaviors. For
example, to cause the tilting of a device to transition from one screen to another, the
user selects the transition and performs the tilting. d.tools features a tight coupling
between the digital and physical world. Plugging a sensor to the microcontroller
board causes the sensor to appear in the canvas immediately. During the testing
phase, users use the physical device while being recorded. The recording contains
every state transition performed by users and can be later on reviewed together with
a usage video during the analyze phase.

e-blocks is based on reusable off-the-shelf components that are plug-and-played
into a main board [68]. A rule-based system defines the behavior of the e-blocks and a
simulation environment enables developers to test the behavior before producing the
actual device.

Midas is a software and hardware toolkit to support the design, construction and
programming of flexible capacitive touch sensors that are attached to physical objects
[97]. Developers use a high-level specification in order to define shape, layout and type
of the areas sensitive to touch. After the touch sensitive area has been defined, Midas
provides instructions to users for creating and assembling the parts using conductive
ink and vinyl cutters.

Boxes is a toolkit consisting of easy-access materials like cardboards, foil, tape and
thumbtacks to create very rapid prototypes (in seconds or minutes) [54]. Boxes can
react to users pinning or unpinning thumbtacks to a sensitive material and features a
tool to specify software reactions to user pinning actions.

iStuff is a toolkit of physical devices (e.g. buttons, sliders, speakers, buzzers,
microphones) and a software framework to support the development of applications
using such physical devices [8].

iStuff Mobile is a tool based on the iStuff environment that helps designers explore
interactions with mobile phones [7]. iStuff Mobile makes use of a visual flow-based pro-
gramming paradigm and enables development of applications that use mobile phones
as output or input device to control other devices.

Amarino is a toolkit that enables the rapid prototyping of mobile ubiquitous com-
puting applications [59]. Amarino consists of a mobile phone application, a set of
tutorials and a library to facilitate the communication between the mobile phone and
the microcontroller.

.NET Gadgeteer offers a set of hardware components that can be plugged to a
motherboard [118]. The .NET Gadgeteer uses different types of connections to pre-
vents users from connecting two electrically incompatible components, thus elimi-
nating the risk of shortcuts. An IDE facilitates electronic layout and application
development using the .NET Gadgeteer hardware components.

Arduino Lilypad is a construction kit for smart textiles [14]. The Arduino Lilypad
Kit consists of conductive thread, needles, small batteries and hardware components.
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Its hardware components are lightweight, flat and feature broad pin holes. Thread
- in particular conductive thread - is wrapped around the pin holes. Conductive
thread fulfills the purposes of attaching the hardware components to the textile and
interconnecting them at the same time.

Perner-Wilson et al. propose the usage of craft materials for the creation of elec-
tronic textiles [91] and present evidence about the increased freedom the approach
gives to creators when compared to the approach of kits of parts.

3.1.4 Circuit Layout Software

A challenging task in the creation of an electronic device is the design of its circuits.
In the case of smart textiles, it is particularly important to design the circuits in
advance because of the high amount of effort required for the construction of textile
circuits manually. Circuit design tools range in their complexity and target audience.
Smart textile designers use either tools for professional electronic circuit design or tools
for prototyping electronic circuits. Eagle6 enables the creation of custom hardware
designs that can then be printed on a circuit board and targets users with a high
level of expertise in electronics. Fritzing7, on the other hand, targets hobbyists and
users with minimal experience in electronics and facilitates the creation of hardware
layouts using breadboards and jumper wires. Fritzting contains diverse hardware
components available in the market, including the Arduino Lilypad and its set of
sensors and actuators.

3.1.5 Simulation Environments and Operating Systems

Further tool support for smart textiles includes simulation environments and operating
systems.

Martin et al. developed an environment that enables the simulation of different
parameters related to the design of a smart textile (e.g. behavior of sensors when
attached to unstable fabrics) [73, 107].

Mattmann et al. developed a simulation environment to investigate how different
postures and physical activity influence the elongation of clothing [75]. One of the
findings obtained thanks to the simulation environment is that a T-Shirt can be
subject to elongations as long as 20% of their original size on the upper back.

Schneegass et al. developed an operating system called Garment OS [98]. Gar-
ment OS facilitates the development of applications for smart garments with software
components for data processing and user activity recognition.

6http://www.eagle.org/
7http://www.fritzing.org/
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3.2 Requirements

In this section, we list the functional and non-functional requirements upon which we
developed TangoHapps. As described in Chapter 1, these requirements were elicited
iteratively during a four-year collaboration with professional smart textile developers.
Before we present the requirements we elicited, we would like to define the target
user of TangoHapps. Throughout this dissertation, we refer to the target users of
TangoHapps as developers because they use TangoHapps to develop applications for
smart textiles. The term developer, in the context of this dissertation, refers to a
smart textile developer and not necessarily to a software developer. Indeed, most
smart textile developers have no or very limited experience in programming, such as
people with a background in fashion or textile design. We use the term user to refer
to target users of the smart textile and applications developed with TangoHapps. It
should be noted that the term user is not always equivalent to wearer. In most cases,
the user will also wear the smart textile. However, in at least two cases it would be
wrong to address as users as wearers. First, as described in Chapter 2, not every
smart textile is wearable. Second, the user of a smart garment might be a different
individual than the one wearing it [77].

3.2.1 Functional Requirements

Software functionality

Similar software functionality repeats across different smart textiles. Software func-
tionality includes:

• Transferring sensor signals to remote devices for processing.

• Filtering noise produced by resistive and capacitive textile sensors.

• Calibrating custom-made textile sensors.

• Extracting data from raw sensor signals (e.g. mean, deviation, correlation, peak
detection).

• Recognizing physiological states such as human posture and motion (e.g. walk-
ing, standing, running, lying down).

• Showing plots of sensor signals for development purposes.

TangoHapps should make software functionality commonly used in smart textile de-
velopment available for reuse.
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Hardware support

There exists a limited number of electronic devices suitable for attachment or inte-
gration onto smart textiles. Electronic devices include:

• Sensors able to measure environmental parameters (e.g. light intensity, temper-
ature).

• Sensors that measure physiological parameters from the wearer of a smart gar-
ment (e.g. motion, heart rate, pressure applied on a specific surface).

• Output devices to communicate information to users in a visual, auditive and
haptic manner (e.g. LEDs, speakers, vibration motors).

• Microcontrollers that execute the application (e.g. Arduino Lilypad, Intel’s
Curie).

TangoHapps should offer high-level APIs to control these electronic devices.

Smartphone support

As opposed to smart textiles, smartphones are widespread and most individuals in
different cultures nowadays carry a smartphone throughout the entire day. Modern
smartphones offer capabilities that can help complement those of a smart textile.
Some capabilities of smartphones include:

• High resolution displays that can render text, images and videos.

• User interfaces with a variety of input mechanisms (e.g. sliders, switches, multi-
touch gestures).

• Access to contacts and functionality to make calls.

• Access to music libraries and functionality to play music.

• Ability to use the camera to take photos and videos.

TangoHapps should enable the creation of applications that use capabilities available
on the smart textile and on modern smartphones at the same time.

Circuit design

The design of electronic circuits on textile is more challenging than the design of
circuits for printed circuit boards, mainly due to the flexibility of the textile substrate
and the strain it is subject to. Uninsulated textile connections can break or produce
shortcuts when the substrate deforms or folds. The circuit design for a smart garment
must additionally consider user comfort and wearability [35], adding constraints to
placement, shapes and materials to use. TangoHapps should facilitate the design of
circuits on top of a model of the textile so that its folding and usage patterns can be
taken into consideration. Because a smart textile developer might not have experience
in electronics, the IDE should additionally provide feedback about the correctness of
circuits.
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Simulation

The production of a smart textile object is relatively risky as it is unclear at the mo-
ment of creation whether the choice of materials and structuring pattern (e.g. sewing,
knitting) will fulfill the requirements of the application. Malfunctioning circuits and
the unsuitability of data delivered by sensors might be discovered only after having
created the smart textile and developed its application. Furthermore, the creation of a
textile circuit might be time consuming because connections and custom-made textile
sensors usually have to be created (e.g. sewn) manually. Simulations allow flaws to be
identified sooner, before considerable costs have been invested in a product. There-
fore, there is a high motivation for simulating the smart textile before its creation.
TangoHapps should provide a way to execute applications within the development
environment and to simulate behavior of sensors and output devices.

Debugging

In order to facilitate comprehension of runtime behavior of an application, Tango-
Happs should communicate runtime information to developers. In particular, Tango-
Happs should display sensors signals as plots and communicate the state of output
devices during the simulation of an application. For example, the sound emitted by
a speaker could be played within the environment and the vibration produced by a
vibration motor could be communicated to developers by means of an animation.

Deployment

In Circuit Stickers [50] and PaperPulse [95] circuit layouts are printed on a sheet
of paper using an inkjet printer filled with conductive ink. After printing the cir-
cuit sheet, developers attach the electronic elements to the sheet of paper. Most
development environments for physical devices facilitate software deployment by gen-
erating source code, which is uploaded to a microcontroller either manually by users
or automatically by the environment. TangoHapps should transform a development
representation of the application (e.g. source code) into an executable application.
Furthermore, TangoHapps should be able to upload the generated executable into the
smart textile.

3.2.2 Non-Functional Requirements

Low entrance barrier

Similar development tools for physical devices facilitate development by offering ready-
to-use software components [37, 72, 28, 27, 12, 118, 50, 95, 68]. For example, Mi-
crosoft’s .NET Gadgeteer offers software components to perform the most common
operations with the devices available in the kit (e.g. functionality to make the camera
start recording a video) [118]. Developers reuse the provided software components
without having to understand its internal behavior. Target users of TangoHapps
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might not have experience in software development or electronics. In order to lower
the entrance barrier to such users, TangoHapps should provide common smart textile
functionality in ready-to-use software components.

High ceiling

The ceiling of a development environment refers to the flexibility it offers developers to
develop new use cases. Low-level software abstractions tend to allow more flexibility
at the cost of a higher degree of expertise needed from developers. High-level software
abstractions tend to be easier to grasp but might limit development freedom to specific
domains or use cases. TangoHapps should offer software abstractions that provide
enough flexibility to experienced software developers, while maintaining a low entrance
barrier to users with less experience in software development.

Performance

Hardware integrated into a smart textile is ideally small, thin and lightweight to
preserve the positive properties of the textile (flexibility, softness, lightness). More
computations to be performed on the smart textile hardware lead to more memory
and processing power requirements and to bigger and bulkier microcontrollers and
batteries. Software functionality available in TangoHapps should be optimized for
execution on hardware with limited resources.

Extensible with respect to software

In the Functional Requirements, we identified software functionality used across dif-
ferent smart textile applications. However, this functionality is unlikely to cover every
use case smart textile developers might want to address. TangoHapps should make it
possible to add new software functionality components without forcing developers to
having to refactor big parts of the environment.

Extensible with respect to hardware devices

Smart textiles are not widespread in the market yet and new target hardware plat-
forms are likely to appear as the field grows. TangoHapps should make it possible
to add support for new electronic devices without having to refactor big parts of the
environment.
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3.3 Analysis
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Figure 3.1: Overview of TangoHapps.

TangoHapps consists of various components that fulfill specific purposes in the
creation of Applications for smart textiles. The Editor is the main mean by which
developers access the functionality of the IDE in order to create the Application.
The Running Engine executes applications created in TangoHapps. The Simulator
supports developers at understanding application’s behavior and fixing undesired ap-
plication behavior. The Deployer is similar to a compiler - it transforms high-level
representations of applications into executable applications and uploads them into the
Smart Textile. Figure 3.1 shows an overview of TangoHapps. In the next subsections,
we explain each component in more detail.

3.3.1 Model of Smart Textiles

Smart Textiles have Textile and Electronic Circuits, which are integrated into the
Textile. Electronic Circuits consist of Electronic Devices and Connections between
them. Electronic Devices can be sensors, output devices and microcontrollers, as we
have seen in Chapter 2. Electronic Devices have Pins, which are an interface for
transmission of electric signals with other Electronic Devices. There are two main
categories of Pins: Electric Pins and Data Pins. Electric Pins cause current to flow
through Electronic Devices and Data Pins are used to transfer electric signals from
Sensors to Microcontrollers and from Microcontrollers to Output Devices. On the
other hand, there are two types or Electric Pins: Power Pins and Ground Pins. The
current in a Circuit flows from Power Pins, through Electronic Devices into Ground
Pins.

Data Pins can be digital or analog depending on the way how signals are trans-
mitted along them. Digital Pins operate with two possible values: high current and
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Figure 3.2: Model of a Smart Textile.

low current and can be used for input (i.e. transmitting data from a Sensor to a
Microcontroller) and for output (i.e. transmitting data from a Microcontroller to an
Output Device). In contrast to Digital Pins, Analog Pins operate with a range of
values and can be used only for input purposes. GPIO Pins (General-Purpose In-
put/Output Pins) are Pins that can be configured at runtime to be used for input or
output. Connections connect two or more Electronic Devices through their Pins. An
UML model of smart textiles is shown in Figure 3.2.

3.3.2 Model of an Application

Applications in TangoHapps are object-oriented, hence they consist of a collection
of objects - called Application Objects - that interact with each other. Application
Objects also interact with the Electronic Devices on the smart textile (e.g. by reading
values from Sensors and writing values to Output Devices).

Application Objects contain data in the form of Variables and code in the form
of Methods. Methods might require parameters (called Variables) in order to execute
their code. The interaction between objects occurs by means of method invocations.
A Method might invoke another Method if the appropriate number and type of pa-
rameters required by the target Method are provided.

Application Objects can emit Events. Events are occurrences that might be han-
dled application, such as when the user presses a button on his smart jacket. Events
can deliver Variables, such as the temperature measured by a temperature sensor.
An Event can trigger one or more Methods. However, Events invoking a Method are
also constrained by the number and type of parameters required by the Method. The

36



3.3. ANALYSIS

model of Applications is depicted in Figure 3.3.
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Figure 3.3: Main abstractions of an Application in TangoHapps.

3.3.3 Model of the Editor
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Figure 3.4: Model of the Editor.

The Editor offers developers the means to design electric circuits, to implement the
functionality of the application and to create user interfaces for smartphones. For this
purpose, the Editor consists of three main components, the Circuit Designer, the Code
Editor and the UI Designer. The Circuit Designer is used to create Circuit Layouts
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visually by arranging electronic devices on top of a model of the smart textile. The
Code Editor is an interface for implementing, extending and reusing Code. Instances
of the Code class specify the runtime behavior of the Application, including how
Electronic Devices and capabilities of a smartphone should be controlled. The User
Interface Designer enables the creation of Smartphone User Interfaces by making
components that wrap common smartphone capabilities (e.g. music playing) available
for reuse. An UML model of the Editor is shown in Figure 3.4.

3.3.4 Model of the Simulator
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Figure 3.5: Model of the Simulator.

The Simulator displays Debugging Information with the purpose of helping de-
velopers to understand runtime behavior of an Application. Debugging Information
is provided by the Running Engine during execution of an Application. In order to
execute an Application without having to deploy it to the real hardware, the behavior
of the different devices is simulated within TangoHapps. Virtual Devices fulfill two
main purposes. First, they communicate the state of the device to the developer by
means of images, animations and sounds. For example, a buzzer will begin to shake
and produce a sound to indicate that it has been turned on. Second, they accept
User Input in order to simulate user interaction with the device and environmental
parameters. For example, touching a simulated temperature sensor causes it to deliver
a higher temperature reading. The Virtual Device superclass provides the means for
its subclasses to control an Application by modifying its internal state in the same
way as the Running Engine would during real execution. In order for simulations to
be as close to real executions as possible, the Application class does not offer special
functionality or a special interface for simulation purposes. An UML model of the
Simulator is shown in Figure 3.5.
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3.3.5 Model of the Deployer
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Figure 3.6: Model of the Deployer.

The main tasks of the Deployer are to “compile” Projects into Applications and
to upload executable Applications into the target devices. Projects are high-level
representations of Applications that contain the assets necessary to create an Appli-
cation. The main difference between a Project and an Application is that, in contrast
to Projects, Applications are executable. The Deployer first transforms a Project
into an executable Application and then transfers the executable Application into the
target Device. Target Devices include a Smartphone and the Smart Textile. The
Deployer delegates the task to serialize and transfer applications wirelessly to the
Uploader. An UML model of the Deployer is shown in Figure 3.6.
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Chapter 4

TangoHapps Design

In previous chapter, we elicited the functional and non-functional requirements and
created first models that serve as a basis for the development of TangoHapps. This
chapter first describes the trade-offs we encountered and decisions we made in the
design of TangoHapps. In particular, we describe how the different alternatives we
analyzed would have affected the system in terms of the non-functional requirements
elicited in previous section. The rest of the chapter describes TangoHapp’s internal
structure in a top-down manner. We start with TangoHapps’ high-level design and
architecture and then focus on the details of each subsystem. We f

4.1 Design Decisions

In this section we describe the design decisions we made in order to optimize for
qualities of the system, which we described in Section 3.2.2. These are:

Hybrid text and visual programming

Visual programming languages have been shown to lower the entrance barrier to users
with little programming knowledge [68, 49, 7, 83, 84]. In TangoHapps, software func-
tionality components, electronic devices and elements composing the user interface
of a smartphone are represented visually. However, a visual programming language
might not scale well for complex applications and might result inconvenient to users of
TangoHapps who already possess software development experience. In order to fulfill
both non-functional requirements of Low entrance barrier and High ceiling, we decided
to make TangoHapps support both, a visual and a textual programming language.
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Prototype-based programming

Prototype-based programming is an object-oriented programming paradigm in which
new objects are created by cloning existing object prototypes. After an object has
been cloned, functionality is added to it that distinguishes it from its prototype. As
an example, to create a tennis ball out of a soccer ball, one might clone the soccer
ball, change its color to green and reduce its size to 6.5 cm. This is in contrast to
the class-based programming paradigm, where a model has to be created before any
object can exist. TangoHapps should offer high-level reusable components. In order
to facilitate reuse of these components, we decided to make them available in a palette
of object prototypes that developers can clone by simply drag- and dropping them
into a canvas.

Flow-based programming

Flow-based programming is a programming paradigm in which data is passed through
different components or boxes. Each box executes specific computations in order to
transform the data. Program behavior is defined by connecting boxes to each other
causing the output of a box to be the input of a subsequent box. The flow-based
programming paradigm has been successfully implemented in several development
environments for physical devices [37, 72, 28, 27, 84, 9] and development tools for
other domains, such as Node-RED, Max/MSP and PureData. For example, the CRN
Toolbox represents ready-to-use software components including filters, feature extrac-
tion and classification algorithms as boxes that are shown in a canvas. Users of the
CRN Toolbox connect the outputs of a box to the inputs of another box in order to
create machine learning algorithms.

According to the requirements we elicited in Section 3.2, TangoHapps should
provide high-level reusable components. Furthermore, we decided that Tango-
Happs should feature a visual programming language. The flow-based programming
paradigm would enable developers of TangoHapps to develop applications by connect-
ing visual representations of the functionality components.

Tablet device for design

We decided to implement the visual programming interface on a tablet device based
on the following reasons, aligned with our requirement of Low entrance barrier :

1. Tablet devices allow for direct manipulation of objects on the touchscreen. Rep-
resenting software functionality components visually and further making them
tangible could help make programming less abstract to novice.

2. Tablet devices enable usage by multiple users simultaneously which can be ben-
eficial for developers with less experience in programming and electronics to
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learn by collaborating on the same project.

3. TangoHapps should support the creation of applications for smart textiles that
use the capabilities within smartphones. Because tablet devices have similar
capabilities to smartphones, they allow for a realistic design and simulation of
the smartphone application.

Delegation of computations to a smartphone

As we discussed in Section 3.2.2, complex computations would lead to heavier and
bulkier hardware attached to the textile. In order to allow for lightweight constructions
of smart textiles, we decided to delegate most of TangoHapps’ runtime computations
to a smartphone. As possible devices for delegation of computations, we considered
mobile and non-mobile devices. We decided for a mobile device based on three facts:

1. As discussed in the Functional Requirements, we decided that TangoHapps
should support smartphones because they offer useful capabilities not provided
by current smart textiles. The choice to delegate computations to other devices
would require the smart textile to have to communicate with yet another exter-
nal device, which adds a point of failure and might limit performance. Instead,
the computations can be delegated to the same smartphone.

2. Non-mobile devices would require the transmission of sensor data over longer-
range communication technologies, which in general lead to higher power con-
sumption rates. Instead, modern mobile devices enable communication over
Bluetooth Low Energy (also called Bluetooth 4.0), a Bluetooth technology op-
timized for low energy consumption.

3. The delegation of computations to an external device makes the smart textile
dependent on it for its functioning. However, long-range communication tech-
nologies, might not be available everywhere (e.g. in the metro). Hosting the
computations on mobile device with a direct communication with the smart
textile would enable the usage of smart textiles everywhere assuming the mobile
device is carried by the user.

Interpreted language

We chose to have TangoHapps applications interpreted rather than compiled, for the
following reasons:

1. An advantage of interpreted languages over compiled languages is platform inde-
pendence. Code interpreters handle platform specific issues, making applications
reusable across different platforms. The use of an interpreted language, there-
fore, would make TangoHapps better extensible to new hardware, as described
in the non-functional requirement Extensibility with respect to hardware.
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2. Related to the previous point is the fact that an interpreted language would
allow users of TangoHapps to deal with a high-level syntax independent of spe-
cific platforms rather than forcing them to deal with the nuances of different
platforms.

3. Interpreted languages can be easier to debug because interpreters process the
same representation of the software as the one used by developers. Compiled
languages, instead, transform the representation used by developers making it
harder to relate execution errors to mistakes in the language. An interpreted
language would offer more potential for TangoHapps to display useful runtime
information, which is aligned with the non-functional requirement of Low en-
trance barrier.
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4.2 High-Level Design

Figure 4.1: High-level design of TangoHapps.

TangoHapps consists of two main components: Interactex and TextIT. Interactex
is a visual programming environment that includes three tools: Interactex Designer,
Interactex Client and Interactex Firmware [42]. Interactex Designer is used to develop
and debug applications. Applications created in Interactex Designer are deployed to
Interactex Client, where they are executed. Interactex Client controls the hardware on
the smart textile through APIs offered by Interactex Firmware. Interactex Firmware
runs on the microcontroller attached to the smart textile. TextIT is a hybrid text
and visual programming environment used to extend the functionality of Interactex.
Software components are developed using TextIT and imported into Interactex De-
signer where they are linked to a specific hardware setup and reused in the context
of an application. Figure 4.1 depicts the high-level design of Tangohapps.
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4.3 Architecture
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Figure 4.2: TangoHapps’s layered architecture. Software components on the Hard-
ware layer appear grayed out because they consist of libraries developed by third-party
developers reused within TangoHapps.

TangoHapps is based on a layered architecture. The Development layer is the
uppermost layer in the hierarchy and contains the functionality to develop, debug
and deploy smart textile applications. For this purpose, the Development layer has
three main components: the Editor, the Simulator and the Deployer. The Editor is
the equivalent to a source code editor in a traditional IDE and is the main interface
developers use in order to create applications. The Simulator contains the main func-
tionality to simulate and debug an application from within the environment, without
having to deploy it to the smart textile. The Deployer transforms the application’s
source code into executables and uploads the executable into the target devices. The
Development layer is distributed among TextIT and Interactex Designer.

The Execution layer contains the main functionality to execute applications de-
veloped in TangoHapps. Software components in the Execution Layer include the
Running Engine, the Plugin Interpreter and the Firmata components. The Running
Engine executes applications developed in Interactex Designer and the Plugin In-
terpreter interprets plugins developed in TextIT. Firmata executes input and output
operations on the smart textile’s hardware and offers a service for other components to
control the hardware remotely. The Execution layer is distributed among Interactex
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Client and Interactex Firmware.
The lowest layer in the architecture is the Hardware layer. The Hardware layer

contains drivers and libraries to control the electronic devices attached to the textile
and the user’s smartphone. The Hardware layer offers an interface to upper layers for
accessing the hardware capabilities without having to deal with the complexity of the
hardware implementation. The Hardware layer is composed by Hardware Drivers, the
Microcontroller Firmware and a set of APIs provided by the Smartphone’s OS. The
Hardware Drivers software component consists of a set of source code libraries used
to control specific sensor and output devices. Similarly, the Microcontroller Firmware
component consists of a set of source code libraries for controlling capabilities of differ-
ent microcontrollers. The Mobile Phone OS component manages the mobile phone’s
hardware and software resources and provides high-level APIs to other components
to control it. TangoHapps’ architecture is shown in Figure 4.2.

The following subsections in this chapter describe in detail each software compo-
nent in TangoHapps in a bottom-up manner, starting at the Hardware layer up to the
Development layer.

4.4 Hardware/Software Mapping

TangoHapps runs on four different hardware devices. TextIT runs on a browser.
Therefore, it executes on any computing device able to run a browser. Interactex De-
signer executes on multi-touch tablet devices. Interactex Client executes on smart-
phones. The current implementation of Interactex Designer and Interactex Client
are made for iOS. Therefore, Interactex Designer can be installed on an iPad device
and Interactex Client on an iPhone or iPod Touch. Interactex Firmware executes on
a microcontroller. The current implementation of Interactex Firmware is made for
Arduino. Figure 4.3 displays the distribution of the software components introduced
in previous section into hardware nodes.
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Figure 4.4: Main classes of the Running Engine software component.

The Running Engine is the main responsible component for executing applica-
tions. Runner is the class that initiates execution of an application by instantiating
the Application class and invoking its execute() method. Applications are a container
for Application Objects and interactions between them. We mentioned earlier that
Application Objects consist of Events, Methods and Variables and that Events of an
Application Object can invoke Methods of other Application Objects if the number and
types of parameters match. Types supported in TangoHapps are Numbers, Boolean
values and Strings. Objects in TangoHapps are treated as every other Type, which
enables Events to provide and Methods to expect Objects as parameters. Instances
of the Invocation class store the necessary information to perform the invocation at
runtime. More specifically, Invocations reference the Event that triggers the invoca-
tion, the Method that should be invoked, and the Variables that should be passed
as a parameter to the Method. Figure 4.4 displays the main classes of the Running
Engine.

The functionality that is executed by the Running Engine is distributed among
Application Objects. Application Objects are reusable abstractions of physical or dig-
ital entities. For example, the Light Sensor Application Object is an abstraction in
TangoHapps that represents a physical light sensor. Application Objects include Elec-
tronic Devices, UI Widgets and Programming Objects. Electronic Devices encapsulate
low-level microcontroller instructions to access sensors, output devices and microcon-
trollers and offer a high-level API to control such devices. UI Widgets represent
the widgets present in a smartphone’s user interface. Programming Objects are con-
structs commonly present in programming languages such as arithmetic operators and
functions. In the following subsections, we list every Application Object available in
TangoHapps. A complete description of Application Objects including their Events,
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Methods and Variables is available in the Chapter A in the Appendix. In order to
distinguish between an Application Object and the physical or digital entity it repre-
sents, Application Objects appear in italics throughout the rest of this Ph.D thesis.
A taxonomy of Application Objects is presented in Figure 4.5.

-name

Application
Object

-position

oun

Electr c
Object

Sensor

t rocontroller

-value

V able
-
-

+operate()

Operator
+execute()

F

cat

Operator
son

Operator
ecut

F
ecut

ed
F ecut

n

Figure 4.5: Taxonomy of Application Objects.

4.5.1 Electronic Devices

TangoHapps supports every sensor, output device and microcontroller from the Ar-
duino Lilypad1 hardware kit and additional sensors that are also suitable for inte-
gration in smart textiles, such as the MPU 6050 Inertial Measurement Unit (IMU).
Sensors supported in TangoHapps are listed next.

• Buttons are similar to UI Widget Buttons. Buttons can be pressed and emit
events when pressed and when released.

• Switches are on/off switches and like UI Widget Switches, they emit events when
their state change.

• Light Sensors measure the intensity of the light and emit an event when a new
sensor reading is available.

1https://www.sparkfun.com/products/retired/10354
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• Temperature Sensors are similar to Light Sensors. Temperature Sensors mea-
sure temperature and emit an event when a new sensor reading is available.

• Accelerometers measure acceleration forces in a 3D space and emit an event
when a new sensor reading is available.

• LSM Compass represents the LSM303C 3-axis accelerometer and 3-axis com-
pass2. The LSM Compass emits events when either new accelerometer or com-
pass readings become available.

• MPU 6050 represents the MPU 6050 3-axis accelerometer and 3-axis gyroscope3.
Like the LSM Compass, the MPU 6050 emits events when new accelerometer
or gyroscope readings become available.

• Potentiometer represents a generic analog textile sensor, including sensors based
on the capacitive, resistive and optical principles.

Output Devices supported in TangoHapps are:

• LEDs stand for Light Emitting Diodes. LEDs can be turned on and off and
their intensity can be set. These LEDs emit light of a single color.

• Buzzers emit a sound at a specified frequency. Like LEDs, Buzzers can be
turned on and off and their frequency can be set.

• Three-Color LED emit light in different colors. Three-Color LEDs can be turned
on and off, and the intensities of their red, green and blue components can be
set in order to produce different light frequencies.

• Vibration Boards produce a vibration at a specified frequency. Like Buzzers,
they can be turned on and off and their vibration frequency can be set.

TangoHapps supports three Arduino Lilypad microcontroller models. All of them
operate with voltages that oscillate between 2.7 and 5.5 V at 8 MHz frequency. The
specific capabilities of these microcontrollers are listed below:

• Lilypads represent the microcontroller officially called “Lilypad Arduino Main
Board”4. Lilypads contain 14 digital, 6 analog pins and 16 Kb of flash memory.
Lilypads have no placeholder for a battery and do not include a module for
wireless communication; these hardware parts need to be attached externally to
the board.

• Lilypad Simple represents the microcontroller officially called “Lilypad Arduino
Simple”5. Lilypad Simple microcontrollers have less pins and more memory than
Lilypads: 9 digital, 4 analog pins and 32 Kb of flash memory. Lilypad Simple
microcontrollers have a placeholder for a battery but no wireless communication
module.

2https://www.sparkfun.com/products/13303
3http://www.invensense.com/products/motion-tracking/6-axis/mpu-6050/
4https://www.arduino.cc/en/Main/ArduinoBoardLilyPad
5https://www.arduino.cc/en/Main/ArduinoBoardLilyPadSimple
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• BLE-Lilypad represents a microcontroller developed by the Universität der Kün-
ste in Berlin based on the Lilypad Arduino Main Board. The BLE-Lilypad has
the same features as the Lilypad and additionally features a placeholder for
battery and an integrated Bluetooth Low Energy module.

4.5.2 UI Widgets

UI Widgets (i.e. reusable elements of a graphical user interface) are used to create the
interface shown on the mobile device. UI Widgets range from simple elements such
as buttons, labels and sliders to more complex elements to access specific capabilities
of a smartphone such as its contacts and music lists. UI Widgets have Variables
that enable developers to configure their visual appearance, such as their position
and dimensions within the mobile device’s screen and their background color. UI
Widgets can be simple (e.g. a button) or contain other UI Widgets (e.g. Music
Player, which contains Buttons, Labels, Switches and Sliders). The subclasses of UI
Widgets supported in TangoHapps are listed next.

• Buttons are equivalent to push buttons on mechanical devices. Buttons emit
events when they start to be pressed and when they are released.

• Labels are used to display text. Their text can be set statically or dynamically.

• Switches are equivalent to an on/off switch (e.g. a light switch). Switches have
two possible states on and off and emit events when their state change.

• Sliders have a handle that allows users to select a value through a range of
allowed values. Sliders emit events when the handle is moved.

• Touchpads represent an area on the smartphone where multi-touch gestures are
recognized. Multi-touch gestures supported by the Touchpad are: tap, double
tap, long tap, pinch and pan. Touchpads emit events when a multi-touch gesture is
recognized.

• Image Views are used to display an image, which is set statically.

• Music Players are composite widgets that contain Buttons, Labels, Image Views
and Sliders. Music Players contain functionality to iterate and play music stored
on the user’s mobile device. Music playlists can be controlled by users through
the Music Player ’s user interface or by other Application Objects through its
methods.

• Contact Books are composite widgets similar to Music Players that contain
Buttons, Labels and Image Views. Contact Books contain functionality to iter-
ate through the user’s contacts, and to make phone calls if the mobile device
supports it. In a similar way to Music Players, Contact Books offer an interface
to users as well as to other Application Objects to access its functionality.
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• Monitors are composite widgets used to display series of values in a plot. This
is useful for applications where users need to monitor sensor values over time.

4.5.3 Programming Objects

Programming Objects are the main means by which developers reuse, extend and
implement behavior in TangoHapps. Programming Objects range from abstractions
over simple programming constructs (e.g. variables, arithmetic operators) to high-
level software components (e.g. an accelerometer-based human posture classifier).
Programming Objects can be either: Operators, Variables or Functions.

Operators can be Arithmetic, Comparison or Logical Operators. Arithmetic Oper-
ators take two numeric inputs and produce a numeric output. Supported Arithmetic
Operators are Addition, Subtraction, Multiplication, Division and Modulo. Compar-
ison Operators compare two numeric values and provide the result of the comparison as
a Boolean Variable. Supported Comparison Operators are: Bigger , BiggerEqual , Smaller ,
SmallerEqual , Equal and NotEqual . Logical Operators take two Boolean inputs and
provide the result of a logical operation as output. Supported Logical Operators are the
AndOperator (an AND-conjunction) and the OrOperator (an OR-disjunction).

Variables store values and emit events when the stored value has changed so
that other objects can react to the change. Supported Variables in TangoHapps are:
Booleans, Numbers, Strings and Objects. Booleans store Boolean values, Numbers
store real numbers including integer and floating point numbers and Strings store
chains of characters.

Functions are executable code procedures, comparable to functions in text-based
programming. An example of a Function is the Mean Extractor. The Mean Extractor
calculates the mean of a set of values it receives as input. Functions can be Predefined
Functions, Plugins or Composite Functions. Predefined Functions are functions al-
ready available in TangoHapps. In contrast, Plugins are code not originally available
in TangoHapps but imported from TextIT. We explain the concept of Plugins with
detail in the next Section 4.6. Predefined Functions for signal processing are:

• Windows take streams of values, buffer them and deliver chunks of values. Win-
dows are useful for signal processing algorithms to process chunks of a signal.
The amount of samples contained in a chunk and the amount of overlapping
samples between two consecutive chunks can be configured by developers.

• Low-Pass Filters smooth out a signal by attenuating its high frequencies.

• High-Pass Filters are the opposite of Low-Pass Filters. High-Pass Filters at-
tenuate the low frequencies of a signal and pass its high frequencies.

• Mean Extractors compute the mean of a set of values.

• Deviation Extractors compute the deviation of a set of values.

• Peak Detectors compute the highest peak of a set of values and deliver its value
and index within the set of values.
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• Activity Classifiers determine user physical activity (walking, running, climbing,
quiet) based on accelerometer input.

• Posture Classifiers determine the user posture (standing, lying down on belly,
lying down on the back) based on accelerometer and gyroscope input.

Other Predefined Functions available in TangoHapps are:

• Timers generate events after a specified amount of time.

• Sounds reproduce audio files over the user’s mobile device. Sounds differ from
Music Players in that they do not access the device’s music lists, but rather play
a sound predefined at development time. Sounds are useful for user interfaces.

• Recorders offer functionality to store a set of values on the mobile device’s hard
drive and to reproduce it later.

• Mappers scale numeric values within a specified range. They are useful for
adapting either sensor input to a specific range or values to the range required
by an output device.

Composite Functions group Programming Objects and Invocations between them in
order to construct complex Programming Objects by aggregating simpler ones. Com-
posite Functions were designed as a Composite design pattern [34]. Composite Func-
tions enable developers to dynamically define their Methods and Events. Methods and
Events of a Composite Function do not contain any specific behavior, but simply redi-
rect to a Method or Event of a Programming Object contained within the Composite
Function.

4.6 Plugin Interpreter

The Plugin Interpreter executes JavaScript plugins developed in TextIT. The Inter-
preter class is the Facade of the Plugin Interpreter [34] and offers a service to other
components for interpreting Plugins. Plugins have code, which is contained within the
Script class. A Script might reuse code contained in other Scripts. The Plugin class is
a subclass of Application Object. This allows Plugins to be executed by the Running
Engine in the same way any other Application Object. The Interpreter delegates the
execution of Scripts to the JSContext.

The JSContext is a class provided by Apple’s JavaScriptCore framework that rep-
resents a JavaScript execution environment. The data used by the JSContext class is
stored in instances of the JSValue class. JSValue represent JavaScript variables. Sup-
ported variable types include numbers, arrays, objects and functions. The JSContext
produces execution information when it executes JavaScript code.

The Interpreter parses the execution results provided by the JSContext and creates
an instance of the Debug Info class for each error, warning and output message. The
Debug Info contains the message represented in a String and the line number where
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Figure 4.6: Main classes of the Plugin Interpreter component.

the message was originated. The Interpreter passes instances of Debug Info over to
the Debugger. The Debugger displays syntax errors, warnings and output messages
in order for developers to identify issues in the code syntax and undesired runtime
behavior. The main classes of the Plugin Interpreter and their relationships are shown
in Figure 4.6.

4.7 Firmata Library

The Firmata Library is the closest component to the Hardware Layer and acts as
an adapter between the Execution Layer and the Hardware Layer. The Firmata
Library transforms high-level operations with hardware devices into instructions that
the microcontroller attached to the smart textile is able to execute. For example,
an operation to turn an LED on will be transformed by the Firmata Library into an
instruction to execute a digital output command on the microcontroller pin connected
to the LED.

The communication between the mobile device and the microcontroller attached
to the smart textile conforms to the Firmata protocol6. Firmata is a generic protocol
that enables the communication between a microcontroller and a host computer. The
Firmata class is the Facade of the component and offers a set of high-level methods
to send messages to the microcontroller and to handle messages received from it.
Internally, Firmata converts high-level method calls into sequences of bytes and parses
sequences of bytes in order to invoke the appropriate handler method.

The Communication Module defines an interface for sending and receiving data.

6http://www.firmata.org
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Figure 4.7: Main classes of the Firmata Library component. The Virtual Communi-
cation Module belongs to the Simulator software component.

There are currently two implementations of the Communication Module. The BLE
Communication Module sends data over the device’s Bluetooth Low Energy interface.
The Virtual Communication Module belongs to the Simulator software component
and is used to display data on a debugging interface in order for developers to keep
track of messages sent to the microcontroller.

The Firmata Library follows the Observer [34] and the Delegation patterns for
sending data to the microcontroller and handling received data. The Observer pattern
is used by the Firmata class, which observes for changes in Pins and I2C Devices and
synchronizes their state with the actual hardware. The Delegation pattern is used
between the Communication Module and the Firmata class. The Communication
Module delegates data to Firmata without knowing the details of its implementation
besides the fact that it implements the Communication Module Delegate interface.
The Communication Module Delegate interface enforces the implementation of the
receiveData() method, which handles data received over the current Communication
Module. The use of the Observer and Delegation patterns decouples the Pin, I2C
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Device and the Communication Module classes from the Firmata class. Furthermore,
the usage of these design patterns improves maintainability of the Firmata class and
reusability of the classes it communicates with. An UML model of the Firmata Library
is shown in Figure 4.7.
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Figure 4.8: Overview of the Editor software component.

The Editor offers an interface for developers to design circuits and create applications.
The Editor consists of three main components: the Palette, the Toolbar and the Can-
vas. The Palette fulfills two tasks. First, it displays a list of Application Objects that
developers drag into the Canvas in order to reuse their functionality. Second, it offers
an interface to developers for modifying the Variables of the object that is currently
selected in the Canvas. The Toolbar contains Toolbar Buttons that are used to ma-
nipulate objects in the Canvas and modify the Editor ’s state. The Canvas displays
Edition Objects and enables developers to manipulate them (e.g. move them, delete
them, define Invocations between them). Developers manipulate Edition Objects by
means of Multi-touch Gestures. The Multi-touch Gesture is an abstract class that
defines an interface for recognizing multi-touch gestures. Subclasses of Multi-touch
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Gesture implement the behavior for recognizing a gesture based on sequences of user
touches. Currently supported multi-touch gestures are taps, double tap, pans, pinches
and rotation gestures. An UML model of the Editor’s main classes is shown in Figure
4.8. We continue this section with a more detailed description of the components in
the Editor and finally describe how they can be used to design a circuit and develop
an application.

4.8.1 Palette
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Figure 4.9: Main classes involved in the Palette.

The Palette enables developers to add objects to a Project and edit them. The
Palette contains two views, the Objects View and the Configuration View. The Ob-
jects View displays a list of every object available in TangoHapps for reuse and the
Configuration View enables developers to modify an object’s configuration.

Objects displayed in the Objects View are called Palette Items. A Palette Item is
a visual representation of an Application Object that contains an image and a name.
Palette Items can be dragged into the Canvas. Palette Items can be dropped at
specific positions within the canvas. For example, UI Widgets can only be dropped
on top of the smartphone and Hardware Devices can only be dropped on top of a
textile. For this reason, each Palette Item subclass has a different implementation of
the canBeDropped() method.

When dropped, each Palette Item instantiates a different Edition Object. Palette
Items that instantiate Edition Objects available in TangoHapps by default are called
Static Palette Items. We have described the concept of Composite Functions in Sec-
tion 4.5. Composite Functions are Programming Objects that have been created by
aggregation of simpler Programming Objects, in order to improve reusability of the
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functionality developed with TangoHapps. Composite Functions that have been cre-
ated in the canvas can be dragged into the Palette for later reuse in the same or in
a different Project. Palette Items that were originally available in TangoHapps are
called Static Palette Items. Static Palette Items are programmed to instantiate a
specific Editable Object. In contrast, Dynamic Palette Items instantiate a Composite
Function that has been added to the Palette at runtime.

It is unlikely that the default configuration of an Application Object fulfills the
requirements of a specific use case. Application Objects can expose their Variables in
order for developers to modify the default behavior of an Application Object. Vari-
ables exposed by an Application Object are modified through the Variables View.
Each Edition Object generates a different instance of a Variables View containing a
user interface with controls to modify an Application Object ’s exposed Variables. A
complete list of every Application Object ’s Variables is available in Chapter A in the
Appendix. An UML model of the main classes of the Palette and the relationships
between them is provided in Figure 4.9.

4.8.2 Toolbar
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Figure 4.10: Main classes involved in the Toolbar.

Toolbar Buttons available in the Toolbar are the Connection Button, the Copy
Button, the Remove Button and the Hardware Button. Each Toolbar Button sets the
Editor into a different state. The Editor reacts differently to user input depending
on its current state. We have designed the Editor ’s response to user input as a State

59



CHAPTER 4. TANGOHAPPS DESIGN

pattern [34]. Every subclass of Tool State conforms to the Tool State interface by
implementing the handleGesture() method. Each Tool State handles a Multi-touch
Gesture differently. The Editor ’s state is modified by setting its reference to the
current instance of Tool State. Figure 4.10 displays the relationship between the
Toolbar and the Editor in a class diagram.

4.8.3 Canvas

-applicationObject
-image
-label

+draw()

ion
Object -position

-shape
-color

sHook()

+draw()
+acceptsHoo...

Method

+draw()
+acceptsHoo...

Variable

+draw()
+acceptsHook()

+draw()

cation
View

as cation

*

*

*

1 1

*

2*
connects

represents

Figure 4.11: Main classes involved in the Canvas.

The Canvas is where the main visual programming in Interactex Designer takes place.
Applications in Interactex Designer are created by adding Edition Objects into the
Canvas and by defining Invocations between them. Edition Objects are representa-
tions of Application Objects that expose the Application Objects’ Events, Methods
and Variables in order for developers to define how Events should be handled, when
Methods should be invoked and how Variables should be set at runtime. Edition
Objects are shown as an image with a label on screen. Edition Objects have the so
called Hooks. Hooks are visual representations of Methods, Events and Variables that
developers use to define method invocations. Connecting an object’s Event Hook to
another object’s Method Hook causes an Invocation to be created that will invoke the
specified Method when an Event triggers at runtime.

Invocation Views are a visual representation of an Invocation. Invocation Views
draw lines between objects in the Canvas and display Variable Hooks. Variable Hooks
fulfill two purposes. First, they display the types of parameters being passed in an
Invocation. Second, Variable Hooks enable developers to pass an Application Object ’s
Variables as parameters into any Invocation. For example, an Invocation between the
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Button’s buttonPressed() event and the LED ’s setIntensity(Number)would not valid
because the event does not provide a parameter of type Number, as expected by the
setIntensity(Number) method. In this case, the Invocation View will still be shown
with an icon indicating that the parameters provided by the event do not comply
with the parameters expected by the method. The different icons used by Invocation
Views are shown in Section 5.1.3. In this case, the Variable Hook of a third object
with a Variable of Number type might be dragged into the Invocation View. At
runtime, when the buttonPressed() event triggers, the Running Engine will fetch the
third object’s Variable and pass it in the setIntensity(Number) method call. Figure
4.11 displays a model of the main classes involved in the Canvas.

4.8.4 Circuit Layout
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Figure 4.12: Main classes involved in the Editor ’s functionality to create circuit
layouts.

In order to create circuits, developers lay out Electronic Devices on top of the
Smart Textile and draw Connections between them. Connections connect two or
more Pins. An Electronic Device’s Pin, however, can have more than one Connection.
Connections can be straight lines between two Pins or a collection of line segments.
In order to split a Connection into two or more line segments, developers add Routing
Nodes to a Connection. Routing Nodes are fixed positions defining the edges of the
segments composing the Connection.

Not every Pin should be connected to every other Pin. A set of Constraints limit
the amount of Pins a Pin can be connected to. The Allowed Pin Constraint enforces
a Pin to be connected to a specific type of Pins. The Allowed Device Constraint
enforces a Pin to be connected to Pins of a specific type of Electronic Device. The
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Requires Resistor Constraint enforces that a Pin is connected to another Pin through
a Resistor. A Pin can have multiple Constraints at the same time. An UML model
of the main classes involved in the lay out of electronic circuits and the relationships
between them is provided in Figure 4.12.

Next, we describe the concept of pin constraints with an example of a Button
connected to a digital pin of the Arduino Lilypad. The Button has two Pins : a Power
Pin and a Digital Pin. The Power Pin has an Allowed Pin Constraint that enforces
it to be connected to other Power Pins. The Digital Pin has three constraints: a
Constraint to enforce the usage of a Resistor, a Constraint to enforce its connection
to a Digital Pin, and a Constraint to enforce its connection to a Microcontroller. All
three Constraints are satisfied because the Digital Pin is connected to the Lilypad’s
Digital Pin 9 and to the Lilypad’s Ground Pin through a Resistor. Figure 4.13 shows
the described circuit layout created with Interactex Designer.
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Figure 4.13: Layout (a) and object diagram (b) of an electric circuit that consists of
a Button connected to an Arduino Lilypad.
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Figure 4.14: Main classes in the Plugin Editor.

The Plugin Editor offers an interface to create code plugins in TextIT that can be
imported into Interactex. In order to create a plugin, developers drag and drop TextIT
Objects from a palette into the Canvas. There are two main categories of objects,
the Control Objects and the Visualization Objects. Control Objects execute code that
modifies input data and Visualization Objects display input data without modifying
it. With exception of the Library Manager, every object in TextIT has input and
output Ports used to send and receive data to other objects. Developers define the
flow of data between TextIT Objects by creating Connections. Connections connect
the output Port of a TextIT Object to the input Port of another TextIT Object.

The Plugin Editor follows the Observer pattern to handle the flow of data between
TextIT Objects. When a Connection between two TextIT Objects is defined, the
receiving TextIT Object subscribes to the receiving object’s Object Observer. Figure
4.14 displays the main classes of the Plugin Editor and their relationship.

Next, we describe every Control Object in TextIT.

• The Start Object initiates execution of an application. The Start Object does
not have input ports and has a single output port that triggers an event when
the Start Object’s button is clicked.

• The Data Source accesses files containing data in JSON format. The Data
Source contains an input port that can be triggered by other objects to load the
data file and an output port that delivers the data organized as a keys/values
dictionary.

• The Conditional Statement is equivalent to an if/else condition in text-based
programming. It is similar to the Code Editor in that it also offers a view with
syntax highlighting where developers can edit and debug code. However, it
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differs from the Code Editor in that its output is restricted to a single value of
Boolean type.

• The Iterator iterates through an array or list of data. The Iterator accepts an
input of JavaScript types List or Array and has two output ports. The Iterator ’s
”result” output port delivers elements of the input array or list sequentially,
together with their index within the array or list. The “finished” output port is
triggered after the last element of the list or array has been reached.

• The Delayer is used to delay the internal execution of the object it connects
to. The delay time is specified by developers. The Delayer is useful to simulate
sensor sampling rates and to deliver data at a convenient speed to Visualization
Objects.

• The Code Editor enables code-based programming and features syntax high-
lighting and debugging functionality. The Code Editor has a single input port,
which accepts any type of data. Output ports are generated dynamically by the
Code Editor after execution of the code.

• The Library Manager enables developers to specify which libraries will be needed
at runtime. Libraries are JavaScript files containing JavaScript functions. When
loaded, every function of the imported library becomes available to every other
object in the canvas. The Library Manager has no input or output ports.

TextIT ’s Visualization Objects are:

• Labels display a value and have an input port providing the value.

• The Line Chart displays a series of 2D points in a line chart. The Line Chart
has an input port that receives an array or pairs of values representing a point.
Developers can decide whether data is fed as single array or as a series of value
pairs. Alternatively, developers can also configure the Line Chart to use “time”
as one of the axis, and supply only single values.

• The Pie Chart displays data as a pie chart. The Pie Chart has an input port
that accepts key-value pairs. The Pie Chart can be used to compare values (e.g.
the accuracies of two algorithms).

• The Scatter Chart is similar to the Line Chart in terms of input and output
ports. However, the Scatter Chart displays the input values as non-connected
points.

• Gauge Charts display a numeric value that is known to be within a range. The
value is provided by the Gauge Chart ’s single input port.

• 3D Viewers render an object in a 3D space. Object rotation values are passed
to the 3D Viewer in the form of quaternions. The 3D Viewer might be helpful
to understand body postures and limb movements.
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• JSON Viewers provide a visualization of data in the JSON format. The JSON
Viewer receives a dictionary over its single input port and displays it as nested
key/value pairs. Because data between TextIT Objects is exchanged in a JSON
format, the JSON Viewer might be useful for debugging TextIT applications.

• The Table Viewer displays data in a tabular format. The Table Viewer has a
single port that accepts 2D arrays and an output port that triggers after the
table data has been rendered on screen.

• Video Players are used to play video files that are loaded from the developer’s
filesystem. Video Players have an input port to control the video (i.e. start,
stop) and an output port that emits events to communicate the state of the
player (i.e. started, stopped). Furthermore, while playing, the Video Player
sends the elapsed time through an output port called tick. Video Players are
useful to relate sensor values and algorithm results to situations on the real
world. For example, displaying a slow-motion video of a user jumping next
to the motion data collected during the jump might help developers relate the
specific phases of the jump (jump preparation, take off, height peak, landing)
to the signal.

Every Visualization Object has an output port that triggers an event when the last
data sample has been rendered.
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4.10 Simulator

The Simulator is responsible for executing an Application in Interactex Designer.
This enables developers to test Applications without having to deploy them to the
smart textile. The Simulator Controller class is the Facade of the Simulator. The
Simulator Controller offers an interface to other components for starting and stopping
a simulation.

Applications in TangoHapps are an aggregation of Application Objects. Therefore,
in order to test an Application, developers test the different states of each Application
Object. The functionality to simulate applications is distributed along the subclasses
of the Simulation Object class. Each subclass of Simulation Object is a visual repre-
sentation of an Application Object. Simulation Objects display runtime information
about the Application Object they represent and react to User Gestures by modifying
an Application Objects’s state. Section A.4 in the Appendix lists the behavior of each
Simulation Object subclass.
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Figure 4.15: Main classes in the Simulator.

Simulation Objects are designed following the Decorator and Observer design pat-
terns [34]. The Decorator design pattern enables adding behavior to Application
Objects without modifying them. In agreement with the Decorator pattern, Applica-
tion Objects and Simulation Objects share a common interface. Having Application
Objects and Simulation Objects share a common interface enables the Simulator Con-
troller to interact with Simulation Objects in the same way as the Runner class from
the Running Engine component would interact with an Application Object. Simu-
lation Objects handle user input during simulation time and delegate the state of
the Application Object accordingly. The Observer design pattern enables Simulation
Objects to observe the state of Application Objects. Simulation Objects update their
visual representation to match the state of the Application Objects they represent.
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Figure 4.16: Usage of the Decorator pattern in the Simulator.

Figure 4.16 illustrates the application of the Decorator and Observer patterns to
extend the functionality of the LED for simulation purposes. The LED and LED
Simulation Object share a common interface, called “LED Interface”. The LED Sim-
ulation Object handles user taps by invoking the LED ’s turnOn() method. When
the LED has been turned on, it notifies its observers about the state change. When
notified about the LED ’s state change, the LED Simulation Object displays a sprite
of a light beam on top of the LED Simulation Object ’s image. Note that the LED
Simulation Object could directly respond to user taps by displaying and hiding the
sprite. However, Application Objects might change their state independently from
user input applied to a Simulation Object. Having the Simulation Objects respond
to changes in Application Objects’ state ensures that Simulation Objects are updated
independently of how the Application Object ’s update happened.

4.11 Deployer

The Deployer executes on Interactex Designer and is responsible for two main tasks.
First, the Deployer converts a Project into an executable Application. For each Edition
Object in the Project, the Deployer instantiates an Application Object. If Invocations
between Edition Objects have been defined in the Project, the references between them
have to be mapped to references between the corresponding Application Objects in the
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Application. After every Application Object has been created, the Deployer converts
references between Edition Objects into references between Application Objects. In
order to resolve a reference in constant O(1) time, the Deployer uses the Reference
Lookup Table that contains a reference to an Application Object for each Edition
Object.

Second, the Deployer is responsible for serializing an application and uploading it
to Interactex Client. The main class responsible for serializing and uploading appli-
cations is the Deployer Controller. The Deployer Controller is also the Facade of the
Deployer and offers a single method to other software components to deploy an ap-
plication. The deploy method first converts a Project into an executable Application,
as described earlier in this section. Once the instance of the Application has been
created, the Deployer Controller passes it over to the Application Uploader.

Every Application Object in TangoHapps implements the Serializable protocol.
The Serializable protocol contains a method to serialize and another to deserialize
the Application Object. The serialize method is an instance method that returns a
byte stream representing the instance. The deserialize method is a class method that
creates an instance based on a byte stream. The Application Uploader first serial-
izes an Application by invoking the serialize method of each Application Object and
then transfers the Application to a smartphone running Interactex Client. The Appli-
cation Uploader also discovers nearby smartphones running an instance of Interactex
Client, serializes Applications and transfers a serialized Application to the Application
Downloader.

The Application Downloader runs in Interactex Client and is responsible for down-
loading a byte stream and deserializing it into an Application. In order to deserialize
an Application, the Deployer Controller invokes the deserialize() method of every
Application Object.
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Figure 4.17: Main classes of the Deployer.
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Chapter 5

TangoHapps User Interface

This chapter describes every view of Interactex and TextIT and the navigation be-
tween them. Furthermore, at the end of this chapter, we present a step by step
description of how a smart textile application is developed in TangoHapps.

5.1 Interactex Designer

Interactex Designer has three main views. The first view the user sees when the
application has been opened is the Project Selection Screen. The Project Selection
Screen enables developers to start a new project and select already existing projects
to continue working on them. Developers use the Editor Screen to develop applications
for smart textiles and the Simulator Screen to test applications. Usually, developers
open a project and then navigate back and forth between Editor Screen, where they
add new functionality, and the Simulator Screen, where they test the latest developed
functionality.

5.1.1 Project Selection Screen

The Project Selection Screen displays the projects stored in the iPad’s hard drive.
Projects can be arranged on a grid or list fashion. When projects are arranged as
a grid fashion, a screenshot of each project’s last state and the project’s name are
displayed. When projects are displayed as a list, only their name and creation date
are shown. The navigation bar at the top of the Project Selection Screen contains
two buttons: Edit and New. The Edit button turns displayed projects into editable
mode. In editable mode, projects can be renamed, rearranged, duplicated and removed.
The New button starts an empty project. A project is selected by tapping on its
screenshot. Selecting an existing project or starting a new project lead to the Editor
Screen. Figure 5.1 shows a screenshot of the Project Selection Screen.
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5.1.2 Editor Screen

The Editor Screen is the main interface for developers to create an Application for
smart textiles. The main components of the Editor Screen are the Canvas, the Palette
and the Toolbar, which we have already introduced in Section4.8. In order to create
an Application, developers drag elements from the Palette into the Canvas.

The Palette has two main tabulations labelled Library and Properties. The Li-
brary tabulation displays the Objects View and the Properties tabulation displays the
Configuration View. Figures A.1 and A.2 in the Appendix display the Objects View
and Figure A.3 displays the properties of a Label and Timer objects.

The Toolbar contains five buttons to edit and manipulate objects in the Canvas
and to perform specific actions on the current application. Table 5.1 lists the differ-
ent buttons available in the Toolbar and describes their functions. The Simulation
Button is used to start and stop the simulation of the current application. Starting a
simulation hides the Palette and every connection between objects. Figure 5.2 shows
an overview of Interactex Designer ’s Editor Screen.

Figure 5.2: Interactex Designer UI overview.
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Image Name Description

Connect
Sets the Editor in Connection mode so that

lines can be drawn between objects in order
to create Invocations.

Duplicate
Sets the Editor in Duplicate mode causing
the creation of copies of objects dragged in

the Canvas.

Delete
Sets the Editor in Delete mode. During
Delete mode, user taps on objects on the

Canvas causes objects to be deleted.

Circuit
Layout

Switches Editor to the circuit layout view.

Deploy

Deploys the project into Interactex Client.
The Deploy toolbar button becomes

enabled when an instance of the Interactex
Client is found nearby.

Table 5.1: Toolbar Buttons in Interactex Designer.

5.1.3 Canvas

The Canvas is where the visual programming in Interactex takes place. The Can-
vas displays Edition Objects and Invocations between them. Figure 5.3 shows the
Invocations between a Button and a LED. Developers draw lines between an Edition
Object ’s Event Hook and another Edition Object’s Method Hook in order to define a
new Invocation. Hooks display different images depending on the type of parameters
provided by an Event or required by a Method. Hook images also indicate whether the
parameters provided by the Event comply with those required by the Method (filled
shapes) or not (hollow shapes). Table 5.2 displays the different images used by Hooks.
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Type Compliant Parameters Non-compliant Parameters

Boolean

Numeric

String

Object

Table 5.2: Images of Hooks in Interactex Designer. Filled shapes indicate that a
parameter provided by an Event comply those expected by a Method. Hollow shapes
indicate that the Event does not provide a parameter of the type expected by the
Method.

Figure 5.3: Invocations between Events of a Button and Methods of an LED.
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5.1.4 Circuit Layout

The Canvas is also where developers create the circuit layout of a smart textile.
Figure 5.4 shows the circuit layout of the CTS Gauntlet, described in Section 1.1.
Circuit layouts are created by drawing connections between Hardware Devices’ Pins.
Hardware Devices’ Pins that can be assigned to only one Microcontroller Pin (e.g. the
power pin of a Button) are wired automatically when the Hardware Device is added to
the Canvas. The Canvas can be zoomed in and out to facilitate the accurate drawing
of connections.

Different types of connections are drawn in different colors. Connections to a
Power Pin are drawn in red; connections to a Ground Pin are drawn in gray and
Connections between Data Pins are drawn in purple by default and can be configured
by developers over the Properties View.

Figure 5.4: Circuit layout of the CTS-Gauntlet developed in Interactex Designer.

5.1.5 Simulator Screen

The Simulator Screen displays an interactive representation of the smart textile and
smartphone. Multi-touch gestures and iPad sensors are used to simulate sensor values.
Touching (covering) a light sensor causes the light intensity to decrease. The analog
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textile sensor displays a handle to set the value it should deliver. Accelerometers
and compasses attached to a smart textile respond to acceleration and compass read-
ings measured by the tablet device. Behavior of output devices is represented with
animations, sounds and images. Vibration motors shake and emit a noise with an
intensity and sound frequency proportional to their vibration intensity. LEDs display
a semitransparent image of light that gets brighter the higher the LED’s intensity
is. Sensors and variables display their values on the Canvas for debugging purposes.
Figure 5.5 displays different objects in Simulator Screen.

Figure 5.5: Simulation of different objects in Interactex Designer.

5.2 Interactex Client

Interactex Client has four screens. The Download Screen is used to download appli-
cations from Interactex Designer. The User Applications and Default Applications
Screens are used to choose and open an application. The Application Screen displays
the application.

5.2.1 Download Screen

The Download Screen is used to download applications from Interactex Designer.
When the user enters the Download View, Interactex Client begins advertising itself
to nearby instances of Interactex Designer using Bluetooth or Wi-Fi. The Download
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Screen displays a status label to inform users about the connection state. The sta-
tus label displays the following connection states: “Connecting”, “Connection Request
Sent”, “Connected”, “Downloading Project”, “Download Finished”. Once an appli-
cation download started, the Download Screen displays the application’s name and
download progress in addition to the status label. Applications that finished down-
loading appear in the User Application Screen.

5.2.2 User Applications Screen

The User Application Screen displays the projects downloaded from the Interactex
Designer arranged into a grid or list, configurable by users. Projects are represented
with an icon and a name. If no project has been downloaded into Interactex Client,
the grid or list are empty and instead a label is shown to users with the message: “No
projects available.”. The User Application Screen displays a navigation bar at the
top of the screen with two buttons: Edit and +. The Edit button enables users to
change applications’ names and to delete them. The + button is used to navigate to
the Download View. Tapping on an application’s icon leads to the Application View.
A screenshot of the User Application Screen is shown in Figure 5.6 a).

5.2.3 Default Applications Screen

Interactex Client offers nine default applications for testing the communication be-
tween the smartphone and the smart textile and proper functioning of Interactex
Firmware. The default applications are:

• Digital Output. Two Buttons on the smartphone’s interface are used to turn on
and off an LED.

• Digital Input. A Label displays the state of a Button attached to the textile.

• Buzzer. Two Buttons and a Slider are used to turn on and off a Buzzer and to
control its vibration frequency.

• Analog Input. A Label displays the value of an analog sensor (e.g. Temperature
Sensor).

• Three Color LED. Three Sliders enable the user to control the color of a Three-
Color LED.

• LSM303. Three Labels display the accelerometer values along x y and z-axes
delivered by the LSM303 sensor.

• Accelerometer. Three Labels display the accelerometer values along x y and
z-axes delivered by the Accelerometer sensor.
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(a) (b)

Figure 5.6: Interactex Client ’s User Application Screen (a) and Default Application
Screen (b).

• Music Player. A Button attached to the smart textile is used to start and stop
the music on the smartphone.

• MPU 6050. Three Labels display the linear acceleration values along x y and
z-axes delivered by the MPU 6050 sensor.

The default applications provide information to developers about how they should
connect the electronic devices to the microcontroller. The Default Application Screen
is displayed in Figure 5.6 b).
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5.2.4 Application Screen

The Application Screen displays the smartphone’s user interface developed in Inter-
actex Designer. The smartphone’s user interface in Interactex Client have a high
fidelity to the design created in Interactex Designer because both tools use the same
UI Widgets available in Apple’s UIKit framework. In addition to the user interface
developed in Interactex Designer, the Application Screen displays a navigation bar at
the top of the view containing two buttons. The Back button is used to navigate
back to the project selection screen and the Connect button connects the smartphone
with the smart textile over Bluetooth Low Energy and starts the execution of the
application.

5.3 TextIT

TextIT ’s user interface was designed to be consistent with Interactex Designer ’s user
interface. TextIT also has a Canvas, a Palette and a Toolbar. An annotated screenshot
of TextIT ’s user interface is shown in Figure 5.7. The Palette contains Palette Items
for every Control and Visualization Object available in TextIT. A full list of TextIT’s
Control and Visualization Objects is provided in Section A.5 in the Appendix. TextIT
Objects are added to the Canvas by clicking on the appropriate Palette Item.

Toolbar Buttons are used to save the state of the current project, zoom the Canvas
in and out and upload the current project to Interactex Designer. The upload button
only becomes available when a nearby instance of Interactex Designer is detected.
Clicking on the upload button sends the code in every Code Editor object to Interactex
Designer.

Figure 5.8 displays the main elements of TextIT objects. TextIT objects are
displayed as a box with a name. With exception of the Library Manager, every object
has input and output Ports. Input Ports are displayed as a green circle above the
element’s box, and output Ports are displayed as red dots below the element’s box.
Furthermore, every element has an icon, an edit button to open the Edit Window and
a cross to remove the element. The Edit Window enables developers to configure the
behavior of the object. For example, the Edit Window of the Scatter Chart enables
developers to define the data series and axis labels.

5.4 Usage Example

In this section, we demonstrate the usage of Interactex by describing how WaveCap
is developed, which we have described in Table 1.1. We then extend the Interactex
application with a TextIT plugin that estimates the jogging speed based on motion
data. The speed estimation is used to adapt the volume of the music player so that
the faster the user runs, the louder the music is played.
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Figure 5.7: Overview of TextIT ’s user interface.

5.4.1 Development of an Interactex Application

Figure 5.9 shows the WaveCap project implemented in Interactex Designer. The
application consists of a textile, four Hardware Devices and eight UI Widgets. We used
the following Hardware Devices: one Textile Speaker, two Textile Sensors and a Switch
and the following UI Widgets: 5 Labels, two Switches and a Slider. The behavior of
the application is determined by six Invocations between objects. The Textile Speaker
can be turned on and off with a smartphone switch or with the hardware on/off
switch. The Frequency textile sensor is coupled to the Textile Speaker ’s frequency.
The Volume textile sensor sets the value of a Slider on the smartphone. When the
Slider ’s value changes, the Speaker Radio’s volume is set. This makes it possible
to set the volume by either pulling the strings attached to the hood or through the
smartphone. Another smartphone switch sets the radio sender to AM or FM. Values
passed in an Invocation are represented with a shape - yellow circles represent Boolean
types and a brown squares represent Numeric types.
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Figure 5.8: Visual components of a TextIT Object.

Figure 5.9: WaveCap implemented in Interactex Designer.
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5.4.2 Development of TextIT plugin

In order to develop an algorithm that estimates jogging speed, we start by displaying
accelerometer data of a user jogging. A file containing the accelerometer data stored
in JSON format can be imported into TextIT with the Data Loader TextIT object.
After loading the file containing the jogging data, the Data Loader parses it and
initializes the output ports named “output”, “startTime”, “endTime”, “frequency” and
“data”. These ports correspond to keys in the JSON file. The data port provides the
sensor signal. When the Data Loader ’s output port is connected to the Line Chart ’s
data port, the Line Chart draws every sample in the signal as a line chart. The plot
produced by the Line Chart is shown in Section A.5.2 in the Appendix.

The Data Loader is connected to a Code Editor, where the jogging speed is cal-
culated. To estimate the user’s jogging speed, we filter the acceleration signal and
compute the norm of the deviation vector. A TextIT project that loads the data,
calculates and displays the jogging speed in a Gauge Chart is shown in Figure 5.10.
The Code Editor contains the code shown in Figure 5.11.

After the plugin has been developed, it is uploaded to Interactex by simply clicking
on the Upload Button on TextIT ’s toolbar. Once imported, the plugin appears at the
bottom of Interactex ’s Palette with the name “customComponent”. We renamed the
plugin to “runningSpeed ” over the Properties View in the Palette. The MPU 6050
accelerometer and gyroscope delivers linear acceleration values to the Window object.
The Window object is configured over its Properties View to gather 50 acceleration
samples. Once the 50th sample is collected, the Window emits the filled event, which
triggers runningSpeed ’s execute() Method passing in all 50 samples. Once the speed
has been computed, runningSpeed triggers its executionFinished() event, which in-
vokes the setValue() method of the Mapper. The Mapper maps the value provided by
runningSpeed to a range between 0 and 1 and invokes the Slider ’s setValue() method,
passing in the normalized speed. The speaker’s volume is automatically adapted
when the Slider ’s value changes due to the previously defined Invocation between the
Slider ’s valueChanged() event and Textile Speaker ’s setVolume() method.

Next, we enter Hardware Mode, add the BLE-Lilypad microcontroller to the Wave-
Cap and draw connections between every Hardware Component and the appropriate
pin on the BLE-Lilypad. Figure 5.13 displays WaveCap’s circuit.

The project can be simulated to ensure the application behaves as expected. The
Recorder Application Object can be used to record and replay jogging data. The
Textile Speaker will shake to indicate it has been turned on. The Textile Speaker ’s
volume property can be displayed on a label to test whether the volume changes as
expected. Finally, the project is uploaded to Interactex Client by tapping the Deploy
Button on the toolbar. Once opened from the User Applications Screen, the project
starts.
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Figure 5.10: Development of an algorithm to detect jogging speed in TextIT.
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Figure 5.11: TextIT code to estimate jogging speed for the WaveCap application.

Figure 5.12: Usage of a TextIT plugin in Interactex Designer to control smartphone’s
volume based on estimated jogging speed.
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Figure 5.13: Circuit layout of WaveCap developed in Interactex Designer. Hardware
Devices from left to right: a Textile Sensor, a BLE-Lilypad and a Textile Speaker
(renamed to “Radio Speaker)”.
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Chapter 6

Applications

TangoHapps was developed iteratively based on a series of smart textile applications.
In order to ensure a wide breadth of coverage of applications, we have chosen applica-
tions from different domains. In this Chapter, we describe two real-world smart textile
applications. The first smart textile is the KneeHapp Bandage, a smart bandage that
tracks the rehabilitation progress after a knee injury. The second one is the Custo-
dian Jacket, a jacket that monitors and supports technicians’ maintenance activities
in a supercomputer center. Both applications were developed in collaboration with
experts in the field and with access to end users.

In this Chapter, we first describe how we developed each smart textile application
without TangoHapps and then demonstrate how each application can be realized with
TangoHapps.

6.1 Application 1: KneeHapp Bandage

Tear of Anterior Cruciate Ligament (ACL) is a common knee injury that occurs
mostly among athletes [38]. In the US, the number of ACL injuries was estimated to
be between 80,000 and 200,000 per year [33, 100]. The rehabilitation after an ACL
injury can last as long as a year and often includes physical therapy, strength exercises
and frequent visits to physiotherapists and doctors. Successful recovery of an ACL
injury relies on the appropriate design of rehabilitation exercises performed by patients
daily with the goal of recovering full range of motion, strength and coordination.

Currently, patients sustaining an ACL injury perform the rehabilitation exercises
mostly unsupervised and lack quantitative ways to measure the quality and track
performance of their exercising. Orthopedists also lack tools to assess patients’ re-
habilitation progress and still have to rely on subjective observations such as how
much a patient’s leg shakes during a squat due to muscular instability. Furthermore,
orthopedists and patients meet at time intervals as long as three months and the
treatment is decided upon observations during these meetings without consideration
of the patient’s recovery progress in the periods between visits.
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6.1.1 Problem

We interviewed two orthopedists who perform ACL surgeries on a daily basis and
recorded and shadowed six patients after ACL-reconstruction surgery during their
doctor visits. During these visits, patients had to perform a series of rehabilitation
exercises. Based on our interviews and observations, we identified the problems de-
scribed below.

Range of Motion (RoM)

After a knee surgery, the patient looses range of motion of the knee, mainly due to
pain and swelling. Recovering a certain range of motion is required before patients can
continue with the rehabilitation program. Patients can walk without crutches only
after being able to fully extend their injured leg and can start pedaling a bicycle only
after being able to bend their knees for at least 90 degrees. Therefore, it is important
for patients to recover the flexibility on their injured leg as early as possible. The
range of motion is measured every day at the beginning of the rehabilitation.

Orthopedists measure the range of motion of a patient’s knee using a mechanical
device called goniometer. Goniometers are placed at the knee’s center of rotation
and opened such that their arms are in line with the patients upper and lower leg.
The alignment of the goniometer to the leg is difficult due to muscle and fat in the
leg. Goniometer measurements do not always correlate among different specialists
[85]. Besides, the usage of a goniometer requires a second individual to take the
measurement.

One-Leg Squat

After the ACL injury, patients begin to loose strength in their injured leg. Therefore,
the second phase of the rehabilitation focuses on muscle building. One of the exercises
orthopedists teach patients for this purpose is one-leg squat and different variations
of it. During a one-leg squat, patients stand on the injured leg, bend it as much as
they can and then go back up into their initial position without deviating their knees
from the line between the ankles and hips. The more patients bend their leg during
a one-leg squat, the more difficult the exercise becomes. Therefore, it is desirable to
know how much patients bend their leg during the squat. However, orthopedists lack
of convenient ways to measure the degree of flexion and count only the amount of
repetitions while observing the quality of the movement.

During a squat, many patients are not able to stabilize the leg and deviate from
the optimum axis and rotate their knees inwards (called medial collapse). Bending the
knee inwards indicates a weakness of the hip and leg due to pain or lack of strength
and might result in new knee injuries. Despite the importance of preventing medial
collapses, orthopedists and orthopedists lack ways to quantify the degree of medial
collapse during a squat. To the best of our knowledge, there are currently no solutions
for quantifying the degree of medial collapse during a squat. The shaking of the leg
during a squat is another important parameter indicating muscular instability. This
is observed subjectively by orthopedists.
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One-Leg Hop, Side Hops and Running in Eights

At the end of the rehabilitation phase, orthopedists should assess whether patients
are ready to start doing sports again. In order to do this, orthopedists observe the
patient’s injured leg’s performance on different exercises and compare it to their per-
formance on the patient’s healthy leg. While orthopedist’s have not reached a common
agreement on the exercises for the assessment, commonly accepted exercises are one-
leg hops, side hops and running in eights.

One-leg hops is an exercise in which patients should jump forward as far as possible
using only one leg and land stably. Orthopedists measure the distance of the hop by
placing a meter on the ground next to the area where the patient jumps.

During side-hops, patients are asked to hop side-wise over a distance of 20 cm
using only one leg as many times as possible during a period of 15 to 60 seconds of
time. In order for patients to concentrate on the exercise, orthopedists count the hops.
Orthopedists say that counting the hops is cumbersome and that they sometimes lose
count.

Running in eights is another exercise used by orthopedists to assess patient’s
rehabilitation progress. Performance of the running in eights exercise is determined
by the time it takes patients to complete the figure of eight. In the current praxis,
orthopedists use a timer to measure how long it takes patients to complete the exercise.

6.1.2 KneeHapp Bandage

KneeHapp is a compression bandage that patients wear after the knee surgery, with
two Inertial Measurement Units (IMUs) inserted into pockets at the upper and lower
leg. The bandage is shown in Figure 6.1 a). Other research such as[4, 2, 122] and
commercial products such as CoreHab1 use leg bands which are fastened to the upper
and lower part of the leg. Being a single piece, the sensors in the bandage are always
placed in the same relative distance to each other avoiding the risk of inconsistent
measurements caused by a misplacement of the sensors. This cannot be achieved
using the leg bands because they consist of two pieces that are placed independently
on the upper and lower leg. Leg bands should be fastened tight so that they don’t
slide while patients perform several repetitions of a rehabilitation exercise. Fastening
a leg band tight might cause discomfort, especially as muscles need to tense and relax
several times during an exercise session. Because the compression bandage has a bigger
contact surface to the patient’s leg, it is unlikely to slide during exercising. KneeHapp
measures the quality of the different rehabilitation exercises described in previous
section, gives feedback to patients and shares the measurements with orthopedists.

Use Case 1: Range of Motion (RoM)

KneeHapp calculates the angle of flexion of the leg by computing the difference be-
tween the Yaw values delivered by upper and lower IMUs. KneeHapp’s coordinate

1http://www.corehab.it/en/
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(a) (b)

Figure 6.1: a) KneeHapp Bandage. b) KneeHapp sock.

system is shown in Figure 6.2. By convention, the angle of flexion should be equal to
zero when the leg is relaxed on a flat surface. Because bones are not perfect straight
lines and because of additional muscle and swelling, a direct angle computation does
not usually yield zero degrees even when the leg is relaxed on a flat surface. There-
fore, a calibration is performed to determine the alignment of the IMUs to the leg.
KneeHapp supports two calibration techniques. The first one determines the sensor
alignment while patients extend their leg on a flat surface. However, because most
patients are not able to fully extend their leg after the surgery, we designed the fol-
lowing alternative calibration approach that uses the healthy leg to estimate the offset
angle:

1. Wear the bandage on the healthy leg and measure the orientation of the IMU
on a flat surface.

2. Place leg above any object and measure the angle of flexion.

3. Wear the bandage on the injured leg, place the leg above the same object and
measure the angle of flexion.

Because the angle measurements when using the object should be equal on both legs,
after these calibration steps KneeHapp knows the sensor alignment on the injured
leg. Other approaches we considered were pose calibrations, a static calibration using
a wedge and functional calibration approaches. Pose calibration approaches com-
pare the orientation measured by motion sensors to expected measurements while
the subject performs a specific pose [80]. However, simple pose-based calibration is
not suitable for rehabilitation right after the surgery because of the difference in the
range of motion of both knees. Ayoade et al. use a static calibration technique that
requires patients to place their knee on a wedge with a predefined degree of flexion [4].
The accuracy of this approach will depend on the length of each individual’s leg and
requires a wedge that patients might not have in their homes. Functional calibration
approaches require the individual to perform a series of movements used to infer the
alignment of the motion sensors to the body [31, 30]. These movements should be
performed by a specialist, which makes them unsuitable to home-based applications
with in- expert users [80]. Our calibration approach is suitable for the home and does
not require additional equipment such as cameras or other individuals to take the
measurements.

88



6.1. APPLICATION 1: KNEEHAPP BANDAGE
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Figure 6.2: a) KneeHapp coordinate system. b) Illustration of the medial collapse
during a squat. and how it affects the pitch.

Use Case 2: One-Leg Squat

Using the orientation vectors provided by both accelerometers, KneeHapp tracks the
angle of flexion of the leg during the squat. The technique used to calculate the angle
of flexion during a squat is the same as the one used to calculate the angle of flexion
in Use Case 1: Range of Motion. However, the calibration for a one-leg squat is done
while the patient is standing straight. The iPad application triggers a visual and
auditive feedback when the minimal angle of the squat has been achieved.

During the squat, medial collapse causes upper and lower leg to bend in opposite
directions. In our coordinate system, the pitch rotation component indicates how
much the IMUs have rotated due to medial collapse. Figure 6.2 b) shows that the
upper and lower IMUs rotate in opposite directions, which is reflected in the Pitch
rotation component delivered by the IMUs. Therefore, in order to determine the
degree of medial collapse during a squat, we add up the difference of the Pitch rotation
angles of upper and lower IMUs to the difference of the Pitch stored during the
calibration. We negate the upper sensor’s pitch because a smaller value indicates a
higher medial collapse. The iPad application provides auditive feedback when the
amount of medial collapse is bigger than four degrees in order for users to correct
their deviation.

KneeHapp also determines the degree of shaking of the leg. In order to measure
the degree of shaking of the leg, we compute the standard deviation of the linear
acceleration produced by the upper IMU along the x-axis. We chose to use only the
upper IMU to measure the shaking because squats challenge mostly the muscles on
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the upper and cause shaking due to muscular instability.

Use Case 3: One-Leg Hop

In order to quantify patient’s performance during one-leg hops, orthopedists measure
the distance of their hops on the injured leg and compare it to the same measurement
on their healthy leg. According to the two orthopedists we interviewed, the dura-
tion of the hop can be an equivalent measurement of a patient’s performance during
this exercise. Therefore we chose the calculation of the duration of one-leg hops as
performance parameter in this exercise.

To measure the duration of one-leg hops, we studied two possible solutions based
on different types of sensors. The first one uses KneeHapp’s accelerometers and the
second uses a sock with integrated textile pressure sensors that can be attached to the
bandage. The highest peak in the signal represents the moment where the patient is
at the highest height during a hop. The lowest negative peak corresponds to moment
where the patient landed. Figure 6.3 shows the linear acceleration along the y and
z-axes of the upper leg IMU recorded during a one-leg hop with annotations for
each phase of the hop. An average one-leg hop has a duration of 0.23 seconds. A
sampling rate of 100 Hz enabled us to detect the different phases of the one-leg hops.
KneeHapp uses a peak detection algorithm to detect highest and lowest peaks and
then measures the difference between both peaks. Since the highest peak in the signal
does not correspond to the moment when the patient jumped off the ground, the
computed difference is scaled.

The second approach uses textile pressure sensors attached to the sole of a sock.
The smart sock is shown in Figure 6.1 and the raw pressure sensor signal recorded
by the sock during a one-leg hop is shown in Figure 6.4. The signal produced by the
textile pressure sock contains two peaks that correspond to the take-off and landing
phases of the hop, when higher pressure is applied to the sole. The duration of the
hop is also estimated by measuring the distance between both peaks. However, in this
case, the peaks indicate the exact time when the foot left and came back in contact
to the ground after a hop.
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(a) (b)

Figure 6.3: One-leg hop linear acceleration on y and z-axis raw (a) and filtered (b).

Figure 6.4: One-leg hop average pressure.
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Use Case 4: Side Hops

For the side hops we also use an approach based on the morphology of the signal
produced by accelerometers. Figure 6.5 a) shows the linear acceleration on the y-
axis for seven side hops. In order to eliminate noise in the signal, we apply several
iterations of a low-pass filter until the signal’s standard deviation becomes smaller
than a specific threshold. We call this threshold low-pass filter threshold. We found
the optimal low-pass filter threshold to vary depending on the algorithm used for
counting the number of hops. We tested the RC low-pass filter with a time constant
c = 0.25 and a weighted moving average filter with coefficients [1/4, 1/2, 1/4]. After
filtering the signal, we use a peak detection algorithm to count the high and low peaks
in the signal. A naive peak detection algorithm counts also local maxima as hops in the
signal, resulting in more side hops being counted. To overcome this issue, we analyze
the surroundings of a peak. If the peak is larger enough than its surroundings, it
is counted as a hop. We call this factor peak threshold. We found that the peak
threshold leading to most accurate results depends on the filtering algorithm used.
Figure 6.5 b) shows the same hops after applying three iterations of the RC filter and
running the peak detection algorithm.

(a) (b)

Figure 6.5: Linear acceleration of seven side hops. raw (a) and filtered (b).

Use Case 5: Running in Eights

KneeHapp determines whether patients are standing or running by comparing the
standard deviation of the magnitude of the linear acceleration vectors of the upper
IMU with a specific threshold. We use windows of 50 samples with a sampling rate
of 100 Hz and an overlapping factor of 50%. This solution removes the requirement
for additional devices and humans who measure the time. Furthermore, this use
case removes external factors that affect the measured performance and makes the
measured performance dependent solely on patient actions.
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6.1.3 Implementation with TangoHapps

In this section we describe how the KneeHapp Bandage can be implemented with
TangoHapps. The KneeHapp Bandage has only one IMU on the upper leg and one on
the lower leg. TangoHapps supports the MPU 6050 IMU, which fuses accelerometer
and gyroscope signals in order to deliver linear acceleration along 3 axes and Yaw,
Pitch, Roll (YPR) rotation values. The circuit design of the KneeHapp Bandage
requires of two microcontrollers with integrated Bluetooth Low Energy module and
two MPU 6050 units.

Figure 6.6: KneeHapp’s Range of Motion use case implemented with TangoHapps.

Use Case 1: Range of Motion

A TangoHapp’s application that computes the range of motion would require the
following Application Objects:

• Three Subtraction Arithmetic Operators. We name the Subtraction operators:
“Upper Sensor Subtraction”, “Lower Sensor Subtraction” and “Sensor Subtrac-
tion”.

• Two Number variables. We name the Number Variables: “Upper Sensor Num-
ber ” and “Lower Sensor Number ”.
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• A Button UI Widget. We name the Button “Calibrate Button”.

• A Label UI Widget.

Furthermore, the application should define the following Invocations between objects:

1. The Calibrate Button’s buttonPressed() Event triggers the Variable’s setValue()
Method passing the upper MPU 6050 ’s Yaw Variable as a parameter.

2. The Calibrate Button’s buttonPressed() Event triggers the Variable’s setValue()
Method passing the lower MPU 6050 ’s Yaw Variable as a parameter.

3. The upper MPU 6050 yawChanged() Event triggers the Upper Sensor Subtrac-
tion’s setOperand1() Method passing the measured yaw as a parameter.

4. The lower MPU 6050 yawChanged() Event triggers the Lower Sensor Subtrac-
tion’s setOperand1() Method passing the measured yaw as a parameter.

5. The Upper Sensor Number ’s valueChanged() Event triggers the Upper Sensor
Subtraction’s setOperand2() Method passing the value stored in the variable of
the subtraction as a parameter.

6. The Lower Sensor Number ’s valueChanged() Event triggers the Lower Sensor
Subtraction’s setOperand2() Method passing the value stored in the variable of
the subtraction as a parameter.

7. The Upper Sensor Subtraction’s computed() Event triggers the Sensor Subtrac-
tion’s setOperand1() Method passing the result of the subtraction as a parame-
ter.

8. The Lower Sensor Subtraction’s computed() Event triggers the Sensor Subtrac-
tion’s setOperand2() Method passing the result of the subtraction as a parame-
ter.

9. The Sensor Subtraction’s computed() Event triggers the Label ’s setText() Method
passing the result of the subtraction as a parameter.

In order to do the sensor calibration, patients should extend their leg on a flat surface
and press the Calibrate Button. When the user presses the Calibrate Button, the
application stores the current Yaw value of upper and lower IMUs into the Upper
Sensor Number and Lower Sensor Number variables. After the initial calibration
phase, the values stored in both variables are used as a reference to compute how
much the IMUs have offset from their initial position. Therefore, the current Yaw
values of upper and lower IMUs are subtracted from the values stored in the variables.
Finally, in order to measure the angle of flexion of the leg, the application computes
the difference of upper and lower yaw offsets and displays it through a Label. A
sample application that computes the range of motion of a patient’s knee is displayed
in Figure 6.6.
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Use Case 2: One-Leg Squat

An application that computes the angle of flexion and medial collapse of the leg during
a squat can be created in TangoHapps with the same functionality used in Use Case 1:
Range of Motion to compute an angle using two IMUs. However, in order to compute
the degree of the medial collapse, the MPU 6050 ’s Pitch rotation component should
be used. Furthermore, the application should indicate to users when the desired angle
of flexion during a squat has been reached. The functionality to determine whether an
angle is bigger than a threshold can be realized with the Bigger Comparison Operator.
The Bigger Comparison Operator ’s setOperand1() and setOperand2() Methods should
be invoked with the angle and with a Variable containing the threshold. Next, the
Bigger Comparison Operator ’s conditionIsTrue() event should invoke the Sound ’s
play() Method. This functionality is used to inform the user about a specific squat
angle being reached and about a medial collapse bigger than four degrees. A simple
modification to the above function to use the value provided by a Slider UI Widget
in the comparison, would enable users to configure the angle for receiving sound
notifications at runtime. A screenshot of an Interactex Designer application that
implements this functionality is shown in Figure 6.7.

Figure 6.7: KneeHapp’s functionality to produce auditive feedback when the user’s
knee deviates more than 4 degrees during a One-Leg Squat.

The application should also display live feedback about the shaking of his/her
leg. This can be achieved with the Monitor Application Object. The upper IMU’s
xChanged() Event should trigger the Monitor’s addValue1() object. This causes every
linear acceleration value along the x-axis to be added to a line chart rendered by the
Monitor Application Object.

The degree of shaking of the leg can be computed using the Deviation Extractor
Application Object and displayed on a Label. This functionality can be achieved with
a Window Function, a Deviation Extractor Function and a Label UI Widget and the
following Invocations:
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1. The upper MPU 6050 ’s xChanged() Event triggers the Window ’s addValue()
Method passing in the linear acceleration along the x-axis.

2. The Window ’s filled() Event triggers the Deviation Extractor ’s addValue()
Method passing in the buffered acceleration values.

3. The Deviation Extractor ’s featureExtracted() Event triggers the Label ’s set-
Text() Method passing in the computed deviation.

A sample application that supports the squat exercises is displayed in Figure 6.8.

Figure 6.8: KneeHapp’s One-Leg Squat use case implemented with TangoHapps.
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Use Case 3: One-Leg Hop

The algorithm to compute hop durations can be implemented in TangoHapps using
the following Application Objects:

1. A Window.

2. Two Peak Detectors. We name them Lower and Upper Peak Detector.

3. A Subtraction Arithmetic Operator.

4. A Multiplication Arithmetic Operator.

5. A Variable.

6. Two Buttons. We name them “Start” and “Stop” Buttons.

Furthermore, the following Invocations should be defined:

1. The Start Button’s buttonDown() Event triggers the upper MPU 6050 ’s start()
Method.

2. The Stop Button’s buttonDown() Event triggers the MPU 6050’s stop() Method.

3. The MPU 6050 ’s yChanged() Event triggers the Window ’s addValue() Method
passing in the linear acceleration along the y-axis.

4. The Stop Button’s buttonDown() Event triggers the Lower PeakDetector’s com-
pute() Method passing in the array of linear acceleration values stored in the
data property of the Window.

5. The Lower PeakDetector ’s indexExtracted() Event triggers the Upper PeakDe-
tector’s setRangeStart() Method.

6. The Stop Button should also set the values of the Lower Peak Detector in a
similar way as in step 4. For this purpose, the Stop Button’s buttonDown()
Event triggers the Upper PeakDetector ’s compute() Method passing in the array
of linear acceleration values stored in the data property of the Window.

7. The Lower PeakDetector’s indexExtracted() Event triggers the Subtraction’s se-
tOperand1() Method passing in the index of the peak detected.

8. The Upper PeakDetector’s indexExtracted() Event triggers the Subtraction’s se-
tOperand2() Method passing in the index of the peak detected.

9. The Subtraction’s computed Event triggers the Multiplication’s setOperand1()
Method passing in the result of the subtraction.

10. The Number ’s valueChanged() Event triggers the Multiplication’s setOperand2()
Method passing in the the fixed value of 1.36.

11. The Multiplication Arithmetic Operator ’s computed() Event triggers the Label ’s
setText() Method passing in the result of the multiplication.
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Figure 6.9: KneeHapp’s One-Leg Hop use case implemented with TangoHapps.

The Invocations described above are necessary to create an application that esti-
mates the duration of a hop as described in Section 6.1.2. A screenshot of an appli-
cation containing every object and Invocation mentioned so far is displayed in Figure
6.9. It should be noted that the Invocations between the Start and Stop Buttons and
the upper MPU 6050 are not displayed in Figure 6.9 for clarity purposes. The Start
and Stop Buttons are controlled by users and cause the upper MPU 6050 to start
and stop recording values. The Window ’s size Variable is set to a very large num-
ber so that the Window has enough buffer space to store the accelerometer samples
produced during the hop. The Stop Button first causes the Window to stop storing
values and then triggers the execution of the algorithm that uses the data in the
Window to estimate the duration of the hop. The Upper Peak Detector is configured
to detect high peaks and the Lower Peak Detector is configured to detect low peaks
over their upper peak Variables. Since the data passed to both Peak Detectors is the
accelerometer signal of an entire hop, the Upper Peak Detector will detect the highest
and the second Lower Peak Detector the lowest peak in the signal. An additional
optimization is done by setting the Lower Peak ’s starting range index to the Upper
Peak ’s index. This reduces the number of computations in the algorithm by limiting
the search range of the lowest peak. The Subtraction Operator is used to measure the
index difference between the peaks detected. Because accelerometer The time differ-
ence between The final hop duration in seconds is computed by scaling the difference
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indexes. For this purpose, the result of the subtraction is multiplied by the constant
1.36 by using the Multiplication Operator.

Use Case 4: Side Hops

An algorithm to count the number of side hops based on an accelerometer signal can
be implemented with a TextIT plugin. The plugin identifies and returns the number
of peaks in an array of input values. The algorithm iterates over every sample in
the input signal. Once an upper peak is detected, the algorithm starts looking for
lower peaks. Once a lower peak is detected, the algorithm starts looking for upper
peaks again. This process repeats. A counter is increased every time an upper peak
is detected. The function receives an additional parameter called “delta”. The delta
parameter is a threshold for peaks to be counted. This threshold is necessary to avoid
local maxima in the signal. The pseudo-code contained in the TextIT plugin is shown
in Section A.5.3 in the Appendix.

An Interactex application that uses the TextIT plugin to count peaks requires
additionally the usage of the Low-Pass Filter, and a Number Variable where the delta
parameter needed by the TextIT plugin is stored. The Low-Pass Filter receives the
signal directly from the upper IMU and filters it. The filtered signal is passed over
to the TextIT plugin. The Low-Pass Filter ’s filtering factor and delta parameter are
configurable by developers. We configure the Low-Pass Filter ’s factor Variable to 0.5
and delta parameter to 60. The UI is controlled in a similar way as the One-Leg Hop
application described earlier in this chapter. The Start and Stop buttons cause the
upper IMU to start and stop receiving data. The result returned by the TextIT plugin
is displayed in a label in the smartphone. A screenshot of an Interactex application
that computes the side hops is shown in Figure 6.10. The TextIT plugin has been
renamed to “sideHops”.
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Figure 6.10: KneeHapp’s Side Hops use case implemented with TangoHapps.
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Use Case 5: Running in Eights

An application that starts and stops a timer when it detects the user has started /
stopped running can be implemented with TangoHapps using the Activity Classifier
and Timer Application Objects. The Activity Classifier requires an array of filtered
linear acceleration data. The application should define the following Invocations in
order to classify user activity based on linear acceleration:

1. The MPU 6050 ’s yChanged() Event invokes the Window ’s addValue() Method
passing in the linear acceleration along the y-axis as a parameter.

2. The Window ’s filled() Event invokes the Low-Pass Filter ’s addValues() Method
passing in the array of buffered linear acceleration samples.

3. The Low-Pass Filter ’s filtered() Event invokes the Activity Classifier ’s classi-
fySamples() Method passing in the filtered array of linear acceleration samples.

We set the Window ’s size Variable to 50 and the overlapping Variable to 0.5. The
Activity Classifier will emit the running() Event after the patient started running and
the notMoving() Event after the patient stopped running. In order to measure the
duration of the run, these Events are used to start and stop a Timer. We call this
Timer “Running Timer ”. The Timer in TangoHapps emits an Event after the time
specified by developers has elapsed. In this application, the timer should be stopped
when the user stopped running. This can be achieved by setting the Timer ’s time
Variable to a high value (to ensure it will not finish before the patient completed the
run) and by defining two Invocations. First, the Activity Classifier ’s running() Event
invokes the Timer ’s start() Method. Second, the Activity Classifier ’s notMoving()
Event invokes the Timer ’s stop() Method.

Finally, the Running Timer ’s elapsed time can be displayed on a Label on the
smartphone. In order to continuously update the Label as the time passes, a second
Timer that will trigger the Label updates should be used. We call the second Timer
“Update Timer ”. The Update Timer is started and stopped by the same Events as the
Running Timer. A Timer in TangoHapps can be configured to trigger periodically
by setting its repeat Variable to true. We set the Update Timer ’s repeat Variable
to true and frequency Variable to 0.05 seconds so that the Label is updated every
0.05 seconds. Next, we define an Invocation between the Update Timer ’s triggered()
Event and the Label ’s setText() Method passing in the Running Timer ’s time elapsed
variable as a parameter.
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6.2 Application 2: Custodian Jacket

Siemens is a multinational company with more than 340.000 employees worldwide.
In order to store employees’ data and provide services needed for the functioning
of the company, Siemens built a supercomputer center in the south of Munich. The
supercomputer center contains 154 racks that store over 1230 servers. Some of the data
and services stored in the supercomputer center are highly critical to the organization.
Siemens might suffer major losses if a service became unavailable for a few hours
or if employees data was lost. Furthermore, some maintenance operations done at
the supercomputer center might be dangerous, such as dealing with high voltages.
Therefore, the main goals of this project were to prevent costly human mistakes
and to increase technician’s safety while performing maintenance activities in the
supercomputer center.

6.2.1 Problem

In order to gain understanding into the application domain, we conducted several in-
terviews with security managers at Siemens during a period of 14 months of time. We
identified three main problems, which we address as “use cases” in the next sections.

Error prevention

Racks contain up to 46 “height units”. A height unit is a slot where a server can be
inserted. A server might occupy one or several height units. A height unit has a
standard height of approximately 4.5 cm. Racks have a label attached next to each
height unit with a numeric identifier. In order to identify a server, technicians find
in their worksheets the height unit where the server is installed. Technicians operate
servers from the front and backside. Labels might not be visible on the backside of
the rack due to the presence of cables, as shown in Figure 6.11 b). Technicians have
pulled a working server by mistake in the past, causing a large amount of losses to
the organization.

In order to help technicians identify servers that need to be replaced or repaired,
Siemens considered installing an LED for each height unit in a rack. The LED would
be remotely controlled and be turned on to indicate a faulty server. However, this
approach would require the installation and maintenance of more than 6000 LEDs.
Instead, Siemens is more interested in a solution with less maintenance costs.

Technician’s Safety

In order to repair the faulty servers as fast as possible, a pool of technicians is ready
to access the supercomputer room at any day and any time of the week (even at
3 am on a Sunday). At specific times of the day, technicians are likely to have to
enter the supercomputer center alone. In order to perform a maintenance operation,
technicians perform hazardous operations such as dealing with high voltages, lifting
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heavy equipment, climbing ladders and crunching into tight spaces. The closest person
that can assist technicians in case of an accident is the gatekeeper, who sits in a
different building. Siemens is interested in a solution to monitor and assist technicians
in case of accidents.

Emergency Situation

Siemens installed speakers inside the supercomputer center in order to notify techni-
cians about emergency situations such as the presence of fire in the building. Each
rack in the supercomputer center is equipped with fans on both the front and back side
in order to keep a constant air flow that cools the servers’ temperature down. These
fans produce a considerable amount of background noise. Therefore, the volume of
the speakers had to be loud enough so that it would be heard from different positions
within the supercomputer center. Siemens had to remove the speakers after realizing
that the vibrations produced by the speakers damaged the nearby hard drives.

6.2.2 Custodian Jacket

The Custodian Jacket is a smart jacket worn by technicians during maintenance ac-
tivities in a supercomputer center. The main purpose of the Custodian Jacket is to
reduce the chances of human mistakes, which might cause high losses to the company
and to increase technician’s safety while operating in the supercomputer center. We
have developed four versions of the Custodian Jacket. The first version was developed
in a 2-week summer school by a group of 16 students and was based on the .NET
Gadgeteer hardware family. The other three versions of the Custodian Jacket were
developed in collaboration between the TUM and Siemens during a one-year project
involving three doctoral students and five managers at Siemens. These later versions
were based on the Arduino microcontroller family. An image of the last version of the
Custodian Jacket is shown in Figure 6.11 a).

In this chapter, we focus on the last version of the Custodian Jacket (version 4).
The last version of the Custodian Jacket has two 6-axis Accelerometer and Gyroscope
IMU on the chest and sleeve, a proximity sensor on the sleeve and capacitive textile
sensors on the shoulders and chest. The textile sensor on the shoulders are used to
detect whether a technician is wearing the jacket. The textile sensor on the chest is
used as a button. Furthermore, the jacket provides visual, haptic and auditive output
to users with an LED and vibration motor on the wrist and a buzzer at the chest.
Hardware devices are connected with conductive thread to custom made BLE-Lilypad
attached to the chest. The BLE-Lilypad communicates over BLE with a smartphone.
In the rest of the section, we describe three use cases that address the three problems
we identified in the previous section.

Use Case 1: Error prevention

The Custodian Jacket has an ultrasonic proximity sensor attached to the sleeve. This
sensor measures the distance between the user’s sleeve and the ground. By comparing
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(a) (b)

Figure 6.11: a) Custodian Jacket - fourth version. b) Backside of a rack in a super-
computer center. Some height unit labels are hidden by cables.

the distance to the ground, the jacket is able to know what server the user’s arm is in
front of. Technicians swipe their arms from top to bottom of a rack passing through
every server. The jacket produces a light outputs to indicate whether the current
server should be repaired or not.

The ultrasonic proximity sensor emits an ultrasonic beam and measures the time it
takes the beam to return to the sensor. In order to measure the distance to the ground
accurately, the sensor should be placed straight such that the beam forms a 90 degree
angle with ground. The Custodian Jacket uses a 6-axis accelerometer and gyroscope
in order to detect whether the proximity sensor points straight to the ground. An
additional LED on the sleeve gives technicians feedback about the proper orientation
of thee proximity sensor. A green LED indicates that the proximity readings are valid
and that the technician’s hand is in front of the server that needs to be repaired. A
blue LED indicates the proximity readings are valid the technician’s hand is not in
front of a server that needs to be manipulated. A red LED indicates that the sensor
is not pointing straight down, hence proximity readings are not valid. Figure 6.11
displays a technician swiping through servers on a rack to locate a specific server.

Use Case 2: Technician’s Safety

The Custodian Jacket monitors technician’s physical activity in order to determine
whether a technician might need assistance. The IMU on the torso is used to determine
whether he/she is walking, standing, running or lying down on the ground. If the
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technician is found to be lying down on the ground for more than 20 seconds, the jacket
sends an emergency signal to the gatekeeper. In order to avoid sending emergency
signals when the user has taken off the jacket, the application determines whether the
user is wearing the jacket with the capacitive sensor on the shoulder.

The activity recognition is done based on the linear acceleration, which is delivered
by the IMU attached to the Custodian Jacket’s torso. The linear acceleration is
sampled with a frequency of 100 Hz. Then, the linear acceleration along the y-axis
is buffered in windows of 50 samples with an overlapping factor of 50%. We apply
a low-pass filter and extract the signal deviation. We determine whether the user is
standing, walking, or running based on the signal deviation. The linear acceleration
along all the y-axis recorded while the user was standing a) and walking b) are shown
in Figure 6.12. The distribution of the different activities in a 3D space is shown in
Figure 6.13.

(a) (b)

Figure 6.12: Linear acceleration along y-axis while user is standing (a) and walking
(b).

Use Case 3: Emergency Situation

The Custodian Jacket is equipped with a speaker and a vibration motor in order to
propagate emergency events to the technician. Emergency events are sent out by
the gatekeeper and have to be acknowledged by technicians by holding a capacitive
button on their chest for three seconds. Furthermore, technicians can request for
assistance by pressing the capacitive button on their chest, also for three seconds. In
that case, an emergency signal is sent to the gatekeeper as described in “Use Case 2:
Technician’s Safety”.
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Figure 6.13: Classification of physical activities based on IMU data. Axes correspond
to the deviation of the linear acceleration along the x, y and z-axes.

6.2.3 Implementation with TangoHapps

In this section, we describe in detail how the three use cases of the Custodian Jacket
are implemented with TangoHapps. The Custodian Jacket can be designed using a
Proximity sensor, a Three-Color LED, two MPU 6050 IMUs and a Textile Sensor .

Use Case 1: Error prevention

An Interactex application that provides visual output to users based on proximity
sensor and IMU readings can be realized with the following Application Objects:

1. Three Bigger Comparison Operators.

2. Three Smaller Comparison Operator.

3. Three AND Logical Operators.

4. Three Number variables. We name them “Tolerance”, “255” and “0”.

5. A Slider UI Widget.

We will describe how this application can be developed with TangoHapps in three
steps. First, we create an interface for users of the Custodian Jacket to set the height
unit they are looking for over their smartphones. The height unit is set over a slider. In
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order for the application to compare the proximity values delivered by the proximity
sensor to the height unit input by the users, the application should calculate the
distance between the height unit to the ground. This is achieved by first multiplying
the number of the height unit by 4.5 cm and then adding a distance of 3.0 cm which
is the distance to the ground of the first height unit in the rack.

Second, we develop a function that checks whether the value we calculated in the
first step is within a range. This is needed in order to detect whether the user’s arm
is in front of a specific server. This function can be created as follows:

1. We store the middle value of the range in a Variable Application Object. We
call this Variable: MidValue.

2. We store a constant in another Tolerance Variable. This function will check for
values in the range: [MidValue - Tolerance ... MidValue + Tolerance]. MidValue
and Tolerance are configurable by developers according to specific applications.

3. We use the Addition and Subtraction operators to compute the lower and up-
per limits of the range. We set the MidValue variable as first operand and
Tolerance variable as second operand using the operators’ setOperand1() and
setOperand2() Methods.

4. We use the BiggerEqual Comparison Operator to compare the reading from the
Proximity sensor to the lower limit of the range. The Subtraction Arithmetic
Operator ’s computed() Event provides the range’s upper limit.

5. Similarly, we use the SmallerEqual Comparison Operator to compare the prox-
imity to the upper limit of the range.

6. We use the AND Logical Operator to ensure that comparisons from steps 4.
and 5. are true. We use its Methods setOperand1() and setOperand2() to the
SmallerEqual and BiggerEqual operators’ conditionChanged() Event.

7. The AND operator will emit the conditionIsTrue() Event when the value is
within the specified range and the conditionIsFalse() will be triggered when the
value is not in the range.

Because height units have a height of 4.5 cm, a tolerance of 2.25 cm would lead to a
range that covers the entire height unit. The same function can be applied to check
whether the IMU on the sleeve is oriented properly. An IMU that is held parallel
to the ground would shield a yaw and pitch of 0 degrees. Therefore, the MidValue
Variable would be set to 0 and the Tolerance Variable to 2. Figure 6.14 a) displays
the implementation of the function to check whether a value is within a range in
Interactex Designer.

Third, we provide feedback to users by setting the Three-Color LED’s color to
either red, green or blue depending on the results of the different comparisons. The
Three-Color LED offers Methods to set its red, blue and green components indepen-
dently. We define three Invocations between the AND operator’s conditionIsTrue()
and conditionIsFalse() Events and the Three-Color LED ’s setRed(), setGreen() and
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setBlue() Methods. Each Invocation passes the value Variable of the “0” or “255”
Variable as a parameter according to the RGB color coding of the color we need in
each case. Figure 6.14 b) displays the implementation of this function in Interactex
Designer.

(a) (b)

Figure 6.14: TangoHapps implementations of: a) Function that checks whether the
proximity measured by a Proximity Sensor is in the range 35±2cm. b) Function that
sets the color of the RGB LED to red.

Finally, we aggregate the results of all three range comparisons (proximity, yaw
and pitch) using the AND Logical Operator and set the Three-Color LED’s color
accordingly. If the yaw or pitch are not in the [-2 ... 2] range, then the proximity
sensor is not properly aligned. In this case, we set the LED’s color to red. If the yaw
and pitch are properly aligned and the proximity measured by the proximity sensor
is in the range we defined, then the user’s hand is in front of the server he is looking
for. In this case, we set the LED’s color to green. If the yaw and pitch are properly
aligned but the proximity range comparison returns false, then the user’s arm is not
in front of the server he/she is looking for. In this case we set the LED’s color to blue.
A schematic of this algorithm is shown in Figure 6.15.
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Figure 6.15: Sketch of a TangoHapps implementation of the Custodian’s Error Pre-
vention use case.
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Use Case 2: Technician’s Safety

We demonstrate an Interactex application that monitors technician’s physical activity
in three steps. First, the application should detect whether the user is wearing the
jacket. This is done with the capacitive textile sensor sewed to the jacket at the
shoulder delivers high analog values when the user’s skin is nearby. We determine
whether the technician is wearing the jacket by comparing the value delivered by
the Textile Sensor with a certain threshold. We chose a threshold of 12.00 based on
the analog values measured by the last version of the Custodian Jacket when being
worn over a T-shirt and a pullover. The threshold can be tuned by developers to suit
different capacitive textile sensors. The comparison with a threshold is done by the
Bigger Comparison Operator. The Bigger Comparison Operator invokes the MPU
6050 IMU to start and stop receiving linear acceleration values.

Second, it uses an IMU and the Activity Classifier to determine user activity and
a the Contact Book to make emergency calls in case the user is detected to be inert
for a certain period of time. The linear acceleration along the y-axis measured by the
MPU 6050 IMU is passed over to the Window Application Object to buffer the linear
acceleration values. In order to achieve this, the MPU 6050 ’s yChanged() Event is
connected to the Window ’s addValue() Method passing in a linear acceleration sample
as a parameter. The Window’s size and overlapping Variables are configured over the
Configuration View to gather 50 linear acceleration samples and to overlap 50% of
the samples with the last set of buffered values. The Window ’s filled() Event invokes
the Low-Pass Filter ’s addValues() Method passing in the buffered samples. The Low-
Pass Filter factor Variable is set to 0.5 over the Configuration View. This implies
that the signal’s standard deviation will be smaller or equal than half of the original
signal’s standard deviation. The Low-Pass Filter ’s filteredValues() Event invokes the
Activity Classifier ’s classifySamples() passing in the array of filtered samples. So far,
the application is able to classify user activity.

In the third and last step, the Activity Classifier ’s output should be used to trigger
an emergency signal. In order to avoid false positives, the Custodian Jacket triggers
an emergency signal if the user has not moved for 20 seconds. The Timer Application
Object can be used in order to make the application count for 20 seconds when the user
is found to be inert. The Activity Classifier ’s notMoving() Event invokes the Timer ’s
start() Method. The Activity Classifier ’s walking(), running() and climbing() Events
invoke the Timer ’s stop() Method to cause the Timer to stop counting time after the
user moved in any way. The Timer’ s frequency Variable is configured to trigger after
20 seconds. Finally, the Timer ’s triggered() Event should invoke the Contact Book ’s
makeEmergencyCall() Method. Figure 6.16 displays the implementation of this use
case in TangoHapps.
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Figure 6.16: Custodian’s Technician’s Safety use case implemented with TangoHapps.
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Use Case 3: Emergency Situation

We describe the implementation of an application in TangoHapps that produces
sounds and vibrations when an emergency signal is received. This application simu-
lates emergency signals with a button on the smartphone. The real application would
receive emergency signals remotely over Wi-Fi.

This application relies on a function to detect whether a textile button is be-
ing pressed for more than three seconds. Two Invocations are needed in order to
make sound and vibrations to start and stop playing. First, an Invocation between
the smartphone’s Button’s buttonPressed() and the Buzzer and Vibration Board ’s
turnOn() Methods should be defined. Second, the Timer ’s triggered() Event should
invoke the Buzzer and Vibration Board ’s turnOff() Method. This causes the Timer to
turn off the Buzzer and Vibration Board. The Timer’s frequency Variable is config-
ured to trigger three seconds after it has been started. The Timer is started whenever
the textile button is detected to be pressed. In order to detect whether the button has
been pressed, we compare whether the capacitance measured by the Textile Sensor
is bigger than a threshold. We chose a threshold of 97.00 based on the analog values
measured by the textile fabric we used on the last version of the Custodian Jacket. An
additional Invocation between the Bigger Comparison Operator ’s conditionIsFalse()
Event and the Timer ’s stop() Method stops the timer whenever the user has released
the textile button. The Timer, when stopped, resets its counter so that users have to
start pressing the textile button for three consecutive seconds. The implementation
of this use case is shown in Figure 6.17. In order to additionally emit emergency
calls when the textile button has been pressed for three consecutive seconds, an ad-
ditional Invocation between the Timer ’s triggered() Event and the Contact Book ’s
makeEmergencyCall() Method should be defined.
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Figure 6.17: Custodian’s Emergency Situation use case implemented with Tango-
Happs.
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Chapter 7

Evaluation

New toolkits and development environments are often validated with the breath of
coverage of applications they support and by their ability to simplify the development
[7, 8, 37, 60, 61]. The breath of coverage of TangoHapps is demonstrated by the use
cases we described in Section 6. In this section, we present the results of two user
studies with the goal to assess TangoHapps’ ability to simplify the development of
smart textiles. The first user study was conducted with novice users and the second
one with professional smart textile developers. Both user groups had none or limited
background experience in electronics and programming.

7.1 User Study 1: Novice Users

To assess the ease of use of Interactex, we conducted a study in a middle-school
classroom with 18 teenagers (7 female, 11 male, 14 and 15 years old). None of the
participants had experience in programming or electronics. Participants were divided
in six teams of three members per team. Each team received an Arduino UNO Kit
containing vibration motors, buzzers, LEDs, light and temperature sensors to test
their applications and a ”cheat sheet” with circuit layout diagrams describing how
electronic devices should be connected to the Arduino UNO microcontroller. The
study lasted two days; four hours each day. During the first day, we taught participants
the basics for creating a circuit layout and programming using the Arduino IDE.
During the second day, we provided an introduction to Interactex that lasted one hour.
We showed participants different Application Objects, created Invocations between
them and demonstrated how to create a circuit layout and deploy the application
to the smartphone. We then gave participants an iPad and iPhone with Interactex
already installed and asked them to solve the following three warm-up tasks:

1. Turn on and off an LED using a switch on the smartphone

2. Iterate the music playing in the smartphone using a physical push button

3. Make a call to any number when the temperature decreases over certain thresh-
old.
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Finally, participants were given 45 minutes to develop their own application using
Interactex.

7.1.1 Results

Participants solved warm-up tasks 1. and 2. without our support in less than ten min-
utes each. In order to solve these tasks, participants had to understand Interactex ’s
workflow and event-function coupling. Warm-up task 3. required the usage of the
Comparator object to compare the value measured by the temperature sensor to the
value contained within a Variable object. Most participants attached the temperature
sensor to the Comparator and forgot to specify the Variable it should be compared to.
This highlighted a potential improvement to Interactex ’s visual programming mode to
make events and methods of objects visible in the canvas as done in other flow-based
programming environments. However, every team was able to finish this task after
we showed them how the Comparator object works in a separate application.

Participants developed the following applications of their own:

1. A jacket with 12 integrated LEDs that the wearer can turn on and off from two
buttons on a smartphone. LEDs turn on in a sequential fashion.

2. A jacket with a button that plays and stops playing the music on the smart-
phone. The volume of the music changes according to the light intensity sensed
by a light sensor.

3. A T-Shirt that adapts an LED’s intensity according to the light’s intensity in
the room.

4. A T-Shirt that measures the user’s body temperature and displays it on a smart-
phone.

5. A T-Shirt that plays beep sounds. The frequency of the tone can be controlled
over a slider on the smartphone.

6. A jacket to help find victims of an avalanche. The jacket produces sound and
vibration while a button on the jacket is being pressed or while the light’s
intensity is smaller than a threshold.

These applications would require extensive expertise to develop without Interactex
(e.g. data transmission, synchronization and smartphone app development). The
reason why most teams chose a T-Shirt for their applications is that the default
textile in Interactex is a T-Shirt. The T-Shirt can be replaced by another image
stored in the iPad after adding the object to the canvas. Figure 7.1 a) shows three
female participants developing an electronic circuit during the study, Figure 7.2 a)
shows Application 1. consisting of 12 LEDs connected to the Arduino UNO and b)
displays the paper prototype developed by the same team.
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(a) (b)

Figure 7.1: a) Three female subjects develop an electronic circuit with Interactex
Designer. b) Application 1 consisting of 12 LEDs.

7.2 User Study 2: Professional Smart Textile Devel-
opers

In our second study, we conducted interviews with eight professional smart textile
developers (2 male, 6 female, 23 - 35 years old) with varying backgrounds: textile
design (5), interaction design (2) and computer science (1).

The study was conducted in five steps:

1. To enable participants to test their applications on an actual textile, we devel-
oped a textile testbed. The textile testbed is shown in Figure 7.2 b). Interactex
Firmware was uploaded into the testbed prior to this study.

2. We started every interview by explaining our intentions to participants empha-
sizing our desire to assess Interactex ’s suitability for rapid prototyping of smart
textiles including positive and negative aspects. We then demonstrated the us-
age of the IDE with an application that turns on and off an LED in the textile
testbed using two buttons on the smartphone’s UI.

3. Participants had to develop any application while thinking aloud for around 20
minutes.

4. We conducted a semi-structured interview to gain insight into participant’s im-
pression about Interactex and to identify missing functionality. We recorded
and transcribed participant’s think aloud protocols and interview answers for
post-analysis.
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5. Participants filled a questionnaire that inquired about their professional prac-
tices regarding smart textile development and general impression about Inter-
actex.

7.2.1 Study Results

When asked about their general impression about Interactex, every participant made
at least one comment praising it. P3: ”Good to know that this is available in the App
Store!”, P4: ”even though I know how to program, I could use it and welcome that
you don’t need to program”, P6: ”I love it!”. The design of the environment was one
of the most liked features. P4: ”the simplicity is the beauty of it”, P7: ”good! nice
graphic interface” - right after showing Interactex Designer to him for the first time.
Participants also praised the easiness to deploy applications to the smart textile. P6:
”the workflow was perfect and easy to understand”. The ability to use a smartphone
to read sensor data and manipulate output devices on the testbed was perceived as
one of the most convincing and impressive features. P3: ”Really nice that iPhone and
hardware are programmed directly and visually in the iPad environment”. P5: ”... it
is convenient that a phone manages the interaction with the hardware”.

From the feedback provided by participants, we extracted a total of 85 feature
requests. Five participants requested support for new sensors, output devices and
microcontrollers. Wishes included pressure sensors, servo motors and hardware com-
ponents from other hardware brands (e.g. Sparkfun. Adafruit). Participants also
questioned the lack of support for custom-made textile sensors, although these sen-
sors correspond in their functionality to elements supported in Interactex (e.g. Switch
and Textile sensor). Two participants additionally pointed out the idea to have the
iPad communicate directly with the smart textile.

When asked about what they did not like about Interactex, participants mentioned
different usability flaws. The usability flaw most mentioned (by five participants) was
the lack of immediate information to users about the which Invocations where de-
fined in the project coupling. P4 explained it as: ”though in the properties of the
components things are marked in blue when selected [...] there is nothing to say if
one connection is this event or this method” - referring to a coupling as ”connection”.
Other usability flaws mentioned were the lack of a way to scale the textile indepen-
dently from electronic devices attached to it and the lack of a clear indication whether
a event-function coupling defined is valid. Questionnaire results The results from the
questionnaire revealed that every participant had only basic programming knowledge
with the exception of P2, who was a professional software developer. Participants
mentioned Arduino IDE and Processing as their usual programming environments
and P2 additionally mentioned Android Studio. Furthermore, every participant re-
ported being used to dealing with code editors and not with visual programming
environments.

The questionnaire also contained two questions in a 5-point Likert scale. The
overall suitability of Interactex for rapid prototyping of smart textiles was rated by
participants as: Very good (3), Good (3), Satisfactory (2), Sufficient (0) and Poor
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(a) (b)

Figure 7.2: a) A paper prototype of a jacket developed during the Study 1. b)
Textile testbed containing two accelerometers, a push button, switch, light sensor,
buzzer, vibration motor and a three-color LED. Every electronic device is connected
with conductive fabric to a custom-made Arduino Lilypad with an integrated BLE
module (in the center).

(0). The overall positive ratings are consistent with participants’ reactions during the
interviews. The Satisfactory ratings were given by P2 and P8. P2 had extensive ex-
perience in programming and electronics and considered Interactex to be less suitable
for herself. This is in agreement with Interactex ’s target user group of individuals
with little experience in programming. P8’s rating was related to her thought that
the visual programming abstractions offered in Interactex would be too difficult for
inexperienced developers. While our findings from the study with novice users show
that Interactex ’s visual programming abstractions can be grasped by users who had
never programmed before, we agree with P8 in that the realization of more complex
applications might require a longer learning phase than the average 20 minutes partic-
ipants took for this study. Other participants perceived the difficulty to use Interactex
to be normal or easy. Difficulty ratings were: Very easy (0), Easy (2), Normal (5),
Difficult (1) and Very difficult (0).
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Chapter 8

Conclusions and Future Work

Several solutions have been introduced in the research community that greatly sim-
plify the amount of effort and knowledge required to create physical electronic devices.
For example, hardware toolkits provide hardware components that can be plug and
played in order to create a functional electronic device within minutes. Thanks to
these solutions, hardware devices are today being built by hobbyists who have no
previous background in electrical engineering. On the other hand, tools that simplify
development of software for smart textiles are either limited to rapid prototyping sce-
narios or require experience in programming. In this dissertation, we have made three
main contributions. First, we have presented a comprehensive literature review of the
field of smart textiles, including definitions, their evolution from the so-called wearable
computers and technologies currently being used to create them. We have also listed
and categorized tools that support the development of smart textiles, wearable com-
puters and physical devices and summarized their common features. Furthermore,
this dissertation has contributed to the body of knowledge in the field of smart tex-
tile development by eliciting generic requirements for an IDE for smart textiles. We
elicited these requirements based on an exhaustive literature review that is summa-
rized in Chapter 2 and a four year collaboration with professional textile designers.
We have described the research process we followed to iteratively and incrementally
explore the requirements needed to create a development environment for smart tex-
tiles. The requirements we elicited and research process we described can be reused
in the development of further development tools for smart textiles.

Second, we have described the models, design decisions, architecture and internal
structure of TangoHapps. TangoHapps supports the design, implementation, testing
and debugging of smart textiles, including placement of electronics, circuit layout and
application development. The high-level abstractions available in TangoHapps lower
the entrance barrier to smart textile development. TangoHapps’ visual programming
semantics span across smartphone and smart textile enabling users to take advan-
tage of capabilities present in both devices without writing source code. In order to
facilitate other researchers and professionals in the prototyping and further develop-
ment of smart textiles, we made TangoHapps publicly available. Its source code is
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available in GitHub1 and its executable can be downloaded from Apple’s AppStore23.
Furthermore, we have presented exhaustive documentation of the IDE, which should
facilitate its usage and further development. In particular, a detailed description of
every Application Object supported in TangoHapps is available in the Appendix. We
also created a platform for smart textile developers to share their Interactex projects
4 with other users. The platform also provides step-by-step tutorials on the usage of
Interactex.

Third, we demonstrated that TangoHapps has a high-ceiling and a low-entrance
barrier. We demonstrated the high-ceiling of the IDE with two use cases from dif-
ferent application domains: rehabilitation and blue-collar working. Furthermore, we
addressed the low-entrance barrier of TangoHapps with two user studies. The first
user study was conducted with middle school students who had never programmed
or worked with electronic circuits before. The second user study was conducted with
experienced smart textile developers who tested TangoHapps and gave us their in-
sight as end users of the IDE. Both user studies provide evidence that TangoHapps
enables users with no experience in programming or electronics to develop applica-
tions for smart textiles within minutes. Parts of the contributions presented in this
dissertation have been published in [42, 43, 41, 44, 46, 45].

8.1 Future Work

Before we are able to see people walking around the streets wearing smart garments,
challenges such as washability, robustness and social acceptance must be overcome.
Washability refers to the ability of a textile to resist washing without deteriorating.
The strain (and surprisingly not the water, heat or detergent) a smart textile is ex-
posed to during a washing cycle can damage its electronic devices and connections.
During normal usage, textiles are also exposed to high degrees of bending and strain.
A study done by the ETH Zurich revealed that the upper back of a T-Shirt, for in-
stance, is subject to an elongation as high as 20% of its normal size [76]. Additionally,
the integration of electronics into garments raises safety concerns and is perceived as
socially awkward by some audiences (e.g. elderly) [18].

A long term vision of TangoHapps is that the users of a smart textile also develop
their own smart textiles. Users could design and develop the applications for their
own smart garments using TangoHapps and snap or sew the electronic devices to
the textile. TangoHapps currently supports multiple applications on the same smart
garment. Hence, users can already switch their smart garment application by simply
selecting a different application in their smartphones.

Furthermore, an online store could offer applications for smart textiles, in a similar
way to how Apple’s AppStore offers applications for mobile devices. We refer to the
term “Happ” as an application for a smart textile, analogously to the term “App”.

1https://github.com/ls1intum/Interactex
2https://itunes.apple.com/us/app/interactex-designer/id973912620?mt=8
3https://itunes.apple.com/us/app/interactex-client/id1031238223?mt=8
4http://www.interactex.de/

122
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Users could develop applications using TangoHapps and then upload their executable
and textile assembly instructions to the TangoHapps HappStore for other users to
download them.
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Appendix A

Application Objects

A.1 Events Methods and Variables

In this section we list every Application Object ’s Methods, Events and Variables.
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A.2 Palette Objects

Figures A.1 and A.2 display every object available in Interactex Designer.

A.3 Variables

In addition to the Variables that we listed in Section A.1, Application Objects expose
Variables that are used by developers to change the Application Object ’s default con-
figuration. These Variables are displayed over the Configuration View in the Palette.
It should be noted that Variables of a superclass are shared among all its subclasses
and that Microcontrollers, Arithmetic Operators and Logical Operators have no Vari-
ables. Figure A.3 in the Appendix displays the Variables of a Label and Timer objects.
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APPENDIX A. APPLICATION OBJECTS

Figure A.1: Palette Objects for instantiating Smart Textiles, Electronic Devices (e.g.
Hardware Devices and Microcontrollers) and UI Widgets available in Interactex De-
signer.
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Figure A.2: Palette Objects for instantiating Signal Processing Functions, Variables
and Operators available in Interactex Designer.
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A.4 Simulation Objects

Simulation Objects provide an interface for users to modify the state of Application
Objects and display runtime information useful for debugging purposes. Tables A.17,
A.18 and A.19 list what each Simulation Object subclass displays and how it reacts
to user input. It should be noted that UI Widgets Simulation Objects behave in an
identical way as the UI Widget.
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Figure A.3: Configuration View of a Label and Timer.
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A.5 TextIT Objects

In this section we describe every TextIT object. Control Objects are shown in Tables
A.22 and A.23. Visualization Objects are shown in Tables A.24, A.25, A.26 and A.27.
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A.5.1 Code Editor

A TextIT object with particular importance is the Code Editor. The Code Editor ’s
Edit Window is divided in left and right frames. Developers write JavaScript source
code on the left and visualize execution results on the right side. Syntax errors and
compile warnings (e.g. unused Variables) are displayed next to the source code line.
When the source code in the Code Editor is executed, the Code Editor creates its
output ports dynamically. A screenshot of the Code Editor is shown in Figure A.4.
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A.5.2 Line Chart Displaying Jogging Signal

Figure A.5 displays a TextIT project that displays linear acceleration data recorded
while a user was jogging. When the Data Loader ’s output port is connected to the
Line Chart ’s data port, the Line Chart renders the signal in a line chart plot.

Figure A.5: Jogging signal displayed by a Line Chart View in TextIT.

A.5.3 TextIT Plugin for Counting Peaks in a Signal

This section presents the pseudo-code used to count the number of peaks in a signal.
This pseudo-code is used by the KneeHapp bandage to count the number of side hops
a patient performs in a specified period of time. Section 6.1.3 describes the use case
and the usage of this pseudo-code in more detail.
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funct i on peakCount = countPeaks (v , d e l t a )
minValue = In f ;
maxValue = −I n f ;
minIdx = NaN;
maxIdx = NaN;
lookForMax = 1 ;

f o r i = 1 : l ength (v )
currentSample = v( i ) ;

i f currentSample > maxValue
maxValue = currentSample ;

maxIdx = i ;
end

i f currentSample < minValue
minValue = currentSample ;
minIdx = i ;

end

i f lookForMax
i f currentSample < maxValue − de l t a
peakCount ++
minValue = currentSample ;
minIdx = i ;
lookForMax = 0 ;

end
e l s e
i f currentSample > minValue + de l t a

maxValue = currentSample ;
maxIdx = i ;
lookForMax = 1 ;

end
end

end
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