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Abstract—The concept of autonomous cars is driving a boost for car electronics and the size of automotive semiconductor market is
foreseen to double by 2025. How to benefit from this boost is an interesting question. This article presents a case study to test the
feasibility of using OpenCL as the programming language and COTS components as the underlying platforms for ADAS development.
For representative ADAS applications, a scalable lane detection is developed that can tune the trade-off between detection accuracy
and speed. Our OpenCL implementation is tested on 14 video streams from different data-sets with different road scenarios on 5 COTS

platforms. We demonstrate that the COTS platforms can provide more than sufficient computing power for lane detection in the
meanwhile our OpenCL implementation can exploit the massive parallelism provided by the COTS platforms.

Index Terms—Advanced Driver Assistance Systems (ADAS), Commercial of the shelf (COTS), OpenCL, FPGA, GPU
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1 INTRODUCTION

AUTOMOTIVE IC sales had been estimated to represent
7.3% of the total $ 287.1 billion IC market in 2015 [22].

The IC Market Drivers Report states that from 2014 through
2019, the automotive IC market is forecast to increase at
an average annual growth rate of 6.7%, highest among
six major end-use applications – computer, consumer,
communications, automotive, industrial/medical, and gov-
ernment/military – and two points more than the 4.3%
CAGR forecast for the total IC industry over the same time
period. More specific, the automotive IC market is forecast
to grow 7% to $ 22.2 billion in 2016 and continues increasing
to $ 29.2 billion in 2019 [22]. The driving force of this boost
in automotive electronics is the concept of autonomous cars.
According to the consensus of most Tier-1 OEMs, fully
autonomous cars will present to market by 2018-2020 [27].
Their arrival will help double by 2025 the size of todays
automotive semiconductor market. In additional, according
to Linley Gwennap, president of the Linley Group, an
expected $ 10,000 premium for a self-driving car will be
paid for lots of cameras and processing horsepower. The
question here is how Tier- 2 and 3 suppliers, particular for
car electronics suppliers, to benefit from this boost.

Freescale, one of the leading car electronics suppliers,
states two critical issues on the path toward autonomous
driving: the lack of open standards for Advanced Driver
Assistance Systems (ADAS) development and safety guar-
antee of consumer-focused silicon chips for safety-critical
autonomous applications [16].

Responding to the current lack of open standards
and to reverse the trend toward closed, proprietary
ADAS systems which inhibit development and design
innovation, Freescale has announced it will soon introduce
an Open Computing Language (OpenCL)-based automotive
development environment, targeting its own silicon. The
motivation of Freescale’ move is to reduce ADAS R&D
overhead and free their customers to focus more on ADAS
innovation, and more importantly, ADAS safety, according
to Bob Conrad, Freescale SVP and General Manager,
Automotive MCUs [16]. OpenCL [20] is an open, royalty-

free standard maintained by the non-profit technology
consortium Khronos Group. As OpenCL is designed for
cross-platform, parallel programming, and improving speed
and responsiveness for a wide spectrum of applications in
numerous markets, we consider as well OpenCL could be a
suitable programming model for ADAS development.

Regarding the underlining platforms that execute ADAS
applications, although Freescale claims that consumer-
oriented silicon solutions designed to enhance gaming
graphics or run smartphone apps are not safe enough
to ensure autonomous driving-quality and reliability, we
consider the mass-production commercial off-the-shelf
(COTS) components will be the de-facto carriers for ADAS.
The reasons are multi-fold. Firstly, the time-to-market
and development cost can be significantly reduced by
using COTS, compared to traditional dedicated ECU/ASIC-
implementations. Secondly, autonomous driving requires
significantly higher computing power than those available
via special-purpose controllers equipped with safety
features. Nowadays COTS platforms, on the other hand,
can provide massive computing power and the performance
per price can be even a magnitude higher than automotive-
specialized ones [18]. Third, COTS platforms start to support
OpenCL for heterogeneous computing, which allows ADAS
developers to exploit the computing power of COTS in
the meanwhile trades off different design objectives, e.g.,
performance and energy consumption. Therefore, the use
of high-performance commodity COTS in safety-critical
systems becomes desirable. The safety issue that Freescale
believes to hinder consumer-oriented silicon solutions for
ADAS can and will be solved by the technology advance.
A short survey on COTSs for safety-critical systems is
presented in Section 2.1 to justify this claim.

To test the feasibility of using OpenCL for ADAS
development on COTS platforms, this article conducts
a case study. We choose five different COTS platforms
which are not specifically designed for automotive markets,
i.e., Nvidia GeForce GTX 660 Ti and Quadro K600, Altera
Stratix V A7 and a resource-restricted Cyclone V SoC FPGA,
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and Redmi Note 2 mobile phone. All these five platforms
support OpenCL such that source code written in OpenCL
can be executed on them without major modifications. This
helps for a fair comparison. In addition, Nvidia Jetson TK 1,
which is specially designed and targeted for automotive
market, is used for comparison as well. With this case study,
we try to answer following questions: 1) Can OpenCL be a
standard for cross-platform development and applications
developed with OpenCL be smoothly applied on different
COTS platforms? 2) Can an ADAS application, which is
developed using OpenCL, exploit the parallelism provided
by COTS platforms? 3) Can COTS platforms provide enough
computing power for ADAS applications? For the safety
issue, it is not a focus of this article and we left for the
related work for a brief discussion.

For ADAS applications, lane detection is chosen. Lane
detection is one of the most basic functions for ADAS
and it has grabbed significant attention in research since
mid-1980’s. New development on computer technologies,
however, has allowed new perspectives on designing a
good lane detection algorithm. For example, as the software
in a car is expected to run up to 1 GB of software [7],
it is preferable to design a scalable algorithm to leave
rooms for multiple ADAS applications on single ECU [8].
The scalability here means the demanding power of
the algorithm can be tuned to trade off between the
accuracy and speed. The reason is that lane detection, at
certain circumstance, can be particularly computationally
demanding due to, e.g., varying light conditions, traffic on
the road that obstructs the lane markings, and the shadows
cast by buildings or trees. Therefore, such scalability has
practical use in real life. On the other hand, with this
capability to scale the computing demand, we can use this
algorithm to exploit the limits of the tested COTSs. The
contributions of this article are summarized as follows:

• A scalable lane detection approach is developed that can
tune the trade-off between the detection accuracy and
computing power. Lane markings from live road stream
can be either detected or tracked by our approach. For
the case of tracking, Particle Filter [9] is used. The
choice of Particle Filter, rather than the most popularly
used Kalman Filter, is that Particle Filter is non-linear
and particularly suitable for parallel processing, as each
particle can be processed independent of the others. By
changing the number of the used particles, the algorithm
can make a trade-off between the tracking accuracy and
computing power (aka frame rate).

• With an OpenCL implementation, our lane detection is
tested on five different COTS platforms with 14 video
streams from different data-sets representing different
road scenarios. We demonstrate that our OpenCL
implementation can exploit the massive parallelism
provided by the COTS platforms. With an average
deviation fewer than 5pixels, the average frame rates
can reach about 600 fps on Nvidia GeForce GTX 660 Ti
and Altera Stratix V A7 for the 14 test videos. The peak
frame rates for certain videos on the GeForce GPU can
reach over 1000 fps. On the low-budgeted Quadro K600,
the average frame rates can be more than 200 fps. Even
on the resource-restricted Altera Cyclone V SoC FPGA

and Redmi Note 2 mobile, the average frame rates can
still reach real time at acceptable accuracy.

• We profiled and analyzed the execution of our appli-
cation and show the detailed timing of the execution on
the 5 COTSs platforms. In addition, we extended existing
OpenCL runtime environment to support Altera FPGA
and demonstrate the heterogeneous execution of our
lane detection application with a combination of Nvidia
GeForce GPU and Altera Stratix FPGA.

• To compare the performance between COTSs and
automotive-specific hardware, Nvidia TK 1 is chosen,
which is specially designed and targeted to automotive
market for ADAS applications. Since OpenCL is not sup-
ported by TK 1 for the moment, we re-implemented our
lane detection with CUDA and ran all the test cases with
the CUDA implementation on TK 1. By comparing the
measurement results, we demonstrated the usefulness
of COTSs platforms for ADAS applications.

The rest of this paper is organized as follows: The next
section reviews related work in the literature. Section 3
provides a short introduction of OpenCL. The details of
our algorithm is presented in Section 4. Section 5 describes
the experimental setup and Section 6 presents experimental
results. Section 7 concludes the paper.

2 RELATED WORK

2.1 COTS on safety-critical systems

Early discussion on building systems with COTSs can be
dated back to [6], where, from a software engineering
perspective, some basic understanding of how developing
systems with COTS products were described and why
and what new capabilities were being identified. From
the perspective of hardware platforms, Kotaba et al. [26]
systematically analyzed the effects of COTS multi-core
platforms – the applications compete for resource access,
typically arbitrated in a non-explicit manner by specific
hardware implementation, which causes non-deterministic
temporal delays on execution – and suggested mitigation
techniques, where possible.

Inline with the aforementioned guideline, there is
generic work on providing temporal isolation on COTS
platforms without specifying concrete application domains.
In [34], a run-time fixed-size weighted DMA transaction was
suggested to provide temporal separation for hardware-
based I/O virtualization on PCIe. With such virtualization,
secure and safe sharing of I/O subsystems can be
guaranteed for COTS multi-core systems. In [37], an
integrated approach is presented for temporal partitioning
and WCET analysis of COTS multi-core systems. Workload
monitoring at basic block level at runtime is used to
ensure that the respective process does not introduce
further interference on the affected resource. In [18], a so-
called software coded processing technique, i.e., detecting
transient, permanent, and systematic hardware execution
errors by arithmetic encoding of variables, constants, and
operations, is deployed to demonstrate that COTS hardware
can be used in safety-critical applications.

There is also work targeting specific safety-critical
domain, e.g., automotive, railway, and aerospace. Shen
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et al. [45] demonstrated that a teleoperation system can
be exclusively composed of low-cost COTS components
yet still meet the high performance demands of remotely
driving a car on the road with wireless communication
over 3G/4G data networks. In [15], an attempt to design
an automotive ECU using a Xilinx Zynq-7000 FPGA, rather
than an MCU-based platform, which conforms to both
the AUTOSAR and ISO 26262 standards, was presented.
Cohen et al. [12] showed the feasibility of hard real-
time and parallel execution of safety-critical tasks on the
Xilinx Zynq COTS. A train signaling usecase provided
by Alstom Transport was programmed in an extension
of the synchronous dataflow language HEPTAGON and
a software stack and composition methodology were
designed to enable hard real-time control code to be
isolated from timing interference. Further, a recent book [24]
examines radiation effects for FPGA and GPU on aerospace
applications. The authors concluded that even FPGA and
GPU are very sensitive to radiation, such COTS platforms
can still meet the reliability requirements with the help of
certain fault-tolerance techniques.

There are also quite a few recent research projects
working on deterministic multi-core architectures, e.g.,
MERASA [51], parMERASA [50], ACROSS [43], RECOM-
P [42] and T-CREST [47]. The MERASA architecture
uses either round robin [40] or IABA arbitration [39] to
guarantee an upper bounded for inter-core interference.
The parMERASA approach presents time predictable on-
chip ring architectures to achieve composable WCET on
a many core architecture [38]. The RECOMP project uses
IDAMC NoC [33] to support mixed critical applications.
The ACROSS project employs time triggered NoC for
time predictable access to the shared memory. Similar
to ACROSS, the T-CREST project aims to build a time
predictable NoC architecture [48, 46].

From semiconductor industry, Freescales latest Qorivva
MPC5643L was the industrys first multi-core to achieve
a formal ISO 26262 certificate for ASIL-D functional
safety capability by an independent third-party accredited
certification body. Infineon in 2012 introduced a 32-bit
TriCoreTM multi-core processor to meet safety and pow-
ertrain requirements of automotive industry. In November
2015, Altera announced a lockstep solution for its Niosr II
embedded processors to enable the implementation of SIL-3
safety designs in Altera FPGAs in full compliance with
functional safety standards IEC 61508 and ISO 26262 [49].
Nvidia and Huawei are also new comers of automotive
industry that announced entering this market [35, 13] and
we expect soon the announcement of their safety-critical
solutions.

From all these R&D activities, We believe that the
concern of Freescale on the safety issue of consumer-
oriented silicon solutions for ADAS can and will be solved
by the technology advance. COTS platforms will be the de-
facto carriers for ADAS applications and thus we focus on
the performance and programming issues in this article.

2.2 Lane detection

Numbers of researches have already been done in
developing lane detection systems for the past two decades.

Vision based sensing is among the most popularly used
techniques. For vision sensing, one of the most commonly
used methods for lane detection is Hough Transform [21] to
detect lane markings [3, 5]. Hough Transform suffers from
its own problems like grid dimension, quantization errors,
and noise [41], to name a few.

To overcome the problems of Hough Transform, different
alternatives have been proposed, e.g., a randomized line
detection [10] that picks up three random edge points and
finds the best candidate, color based segmentation methods
that use color information in the image and extract the
lines [11, 30], and steerable filter [31]. These methods are
designed for a sequential implementation on a CPU and
not quite suitable for parallel implementation. Compared to
the aforementioned methods, our method combines particle
based and gradient based approaches for detecting the lines.
Therefore, the accumulator array as in the case of HT need
not be maintained, which can reduce the memory transfers
between GPU/FPGA and the Host CPU.

For lane tracking, the most frequently used techniques
are the Kalman and Particle filters. In [29], a Kalman Filter
is used to track the lanes after the detection. An ego
vehicle lateral offset is predicted and the lane lines are
selected based on this predicted value. Once the lines are
selected, the ego vehicle lateral offset is updated. Though
the performance of their algorithm was reported to be
providing up to 94.34 Hz on a PC (based on AMD Athlon 64
3000+), there are several strong assumptions made about a
constant ego vehicle lateral offset, lane width, and the width
of lane markings. This raises questions about the robustness
of the algorithm on different situations. In [31], lane tracking
is conducted by combined using Kalman Filter updated by
Hough transform. The throughput that was reported for
their system is around 30 Hz. Kalman Filter provides an
optimal solution as long as the probability distribution of
the states to be estimated are linear and the noise is Gaussian
but it fails when the problem is non-linear. In this regard,
there is a modified version of the Kalman Filter known as
Extended Kalman Filter used in [32] and [52] especially for
lane tracking problem.

To capture the non-linear dynamics of lane tracking,
Particle Filter is typically used. In [28], lane tracking is
conducted by a statistical Hough Transform with Particle
Filter. Stratified resampling is used to resample the particles
based on their weights and the high weight particles
after resampling are chosen as the detected lines. This
algorithm was implemented in MATLAB on Intel Core 2
Duo (2.2 GHz) machine. However, the throughput of lane
tracking algorithm is as low as 1.0 Hz. There are also
learning approaches, e.g., [19] uses around 200 particles
to track the lane markings with a separate particle filter
dedicated to each of the lane markings. The lane tracking
algorithm in their case was reported to be working on
240x320 images at 25 Hz on a 4 GHz processor. While the
major advantage of a particle filter being its ability to
capture non-linearity and Kalman Filter can provide optimal
solution if a part of the solution is linear, [36] provides a
very innovative approach to combine both, where, the lane
tracking problem is split into two separate sub-problems.
The states that are linear are processed by Kalman filter
while Particle Filter estimates the non-linear states. This
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algorithm was tested on Intel Atom CPU N270 (1.6 GHz)
and the performance obtained is up to 30 Hz. In [4], an FPGA
implementation is presented where the frame rate can reach
40 fps for 752x320 images.

In our approach, we use Particle Filter to perform lane
tracking after the lane detection step. While we follow a
weak model, i.e., no assumptions about the lane width and
lane marking size, that makes our algorithm quite robust in
different road conditions, our main aim is to implement the
application with OpenCL to exploit the parallelism of COTS
platforms. We will demonstrate, giving sufficient computing
power, an algorithm even with weak model can still achieve
both high accuracy and speed.

3 OPENCL OVERVIEW

OpenCL (Open Computing Language) [20] is a standard for
heterogeneous high performance computing managed by
the non-profit technology consortium Khronos Group. It
defines a high level abstraction layer for low level hardware
instructions. This enables cross-platform execution from
general purpose processors to massively parallel devices
without changing the source code.

3.1 OpenCL framework

The OpenCL specification provides specific view and rules
to organize the execution of applications. An OpenCL
application runs on a host system which is connected to
one or more accelerators devices. The host coordinates the
execution and the devices are capable of executing C-like
OpenCL code as accelerators. The computing acceleration
by OpenCL is achieved by the means of the following four
models in OpenCL framework.

Platform Model OpenCL abstracts the combination of
host and devices as a single platform. Any platform has only
one host and one or more than one devices. The host is
often a CPU of a system. The device can be any accelerators,
such as GPU and FPGA. A device is considered to be made
of blocks of several compute units and each compute unit
is made up of several processing element. According to
this model, a processing element is the smallest entity and
it resembles a thread in traditional parallel programming
terminology.

Execution Model There are two kinds of executions
of OpenCL, i.e., host execution and device execution. The
host execution is mainly responsible for assigning jobs
to devices, and making use of results from devices. The
device execution is called the kernel that is called by host
and executed in parallel in device. The kernels are mostly
written in the OpenCL C programming language, a dialect
of the C99 standard and compiled with a vendor-specific
compiler, but native kernels are optionally supported as
well. They describe the sequence of instructions within a
single execution instance, called a work-item. Work-items
that are grouped in the same work-group are executed
concurrently.

Memory Model The memory hierarchy consists of
four distinct regions for the kernels: Global memory that
can be written and read by all work-items in all work-
groups. Constant memory, a region of global memory that

is initialized by the host and does not change during the
execution. Local memory that is only accessible to work-
items within the same work-group. Private memory owned
by a single work-item and not visible by others.

Program Model OpenCL supports Data-Parallel and
Task-Parallel models. Data-Parallel model involves a kernel
operating on multiple elements of a data structure
concurrently. Task-Parallel model can be defined as a set
of independent programs operating concurrently.

3.2 OpenCL on GPUs and FPGAs
OpenCL has been implemented on a wide range of GPU
devices, such as Nvidia and ATi GPU. In recent years,
FPGA providers also start to provide tools to generate
hardware design specification from OpenCL kernels, e.g.,
Altera Complete Design Suite [14] or Xilinx AutoESL [44].
To allow multiple OpenCL implementations from different
vendors to co-exist on the same system, there is a
cl_khr_icd extension [25]. It defines an installable client
driver (ICD) loader, a unifying library that acts as a mediator
between the different platforms. This enables the use
of multiple heterogeneous devices in a single process
without interference between implementations on different
devices. Without this mechanism, the overheads of multiple
processes and inter-process communication (IPC) between
them are required.

4 LANE DETECTION IMPLEMENTATION

This section presents in details our lane detection approach,
an extension of our preliminary work in [23]. The appli-
cation contains three parts, namely video pre-processing,
lane detection, and land tracking, as shown in Fig. 1. The
video stream showing a road and the area surrounding it
will be processed in two subsequent steps frame by frame.
First, information on the lane markings is amplified and
extracted from each frame in the pre-processing step. Then,
depending on whether previous estimates of the position
exist or not, the exact position of the lane markings is
detected or tracked in a lane detection or lane tracking steps.
Note that the proposed method is vision-based and requires
no knowledge of any physical parameters like position and
orientation of the camera.

Input
Stream

Pre-
Processing

Lane
Tracking

Lane
Detection

Position of
lane markingsRe-detection?

Y

N

Fig. 1. Algorithm overview.

4.1 Pre-processing
The pre-processing is the first step for detecting or tracking
street lanes. A region of interest(ROI) is selected from an
incoming image. This region is pre-processed to provide
the required information on the lane markings. First the
image is transformed to a grayscale space. Then a Sobel
filter detects edges in the image and finally a thresholding
step removes minor disturbances and strengthens the
appearance of the lane markings. The sub-steps for pre-
processing is shown in Fig. 2.
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select ROI Grayscaling Sobel Filter Thresholding

Fig. 2. Steps for pre-processing.

Fig. 4 in the experiment section shows images from
KITTI-ROAD Dataset [17]. As the figures shown, only a
small part of the images is of actual interest, i.e., the
ROI showing the street. The ROI contains all essential
information for the subsequent steps and the rest of
the image can be discarded. The size of the ROI is a
parameter that determines the efforts for later-on lane
detection/tracking. The smaller the ROI chosen, the less
computing power is needed. In this work, the size and
position of the ROI are kept adjustable, so that the algorithm
can be tested in a wide range of a scenarios. Once the ROI is
selected, only the area within the region is processed in the
subsequent steps.

The ROI is then transformed to a grayscale format,
where each pixel reflects the intensity of the pixel in the
original image. In principle, dark pixel will receive lower
intensity values and bright pixels will receive higher values.
The grayscale is performed for each pixel of the ROI
individually. In this manner, lane markings are substantially
brighter than the road they are printed on.

Afterward, a Sobel filter is applied to the grayscaled
image to produce a new image, where only transitions and
edges (such as the lane markings) of the original image
are present. More technically, each pixel in the new image
describes the gradient of the original image at that position.
A strong gradient will be represented by a high absolute
value and a soft gradient by a value close to zero.

With the outcome from the Sobel filter, there may be still
noises from e.g., varying colors of the street material and
shadows. Therefore, a thresholding step is introduced to set
the intensity of those pixels, whose gradient falls below a
certain threshold, to zero, otherwise a maximum value. This
step will make the lane detection possible under difficult
conditions, e.g., when rain or fog lead to blurred images. In
those situations the edges of the lane markings might be less
visible and the thresholding will make them brighter.

The pre-processing displays a high potential for parallel
computations. Grayscaling and Thresholding can be applied
to each pixel independently. The use of the Sobel Filter
requires knowledge of eight neighbouring pixels. This
provided, all pixels in the ROI can be pre-processed in
parallel. Therefore, an OpenCL kernel was developed such
that the pre-processing can be performed on FPGA or GPU.

In the pre-processing step, every pixel of this ROI needs
to be pre-processed. The settings of local work items and
global work items depend on the device architecture. For
the Nvidia GPUs listed in Tab. 1, the size of local work items
is set to be 16 × 4, and the size of global work items is set
to be (

⌈
ROI WIDTH

16

⌉
· 16) × (

⌈
ROI HEIGHT

4

⌉
· 4), because

this setting matches the architecture of Nvidia GPU better.
For the Altera FPGA, the sizes of both local work item and
global work item are default to be 1 according to Altera
OpenCL guidance [1].

4.2 Lane Detection
After the pre-processing, the lane markings are indicated by
a band of pixels with high intensities in the ROI. It is the task
of the lane detection or lane tracking algorithm to extract
the exact positions of the lane markings. Lane detection is
performed whenever no estimates on the lane markings are
available, for example the very first frame that is processed.
After detecting the lane markings, lane detection is only
performed when the lane tracking algorithm fails to track
the markings.

4.2.1 Lane Marking Representation
To represent the lane markings, i.e., the band of pixels with
high intensities in the ROI, we assume all lane markings
within the ROI are straight lines. This is due to the fact that
the ROI captures only a small section of the street ahead
and, on straight roads and even in moderate bends, the
straight-line-assumption always holds. In sharp bends or
other exceptionally routed roads where the lane markings
might exhibit a bend, the ROI can then be split horizontally
into two or more regions, yielding sub-regions with straight
lane markings.

With the straight-line assumption, a lane marking can be
defined by two points, one at the top and the other at the
bottom of the ROI. The position (or state) of a line can thus
be expressed as X =

( xtop
xbottom

)
, as the height of the ROI is

known and the y-values of these two points are constant and
given by the respective line number in the ROI. The slope
sX of the line and any other point on the line with y-value i
can be determined by:

sX =
xbottom − xtop
ROI HEIGHT

, xi = xtop + sX · i (1)

In this manner, one can access the intensity value of any
pixels for a given line X .

4.2.2 Intensity weight
To detect multiple lane markings, the ROI is vertically split
into multiple regions, each for one lane marking. To detect
one lane marking, a number of randomly placed candidate
lines are populated within each region. The actual detection
is achieved by assigning an intensity weight to the candidate
lines, which expresses how close the line is placed to a real
lane marking. The intensity weight of a line is determined
by summing up the intensities of all pixels in the line
within the ROI. Further, also the pixels in an adjustable
neighborhood around a line (left and right of the actual
line) are added to this intensity weight. This accounts for the
width of a lane marking. The intensity weight is therefore
calculated as

wI =
ROI HEIGHT∑

i=1

2Nn∑
j=1

intensity(xi, j), (2)

where 2Nn is the neighborhood used to decide the width of
the lane marking and xi from Eqn. 1.

4.2.3 Detection
Keeping in mind that lane markings are represented by
pixels with high intensities, this method results in candidate
lines with higher intensity weights, if they are close to a
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lane marking. The candidate line with the highest intensity
weight is selected to represent the lane marking. The
number of candidate lines that are sampled in a region is
adjustable and, therefore, there is a trade-off between the
timing performance of the lane detection and its quality.
Using more candidate lines will result in a better detection,
but also consumes more computing power.

The candidate lines are created by sampling its xtop- and
xbottom-values following a normal distribution. The mean µ
of a normal distribution represents the value we expect to
appear (the expectation). In the case of lane detection the
most likely position of a lane marking is the center of a
region. This is the position of a lane marking, if a vehicle
drives on a straight road. The standard deviation σ decides
how the candidates are distributed around the expectation.
In this work, σ is set to half of the region width. From the
definition of the standard deviation of a normal distribution
follows that statistically about 68% of the sampled lines will
be placed completely within a region and the other 32%
of the lines might overlap to other regions. This empirical
choice of parameters proved to detect lane markings in all
kind of positions from our later experiments.

4.2.4 Implementation
The presented method for detecting lane markings has
the desirable characteristic that the candidate lines are
independent from one another. The sampling of the lines
and the calculation of their intensity weights can be done in
parallel. Hence, an OpenCL kernel is used to compute the
intensity weight of each sample line. Notes that the selection
of the best lines from the candidate lines requires knowledge
of all lines and is therefore performed on the host.

In this kernel, only the intensity of sampled lines need to
be computed. Hence, according to the OpenCL guidance
of both Nvidia and Altera, the local work size is set to
be 8 and the global work size is set to be equal to the
number of sampled lines. For every work item in the kernel,
an indexed sample_from_Gaussian based on the work
item id is loaded. The intensity of a sampled line is thus
computed. The intensities of all sampled lines will be sent
back to the host and the host will select the lines with the
highest intensity as the best lines.

The lane tracking algorithm, which will be described
in the following section, requires a set of possible
candidates/particles for each lane marking. Therefore not
only the best candidate is stored, but for each lane marking
a subset of the candidate lines is kept. In the following this
subset will be referred to as the good lines. The line with
the highest intensity weight amongst the good lines will be
called the best line and represents the actual lane marking.

4.3 Lane Tracking

Lane tracking differs from lane detection as it uses
information from a previous frame to detect the lane
markings in a subsequent frame. Hence it does not actually
detect the lines, but rather tracks them. The lane tracking
algorithm has two sources of information at its disposal, the
pre-processed ROI and the set of good lines and best lines
from the previous frame. A Particle Filter is employed to
keep track of the markings. Each lane marking is tracked

separately, which means that multiple instances of the same
particle filter are used in the algorithm.

4.3.1 Particle Filter Basics
Particle filter is a stochastic computational technique
based on Bayesian Signal Processing and Markov Chain
Monte Carlo simulation models. According to [9], Bayesian
Signal Processing is concerned with the estimation of the
underlying probability distribution of a random signal in
order to perform statistical inferences. A Particle Filter
implements the Bayesian recursion equation

P (X|Y ) =
P (Y |X)P (X)

P (Y )
(3)

where X is the desired state variable that is inferred from
the measurement Y , the term P (X|Y ) 1 is called posterior
probability distribution, P (Y |X) is likelihood, P (X) is prior
probability distribution, and P (Y ) is evidence.

Eqn. 3 is implemented by sampling a number of
weighted particles i = 0, 1, . . . , N from the prior
distribution. Each particle has a state Xi. In addition, each
particle is assigned an importance weight wi. The importance
weight expresses the likelihood that Xi is identical with the
true state of the state-space model given the measurement
Y , hence wi = P (Y |Xi)P (Xi). Inserting this to Eqn. 3
yields

P (Xi|Y ) =
P (Y |Xi)P (Xi)

P (Y )
=

P (Y |Xi)P (Xi)∑N
i=0 P (Y |Xi)P (Xi)

=
wi∑N
i=0wi

. (4)

A particle filter is usually implemented in three
consecutive steps in an iterative manner:

• Prediction update: The state Xi of each particle is
updated in the same manner as the true state is expected
to change.

• Importance weight update: The importance weight wi is
calculated for each particle.

• Resampling: This step is introduced that randomly
samples particles according to their importance weight
and copies them to a new, equally sized set. This yields
a set with a higher density of good particles and avoids
degeneration of the particle set.

A particle filter requires little or no assumptions on the
model, only periodic (indirect) measurements of the true
state. Indirect position measurements in the form of images
are the only available information in a vision-based lane
tracking algorithm, making a particle filter a promising tool
for lane tracking.

4.3.2 Particle Filter setup
To use Particle Filter for the tracking. We match Eqn. 3 as
follows. The state variable is defined as the position of a
lane marking: X = (xtop, xbottom). The prior distribution
P (X) is derived from the good lines from the previous
frame. Similarly, observations Y is the actual lane marking
positions. Though direct observations cannot be obtain, the
best lines from the previous frame can be interpreted as
observations of the lane markings in the current frame,

1. The notation P (A|B) denotes a conditional probability, namely the
probability of event A occurring subject to the condition that event B has already
occurred.
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assuming that the positions of the markings do not change
significantly between two consecutive frames.

Following the aforementioned matching, below present
the three steps to implement a Particle Filter.

4.3.3 Prediction update
Since the particles are already given in form of the good
lines, sampling candidate lines from a normal distribution
like in the detection phase is not necessary. Instead,
prediction update step is introduced. This step is required,
because the particles (good lines) are representing the lane
markings in one frame, but are used as prior distribution
in the next frame. In the new frame, the lane markings
might have moved slightly (because the vehicle moves). The
particles need to move the same distance in order to be a
valid prior distribution in the new frame.

The distance the lane markings shift is not known.
Therefore the particles are shifted by a random value
sampled from a normal distribution with mean µ = 0 and
standard deviation σ > 0. µ = 0 indicates that we expect no
shift in an optimal case and σ > 0 accounts for a deviation
from the optimal case. In our work, σ is empirically set to
1/16 ROI WIDTH.

4.3.4 Importance weight update
For each particle of the prior distribution the importance
weight is calculated. This is done by applying Eqn. 4. As
previously mentioned, the importance weight of a particle is
determined by the numerator: P (Y |Xi)P (Xi). It assesses
the likelihood that the predicted particle Xi produces the
observation Y . In this work this is determined by fitting the
state of the predicted particle to the Gaussian function

wi
Xt =

1√
2πσ2

e
− 1

2 (
Xt−µf
σf

)2

(5)

where µf = Y . The standard deviation σf represents the
measurement noise that accounts for a possible error in the
assumption that the position of a lane marking does not
change between two frames. The term Xi − µf = Xi − Y
represents the distance of two lines, the particle Xi and the
observation Y . This distance is calculated by summing up
the pointwise distance of line Xi and line Y . It yields the
area between the two lines.

The evidence P (Y ), or marginal likelihood, is required
in order to put the importance weight of different particles
in relation to each other. The evidence describes the overall
probability of the observation Y and is simply calculated as

P (Y ) =
N∑
i

P (Y |Xi)P (xi) =
N∑
i

wi. (6)

Therefore, the importance weight update is wupdated
i =

P (Xi|Y ) of Eqn. 4.

4.3.5 Resampling
The prediction and importance weight update produce a
new set of good lines, where each particle has a normalized
importance weight. Finally, a resampling step is performed
in order to increase the accuracy of the tracking and to
prevent a degeneration of the set. The pseudo code for the
resampling is shown in Algo. 1.

Algorithm 1 RESAMPLE
1: idx← rand()%Np; β ← 0.0 . Np = #particle
2: for i = 1 : Np do
3: β+ = rand()%(2 ∗ wmax);
4: while β > widx do
5: β− = widx; idx← (idx+ 1)%Np;
6: end while
7: particle(i)← particle(idx);
8: end for

Here, idx is an index drawn randomly from the particle
indexes. The weight wmax belongs to the particle with
the maximum weight after the update step. Variable β is
assigned a random weight which is within 2 × wmax and
used to ensure that any particle with weight less than the
value of β is skipped and all other particles are kept in
the new set. As the new set contains the same amount of
particles as the old set after the resampling step, there can
be multiple copie of some particles from the old set in the
new set. Usually, the higher the weight of a particle, the
higher the probability of multiple copies of that particle in
the new set. Nevertheless, some of the particles can still be
completely missed out in the new set even if they have high
weight.

4.3.6 Best lines update
Although the best lines of current frame are considered as
the lane markings of next frame in updating the importance
weight of particles, the best lines of current frame are
not the real lane markings of next frame because the lane
markings also move with the movement of vehicle. The
collected intensity of a resampled good line still represents
the closeness between the resampled good line and the real
lane markings. Hence, the reampled good lines with the
highest intensity weights are chosen as the best lines in each
frame and continuously be used as the lane markings of next
frame in updating the importance weight and resampling
the particles.

4.3.7 Implementation
The prediction and importance weight update of one
particle is not dependent on other particles. Therefore
these parts can be performed in parallel and an OpenCL
kernel was created that carries out the updates on GPU
or FPGA. The procedure is similar to lane detection but
with a different mean and deviation values mentioned in
Sec. 4.3.3. The resampling and best lines update, in contrast,
are dependent on information from all particles and are
implemented on the host. The job of a work item in the lane
tracking kernel is to compute the importance and intensity
of a particle line. Therefore, the group work size is set to be
the number of all particles so that every particle is used. The
local work size is set to be 8 because this can fully utilize the
accelerating device.

Note the number of particles used for the tracking does
not have to be same as the number of sampling candidates
used for the detection. The number of sampling candidates
is the upper bound for the number of particles. In principle,
larger number of both or either will lead to higher accuracy.
Nevertheless, both numbers can be used to tune the trade-
off between speed and accuracy of our algorithm.
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4.4 Re-detection Criteria
The switch from lane tracking to detection depends on the
actual road scenarios. During lane tracking, a few criteria
are checked whether the detected lane marking positions
are reasonable and in line with the physical properties of
lane markings. If the criteria are not met, a detection step is
triggered to re-discover the positions of the lane markings
again. The used criteria are:

• Lane markings do not cross.
• Minimum distance between any detected lane markings.

In this work, 20% of the width of the ROI.
• At least 30% of a lane marking are in the ROI.

The last check is important for the lane tracking. The
algorithm tracks lane markings based on existing estimates
and it will do so even if the lane markings moves to the
boundary or even out of the ROI. No new lane markings are
detected in the lane tracking stage. In many scenarios, for
example when a car changes the lane on the highway, one
lane marking moves out of the ROI and another one moves
in. The third check of the re-detection criteria discovers these
cases and triggers a lane detection step to discover a new
lane marking.

5 EVALUATION SETUP

This section describes the setup of our case study. Details of
the chosen COTSs and test videos are depicted. In addition,
the OpenCL runtime environment are presented.

5.1 Test cases
We choose five different COTS platforms, i.e., an Nvidia
GeForce GTX 660 Ti GPU and an Altera Stratix V A7 FPGA
(Nallatech PCIe385n a7 card) mounted on a desktop with
an Intel Intel Xeon processor, an Nvidia Quadro K600 on
another desktop with an Intel Core 2 Quad desktop, a
standalone Altera Cyclone V SoC FPGA, and a Redmi Note 2
mobile phone. The Cyclone SoC is embedded with a Cortex-
A9 dual-core as the host. The Redmi Note 2 mobile uses the
MediaTek Helio X10 octa-core on 2 GHz [2], with an on-chip
PowerVR G6200 GPU. The detailed specifications of these
platforms are listed in Tab. 1.

The choices of COTSs for evaluating the application per-
formance are follows. First of all, the COTS platforms should
be diverse to test the heterogeneity support of OpenCL.
From this regard, GPUs and FPGAs, which represent two
structurally different programming platforms, are chosen.
In addition, a mobile GPU is tested as well. Secondly, we
intend to test the scalability of our approach and extract
the limits for a wider range of platforms, from powerful
high-end to low-budgeted low-cost platforms. For high-end
platforms, GTX 660 Ti GPU and Altera Stratix V A7 FPGA
are chosen. For budgeted platforms, Quadro K600 GPU
and Altera Cyclone V SOC FPGA are chosen. The Redmi
Note 2 mobile is another type of low-budgeted platform,
as the mobile itself costs around $100. In addition, Nvidia
Jetson TK 1, which is specially designed and targeted to
automotive market for ADAS applications, is chosen for
further comparison.

To test our lane detection application on these five COTS
platforms, 14 video streams from different data-sets with

different scenarios are used. The detailed information of
these video streams is listed in Tab. 2. These videos can
respectively represent different road situations, including
night, blurred lane, and broken lanes. In these 14 video
streams, the third one and the fourth one come from
Caltech Lanes Dataset, while all others are self-recorded.
The original videos and the lane detection results can be
seen in this link2.

5.2 OpenCL runtime
The Nvidia GeForce GTX 660 Ti GPU and Altera Stratix V A7
FPGA (on the Nallatech PCIe385n a7 card), are mounted
on an Intel Intel Xeon desktop via PICe bus. This allows a
heterogeneous execution of our application, i.e., distributing
the workload around GPU and FPGA during runtime.

In order to use different devices together, an Installable
Client Driver (ICD) loader is needed. The ICD loader
libraries act as a proxy between the user program and
the actual implementations. It employs the C programming
language library dl that is used on Linux to load libraries at
runtime. Due to the absence of ICD loader in Altera AOCL
13.0sp1, a self-developed ICD loader was developed and
implemented. The relationships between the libraries are
shown in Fig. 3, where different vendor implementations
can be loaded at runtime without the symbol conflicts.

Host

GPU FPGA

n particles m particles

Update importance
and intensity weight

Update importance
and intensity weight

Collect and resample
particles

importance
& intensity

importance
& intensity

ICD Loader
libOpenCL.so

Nvidia ICD
libcuda.so

Altera ICD
libalteracl.so

Fig. 3. Relation of ICD libraries in the case of lane tracking.

The communication between the host and devices is
organized in a server-client model, as shown in Fig. 3.
The host distributes the workload between the devices and
collects the results when they are ready. This distribution
is adjustable at runtime because frames are processed one
after another independently.

6 EVALUATION RESULTS

This section presents experimental results and analyzes
these results from different aspects.

6.1 Accuracy
First of all, the detection capability of our approach is
evaluated. In order to do so, the KITTI-ROAD Dataset [17] is
used for the evaluation, which consists of two independent
marked subsets, 96 frames for urban marked two-way roads
and 94 frames of urban marked multi-way roads. Our
approach can detect lane markings in 92% of the images

2. https://www.youtube.com/playlist?list=PLMf5knkexT9JL9Hl6Yg
Mk7HWL7 Bs Zh9
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TABLE 1
Hardware specification of the COTS platforms.

FPGA1 FPGA2 GPU1 GPU2 GPU3
Model Nallatech 385-D5 Cyclone V SoC GeForce GTX 660 Ti Quadro K600 PowerVR G6200
Architecture Stratix V 5SGXA7 ST 5CSTD6 Kepler GK104 Kepler GK 107 Mediatek Helio X10
Driver version 13.1 13.1 304.88 340.58 Android 5.0
Host CPU Intel Xeon E31225 Cortex-A9 dual-core Intel Xeon E31225 Intel Core 2 Quad Q9300 Cortex-A53 Octa-core
Host connection PCIe AMBA AXI PCIe PCIe MTK MCSI
PCIe Generation 3.0 N/A 3.0 2.0 N/A
PCIe lanes 8x N/A 16x 16x N/A
On-board memory 8GB DDR3 1GB DDR3 2GB DDR5 1GB DDR3 2 GB DDR3
Max. Freq. (MHz) 600 210 915 876 700
Max. GFLOPS 294.7 56 2,460 336.4 89.6
Max. Power (W) 25 (board) ∼4 (chip) 150 (board) 41 (board) ∼4 (chip)
OpenCL version 1.1 1.1 2.0 1.2 1.2

TABLE 2
The detailed information of the 14 test videos.

Videos 1 2 3 4 5 6 7
Total frames 1285 895 250 406 1718 3056 4597

Detection 204 20 13 68 3 70 385
Tracking 1081 875 233 334 846 1442 4212

Resolution 360X640 360X640 480X640 480X768 480X640 480X640 360X480
Scenario city dark bus view blur lane high way outskirts lane crossing
ROI size 72X512 72X512 96X384 96X384 96X512 96X512 72X384

Videos 8 9 10 11 12 13 14
Total frames 1385 938 2473 1313 2283 1512 2448

Detection 5 6 85 30 80 55 108
Tracking 1380 932 2388 1283 2203 1457 2340

Resolution 480X640 480X640 480X640 480X640 320X480 480X640 480X640

Scenario night broken
lanes

street road
in night

blur lanes
in night

broken lanes
in night

driving
with traffic

light
disturbance

ROI size 96X512 96X512 96X512 96X512 64X384 96X512 96X512

(a) Misleading edges from tracks (b) Sharp bend (c) Strong light and shadows (d) Misleading edges by shadows

(e) No markings (f) No markings and shadows (g) No markings, pavement edges
are tracked

(h) Disturbance beside the right
lane

(i) Three lanes in city (j) Three lanes with shadow (k) Three lanes, no markings on the
right

(l) Three lanes with arrow distur-
bance

Fig. 4. Lane detection for KITTI-ROAD dataset.

from this dataset and only failed to detect when the Sobel
filter creates no edges., Some of the especially challenging
images are demonstrated in Fig. 4.

We also evaluate the impact of numbers of candidate
lines(denoted as Nc) and particles (denoted as Np) on
the overall accuracy. Since our approach is a stochastic
approach, the lane markings detected from a Nc = 214 and
Np = 212 setting are used as baselines. We evaluate different
Np and Nc combinations. Each combination is tested with
the 14 videos in Tab. 2. The numbers of pixels deviated from
the baselines are reported.

The results are shown in Fig. 6(a). From the figure, the

first observation is that the accuracy increases when Np

increases. With Np = 128, the average deviation is already
below 4 pixels. Considering the neighborhood Nn is set to
10 pixels, i.e., a lane marking is represented by 20 pixels, we
can conclude that our approach can achieve high accuracy.
The second observation is that whenNp ≥ 512 the deviation
is saturated to 3 pixels. The reason for the saturation at 3
pixels is that particle filter is a statistical result. Since every
time particles are randomly distributed on the image, there
exists inherent deviation between any two detection results.
Although our reference baselines are calculated by a large
Nc and Np, this reference baselines cannot guarantee to be
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the real lane markings. It can happen that real lane markings
are obtained with smaller Nc and Np during the runtime.
Besides, the real lane on the image is not a strictly straight
line, which will also result in some deviations between the
detected lane and the real lane.

6.2 Performance

We also report the frame rates for the five COTS platforms
in Tab. 1 for all Np and Nc combinations in Fig. 6(a). For
each Np and Nc combination, the 14 videos in Tab. 2 are
checked and the corresponding frame rates are recorded
for every platform. The results are shown in Fig. 6(b)–
6(f). It can be seen that, the GeForce GPU achieves the
highest frame rates, as expected among all COTSs (Fig. 6(b)).
It can reach over 1000 fps for certain videos when the
numbers of particles (Np) are small. With Np ≤ 512, i.e.,
average deviation less than 3 pixels, the average frame rate
can still reach more than 550 fps. For the Stratix V FPGA
(Fig. 6(e), the frame rates are lower than the GeForce GPU
but still super fast, about average 400 fps for Np ≤ 512
and almost 1000 fps for smaller Np. Considering the Stratix
is running at 200Mhz, such performance is magnificent.
The budgeted Quadro K600 GPU (Fig. 6(f)) can also reach
relatively high performance, e.g., over 200 fps for average
frame rate at Np = 512. For the ultra-low power resource-
restricted Redmi PowerVR GPU (Fig. 6(d)) and Cyclone V
SoC FPGA (Fig. 6(f)), our algorithm can still reach real time.
Considering the power consumption for these two chips is
just 4W, our algorithm is also energy efficient.

In addition, we also investigate the influence of ROI size
on the frame rate. Four different ROI sizes are tested and
the results are shown in Fig. 5. In these cases, Np = 256 and
Nc = 512 are adopted. From the figure, It can be seen that
the ROI size has big influence on the frame rate. In general,
the drops of the frame rates are sub-linear to the increases of
the size of the ROI for devices. Nevertheless, our algorithm
can still reach 77 fps on Stratix V FPGA for large ROI.

Furthermore, Nvidia Jetson TK 1 is used as a comparison
to evaluate the performance. TK 1 is developed as a small
super computer that aims at the use in autonomous driving
and robot. Since it does not support OpenCL, our OpenCL
code is ported into CUDA code and runs on TK 1. Compared
to other GPUs in a PC platform, TK 1 architecture is
optimized by using a share memory between CPU and GPU
to save the time of data communication. Nevertheless, the
frame rates (Fig. 6(g)) can only reach half of those on Quadro
K600, though TK 1 and Quadro K600 have similar GFLOPS.
Note that we ran the CUDA code on Quadro GPU as well
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Fig. 6. Accuracy v.s. frame rate. The X axis is the number of particles
Np. For Np ≤ 29, Nc = 29, otherwise Nc = 212.

to compare the OpenCL and CUDA implementations. From
this comparison, we found the OpenCL implementation
is only 10% slower than the CUDA implementation. This
shows that our CUDA implementation is not the cause of
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Fig. 7. Ratios of the average computation time of kernels on different
platforms.

the low frame rate on TK 1. We believe that the bottleneck
of TK 1 is the host processor, a 32-bit quad-core Cortex A15
and its 64-bit memory data width.

6.3 Timing Analysis

In our approach, there are three OpenCL kernels, i.e., pre-
processing, lane detection, and lane tracking. Therefore,
we investigate the detailed timing of these three kernels
for all the experiments in Fig. 6. The normalized average
computation time of all Nc and Np combinations is shown
in Fig. 7. From this figure, we have following observations.
In general, given fixed Nc, increasing Np will increase
the timing percentage of lane tracking. The reason is that
there are more particles needed to be processed with larger
Np. Another reason is that with less particles, i.e., smaller
Np, the tracking is less accurate and need more times
of detection. On the other hand, the workload for pre-
processing is fixed for a given ROI. Therefore, the ratios for
pre-processing drop further as the number of Np increases.
The second observation is the ratios are different for
different platforms, given the same Nc and Np combination.
In general, the two FPGAs have higher percentages for pre-
processing than the GPUs. The reason is that more floating
point operations are involved during pre-processing.

Lets take a closer look and consider the case Np = 256
and Nc = 512. The normalized average total execution

time and execution time per frame are shown in Fig. 8 and
Fig. 9, respectively. For the total execution time (Fig. 8), the
major computation is expected spending on lane tracking.
The reason is that average 95% frames are conducted
lane tracking. When we consider the computing time for
individual frames (Fig. 9), lane detection consumes much
more computing power than lane tracking, e.g., more than
twice for GPUs, which justifies the need of a lane tracking
step, rather than detection for every frames.

Fig. 10 shows the ratios of timing expense between
the host CPU and devices. In general, the hosts have a
bigger portion, i.e, about 80%. This means the hosts are
always the bottleneck. The main reason for this bottleneck
is the conversion of OpenCV structure of image frames
into OpenCL peer. This conversion unfortunately cannot be
paralleled with the devices. Comparing the Stratix V FPGA
and GeForce GPU (Fig. 10(a) and 10(d)), who are mounted
on the same machine with Intel Xeon processor, one can find
the portion for the host is smaller (i.e., 58%) for Stratix V
FPGA. The reason is that the Stratix V FPGA has much small
computing resources than the GeForce GPU, i.e., slower.
Although almost half computation time is spent on the
Stratix V , the processing speed of Stratix V is still very fast
as the frame rate for Stratix V is the second highest among
all devices. The reason for the high percentage of Stratix V
computation time is that the host processor is very powerful.
For the case of Cyclone V, the host processor is a dual-core
Cortex-A9, which results in the highest ratio for the host.

6.4 Heterogeneous Execution on Multiple Devices

In section 5.2, the framework of heterogeneous execution
of OpenCL application using multiple devices is described.
This section presents experiments of heterogeneous exe-
cution of our lane detection with Altera’s Stratix V FPGA
and Nvidia’s GeForce GTX 660 TI GPU in combination. The
results are summarized in Fig. 11.

In this experiment, the number of sampled lines are
set twice as the number of particles (Nc = 2Np) and we
tested four cases, each with different number of particles,
i.e., Np = 64, 128, 1024, and 10240. For each Np, six scenarios
are evaluated, i.e., the percentage of Np computed on FPGA
is set to be 0%, 20%, 40%, 60%, 80%, and 100%. When this
percentage is 0% and 100%, all computations are solely
executed on GPU and FPGA, respectively. In these two cases,
there is no ICD overhead during the test because the ICD is
not used when only one device is used.

There are three main observations from Fig. 11. First, the
frame rates decrease as more workload are on the FPGA
for most of the cases. This is because the GeForce GPU has
higher computer power than the Stratix FPGA, as shown
in Figs. 6(b) and 6(e). Second, the ICD overhead is non-
trivial. Comparing scenarios 0% (without ICD) and 20%
(with ICD) for cases 64, 128, and 1024, the frame rates drop
significantly, i.e., 40.16%, 34.52%, and 27.55%, respectively.
While comparing 20% to 40%, 40% to 60%, and 60% to
80%, the drops on frame rates are not significant as 0% to
20%. On the other hand, the frame rates increase again from
80% (with ICD) to 100%(without ICD). Third, the speed-up
in computation by distributing workload to both devices
is effective only when particles number is sufficiently
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Fig. 11. Heterogeneous execution with Stratix FPGA and GeForce GPU, where the bottom numbers represent the percentage of particles on FPGA.

large where single device cannot cope with the required
workload. Comparing scenarios 0% to 20%, only in the case
of 10240 particles, the frame rate increases from 90 to 126,
which the frame rates drop for all other cases. It indicates
that the benefit of distributing workload overcomes the
ICD overhead and thus increases the frame rate. In other
cases, the workload distribution cannot compensate the ICD
overhead and only results in performance decrease.

7 CONCLUSION

This article presents a case study for running ADAS
application on COTSs with OpenCL. From this case study,
we draw following conclusions. First, our lane detection
developed with OpenCL can smoothly execute on both
Nvidia GPUs and Altera FPGAs, individually and jointly.
Although getting ideal performance on Redmi mobile
needs customized optimization, such optimization does
not affect the basic of the source code. Regarding the
effort of coding in OpenCL, it took 6 months for a
master student without any prior knowledge of parallel
programming to develop a working prototype of the lane
detection application. It took another 4 months for a
bachelor student without no knowledge of OpenCL to

optimize the memory consumption as well as the FPGA
execution. Therefore, we can confidently say OpenCL can
be considered as a viable standard programming model
for ADAS development. Second, as shown the experiments,
all the examined COTSs can provide more than sufficient
computing power for lane detection. With proper manners
that can exploit the available parallelism, we believe COTS
platforms can provide enough computing power to support
ADAS applications, even multiple applications jointly on
single platforms. In summary, Using OpenCL to develop
parallel ADAS applications on COTS platforms is a viable
solution for future ADAS development.
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